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Preface

The 18th International Conference on Intelligent Tutoring Systems (ITS 2022) was held
in Bucharest, Romania, from June 29 to July 1, 2022 in a hybrid format that allowed
participants to attend online as needed considering the continuing COVID-19 pandemic.
The Hosting Institution of ITS 2022 was the University Politehnica of Bucharest.

Adhering to the mission of ITS, the title of ITS 2022 was “New Challenges for
ITS During and After COVID”. Its objective was to present academic and research
achievements in computer and cognitive Sciences, artificial intelligence, and, due to its
recent emergence, specifically, deep learning in tutoring and education. The aim of ITS
2022 was to promote and improve learning technology systems, by combining novel and
advanced technology with complex and nuanced research approaches. It offered a forum
for exploring emerging and noteworthy progress in the field of artificial intelligence in
education.

The call for scientific papers focused on a broad number of topics of interest in the
area of ITS and beyond including the following:

— Intelligent Tutoring

— Learning Environments for Underrepresented Communities

— Attificial Intelligence in Education

— Human in the Loop, Understanding Human Learning on the Web in a Virtual (Digital)
World

— Machine Behaviour (MB), Explainable Al, Bias in Al in Learning Environments

— Emotions, Modeling of Motivation, Metacognition and Affect Aspects of Learning,
Affective Computing and ITS

— Extended Reality (XR), Virtual Reality (VR), Augmented Reality (AR), and Mixed
Reality (MR) in Learning Technologies

— Informal Learning Environments, Learning as a Side Effect of Interactions

— Collaborative and Group Learning, Communities of Practice and Social Networks

— Analytics and Deep Learning in Learning Systems, Educational Datamining,
Educational Exploitation of Data Mining and Machine Learning Techniques

— Sentiment Analysis in Learning Environments

— Data Visualization in Learning Environments

— Privacy, Security, and Ethics in Learning Environments

— Gamification, Educational Games, Simulation-based Learning and Serious Games

— Brain-computer Interface Applications in Intelligent Tutoring Systems

— Dialogue and Discourse During Learning Interactions

— Ubiquitous, Mobile, and Cloud Learning Environments

— Virtual Pedagogical Agents and Learning Companions

— Multi-agent and Service-oriented Architectures for Learning and Tutoring
Environments

— Single and Groupwise Action Modeling in Learning Environments

— Ontological Modeling, Semantic Web Technologies, and Standards for Learning
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— Empirical Studies of Learning with Technologies

Instructional Design Principles or Design Patterns for Educational Environments

— Authoring Tools and Development Methodologies for Advanced Learning
Technologies

— Domain-specific Learning Technologies, e.g. Language, Mathematics, Reading,
Science, Medicine, Military, and Industry

— Non-conventional Interactions Between Artificial Intelligence and Human Learning

Personalized and Adaptive Learning Environments

— Adaptive Support for Learning, Models of Learners, Diagnosis and Feedback

Recommender Systems for Learning

— Causal Modeling and Constraints-based Modeling in Intelligent Tutoring

The call for papers sought papers that presented significant new research findings
in the use of advanced computing technology and interdisciplinary research to allow,
promote, and enhance human learning. Full papers allowed for discussion of more
mature and finalized research results, while short papers allowed discussions around
brief novel findings. There was also a Poster Track, which included an excellent network
for researchers to discuss research prototypes and work in progress with conference
attendees.

The international Program Committee consisted of 65 leading members of the
intelligent tutoring systems community (16 senior and 49 regular).

Scientific papers were reviewed by three to four reviewers through a double-blind
process. Only 28% of submitted papers were published as full papers, 26% were
published as short papers, and 16% were published as posters.

The full papers outlined important new developments and theory, the short papers
explored new ideas and advances, and the posters discussed research in progress, all
based on the ITS philosophy.

The main topics under which the accepted papers fall, on which basis we also
structured this book, are as follows:

— Tools and methods for learning sciences and practices
— Algorithms for prediction, recommendation, and classification in learning systems
— Tutoring and learning systems: new approaches, frameworks, and theories

The quality of a conference is reflected by the work of its participants as well as
their ability to push the boundaries, and the rigor with which they encourage the rest
of the research field to move forward. The papers of ITS 2022 stretched the limits of
intelligent tutoring, much as they had over the previous years. Virtual reality, reverse
image searches, sequence models, cognitive maps, recommendation systems, and natural
language processing were among the fields where authors had documented remarkable
work. The ITS 2022 program was also reinforced by the successful organization of
Intelligent Tutor Demonstrations by Mihai Dascalu and Philippe Dessus.

The successful preparation and implementation of the ITS 2022 conference was
secured by the original work of all the authors, the devoted contribution of the
various conference chairs, the members of the Program Committee, the Steering
Committee Chair, Claude Frasson, and in particular the General Conference Chair,
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Stefan Trausan-Matu. The organization, coordination, and online operation of the
conference was achieved by the organizers, the Local Organization Chair, Mihai
Dascalu, and the Organization Committee Chair, Kitty Panourgia. We would like to
acknowledge the Politehnica University of Bucharest, where the conference was held.
Last but not least, we would like to acknowledge the Institute of Intelligent Systems
(IIS) for helping organize the conference.

Like previous conferences, the emphasis of ITS 2022 was to introduce new and
established scholars to one another, continue to develop and innovate ideas, develop
theoretical and business interests, and broaden areas and subgenres related to intelligent
tutoring systems. We hope you enjoy reading the papers, building on the research
reported, and continuing to develop theories and applications in intelligent tutoring
systems.

June 2022 Scott Crossley
Elvira Popescu
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Comparative Evaluation of EduClust
and Its Transfer to a Virtual Reality
Environment

Johannes Fuchs®)® and Matthias Kraus

University of Konstanz, Konstanz, Germany
{fuchs,kraus}@dbvis.inf.uni-konstanz.de

Abstract. Previous research successfully demonstrated the applicabil-
ity and usefulness of EduClust, a web platform for understanding and
learning clustering algorithms. This paper presents a quantitative evalu-
ation of the educational framework, comparing the online teaching plat-
form to traditional teaching material. Results of the conducted exper-
iment in a real computer science course at the University of Konstanz
demonstrate its merit concerning users’ confidence and perceived use-
fulness. Additionally, we dare a first try to exploit the potential social,
perceptual, and motivational benefits of immersive media. We present
VRClust, an initial prototype as the transfer of the web-based applica-
tion to a virtual reality environment.

Keywords: Data visualization - Clustering - Education - Evaluation -
Virtual reality

1 Introduction

In university teaching, digital education concepts have already been established
alongside traditional front-of-class lectures. Students can simply join online meet-
ings and profit from easy access to digital content like slides, videos, and tight
integration of online teaching applications.

Algorithm visualizations (AV) [24] provide a unique opportunity to enhance
traditional teaching material and to share material online. Currently, visualiza-
tions of complex algorithms, as well as the visibility of AVs to students, are
limited. Basic algorithms like sorting or searching are covered well. However,
when it comes to more complex approaches, like clustering or classification tasks,
current AVs fall short [22].

A counterexample is the online application EduClust® [9]. The software uses
simple visualizations, animations, and linked pseudo code to explain complex
algorithmic behavior and, therefore, supports lecturers and students in teaching
and learning complex clustering algorithms. Whereas the usefulness of EduClust

! https://educlust.dbvis.de/.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Crossley and E. Popescu (Eds.): ITS 2022, LNCS 13284, pp. 3-16, 2022.
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as a supporting teaching tool for lecturers is fairly evident, the benefits to stu-
dents are harder to quantify upfront. Although students reported positively
about the software, we chose to conduct a comparative user study to determine
the usefulness of EduClust as a learning tool for students.

Independent of the results of the user experiment, we wanted to increase the
engagement of students further by transferring the online application to a virtual
reality (VR) setting. Since studies positively report about the benefits of VR in
teaching environments [1,18], we wanted to profit from this new technology.
As a result, VRClust was implemented, which transfers the general workflow
of EduClust to a VR environment and extends its functionality with additional
features like cluster quality measures and the additional clustering algorithm
DENCLUE [12].

In this paper, we contribute a quantitative experiment to investigate the use-
fulness of FduClust in comparison to traditional teaching material. We evaluated
EduClust with 48 students attending a data mining lecture. Students positively
evaluated their own use of the tool and observed its use by the lecturer. They
also became more confident about their understanding of the included clustering
algorithms. As a second contribution, we transferred EduClust to a VR setting
and showcase the benefits of this new environment.

2 Background

Much research has been conducted in the area of interactive visualizations for
education. On the one hand, visualization systems have been introduced to
support the analysis of learners’ behavior [5] or to manage lecture material
[3,4,20,25]. On the other hand, topic-specific learning applications like algo-
rithmic visualizations for decision trees, general statistics [26], sorting [24], or
applications to improve visualization literacy [7] were implemented.

In this section, we do not want to go into details about such pedagogical
tools but briefly introduce FduClust with its main features to foster a better
understanding of the application area of this online learning and teaching soft-
ware. Furthermore, we would like to shed more light on the use of virtual reality
in education to motivate our EduClust extension called VRClust.

EduClust - an Online Teaching Application: The design of FduClust was moti-
vated by research about interactive visualizations of algorithmic behavior in
education [10,14] and visualization techniques for clustering algorithms [2,11].
The application’s main component is a scatterplot in the center, which is used to
display data points as small circles and the algorithmic behavior using an anima-
tion. Another major component is the pseudo-code, which dynamically adjusts
to the selected algorithm and is directly linked to the animation. The current
algorithmic step is, therefore, always highlighted in the pseudo-code. Other views
allow the user to adjust input parameters of the selected algorithm or to control
the animation speed or replay single steps. Depending on the selected algorithm,
additional views are added to the application, e.g., a dendrogram for hierarchical
clustering [8] (Fig.1).
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Fig. 1. EduClust: overview of the online application. Different components offer the
possibility to investigate clustering algorithms in detail. In this example, the DBSCAN
algorithm was used to cluster the data points. Colored areas indicate the four different
cluster structures.

When incorporating the online application in lectures, teachers do not need to
prepare slides anymore that show how clustering algorithms perform with specific
input parameters on a certain example data set. EduClust allows teachers to
deviate from slides and interactively show as many combinations of parameters
or datasets as deemed useful. At the same time, it grants lecturers high flexibility
to switch between different example cases and settings and the possibility to
readily react to student questions that might require material and examples
previously unanticipated.

Although the integration of educational software in the teaching routine is
expected to be beneficial, there is no scientific proof about the usefulness of
incorporating FduClust in a data mining lecture and its effect on students’ per-
formance.

Virtual Reality in Education: Introducing VR applications in the education sec-
tor has had a positive effect on stimulating interactivity [19] and motivation
[18]. Famous examples are virtual field trips like Google Expedition [23], which
increase the learning experiences with enhanced presence [6], or VR applications
for training engineers, which help to increase students’ performance [1]. These
positive effects can also be transferred to VR classrooms with virtual avatar
teachers [21].
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3 Evaluation

The benefits of EduClust as a teaching tool for lecturers listed above are fairly
evident, and we decided not to evaluate them. The benefits to students, on the
other hand, are harder to quantify upfront, and we chose to conduct a compar-
ative user study to determine the usefulness of EduClust as a learning tool.

3.1 Experiment Design

The purpose of the experiment was to compare how well students could answer
questions about different clustering algorithms and to elicit subjective opinions
on the usefulness of our tool. Therefore, we decided to apply a procedure com-
monly used in education research: a pre-test/post-test design (also known as
"before and after” design) [17]. We evaluated students over a three-week period.
In each week, students first attended a lecture on a specific set of clustering algo-
rithms (partition-based, linkage-based, and density-based) and two days later
took part in the evaluation session as part of their regularly scheduled tutorial
class.

In the first two weeks, all students attended lectures using traditional slides.
They then took part in one of two conditions: during their tutorial class, they
studied clustering algorithms either using EduClust or using a traditional learn-
ing method consisting of lecture slides and scientific papers (control group). We
compared their performance with a pre- and post-quiz, interrupted by a free
study period. As research suggests, we included a control group (i.e., students
learning with traditional teaching material) to correct for confounding variables
like history, maturation, test-, or regression to the mean effects (RTM) [17].

In the third week, we used EduClust during a class lecture itself to augment
traditional teaching material. The lecturer removed all examples from his slides
and instead showed the algorithmic behavior of DBSCAN and OPTICS with
different data sets and input parameters. In the following tutorial evaluation
session, we asked students about their subjective experience with the tool as
part of teaching and, additionally, about their user experience with the software
in one of the previous study sessions.

Participants: We recruited 48 participants (21 female, 25 male, 2 NA) from
the local student population with a median age of 24 (range 20 — 32). All partic-
ipants attended the course “Data Mining: Basic Concepts” at the University of
Konstanz and had no prior knowledge about clustering techniques. Participants
did not receive any monetary compensation. Students who participated in the
tutorial evaluation sessions for Week 1 and 2 were not required to attend the
previous lecture, while we only elicited feedback in Week 3 from students who
attended the lecture and had seen EduClust used as a teaching aid.

Setting and Procedure: Each study week began with a lecture on clustering
algorithms taught by one author of this paper. During this lecture, the teacher
showed slides with and without animations and made drawings on the black-
board whenever necessary. Experimental sessions followed two days after each
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lecture. For each session, we split participants into two independent groups, and
each group attended a different tutorial session. The two groups could not com-
municate during the tutorial sessions.

Students were asked to fill out several questionnaires before commencing
their studies (with or without EduClust). In the first week, students began by
filling out a questionnaire on demographic information. In both the first and
second week, they also reported their confidence about the topic taught in the
previous class lecture. After collecting this information, all participants filled
out a quiz on the lecture topic (pre-test) to assess their current understanding of
the topic. Students were told that the quiz contained questions similar to those
of the final exam in order to motivate them to answer the questions as best as
they could. The quiz included theoretic questions about clustering algorithms to
check whether students remembered and understood fundamental characteristics
of the respective algorithm, e.g., naming the input parameters of ISODATA.
Additionally, participants had to apply their knowledge and evaluate whether a
clustering algorithm could correctly separate a given set of clusters.

The pre-test was followed by a free study period during which students could
revisit the lecture content in light of the questions they had previously answered.
Students in the EduClust condition used their own laptops to run EduClust from
a website we made accessible for the duration of the tutorial. Students in the
other condition were given electronic copies of the lecture slides as well as links
to the most relevant papers on the topic. Participants were told to use the study
time (15 min) to prepare for a similar test (post-test) to the pre-test.

The free study period was followed by another quiz (post-test). Students did
not have access to FduClust or teaching material during quizzes. The post-test
contained the same questions as the pre-test. In general, it is best for the dif-
ficulty of pre- and post-tests to be similar, but as this is not always easy to
determine, questions are often the same quiz [17]. Our wording and pre-test quiz
primed students to study the specific questions. Nevertheless, we note that this
priming was true for students in both conditions. After the post-test, we col-
lected the final confidence of participants and qualitative information in an exit
questionnaire. In the second week, we kept the groups and the procedure iden-
tical to Week 1. However, we switched the preparation method between groups.
Thus, at the end of the evaluation, each student participant worked once with
EduClust and with lecture slides and research papers. This change helped us to
avoid learning effects and to make sure that all participants were exposed to both
preparation methods minimizing the influence of individual differences between
subjects. Thus, overall, we collected demographic information, confidence scores,
pre- and post-test results, as well as qualitative feedback during Weeks 1 and 2.
In the third week, both groups used EduClust and filled out a final questionnaire
about their user experience with the software. Additionally, participants rated
the last lecture in which the lecturer included EduClust to augment his teaching
material.
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3.2 Hypotheses

Based on pilot studies and our experience as lecturers, we derived the following
hypotheses for our evaluation:

H1: Independent of the preparation method, participants’ accuracy will improve
between pre- and post-tests. Performance will be better in the post-test since
participants get time to prepare for the questions.

H2: Participants score better when preparing the post-test with EduClust com-
pared to students using traditional teaching material. We expected this result
as FduClust is more flexible in creating examples compared to traditional
teaching material or research papers. Additionally, students can control the
algorithmic behavior and replay a procedure until they understand how it
works.

H3: Participants value the use of EduClust in the lecture. Students positively
experience the benefits of FduClust listed in Sect. 2 and reflect this experience
in their ratings.

3.3 Results

Here, we report on significant results (p < .05) from our quantitative analysis
and refer to the qualitative feedback in Sect. 3.4.

In the pre- and post-test, we recorded participants’ accuracy as their number
of correct answers in each test (see Fig. 2), as well as their gain score, i.e., their
difference in accuracy between pre- and post-test. Before the pre-test and after
the post-test, participants rated their confidence in understanding the respective
clustering content and the usefulness of the provided material in a separate
questionnaire. Given the non-normal distribution, we analyzed the results using a
Mann-Whitney U-test between groups and a paired Wilcoxon test within groups.
We analyzed the weeks independently since the clustering content for each session
changed during the study. The condition of interest is the preparation method
(i.e., lecture material or EduClust).

First Week. In the first week, participants had to work on questions about
partition-based clustering.

Pre- and Post- Study Results Per Preparation Method: There was
no significant effect of preparation method on accuracy for both the pre- (lec-
ture material: 64.3%; EduClust: 57.1%) and post-test (lecture material: 78.6%;
EduClust: 71.4%). The 95% confidence interval of the differences between prepa-
ration method for pre-test was [-21.4%:7.1%] and identical for the difference
between preparation methods for the post-test. There was also no statistical
significant effect of preparation method on gain scores (lecture material: 13.4%;
EduClust: 10.2%). We, thus, have no evidence to conclude that any of the two
groups performed more accurately when starting or at the end of the session.
When comparing the post-test questionnaires, there was a significant effect
of preparation method on perceived usefulness (the mean ranks of EduClust and
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Accuracy Split by Test, Session, and Preparation Method
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Fig. 2. Accuracy: Participants’ performance, split according to session (i.e., clustering
topic), preparation method (color), and test condition (i.e., pre-test and post-test).
Error bars indicate the 95% confidence interval.

Table 1. Percentages of participants who found the preparation method for the different
clustering methods useful.

Partition-based clustering

Preparation method | Strongly disagree | Disagree | Neutral | Agree | Strongly agree
EduClust 0 0 4.8% 71.4% | 23.8%

Lecture Mat 10% 10% 40% 35% | 5%
Linkage-based Clustering

EduClust 0 0 11.8% |35.3% | 52.9%

Lecture Mat 0 25% 35% 40% |0

lecture material were 27.1 and 14.6, respectively; U = 338, Z = 3.66, p< .001, r
= 0.57). Participants were more satisfied with FduClust compared to traditional
material (Table1).

Improvement Per Preparation Method: For the accuracy, post-test results
(lecture material: 78.5%; EduClust: 71.4%) were statistically significantly higher
(lecture material: p< .005; EduClust: p< .001) than pre-test results (lecture
material: 64.3%; EduClust: 57.1%). The 95% confidence interval of the mean dif-
ference between pre- and post-tests (i.e., improvement) lay between [14.3%:25%]
for the lecture material and [7.1%:17.9%)] for EduClust (Fig.3).

The medians of participants’ confidence before and after the experiment were
3 and 3, respectively. A Wilcoxon Signed-rank test shows that there is a sig-
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Fig. 3. Accuracy improvement between pre- and post-tests, by session and preparation
method. Error bars indicate the 95% confidence interval.

nificant improvement of confidence (W = 40, Z = —2.7, p< .01, r = 0.42).
Participants gained significantly more confidence in the understanding of the
respective clustering algorithm when working with EduClust (p< .01). There
was no significant effect for the lecture material (see Fig. 4).

Second Week. In the second week, material covered linkage-based clustering.
Pre- and Post- Study Results Per Preparation Method: There was
no significant effect of preparation method on accuracy for both the pre- (lec-
ture material: 54.2%; EduClust: 58.3%) and post-test (lecture material: 58.3%;
EduClust: 75%). The 95% confidence interval of the differences between prepa-
ration methods for pre-test was [-8.3%:25%] and [0%:25%)] for the difference
between preparations for the post-test. There was also no statistical significant
effect of preparation method on gain scores (lecture material: 8.3%; EduClust:
13.2%).

When comparing the post-tests, there was a significant effect of preparation
method on usefulness (the mean ranks of EduClust and lecture material were
26.24 and 12.85, respectively; U = 293, Z = 3.92, p< .001, r = 0.64). Participants
were more satisfied with EduClust compared to traditional material (Table1).

Improvement Per Preparation Method: Post-test results (lecture material:
58.3%; EduClust: 75%) were not statistically significantly higher than pre-test
results (lecture material: 54.2%; EduClust: 58.3%). The 95% confidence interval
of the mean difference between pre- and post-tests (improvement) lay between
[-4.2%:25%] for the lecture material and [0%:29%)] for EduClust (Fig.3). There
was no significant effect of confidence for each preparation method (see Fig.4).

Third Week. In Week 3, we did not deploy tests. Instead, we collected quali-
tative feedback on the use of the tool and its usefulness during the lecture.

All 28 participants who attended the respective lecture agreed (50%) or
strongly agreed (50%) that integrating EduClust in the lecture helped them
to understand the respective clustering algorithm. Moreover, 53% agreed or
strongly agreed (47%) that they would use the tool to prepare for the exam.
When checking our server logs between the last experimental session and the
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Fig. 4. Likert scale results to the question “I am confident I understand the procedure
of <name of the algorithm>.” before and after the experiment.

final exam, we identified 13 different IP accesses on average per day. Compared
to previous access rates (2 different IPs per day before the experiment) we experi-
ence an increase of 550% with a peak of 44 different TP addresses (48 participants)
on a single day. Thus, our logs indicate students did indeed use the material to
prepare for the exam. Overall, 22 participants agreed or strongly agreed (77%)
that EduClust helped them to better understand the clustering behavior. Five
students (18%) were neutral in their decision and one student (4%) disagreed
with the statement.

3.4 Discussion

In the following, we discuss the results of our quantitative analysis in more detail
in combination with the results of the qualitative feedback.

In the first week, participants’ accuracy improved significantly from the pre-
to the post-test independent of the preparation method. Students working with
EduClust also showed a significant increase in confidence about their knowledge
of the clustering content. Although the mean accuracy increased in the second
week for both preparation methods as well, the effect was not significant. Also,
we no longer found a significant increase in the confidence of the participants.
A possible explanation is that students were missing features to improve their
understanding of linkage-based clusterings. In the free-text feedback section of
the exit questionnaire, students reported that they were missing a way to com-
pare different dendrograms (i.e., single-linkage vs. average-linkage) and a rep-
resentation of the distance matrix to better understand the joining steps of the
clusters. Surprisingly, these requests for additional features did not seem to affect
their final evaluation in Week 3. The majority (85.2%) of participants reported
that they agreed or strongly agreed with the statement that the implementation
of the respective algorithms helped them to better understand the correspond-
ing clustering behavior. In summary, given the quantitative results from the first
and second session, we can only partially confirm HI1.
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Fig. 5. K-Means clustering performed in VRClust. Exemplary, the iterative improve-
ment of the cluster quality is shown by depicting the steps 1, 2, and 3 (top to bottom).
Cluster centroids are depicted as larger spheres and color indicates cluster affiliation.
The three windows in the background show the silhouette coefficient, the dynamic
pseudo code and the overall cluster quality (left to right).

When comparing the two preparation methods based on accuracy and gain
scores, we did not find a significant difference. Therefore, H2 cannot be con-
firmed. However, in the FduClust condition, participants’ confidence increased
significantly for partition-based clustering, which was not true for the tradi-
tional teaching material, thus it seems that EduClust was a worthy addition to
the classroom. Not only did the participants value the usefulness of EduClust,
they all stated that they would use the software to prepare for the final exam, a
statement that seems to be supported by the increase in server accesses during
the preparation phase for the exam. Thus, their statement reflects true intentions
rather than a possible effect of desirability bias.

Integrating EduClust in a clustering lecture was well received by students,
confirming H3. Although just 28/48 students attended both the lecture and the
tutorial of Week 3, all (strongly) agreed that EduClust helped them to under-
stand the material covered in class. However, we found that especially for ISO-
DATA and OPTICS more work is needed to improve the implementations.

Given the qualitative feedback, we identified additional promising areas of
improvement. Students expressed their desire for an indicator of the current
clustering quality as a subjective measure that can be tracked over time. Also,
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for linkage-based clustering, students asked for visual assistance when comparing
two or more dendrograms at the same time.

As an extension to FduClust, we created a prototype that explores the immer-
sive design space by transferring the concept of EduClust to Virtual Reality
(VR). Our novel prototype constitutes an increment to the web framework by
supporting new algorithms exploiting the benefits of actual 3D like DENCLUE
[12]. Additionally, further useful information and visualizations like clustering
quality measures or comparison views as desired by our participants can be eas-
ily added in the VR environment due to the extended design space. Besides these
advantages, our new VR education platform also strives to exploit potential ben-
efits provided in immersive environments: for instance, enabled social aspects in
collaborative scenarios, eased spatial understanding in native three-dimensional
visualizations, or increased levels of engagement in vivid virtual reality environ-
ments for classroom scenarios.

4 VRClust

With VRClust, we present the initial prototype of an immersive teaching plat-
form for clustering algorithms as a transfer of EduClust to virtual reality (see
Fig. 6, right). Our main motivation for this step is threefold: (i) improving the
understandability of clustering algorithms in three-dimensional space due to
improved depth-perception and stereoscopic vision, (ii) enhancing the engage-
ment of students to try out different clustering algorithms, and (iii) facilitating
the social aspect of teaching experiences in terms of a multi-user VR scenario
that comes short in screen-based scenarios.

In the immersive framework, we recreated the available options and the work-
flow from EduClust, but optimized the interface for the new environment. Hence,
a menu is attached to the right controller, allowing the user to select different
data sets, visualizations, and clustering algorithms. All data sets contain data
items with at least three dimensions. Initially, the selected data is presented as
a simple 3D scatterplot but can be modified to contain various glyphs (e.g., pie
and star glyphs) using the visualization sub-menu. Due to the results of an ear-
lier experiment [16], we decided to position our visualization on a digital table
to provide an overview of the data being analyzed.

Once an algorithm is selected, a second menu is shown to parameterize the
algorithm, step through it, or animate the whole clustering procedure. Figure 5
depicts three steps of a K-Means clustering performed on exemplary data. Sim-
ilar to the original 2D framework EduClust, the visualization is enriched with
cluster centroids, data points are stained to convey their cluster dependency,
and the current step is highlighted in the Pseudocode on the wall. Additionally,
two quality measures are added to this prototype. On the left, the silhouette
coefficient[13] is displayed, and the respective distances are visualized. On the
rightmost board, all previous steps are listed up together with their correspond-
ing clustering compactness score. This allows the user to monitor the develop-
ment of the clustering quality over time, a feature desired by the participants of
our previous user experiment.
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Fig. 6. Transferring EFduClust to VR. Left: the DENCLUE algorithm is explained in
VRClust with the aid of a 3D heatmap visualization that represents the density dis-
tribution of datapoints in the investigated dataset. Right: in VRClust, the interface
for selecting clustering algorithms, data, and visualizations is attached to the VR con-
troller.

Furthermore, VRClust exceeds the functionality of EduClust by incorpo-
rating additional clustering algorithms like the DENCLUE [12] algorithm (see
Fig. 6, left). When selecting a hierarchical clustering algorithm like DEN-
CLUE, the corresponding density distribution is depicted as a three-dimensional
heightmap visualization through which a cutting plane can be shifted, resem-
bling the parameter ¢ that defines the threshold for density and influences the
number of clusters. The three dimensional design space allows for a simultane-
ous presentation of the density distributions together with the raw data points,
which should strengthen the understanding of the algorithmic behavior. Our
previous work has shown the potential of multiple 3D heatmaps for comparative
analysis [15]. Various found benefits certainly transfer to a single heatmap with
a cutting plane and a juxtapositioned scatterplot visualization.

5 Conclusion

The presented quantitative experiment assessed the performance of EduClust,
a web teaching framework for conveying the functionality of clustering algo-
rithms, in a real-world university context. Students were more confident about
their understanding of the respective topic and considered the tool more useful
in comparison to traditional teaching material. Additionally, we presented an
initial prototype of a VR version of the learning platform that strives to exploit
potentially beneficial properties of immersive space in the educational domain.
Even though we can imagine various merits of the transfer, a quantitative evalu-
ation of the immersive system is subject to future research. In the near future, we
try to incorporate collaboration aspects in our VRClust software. Students and
lecturers are assigned to different roles and join the same teaching environment.
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Abstract. The automatic judgment system, which has been widely used
in recent programming lectures, is being developed mainly in a language
that is performed based on a console. Embedded systems such as Arduino
require more effort from instructors to guide students, but research on
systems that support them is slow. In order to support this, this paper
intends to support instructors and students by developing an Arduino
practice judgment system based on a function execution log. The Arduino
practice judgment system can perform Arduino practice judgment by
processing the Fritzing output and the source code execution result in
the form of a function execution log rather than the actual Arduino
HW. In addition, it was shown that the system can be applied to actual
lectures to make lectures more efficient.

Keywords: Automated assessment + Programming education -
Automated feedback - Arduino practice

1 Introduction

Recently, as the number of students taking programming classes increases, the
work of instructors conducting the classes also increases. To support this, devel-
opment and research on automatic judgment systems are being conducted in var-
ious ways [8]. However, in the case of automatic judgment systems, console-based
languages such as C and JAVA are mainly developed and used, and research on
automatic judgment systems targeting embedded systems such as Arduino is
progressing very slowly. In a system like Arduino, the instructor’s workload is
higher than that of the existing programming class because the instructor must
provide feedback on the HW configuration and source code while the instructor
is conducting the class. To support this, functions that automatically perform
judgment and provide feedback are required, but embedded systems are difficult
to implement. In order to score a system such as Arduino, you need to check the
HW configuration and connection, and upload the source code to the developed
HW to check the output. However, since it is difficult to automatically check
the output of the actual HW, research on the automatic judgment system for
embedded systems is also being conducted slowly.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Therefore, in this paper, we propose an Arduino practice judgment system
based on the function execution log. The Arduino practice judgment system is
a tool developed to automatically test the HW and source code developed by
students in Arduino practice. First, the instructor configures the HW required by
the example in Fritzing [3], writes the appropriate source code, and uploads it to
the system. The system extracts the conditions necessary for HW configuration
from the HW configuration file uploaded by the instructor, and creates a test case
based on the function execution log obtained by executing the source code. Test
cases for the generated HW configuration conditions and source code are used
to score students’ practice. The products uploaded by the students go through
the same process as the files uploaded by the instructor, and are scored using
pre-created configuration conditions and test cases. In addition, by providing
feedback according to the test results to the students, it supports the students
to correct errors in the practice themselves.

The structure of this paper is as follows. Section 2 deals with related research,
and Sect.3 provides the main idea and configuration of the system. Section 4
describes the system test method, Sect. 5 shows the case of applying the system
to actual lectures, and Sect. 6 consists of a conclusion.

2 Related Works

Currently, research on automatic judgment systems is mainly focused on sys-
tems targeting languages that can perform tests by operating console-based
[5,8]. In addition to programming languages, an automatic judgment system
was also developed that compares and tests the results of a computer aided
design (CAD) product-based hardware design [2] and DB query [6]. However, in
the case of embedded systems such as Arduino, automatic judgment systems are
being studied slowly. Model-based tests [9] and embedded system simulators [4]
exist as automated test techniques required to develop an auto-judgment sys-
tem. However, to apply these techniques to Arduino, it is difficult to apply them
due to insufficient source code or limitations of the simulator. The currently
developed ARDUINO Intelligent Tutoring System [1] does not support most of
the functions supported by other Intelligent Tutoring Systems, so its use is very
limited.

3 Function Execution Log Based Judgment System

3.1 System Overview

The Arduino practice judgment system is a system that automatically scores stu-
dents’ practice using the HW and Arduino source code configured in Fritzing [3].
The system performs practice judgment by comparing the HW configuration and
test case written by the instructor with the output written by the students. For
this purpose, students are required to configure the HW in Fritzing in addi-
tion to the existing Arduino practice environment. Judgment system consists of
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4 modules, and each module consists of HW configuration condition generator,
function execution log generator, test execution module, and feedback generator.
Figure 1 shows the configuration of the Arduino practice judgment system.

TS @ ! Offer Result &
a Feedback
Transmit HW Desc, Transmit HW Desc,
Src, Parameter  Professor Sre " Student  <—

Save Parameter

HW Check Func. Execution N HW Check
™ Func. Execution e

Condition Log based Log Generator Condition

Generator Test case Generator 9 Generator

Transmit Parameter

I Test Execution Module I

Transmit Test Result

| FeedBack Generator l—

Fig. 1. Overview of Arduino practice judgment system

Arduino practice judgment system extracts HW configuration information
from HW configuration condition generator and uses it to test HW list and
connection information. Next, the function execution log generator has a function
to create a function execution log by executing the source code of the instructor
and student. At this time, the instructor enters the conditions necessary for
executing the source code (ex. sensor measurement information, serial input,
number of loops, etc.) according to the example and uses it to generate the test
case. The source code uploaded by the student gets the execution conditions
entered in advance by the instructor and executes the source code to create a
function execution log. The third is the test execution module, which checks the
HW configuration conditions generated by the instructor and uses the generated
test cases to test the source code. HW configuration condition check is performed
by comparing the extracted information, and the source code is tested in different
ways depending on the type of test case generated. The system generates and
provides feedback to students based on the test results performed.

3.2 Fritzing Based HW Configuration

Fritzing [3] is an open source SW developed to implement the Arduino HW
configuration on a PC. In this paper, Fritzing’s configuration data is used instead
of Arduino’s actual HW to implement the Arduino’s automated test. Fritzing
provides the configured HW information in XML format and includes the type of
configured HW and connection information between the HW. In XML data, one
port connection information is defined between <net> </net> tags to indicate
HW information connected to Arduino. The HW information connected to the
Arduino port is defined between <conncetor> and < /conncetor>, and if it exists
in the same <net> tag, it means that they are connected.
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3.3 Function Execution Log

HWs used in Arduino are controlled using functions in the library, and each
function receives connected Arduino port information and control commands as
parameters to operate the corresponding hardware. If the parameters required
for function execution and hardware information operated by the function are
combined and expressed in a log, the operation of specific hardware can be
expressed in a log format, and this log is called a function execution log. Figure 2
shows the structure of the function execution log generator.

l
Function
I Execution Log
ﬁ Test Driver
(main)

Execution
Parameter

Mockup
Library

SrcCode
(Function)

Call Mockup
Library

Fig. 2. Overview of function execution log generator

In order to generate the function execution log, the port information of the
actual Arduino board, the mock-up library, and the test driver are required.
The execution environment composed of these three components executes the
uploaded source code without changing it, creating a function execution log.
Mock-up library refers to a library created by re-defining functions used in
Arduino as the function names are. Existing functions operate the hardware
using the input parameters, but the redefined functions have the function of
generating the function execution log by outputting the input parameter infor-
mation to the standard output. The test driver saves the source code execution
conditions (loop number, sensor data, etc.) entered by the instructor in the
library and calls the setup() and loop() functions in the Arduino source code to
create a function execution log.

4 Judge Method

4.1 HW Check Condition

The HW tests performed by the Arduino practice judgment system are the
HW list test and the HW connection test. After the instructor configures the
hardware using Fritzing and uploads the hardware configuration diagram in
XML format to the server, the verification conditions to be used for the test
are automatically created. The generated confirmation condition is used to test
the hardware configured by the students in Fritzing, and feedback based on the
test result is also generated using the confirmation condition.
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The HW list and connection confirmation conditions are created by extract-
ing the information defined in the XML. First, the HW list extracts the names of
all HWs connected to the Arduino and creates a list for testing. If the instructor’s
HW list matches the student’s HW list, the test is considered passed.

Next, the HW connection check condition is created by combining the infor-
mation on each port of the Arduino and the connection information for each
other HW port. The generated HW connection confirmation condition checks
the HW connection by comparing the instructor’s condition with the student’s
condition, and provides feedback accordingly to the student.

4.2 Test Case Description

Arduino is a system with the characteristics of an embedded system, and it is
difficult to test Arduino SW with the test method used in the existing judgment
system. Accordingly, the test case was newly defined by reflecting the character-
istics of TTCN-3 (Testing and Test Control Notation version 3) [7].

No. TTCN-3 Test Object Arduino Test Case

1 Template(Protocol) Partial Order between events
2 Response Time ‘ Reaction Time between events
3 Receiving Data V| HW Value Variance

Fig. 3. Types of test cases and test targets of TTCN-3

As shown in Fig. 3, the defined test case was defined by reflecting the char-
acteristics for testing the template (protocol), response time, and received data
to be tested in TTCN-3. An event used in a test case means one function execu-
tion log (HW operation). The defined test case is defined so that the sequence
between events, delay value between events, and change in HW value can be
checked. Figure 4 shows the composition of the newly defined test case.

ID Contents

<Event Ordering> : [Constraints](Optional)

Format <FuncName(Param1, Param2), FuncName(Param1, Param2)>:[, ] / [Param2:asc or desc]

Example 1 <digitalWrite(RED_LED, HIGH), digitalWrite(RED_LED, LOW)>
Example 2 <digitalWrite(RED_LED, HIGH), digitalWrite(RED_LED, HIGH)>:[50, 500]
Example 3 <analogWrite(RED_LED, *), analogWrite(RED_LED, *)>:[Param2:asc]

Fig. 4. Test case configuration

As shown in the figure, the test case writing form consists of two parts:
‘<Event Ordering>’ and ‘[Constraints]’. First, '<Event Ordering>’ means that
two events can be written between < >, and when two other events are input,
the preceding event is executed first and the latter event is executed when per-
forming a test. You can write a test case by entering two parameters in the
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function execution log. Param1 means the HW name. Param2 means a number
or command to be transmitted, and Param2 can be written using ‘*’ in addition
to the reserved words used in the existing Arduino, which means that it does not
matter which reserved words or numbers are input. Next, ‘{Constraints]’ means
constraints and can be selectively entered and applied to test cases. Currently,
the constraint is divided into two. The first constraint is used to check whether
the delay is within the range by designating the delay range when it is necessary
to check the delay between events written in the test case. The second constraint
is a constraint used in the HW numerical change test case, and is used to express
the constraint on the increase or decrease of the numerical value (Param?2) deliv-
ered to a specific HW. In Fig. 4, 3 examples are written in the form of a defined
test case, and Example 1 is a test case written using only Event Ordering. Exam-
ples 2 and 3 are examples of test cases written by applying Constraints, and the
test method is applied differently depending on the applied Constraints.

5 Judge Experiment

The Arduino practice judgment system was applied to the subject called 'ToT
Practice’, which was opened in the second semester of 2021, and the number of
students enrolled was 15. The applied system was a prototype, and only Partial
Order between Events Test Case was used for example judgment. The system
reduced the workload of the instructor, and students were able to receive feed-
back on their practice results more quickly. Lectures were conducted by check-
ing the learning progress of the students through the system, and the learning
progress was confirmed through data such as grading results, number of sub-
missions, errors occurred, and submission time. The instructor can check the
progress of each student and find and guide students who need additional guid-
ance from the instructor, and students who do not can proceed with their own
learning by using the feedback provided by the system. In this way, instruc-
tors can conduct more efficient lectures by using the functions provided by the
system.

6 Conclusion

In this paper, an Arduino practice judgment system was developed and applied
to actual lectures, and the results were shown. The Arduino practice scoring
system is a system that tests the practice developed by students using the XML
format hardware diagram and Arduino source code supported by Fritzing. By
automating the grading and providing feedback previously performed by instruc-
tors, the burden on instructors was relieved, and more students were provided
with feedback more frequently than before in the same amount of time. In the
experiment conducted in this study, only one type of test case was applied, and
an experiment to secure additional data is planned.
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Abstract. Rogue reviews represent an important challenge in the application of
the peer assessment process in educational settings. Students sometimes provide
inappropriate evaluations of their peers’ work, due to laziness, malevolence, retal-
iation, or dishonesty. Various approaches have been described in the literature for
mitigating personal bias and increasing assessment reliability. The current paper
proposes an innovative mechanism for managing rogue reviews, based on a hybrid
approach: combining automatic labelling of suspicious reviews by the system with
manual analysis of their content by the teacher. In addition, dedicated prompts are
displayed to the students, providing specific recommendations for revising poten-
tially rogue reviews. The mechanism was integrated in an existing peer evaluation
system called LearnEval. The platform was used in a pilot study whose results are
reported and discussed in the paper; several lessons learned from the experience
and potential improvements are also included.

Keywords: Peer evaluation - Peer assessment platform - Rogue reviews -
Feedback quality

1 Introduction

Peer assessment is an educational activity applied in a wide range of areas, both formally
and informally. The feedback offered by the students is a critical component for learning,
being helpful in various ways: it provides multiple perspectives for authors to consider
[10], each learner receives individualized feedback [6], it encourages reflection and
metacognition, and fosters critical thinking skills [14]. Some practitioners consider the
timeliness and diversity of the feedback even more important than its content [10];
however, ensuring a quality peer feedback is an important endeavor [7, 10, 16].

A challenging aspect in the successful application of the peer assessment process
is represented by the rogue behavior of the students. Rogue reviews are inappropriate
evaluations that have as source laziness, malevolence, retaliation, or dishonesty [15],
affecting students’ learning enthusiasm [17]. The rogue assessors assign arbitrary grades
regardless of the solution quality [15]; indeed, in every course it can be assumed that a
part of the learners will assign random grades during the assessment process [9]. In this
context, several approaches have been proposed in the literature to mitigate the personal
bias and increase assessment reliability: use of multiple reviewers for the same solution
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to increase the accuracy [15, 17]; let evaluators see how other peers have assessed the
same solutions they reviewed to increase self-awareness [8]; use of design prompts that
alert assessors to change their reviewing standards when they submit rogue evaluations
[17]; use of advanced and innovative systems that prevent rogue review behavior from
the start [15].

In this paper we propose a novel hybrid approach, where automatic machine labelling
is combined with manual human marking to facilitate the detection of rogue reviews,
by considering aspects related to time allotted, grades assigned, or feedback content.
We report on the integration of the rogue review management mechanism in an existing
peer evaluation system called LearnEval, offering details regarding the implementation,
context of use, a pilot study, and an initial analysis of the potentially rogue reviews.
LearnEval [1, 2] is an innovative peer assessment platform that has been applied in several
scenarios, especially in Project-Based Learning (PBL) settings [3]. The system allows
students to assess their peers’ artifacts by assigning grades and providing feedback;
the students are guided during the assessment using criteria defined by the instructor;
advanced mechanisms for reviewer calibration, monitoring and visualizations as well as
dynamic review allocation are included in the platform.

The paper is structured as follows. Section 2 presents related work about peer assess-
ment reliability and rogue reviewing. Section 3 describes the proposed hybrid mecha-
nism for detecting and preventing rogue review behavior. Section 4 reports the results
obtained in a pilot study performed with 52 undergraduate students. Section 5 contains a
discussion about the findings, draws some conclusions and offers perspectives for future
work.

2 Related Work

In the following, we present relevant works that address techniques for detecting rogue
review behavior and examine peer assessment reliability.

Various ways for increasing feedback quality and avoiding the clustering of grades
are presented in an early paper [7]. Several approaches are proposed, such as: deny credit
unless submitting the evaluations, prevent access to one’s own received feedback until
the student provides feedback to peers, compute student’s grade based on the grades
received by the peers they reviewed (thus encouraging highly useful evaluations), and
include an additional phase where the learner assesses the reviews performed by others.
In addition, the accuracy of grading could be increased by requesting learners to complete
a pre-certification test before evaluating their peers. Furthermore, the authors propose
additional methods for preventing the clustering of grades, such as: use ranking instead
of grading, or assign each student a limited number of shares that have to be distributed
among the reviewed solutions.

A study to assess the accuracy and effectiveness of distributed peer assessment
and to determine how often issues such as rogue reviews arise is carried out in [15].
Several factors that foster the rogue behavior are addressed, such as: laziness, retaliation,
collusion, and competition. The authors use incentives to mitigate such behavior. For
instance, students are demanded to provide the assessments prior to seeing their solution
score. On the other hand, laziness is counteracted by reckoning the assessment process
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as a course activity and tailoring the student workload appropriately. An analysis was
conducted to assess the level of retaliation by correlating the review scores with the
ones assigned by the authors to evaluations and the value found was low. Several cases
of collusion were identified, where pairs of learners settled to assign each other high
scores. However, very few proofs of rogue behavior were detected in practice. Overall,
the results highlight that peer assessments are accurate in comparison to a recognized
standard of evaluation.

An interesting approach which relies on analyzing the lexical sophistication of feed-
back comments in a large-scale study is reported in [10]. The paper examines reviewers’
competence in making appropriate evaluations and the complexity of the feedback pro-
vided. The textual complexity is assessed by employing five metrics: comment length,
number of distinct tokens, median word length, word frequency, and average token-type
ratio. The findings show that high performing students generally write more and have a
better vocabulary than the rest. In addition, the analysis of lexical sophistication high-
lights the fact that reviewers generally produce less complex comments than instructors.
However, the authors suggest that the gap could be reduced by assigning multiple eval-
uators for a single submission. Thus, the effect of rogue reviews is slightly lessened by
assigning grades to solutions computed based on a weighted average of the received
marks.

A different mechanism is proposed in PeerStudio platform [12], which shows review-
ers short tips based on the feedback they provide. These helpful tips are generated using
a list of relevant words extracted from the draft submitted by the student and the assign-
ment description. Furthermore, the system uses the number of relevant words in the
feedback and its length to propose enhancements. A large amount of low-quality com-
ments is detected by employing this simple heuristic. The platform guides the reviewer
to provide the most relevant feedback for the current state of the submission by inter-
nally computing the solution quality (low, medium, high). Additionally, the authors can
evaluate the received assessments and deliver messages to the staff. The approach was
quite successful, with students considering 45% of the comments to be “somewhat con-
crete or better”, offering links to helpful resources, or suggestions on how to improve
the solution (while the rest of the comments were simply praise or support messages).

Statistical measures are also proposed in [17] for detecting non-consensus and rad-
ical review behavior in peer assessment. Non-consensus occurs when multiple review-
ers disagree and have contrary opinions on the same aspect. Moreover, a part of the
reviewers have radical behavior during assessment by repeatedly assigning low or high
grades, without considering the actual solution quality. In this context, the EduPCR peer
assessment platform automatically identifies non-consensus by means of the standard
deviation of the grades assigned by reviewers. Teacher arbitration is triggered when such
non-consensus is discovered in a group of reviewers. On the other hand, a reviewer is
marked by the platform as a radical candidate when they repeatedly offer high or low
grades. In such cases, a short message or an email is delivered to the instructor, who
then manually inspects the grades assigned by that reviewer.

Furthermore, some papers propose innovative ways to increase peer assessment
reliability. For instance, fuzzy logic is used in [4]; the approach is employed to model
opinions, the opinions are further weighted based on their validity, and in the end, they
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are aggregated to achieve a reliable process. Automatic classifiers are used in [13] to
evaluate the quality of the peer assessment process, and various metrics for gauging the
reliability and validity of the reviewers are presented. Paper [5] presents the hypothesis
that allowing both reviewers and solution authors to introduce themselves and exchange
messages with each other during the peer assessment process rises the feedback quality.
Finally, game-like elements are employed in [11] to incentivize students to provide
reliable assessments.

The current paper adds to the literature by proposing a novel mechanism for managing
rogue reviews, which is based on a hybrid approach: combining automatic labelling of
suspicious reviews by the system with manual analysis of their content by the teacher. The
automatic detection is based on a quantitative approach, computing a score based on a set
of factors which could indicate a potentially rogue review. An additional mechanism is
proposed for encouraging students to carefully check their reviews and make appropriate
revisions before submitting them, as described in the next section.

3 A Mechanism for Mitigating Rogue Review Behavior

The starting point of our approach is an existing peer assessment system, called
LearnEval, which we proposed in [1, 2]. The platform supports a highly configurable
assessment scenario, providing several functionalities for both students and instructors:
calibration module, open learner model, comprehensive monitoring and visualization
features, dynamic review allocation module. In this section we report on the design
and integration of a mechanism for detecting and preventing rogue review behavior.
More specifically, a hybrid approach is proposed, which combines automatic appraisal
of the reviews by the system with human judgment. The system tags specific reviews as
potentially rogue, considerably reducing the amount of reviews that need to be manually
checked by the teacher. In addition to this detection mechanism, a prevention mechanism
is also put in place: warning and recommendation messages are displayed to the students
when they try to submit potentially rogue reviews, which can be used to improve the
review content.

A quantitative approach is used for assessing the likelihood for a review to be rogue.
More specifically, a Rogue Score is computed every time a review is submitted, con-
sidering various criteria related to: time required for performing the evaluation, grades
assigned to the assessment criteria, and quality of the feedback provided. Two scores are
stored for each review: an Initial Rogue Score computed when the student aims to send
the evaluation for the first time, and a Final Rogue Score computed when the evaluation
is actually submitted (after the student has the chance to revise/improve it, taking into
account the recommendations provided by the system).

Based on our own experience as well as a review of the literature, we extracted a
set of 14 criteria that could indicate a rogue evaluation. These criteria are described in
Table 1, including an impact level for each of them (i.e., criterion score). The Rogue
Score of a review is computed by adding the corresponding scores for each fulfilled
criterion. Starting from this score, a set of features are provided by the rogue review
mitigation mechanism in LearnEval, both for the student and the teacher, as described
in the following subsections.
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Table 1. Set of criteria indicating a potentially rogue review, integrated in LearnEval

Category | Criterion description Criterion Score
Time Review submitted in less than five minutes after it was assigned | 100
Grade Student gives the same grade for all the reviews performed for | 100

the current assignment

Student gives the same maximum grade (10) for all the reviews | 100
performed for the current assignment

Student gives the same minimum grade (1) for all the reviews 50
performed for the current assignment

Student gives the same median grade (7) for all the reviews 50
performed for the current assignment

Feedback | Student provides similar feedback (over 90% textual similarity) | 50
for two different assessment criteria of the current review

Student provides similar feedback (over 90% textual similarity) | 100
for at least four different assessment criteria (belonging to
different reviews of the same assignment)

Student provides similar feedback (over 90% textual similarity) | 50
with the one written by a peer, for at least three different
assessment criteria

Student provides feedback that contains only whitespaces 50
Student provides feedback that does not contain any letters or 50
digits

Student provides feedback that contains less than five words 75
Student provides feedback that contains less than five distinct 50
words

Student provides feedback that contains repeating consecutive 25

words (at least 4 times the same word)

Student provides feedback that contains repeating consecutive 15
letters (at least 5 times the same letter)

3.1 Student Perspective

The rogue review prevention mechanism automatically verifies each evaluation when
the student aims to submit it (i.e., clicks the submit button). In case at least one of
the rogue criteria from Table 1 is satisfied, the platform prevents the submission and
displays a notification message to the student, asking them to recheck the review. A list
of revision recommendations, corresponding to each fulfilled criterion, is provided to the
learner, as illustrated in Fig. 1. The student has the opportunity to perform the suggested
improvements and resubmit the review, after explicitly acknowledging that the review
was appropriately checked and revised.

However, if the student chooses to submit a review which still fulfills the rogue criteria
and is marked as such by the teacher, then their reviewing skills score is automatically
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Review solution for assignment "Assignment 1"

Fill in all the required fields.

Please note that your score is computed based on the appropriateness of the review and the closeness to the final grade assigned by the teacher to
the solution!
Any rogue review (superficial or duplicate feedback, random grades, etc) will affect your final score!

Provide a short description of the

" ! This is a sample short description of the
submission under review

submission under review. This is a
sample test review to show the designed
prompts that are displayed to the
reviewers when submitting a potentially
rogue review,

Criterion Name  Review criterion 1
Criterion Description Review criterion 1 sample description
Mark  ©1020304050607®@8090 10

Feedback Rogue Rogue Rogue Rogue Rogue

Rogue Rogue Rogue Rogue Rogue
Rogue Rogue Rogue Rogue Rogue
Rogue Rogue Rogue Rogue Rogue
Rogue Rogue Rogue Rogue Rogue
Rogue Rogue Rogue Rogue Rogue
Rogue Rogue Rogue Rogue

Your review was not submitted! Please consider the following suggestions:

1. Are you sure you carefully checked your peer's solution?
2. You should use a more elaborate vocabulary!
3. Your feedback seems to contain repeating consecutive words!

O Check this to confirm you analysed the review and considered the suggestions (then press the submit button)

Fig. 1. LearnEval rogue review prevention module: revision recommendations displayed to the
student when submitting a potentially rogue review

decreased. More specifically, LearnEval models the learner’s assessment capabilities by
computing an aggregated score:

ReviewingScore = PeerBackReviewsAvg x wml + TeacherBackReviewsAvg x wm?2

+ AgreementWithFinalMark « wm3 + CalibrationScore x wm4 — 0.5 * RogueReviewsCount

where: PeerBackReviewsAvg represents the mean grade of the back-reviews received
by the student from the solution authors, TeacherBackReviewsAvg represents the mean
grade of the back-reviews received by the student from the teacher, AgreementWithFi-
nalMark depicts the accuracy of the grades assigned by the student, CalibrationScore
depicts student’s reviewing capabilities at the start of the peer assessment process and
RogueReviewsCount represents the number of reviews marked as rogue by the teacher
(each entailing a penalty of 0.5 points); the weights are configured by the teacher, such
that wml + wm2 + wm3 + wm4 = 1.

3.2 Teacher Perspective

The platform provides a dedicated Reviews page which allows the teacher to readily
visualize all the submitted evaluations and their rogue scores (as illustrated in Fig. 2).
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The instructor can order the reviews based on their Rogue Score, thus easily identifying
the evaluations which are more likely to be rogue and focus their efforts on checking
those first. In addition, detailed information is available about each student evaluation
(as illustrated in Fig. 3), such as: time in review (interval between review assignment and
review submission); grade assigned in back-review by the solution author; difference
between the grade assigned by the reviewer and the final solution grade; initial and final
Rogue Score along with a description of the fulfilled criteria (if any). The teacher can use
this information, together with the actual content of the evaluation, to decide whether a
review is indeed rogue. Once marked as rogue by the instructor, that review is no longer
taken into account when computing the final grade of the solution.

Reviews

Reviews for Human-Computer Interaction 2020-2021
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https:/mega.nz... Assignment 4 4.00 325 4/21/2021 12:... RLC = 7
a.nz... Assignment 4 7.83 300 4/16/2021 11:... RHC = 7
https:/mega.nz... Assignment 4 9.95 300 4/16/2021 11:... RHC = 7
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Fig. 2. LearnEval rogue review prevention module: teacher view of the reviews and their rogue
score

4 Rogue Reviews Analysis: Pilot Study

4.1 Context of Study

LearnEval peer assessment platform integrating the proposed rogue review prevention
mechanism was applied in the context of a Human-Computer Interaction course at the
University of Craiova, Romania. The course followed a project-based learning approach,
being taught to 52 4th year students, during the second semester of 2020-2021 academic
year.

The task of the project was to design, build, and assess the user interface of a web
application. The project was split in four milestones: the first deliverable referred to user
modeling and storyboarding tasks; the second deliverable required students to build low
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Review details

Details for the selected review

Marked as Rogue No
Back Review Mark 8

Difference Mark Assigned 0.17 (51: 7.00, 52: 8.00, p: 6)

Time in Review 0h7m59s

Submission description (as provided  This is a sample short description of the submission under
by reviewer) review. This is a sample test review to show the designed

prompts that are displayed to the reviewer when submitting a
potentially rogue review,

Description Review criterion 1 sample description.
Mark 7
Feedback The reviewer considered the messages that were sent by the

system. The review was updated and now contains appropriate
and helpful feedback for the solution author. The vocabulary is
also more elaborated.

Mark as Rogue

Initial Rogue Score: 175. The review submitted initially by the student had the following issues:

1. The student submitted a very fast review in less than 5 minutes.
2. The review contains less than 5 distinct words
3. The review contains a sequence of at least 4 consecutive repeating words.

The final review submitted by the student had no issues.

Fig. 3. LearnEval rogue review prevention module: teacher detailed view of a potentially rogue
review

and high fidelity prototypes; the third deliverable required learners to implement the
actual user interface; and the last one involved interface evaluation and usability testing.

The milestones of the project were used to create four peer assessment sessions.
A session had a submission phase, where students submitted solutions (deliverables),
followed by a review period. The review period was further split in two stages: a first
review phase, where students had to mandatory assess three peers’ solutions, and an extra
review phase, where students were able to optionally assess up to three peers’ solutions.
The learners were granted bonus points at the end of the course based on the number of
extra solutions reviewed. The assessment criteria were defined by the teacher and varied
according to the requirements of the milestone. The student had to assign a grade on a
scale from 1 to 10 and provide feedback for each criterion. Furthermore, a short summary
of the solution was required. At the beginning of the semester students were provided
with an introductory meeting in which the instructor explained the peer assessment
process, including a description of the rogue review behavior, its consequences and why
it should be avoided.

4.2 Results Analysis

In the following, we analyze the Rogue Scores values computed by the system for
potentially rogue evaluations. A total of 707 reviews were submitted by the students.
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Almost a quarter of these peer evaluations (i.e., 172 reviews), met at least one rogue
review criterion from Table 1, thus requiring teacher’s attention.

Most of these reviews resided in the [100, 200) score range, as illustrated in Table 2.
The most common causes encountered were: many evaluations were sent very quickly
by the students, in less than 5 min (criterion counting 100 points); and many reviewers
provided similar feedback for at least two different assessment topics (criterion counting
50 points).

Table 2. Distribution of reviews based on Rogue Score (the percentages are computed out of the
total number of reviews identified as potentially rogue by the system —i.e., 172 reviews)

Rogue score [1, 100) [100, 200) [200, 300) [300, 400) 400+
Reviews count 18 (10%) 107 (62%) 36 (21%) 10 (6%) 1 (<1%)

The teacher manually checked each potentially rogue review and marked the truly
rogue ones correspondingly. Overall, 23% of the potentially rogue reviews were found to
be actually rogue by the instructor, as detailed in Table 3. As can be seen, the percentage
of evaluations identified as rogue by the teacher increases as the Rogue Score increases,
thus, a higher score raises the likelihood for an assessment to be actually rogue. A
significant raise in the percentage can be noticed starting with [200, 300) interval; the
rogue likelihood of an evaluation with a score of at least 200 is more than 50% - hence
this could be considered a cut-off point, above which additional measures could be taken
by the system.

Table 3. Distribution of teacher-identified rogue reviews based on Rogue Score (the percentages
are computed out of the number of reviews identified as potentially rogue by the system for each
interval, as shown in Table 2)

Rogue score | [1,100) | [100,200) | [200,300) | [300,400) | 400+ Total
Reviews count | 1(6%) |11 (10%) 20 (56%) | 6 (60%) 1(100%) | 39 (23%)

In addition to the inadequate feedback, the grades provided in the rogue reviews were
also less accurate. The average difference between the grade assigned by the student and
the final solution grade in the reviews identified as potentially rogue by the system (but
not by the teacher) was 0.81; as expected, this value is lower than in case of reviews
identified as rogue by the teacher (i.e., 1.11). Furthermore, the correlation between the
grade assigned by the student and the grade assigned by the instructor in the reviews
identified as potentially rogue by the system (but not by the teacher) was 0.78, which
is higher than the correlation in case of reviews identified as rogue by the teacher (i.e.,
0.49).

While the rogue review detection process was successful, the review improvement
component did not work as expected. Although the students were provided with review
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revision suggestions, as described in Sect. 3.1, the learners rarely took advantage of
these recommendations before resubmitting their reviews. More specifically, only 6
reviews were revised according to the system suggestions and only 2 of them were
substantially improved. Therefore, additional measures and better incentives must be
devised to motivate reviewers to enhance their feedback quality.

5 Discussion and Conclusion

The paper presented the integration of arogue review mitigation mechanismin LearnEval
peer assessment platform. The mechanism applies a hybrid approach where automatic
machine labelling of potentially rogue reviews is combined with teacher’s manual check.
The advantages of the system are twofold: on one hand, the platform significantly
decreases the time spent by the teacher to identify rogue reviews, by already flagging sus-
picious evaluations and thus reducing the search space. On the other hand, improvement
recommendations are automatically displayed to the students, who have the opportunity
to revise their reviews before submitting them, which could lead to a lower number of
rogue reviews.

The mechanism was employed in a pilot study involving 52 students, in the con-
text of a Human-Computer Interaction course. The system flagged around a quarter of
the evaluations as potentially rogue, which significantly decreased teacher’s workload.
Furthermore, an initial analysis showed that the higher the Rogue Score, the higher the
likelihood that the review was actually rogue and marked as such by the instructor; this
comes as a validation of our detection mechanism and the proposed rogue criteria. Nev-
ertheless, the scores for some criteria could be revised in light of our initial findings; an
even better approach would be to make these scores configurable by the teacher, based on
the specificities of each instructional scenario. In addition, a more advanced mechanism
could be envisioned, based on an extended list of criteria and a more complex fuzzy
logic approach.

A limitation of our study was that very few students actually followed the recommen-
dations provided by the system in order to improve their reviews. Various approaches
could be applied to address this issue. First of all, the current mechanism only displays
revision suggestions, but does not prevent the submission of the review if these sugges-
tions are not followed. Therefore, a more complex, layered approach could be proposed,
based on the value of the Rogue Score, such as:

1. Since the percentage of reviews identified as rogue by the teacher was low in the
interval [0, 200), the flow could be kept unchanged below this threshold (i.e., simply
prompt the student to consider the recommendations made by the system).

2. Inthenextinterval, [200, 300) range, more than half of the evaluations were identified
as rogue by the teacher, thus more restrictive measures could be applied. Hence, the
submission of the review should not be allowed in case its final Rogue Score is the
same as the initial one (i.e., the student needs to address at least one of the rogue
criteria). Furthermore, an automatic notification could draw teacher’s attention to
immediately check the potentially rogue review.
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In the following score intervals (i.e., >=300), a majority of the evaluations were
marked as rogue by the teacher. Therefore, the student should not be allowed to
submit a review with a Rogue Score over 300. However, an appeal mechanism should
be made available to the student, who could ask for teacher’s evaluation in case they
consider their review to be a valid one.

It should be noted that the above thresholds are inferred from the current pilot study

and may not be generally valid. Therefore, a configurable approach could be envisioned,
in which the teacher can set the thresholds based on the particularities of the peer assess-
ment scenario and the reviewing skills of the students. Furthermore, dedicated incentives
for fostering students’ motivation and encouraging them to provide higher quality feed-
back need to be integrated in the system. Finally, we aim to apply the improved version
of the LearnEval platform in more courses and instructional scenarios and conduct a
more in-depth analysis of the peer assessment quality.
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Abstract. We present here a novel instructional resource, called DeepCode, to
support deep code comprehension and learning in intro-to-programming courses
(CS1 and CS2). DeepCode is a set of instructional code examples which we call
a codeset and which was annotated by our team with comments (e.g., explaining
the logical steps of the underlying problem being solved) and related instructional
questions that can play the role of hints meant to help learners think about and
articulate explanations of the code. While DeepCode was designed primarily to
serve our larger efforts of developing an intelligent tutoring system (ITS) that fos-
ters the monitoring, assessment, and development of code comprehension skills
for students learning to program, the codeset can be used for other purposes such
as assessment, problem-solving, and in various other learning activities such as
studying worked-out code examples with explanations and code visualizations.
We present here the underlying principles, theories, and frameworks behind our
design process, the annotation guidelines, and summarize the resulting codeset
of 98 annotated Java code examples which include 7,157 lines of code (includ-
ing comments), 260 logical steps, 260 logical step details, 408 statement level
comments, and 590 scaffolding questions.

Keywords: Code comprehension - Intelligent tutoring systems -
Self-explanation

1 Introduction

Code comprehension, i.e., understanding of computer code, is a critical skill for both
learners and professionals. Students learning computer programming spend a significant
portion of their time reading or reviewing someone else’s code (e.g., code examples from
atextbook or provided by the instructor). Furthermore, it has been estimated that software
professionals spend at least half of their time analyzing software artifacts in an attempt to
comprehend computer source code. Reading code is the most time-consuming activity
during software maintenance, consuming 70% of the total lifecycle cost of a software
product [5, 8, 32]. O’Brien [24] notes that source code comprehension is required when
a programmer maintains, reuses, migrates, reengineers, or enhances software systems.
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Therefore, offering support to enhance learners’ source code comprehension skills will
have lasting positive effects for their academic success and future professional careers.

Our goal is to explore instructional strategies that promote deep code comprehension
and learning. To this end, we present here a novel instructional resource, called Deep-
Code, which is a set of annotated code examples to support code comprehension and
learning activities in intro-to-programming courses (CS1 and CS2). Indeed, the design
of DeepCode was driven by our larger efforts on exploring instructional strategies that
foster the development of code comprehension skills and the construction of accurate
mental models and learning in conjunction with advanced education technologies such
as conversational intelligent tutoring systems (ITSs; [33, 34, 45]) that use scaffolded
self-explanations to foster the monitoring, assessment, and development of code com-
prehension skills for students learning to program. It is important to note that ITSs are a
particular category of adaptive instructional systems (AISs) that offer both micro-level
and macro-level adaptivity, as explained later.

While we developed DeepCode to serve our goal of developing an ITS for code
comprehension and learning of programming concepts, the resulting codeset of annotated
code examples can be used for other purposes such as assessment, problem-solving,
and in various other learning activities such as studying worked-out examples or code
visualizations as well as for research purposes such as exploring other instructional
strategies, e.g., asking students to Explain-in-Plain-English target code examples (EiPE;
9,22, 41).

The code examples included in the DeepCode dataset cover the vast majority of top-
ics in a typical intro-to-programming course (CS1) - see the list of topics later. While the
DeepCode instructional dataset contains Java code examples, the design principles and
annotation guidelines are generally applicable to any programming language. The anno-
tation guidelines were based on code comprehension theories, self-explanation theories,
and the micro-macro adaptivity framework used by ITSs.

We are not aware of any similar resources available for code comprehension and
learning activities that have been publicly released and which cover the vast majority of
topics in CS1. Furthermore, one unique feature of our annotated code examples is the
theory-driven annotation guidelines.

Work in the area of code comprehension targets a subset of CS1 topics and usually
do not release code examples for use by others [2, 3, 27, 28]. Recent work on Explain-in-
Plain-English (EiPE; 9, 24, 42) use large sets of code examples, e.g., Chen and colleagues
[9] use 52 code examples scattered across various courses and course related activities:
a CS1 for engineers’ course (8 homework questions), 5 homework and exam problems
in a ‘CS1 for CS majors’ course, 26 exam problems of which each student was assigned
one problem on each of 5 exams, in a data structures course, and 13 additional questions
as part of a paid survey that was offered to sophomore-level CS students. It should
be noted that in EiPE tasks, learners/readers are asked to provide a high-level natural
language (e.g., English) description of the code which is different from asking them to
self-explain as detailed later. To the best of our knowledge, there was no principled way,
theory-driven selection and annotation of the 52 code examples.
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Other notable efforts to create questions/problems in CS Education fall into two
broad categories: (1) creating traditional test questions, usually in multiple-choice format
such as Canterbury Bank [31] and (2) creating more advanced learning content such
as explained worked examples [7], codecasts [36], code animations [20, 38], Parson’s
problems [22], and code construction problems with automatic assessment [17, 39]. All
these kinds of learning content are based on meaningful code examples, which could be
explained, animated, or presented in a form of a problem. Surprisingly, research in this
direction predominantly focused on creating authoring tools that allow end users create
advanced content items leaving it to the users to create useful collections of examples or
problems. Moreover, no theory-based guidelines for creating problems or examples are
usually offered. In this context, our work bridges the gap between these two research
direction. Similar to the motivation of question-bank developers, we focus on a collection
of quality content. However, in contrast to relatively simple content in question banks,
we focus on complete meaningful augmented code examples. This code examples could
be used as-is in its original form or serve as a basis for creating collections of quality
examples and problems using the advanced content authoring tools mentioned above.

The DeepCode codeset has the following main features meant to promote deep
comprehension of code and learning of computer programming concepts:

e Explanations in the form of logical step comments capturing the domain model;

e Explanations in the form of logical step details comments capturing the program model
and linking the program model and the domain model, i.e., the integrated model;

e Explanations of new concepts being introduced by each code example.

e Scaffolding hints in the form of questions for the domain model, program model, and
the integrated model as well as for the new concepts (enables micro-adaptation).

e Topic ordering based on input from CS1 and CS2 instructors and prior research
on programming concept difficulty and importance (enables macro-adaptation and
implementation of learning strategies such as mastery learning and spacing effects).

2 Related Work

The development of the DeepCode set of instructional code examples has been guided
by a number of theories and frameworks and recent advances in code comprehension
and text comprehension research of which the following are the most important: read-
ing/code comprehension theories [6, 16, 18, 19, 21, 26, 35, 37, 44], cognitive load
theory [41], cognitive engagement theory [13, 14] and the ICAP framework [13], self-
explanation theory [10, 12], and the intelligent tutoring framework that offers macro- and
micro-adaptive instruction [45] with a focus on conversational tutoring that implement
scaffolded self-explanation strategies [33] and related efforts such as the conversational
tutor for program planning ProPL [24].
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For instance, according to Pennington’s theory of code comprehension [25] involves
the building of a domain model and of a program model, as detailed later. Accordingly, the
DeepCode annotation guidelines specify adding comments, which we call logical step
comments, describing the code from a domain perspective, i.e., describing the domain
model. For each logical step, details of how those logical steps are implemented in a
chunk of code are needed as well. This is meant to describe the program model as well as
link the domain model to the program model. By the same token, based on cognitive load
theory, each code example introduces only one new topic or concept and only individual
statements that refer to the new concept that learners are supposed to learn are annotated
with statement level comments. Concepts in other lines of code are supposed to have been
mastered earlier while working on code examples corresponding to topics introduced
earlier in the sequence of topics. Indeed, code examples are sequenced based on a priori
defined sequence of topics and each code example is supposed to use only concepts
related to previously mastered topics and the new topic, as detailed later. Scaffolding
questions were also annotated for the logical step and logical step details comments in
order to help with the development of scaffolding tutorial dialogues.

Of particular interest to our larger goals of building ITSs that scaffold learners’ code
comprehension processes are self-explanation theories and the micro-/macro-adaptive
framework for tutoring. Self-explanation theories [10, 12] indicate that students who
engage in self-explanations, i.e. explaining the target material to themselves, while
learning are better learners, i.e. learn more deeply and show highest learning gains.
The positive effect of self-explanation on learning has been demonstrated in different
science domains such as biology [11] and physics [15], math [1], and programming
[3]. Furthermore, research has shown that guided self-explanation is effective too [1].
Self-explanation’s effectiveness for learning is attributed to its constructive nature, e.g.,
it activates several cognitive processes such generating inferences to fill in missing infor-
mation and integrating new information with prior knowledge, and its meaningfulness
for the learner, i.e., self-explanations are self-directed and self-generated making the
learning and target knowledge more personally meaningful, in contrast to explaining
the target content to others [30]. Several types of self-explanation prompts have been
identified and explored such as justification-based self-explanation prompts [15] and
meta-cognitive self-explanation prompts [11]. The code examples in DeepCode could
be used with various prompts and we intend to do so in order to elicit from students a
variety of responses to capture as much about their mental models and mental model
construction processes as possible.

As already noted, our larger goal is to build an ITS for code comprehension in
intro-to-programming courses. The behavior of any ITS, conversational or not, can be
described using VanLehn’s two-loop framework [45]. According to VanLehn, ITSs can
be described in broad terms as running two loops: the outer loop, which selects the next
task to work on, and the inner loop, which manages the student-system interaction while
the student works on a particular task. The outer loop provides macro-adaptivity, i.e.,
selects appropriate instructional topics and tasks for a learner to work on, e.g., based
on their mastery level. In order to offer outer loop support, DeepCode is based on a
sequence of intro-to-programming topics and instructional tasks per topics as explained
later.
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The inner loop of an ITS monitors students’ performance through embedded assess-
ment, updates its model of students’ levels of understanding (that is, the student model),
and uses the updated student model to provide appropriate scaffolding in the form of
feedback and other scaffolds. Accordingly, each code example in DeepCode is annotated
with hints in the form of questions which are meant to scaffold learners’ comprehension
processes. Conversational ITSs can use the instructional code examples and annotations,
e.g., the hints, to interactively monitor, assess, and scaffold learners’ comprehension
and learning. This should lead to best learning outcomes, according to the Interactive,
Constructive, Active, and Passive (ICAP; [13]) framework of cognitive engagement
according to which interactive learning leads to best cognitive engagement.

As a way to illustrate how these various theories provided the foundations for our
work, we will use a concrete example and present step by step the annotation guidelines
and process with references to the underlying theories.

3 A Working Example

In order to better illustrate the guiding principles and theories underlying the development
of the DeepCode annotation guidelines, we will make use throughout the paper of a
concrete example related to the widely played game of Bingo - a simplified version of
the game to be precise. The game is played with disposable paper boards which contain
25 squares arranged in five vertical columns and five rows. Columns are labelled ‘B’,
‘T, ‘N’, ‘G’, ‘O’. The cell in the middle is empty. Random numbers from 1 to 75 are
used in the game and there are some restrictions on the range of values that can occur in
each column, e.g., the ‘B’ column only containing numbers between 1 and 15 inclusive
whereas the ‘I’ column containing only 16 through 30. We will work with a simplified
Bingo game in which all 25 cells may contain any number between 1 and 75. Players
must match rows, columns, or diagonals in randomly generated Bingo board.

Our task is to solve computationally, i.e., with the help of a computer program, the
following problem: Automatically generate random boards for the (simplified) game of
Bingo.

The Java code implementing the solution for this Bingo board generation task is
shown in Fig. 1. Details about the annotations, i.e., the explanations added in the form
of comments are provided next together with the underlying theoretical foundations.
Figure 1 does not show all the annotations added because of space reasons. The missing
annotations are exemplified throughout the narrative of the paper.

4 The DeepCode Annotation Guidelines

‘We now present a summary of the annotation guidelines for developed DeepCode, exem-
plifying the various elements and the underlying theories that form the foundations for
those elements.
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Our entire team was involved in the development of the DeepCode codset. Each
team member was assigned a number of topics for which to create and annotate code
examples. They were instructed to either identify code examples in various sources
(textbooks, websites, etc.) and use them as they are (i.e., just focus on annotating them
with comments/explanations) or modified, or create their own examples from scratch.
In case a particular source was used, the annotators were supposed to specify the source
as detailed later. All annotators went first through a training period and had access to a
detailed annotation guidelines manual and a cheatsheet.

The general steps to create and annotate code examples for the DeepCode codeset
were:

1. Create at least 4 code example for a target topic. We create 4 code examples for each
topic to allow students who struggle to practice the same topic again following the
master learning principle (Bloom, 1981).

2. Add metadata.

3. Identify major logical steps and add corresponding logical step comments.

4. Add logical step details describing how the logical step is carried out using
programming concepts.

5. Generate statement level comments for specific lines of code referring to the newly
introduced topic.

6. For each logical step and new concept references (captured by statement level com-
ments), generate a sequence of instructional hints in the form of questions which can
be used to help students understand and articulate the logical step and its details.

7. Add misconception detection information and remedial feedback.

Step 1: Code Example Creation. The general guidelines given to annotators to create
code examples are given below:

— create code examples for the topics you were assigned make sure you are aware of the
topic/concept ordering for the whole CS1/CS2 sequence as it is important for the code
example creation and annotation. The list of topics and their order is: Preliminary Top-
ics (Variables + Expressions + Constants + Primitive data type), Input, Math, Class,
Strings, Logical Operators, If, If-else, Switch, While Loops, Do While, For loops,
Nested Loops, Arrays, Two Dimensional Arrays, Array Lists, Classes + Objects,
Methods, Inheritance, Exception Handling, Recursion, Sorting, and Searching.

— Each code example should focus on the topic for which the example is targeted and
may rely on concepts/topics covered earlier in the ordered list of topics. This is meant
to reduce the cognitive load on novices trying to learn programming. According to
cognitive load theory [41], humans have a limited capacity working memory and
an unlimited long-term memory. Therefore, during learning activities instructional
strategies should minimize the short-term memory load and encourage the construc-
tion of knowledge structures, i.e., schemas, in long-term memory. To this end, each
code example introduces one new concept/topic or subconcept/subtopic.
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— The examples should have deterministic output if at all possible so that an intelligent
tutoring system would be able to assess the correctness of student predictions. This
may not always be possible, e.g., when input is required from the user or when a
random process is involved.

— Each code example should be nicely edited using a Java/code editor that can format.

— Each code example should be built around a story, i.e., a real-life application of the
code should be thought of that is meaningful to students — something they can relate to
from their own life experience. This guideline plays a motivational role because using
such relatable stories could lead to a more meaningful effort on learners’ part when
trying to understand computational solutions to relatable challenges (as opposed to
unfamiliar or abstract ones). Furthermore, using real-life applications which students
can relate to it through their own life experience, minimizes the need for domain
knowledge to understand the code examples (i.e., general world knowledge would
suffice) should reduce the cognitive load on the learners allowing them to allocate
cognitive resources on the core programming concepts to be learned. Examples of
real-life applications or problems are feet to meter conversion, leap year detection, or
Bingo boards.

— Code examples should compile and run as expected. Once a code example was created,
compiled, and executed without errors, it needs to be augmented with metadata and
instructional comments as detailed below.

Step 2: Metadata. Each code example is annotated with a header that specifies the
annotator/author, topic(s), subtopic(s), source (if any), goal (what the code does, i.e., the
problem it solves), input (if any), and output. The granularity of topic/subtopic is an issue
in itself. The Java example in Fig. 1 does not offer all the corresponding metadata due
to space reasons. We plan to publicly release the fully annotated examples as a GitHub
repository once the publication of this work is being accepted.

Step 3: Identification of Logical Steps. This step is about annotating the code examples
with high-level explanations describing the logical steps of the problem being solved.
This guideline is based on program comprehension theories proposed over the past
50 years or so [6, 16, 19, 25, 28, 32, 34, 36, 39). A major problem with the traditional
program comprehension models is that they were the result of analyzing expert pro-
grammers’ comprehension processes as opposed to novices’, i.e., individuals with no or
almost no relevant knowledge. More recently, there is work addressing this issue such
as Schulte and colleagues [34] who proposed an education comprehension model.

While the various models of code comprehension differ in what their main focus is,
they all share the following majors components [25, 34]: an external representation —
external views or aids assisting the programmer in comprehending the code, a knowledge
base — the programmers’ knowledge, a situation/mental model — programmer’s current
understanding of the code and which is constantly updated through the assimilation
process, and an assimilation process — the process through which the situation model
is being updated based on the knowledge base, external representation, and the current
situation model. The knowledge base and the situation model are sometimes conflated
together under a broader cognitive structures label/category [34].
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Given that learners lack (most of or all of) the much needed knowledge base, we
face a catch-22 challenge:

In order to read and understand code the reader (learner in our case) needs a
knowledge base; however, if the reader is someone who just starts learning programming
then the knowledge base is empty or almost empty which means the learner needs to build
their knowledge base which can be done by “looking at”, i.e., reading, code examples
which means the reader must understand them which is what they are trying to achieve
in the first place bringing them back full-circle. In order to transform this vicious circle
into a virtuous one, external support in the form of scaffolding offered by a human or a
24/7 computer-tutor is critical, which is our larger goal.

To this end, the DeepCode codeset and the corresponding pedagogical comments
were designed to compensate for the lack of a ‘knowledge base’ of students in intro-to-
programming courses and offer necessary support when needed to both help students
understand target code examples and learn newly introduced programming concepts and
techniques.

Of particular importance to our work presented here is the distinction between the
program model, the domain model, and the situation model [26]. The program model is
some representation of the control-flow of the program or what we call a direct mental
equivalent of the code. The domain model captures the function or goals of the program
from a target domain perspective, i.e., it describes the domain problem and the solution
being implemented by the code by referring mostly to objects and relations and processes
and approaches of the domain and of the problem being solved. The situation model in
our view captures an integrated view of both the program and domain model with an
emphasis on cross-references between the two models, i.e., it contains information which
is not being captured by the individual program and domain models. In fact, there is
evidence that the best code readers are those who can build such an integrated situation
model by seeking to understand and infer cross-references between the program and
domain models.

Accordingly, we have focused on pedagogical comments that correspond to the
domain model (logical level comments) and program model (logical step implementation
details) and situation model (logical step details provide cross-references between the
program and domain models).

The logical steps and corresponding comments describe the logical steps of the
overall algorithm implemented in the code. Logical steps are meaningful, higher-level
steps in the overall solution/algorithm implemented by the code. It is not necessary to
describe in detail how the step is being implemented but simply indicate the meaningful
purpose/functionality of each such logical code chunk in the context of the overall
goal/purpose of the code. A logical step comment should be a concise sentence referring
mostly to objects and relations of the domain/problem being solved as shown below (see
also Fig. 1 which shows all the logical step comments).

logical_step_2: Generate 25 random numbers in the range of 1 to 75 and populate
the Bingo board.
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Cross-references/usage of concepts from the ‘program model’, i.e., implementa-
tion, should be avoided or kept at a minimum. The logical_step_details field links the
problem/domain model to the implementation.

Step 4: Logical Step Details. Whereas the logical step is a very high level explanation
meant to link the code to the problem/story at a very high level, the logical_step_details
explanation provides details about how the logical step is being carried out.

The need for the logical_step_details is to provide a link between logical details and
implementation details while keeping the logical step description high level and short
(one short or medium size sentence in plain language - minimal programming language
specific lingo, domain knowledge lingo is acceptable, e.g., soccer lingo, but should be
kept at a minimum, if at all possible, so that all students can understand the problem and
the solution. Additional explanations of domain knowledge concepts should be added if
needed).

logical_step_details: Two loops are used to scan all the cells on a Bingo board. The
outer loop accounts for the rows and the inner loop for all the cells in one row. For each
scanned cell on the Bingo board, a random number is generated and stored in the cell.

Step 5: Statement Level Comments. Statement level comments focus on individual
statements and emphasize the elements of the statement relevant to the new concept
being taught. It refers more to the ‘program model’, i.e., to concepts, steps, and functions
related to implementation. The statement level comment and related question should not
necessarily be about the general function of the statement but rather focus on the parts
related to the new concept.

stm_comment: Declare an array variable called myNumber of type integer and size
11 and allocate memory for it.

It should be noted that as another way to reduce cognitive load on learners, our
guidelines are based on a code comprehension scaffolding strategy that focuses on elic-
iting explanations at the logical level of code understanding and of statements that refer
to the new concept/topic being introduced by each code example - other statements,
while important for understanding, are not explicitly explained as they refer to prior
concepts which the learners should have mastered previously when those concepts were
introduced previously in the sequence of concepts.

Step 6: Adding Hints in the Form of Questions and the Corresponding Answers.
In order to support the development of advanced education technologies such as ITSs
that provide micro- and macro-level adaptation through interactive scaffolding, for each
logical step comment and logical step details comment, we added a sequence of hints
in the form of questions meant to help learners think and articulate about the logical
steps and logical step details. That is, the goal is to use those hints to scaffold students’
self-explanations of the logical steps and logical step details and statement level explana-
tions. The first question in the sequence elicits the logical step (domain model) whereas
the subsequent questions should prompt learners key aspects of the logical step details
(program and integrated models). For each question the corresponding answer is pro-
vided as well in order to facilitate the automated assessment of student responses to those
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hints, e.g., by comparing the student responses to these ideal responses we provided for
each hint using automated semantic similarity methods [33]. Figure 1 does not show the
questions for any of the comments for space reasons. We illustrate below the kind of
question sequences for logical step and logical step details comments.

JE*

* logical_step_2: Generate 25 random numbers in the range of 1 to 75 and populate
the Bingo board.

* logical_step_details: Two loops are used to scan all the cells on a Bingo board. The
outer loop accounts for the rows and the inner loop for all the cells in one row. For each
scanned cell on the Bingo board, a random number is generated and stored in the cell.

* question_1: What does the following code block do?

* answer_1: Generate 25 random numbers in the range of 1 to 75 and populate the
Bingo board.

* question_2: How many times does the outer loop execute?

* answer_2: The outer loop iterates 5 times.

* question_3: How many times does the inner loop execute?

* answer_3: The inner loop executes 5 times.

*/

Questions and corresponding benchmark answers were generated as well for
statement level comments.

/**

* stm_comment: Print element of the Bingo board at position indicated by row i and
column j.

* question_1: Which element of the array bingoBoard is being displayed?

* answer_1: Element of the Bingo board at position indicated by row i and column
j is being displayed.

*/

Step 7: Annotating Misconceptions and Corresponding Remedial Feedback. A key
instructional goal for any instruction effort, computer-based or otherwise, is to identify
students’ misconceptions and provide remedial feedback immediately. For our running
code example, a typical misconception is the index of the last row and column of the
matrix representing the Bingo board. We can trigger a question to prompt for an answer
to discover the presence of the misconception in any or all the lines of code where the
matrix is being referred, e.g., immediately after the bingoBoard matrix is declared or
when the matrix is being scanned.

Misconception: The index of the last row of the bingoBoard matrix is 5.

Remedial feedback: The index of the last row of the bingoBoard matrix is 4 as indices
run from O to the number of rows minus 1.

Triggering questions: What is the index of the last row of the bingoBoard matrix?
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import java.util. Random;

public class twoDimensionalArraysBingoBoard {
public static void main(String[] args) {

int[][] bingoBoard = new int[5][5];
Random rand = new Random();

for(inti=0;1<5;i++)
{
for (intj=0;j<5;j++)

while ( (bingoBoard[i][j] = rand.nextInt (75))==0) ;

System.out.print( "board square [" +1i+ ", " +j+ "]" + " =" + bingo-
Board[i][j] +"\n");
b

System.out.println( "" ) ;

}

for(inti=0;i1<5;i++)

for(intj=0;j<5;j++)
{

System.out.print(bingoBoard[i][j]+ " ") ;
}
System.out.println( "" ) ;
}
¥
¥

Fig. 1. A working example to illustrate the kind of annotations we added to all 98 of Java code
examples covering all CS1 topics.
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5 Discussion and Conclusions

The resulting DeepCode instructional codeset consists of 98 annotated Java code exam-
ples (at least 4 code examples per topic). More details about the codeset are shown in
Table 1 in terms of total lines of code (with and without comments), total number of
logical step comments and corresponding logical step details comments, total number
of statement level comments, and the number of hints in the form questions.

Table 1. Descriptive statistics about the DeepCode codeset (n = 98 annotated Java code
examples).

Metric Total Average
Total lines of code without comments 1631 16.81
Total lines of code with comments 7157 73.78
Logical steps 260 2.68
Logical step details 260 2.68
Statement level comments 408 4.20
Number of questions for logical steps 590 6.08

The design of the DeepCode instructional codeset was based on strong theoretical
foundations which is a unique feature of it. The corresponding annotation guidelines
offered as much details for the annotators as possible. Due to space reasons, we have not
provided all the guidelines such as the need for the example authors to spellcheck all the
comments. Furthermore, it should be noted that the guidelines are just that, guidelines.
That is, they are not supposed to and in fact they cannot capture all possible cases that
annotators may encounter during their code example creation and annotation.

Additionally, the guidelines leave some concepts vaguely defined, for instance,
what exactly constitute a logical step. Nevertheless, we hope that the development and
release of DeepCode will foster new developments in terms of additional resources
and advanced educational technologies for deep code comprehension and learning of
complex programming topics and ultimately help learners become successful computer
professionals.
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Abstract. The paper concerns the problem of visual support of
decision-making in intelligent tutoring systems and generating natural-
language explanations of these decisions. A model of interpreting a learn-
ing situation and decision making about further learning on operational,
tactical, and strategic levels considered from topic, competency, and
learning-goal points of view. We show a case study of learning-situation
visualization of analysis and synthesis of explanatory feedback for making
operational, tactical, and strategic decisions. The method was evaluated
with 3 groups of graduate students; the groups that received simplified
Cognitive Maps of Knowledge Diagnosis along with textual explanations
demonstrated higher trust in the system’s decisions and were more likely
to follow the recommendations. We conclude with recommendations for
using cognitive maps of knowledge diagnosis for cross-cutting analysis of
learning situations.
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1 Introduction and Related Works

Intelligent tutoring systems (ITS) routinely make decisions that should be imple-
mented in collaboration with a human: a learner or a teacher (tutor) [11]. This
collaboration mostly uses such approaches as text synthesis, speech synthesis,
and cognitive visualization. But the decision logic of an intelligent tutor is com-
plex and, often, hidden from the users. According to the conception of Explain-
able Artificial Intelligence (XAI) [1,9], we should strive to make the work of
intelligent systems “transparent” to humans, so the process of the generaliza-
tion of the raw data and the logic of inferring conclusions from them should
be explained convincingly [3]. In the learning process, in particular, there are
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two major axes: on the subject-domain level, each course has its specific parts
requiring explanation and interpretation, on the methodical level, managing the
learning process in many courses has a lot in common. We think that using the
methods and tools of cognitive visualization with the elements of interactivity to
support and explain decision making in ITS will increase the impact of the expla-
nations and the level of confidence in the ITS decisions. This paper considers
the process of using cognitive visualization to enhance explaining ITS decisions
about methodical support of the learning process.

Generating explanations of the system’s decisions is necessary when debug-
ging and tuning the ITS reasoner when a learner needs help or feedback (ini-
tiates a dialog with the system about its recommendations), and during moni-
toring of the learning process by a teacher or tutor. The explanations should be
logical, context-dependent, individualized, and, last not least, terminologically
adapted to the communicating human [15]. Examples of the models that should
be explained are the model of “perception” of a learning situation, the decision-
making methods, and their results. The learning situation should be interpreted
both for subject-domain data and methodical data. Generating explanatory feed-
back is well known in highly-structured fields of learning.

The decision-making process in ITS implies capturing the changes in the
system’s state (the event), reflecting it by the system’s problem solver (interpre-
tation), execution, and verbalization (if necessary). The events caused by human
users and their reactions to them are captured in the digital learning footprint:
the logs show who initiated the event (and their role - a learner, a teacher, or a
tutor), the relevant system’s component, its place in the event sequence and the
kind of the event. Thus we get a digital learning footprint coordinated with the
structural components (scopes) of the learning environment (see Fig. 1 a):

— nano level is the level of subject-domain learning material and activities,
assessing knowledge or competency development for a specific learning unit.
For these tasks, the digital footprint contains the data about frequency and
time of access to the learning resources, students’ successes, failures and their
stability. When making pedagogical decisions, these data are, mostly, useful
when helping the student to solve the current learning problem and, as a rule,
are of little interest for more complex decisions, though they can serve as raw
data;

— micro level is the level of learning units and topics, working together to build
the logic of presentation of learning material and help acquire the course
material. In addition to the frequency and time of access to the course com-
ponents (i.e., the trajectory of moving among them), the data at this level
captures the results of learning in knowledge and competency aspects. These
components of learning digital footprint are important for intra-course deci-
sions about individualized learning interventions;

— mezo level is the level of courses in a semester, including inter-course links in
the semantic and competency aspects in a single I'TS. These digital footprint
data are necessary to manage the learning process to achieve statutory and
personal learning goals (including visualizing group dynamics);
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— macro level is the level of learning programs, academic majors, and personal
learning goals. It generalizes the data from the previous levels and allows
to work with an image of a graduate as a whole that can be overlaid with
data about current learning and other achievements to perform integrated
assessment, comparison, selection and goal setting.

Among the important elements of the learning footprint, we should mention
the results of summative assignments (doing assignments, passing quizzes, and
solving problems in virtual laboratory environments, etc.) that form the data
to monitor the learners’ progress. When aggregating these data, they can be
represented, for example, as competency development profiles built using the
learning results of a single course (Fig.1 b), or a set of courses in the given
semester (Fig. 1 ¢), according to the method, described in [23]. Each axis repre-
sents a competency from the learning plan whose development is measured using
certainty factor (ranging from —1 to 1). This allows to use quantitative estimates
of competency development for learning units, topics, courses and their sets
according to the desired scope of analysis.

OK-1 OK-1
1 1

2 [ Crriculum (S) |
é CAXY

raR PK-1 OPK-4

{ [__A set of semester courses (C) ] P« oK-2

[ Topics (T) Il
A
[ Units (D) Il
)
Ontologies of OPK-11 OPK4
subject-domain knowledge OPK-9 OPK-8

(a) (b) (c)

micro

nano ~_Meso__.
——

OPK-11 OPK-5

Fig. 1. Hierarchy of learning situation analysis scopes (a), individual competency pro-
file in one course (b), and individual competency profile for a group of courses (c).

Apart from the scope and the point of view (e.g., course structure, compe-
tency development, or learning goals), we must also take into account the level
of decisions making. We consider 3 levels:

— operational (the decisions are about the local learning situation, e.g. a quiz,
assignment, topic, or any course element);

— tactical (the decision are about the goals of the learning module or course);

— strategic (the decisions are about a group of courses, a curriculum, or personal
plans of professional development).

To make a parallel with a microscope, the scope is the lens of the eyepiece,
the point of view is the color filter, the level of decision making is the light
source intensity while the learning situation, represented as the digital learning
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footprint, plays the role of a fixated sample. For example, if reacting to the
ITS recommendation, the student asked “Why should I study the unit X?” we
need to represent the situation so that the representation will include all the
necessary objects of analysis (the learning units and topics in the course), linked
by cause-effect and hierarchical links. It should be colored by the current point
of view (see the example in Sect.3) and compared to its importance according
to the institutional and personal expectations of the knowledge that should be
acquired during the course. In this way, a complex representation of the learning
situation corresponds to different levels of decision-making to make a balanced
decision. We will call this approach cross-cutting because it is used not only to
make and show decisions but also to generate natural-language explanations of
these decisions.

The goal of our study was to assess the applicability of cognitive visualization
to the cross-cutting analysis of learning situations and, using Cognitive Maps of
Knowledge Diagnosis (CMKD) [21], measure the changes in the confidence level
of students when cognitive visualization is used.

Automatic synthesis of explanations about the subject-domain material
(nano scope) was successfully implemented by many researchers in well-
structured subject domains (e.g., when teaching programming [13] or algebra
[16]). In poorly-formalized subject domains, the preferred approaches are the
attempts to develop unified methods of synthesis of recommendations and expla-
nations (e.g., [12,19]) and moving to the learning-methods level (e.g., [18,24]),
corresponding to the scope of the verbalized decision (from micro to macro level
in Fig. 1 a). On the methodical level of analysis of learning situation, methods
of visualization can be used to enhance the perception and trust to the ITS
decisions [3]. The following methods are typically used for visualization:

— visualizing a single parameter (e.g., graphs and bar charts, [5,20]);

— elements of pictographics (from separate indicators to complex images like
Chernoff’s faces [7]);

— graphs [18,25];

information dashboards [4,6,10];

— feature maps ([8,18], and, partly, [2,17]).

The review of related works shows the following. First, to the best of our
knowledge, there is no unified notation of cognitive visualization for all the levels
and scopes of the analysis of learning situations. Secondly, combining textual
recommendations and visualization remains a poorly researched ITS feature (see
[3]). Thirdly, the changes between the visualization notations when the level or
scope are changed are not smooth (the questions “For what?” and “Why this
way?” are not answered). We did not find any method of visualization or their
combination that would allow cross-cutting support of decision making for the
basic decisions made in intelligent tutoring systems [11], including generating
human-understandable explanations of the system’s decisions. Cognitive maps
are mostly intended to be interpreted by a teacher or a tutor; they are not often
supported by explanatory texts, generated by ITS.
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2 Method

Our research is based on the cognitive visualization methods called Cognitive
Maps of Knowledge Diagnosis (CMKD), proposed by Uglev et al. [21] for cross-
cutting decision support and generating explanations in ITS. Parameters of the
interpreted learning situation are overlaid on the map corresponding to the
selected scopes shown in Fig. 1 a (learning units D, modules (or topics, T'), and
courses C). It includes the structural description of each level, a priori learning
parameters of the course and its adapted (to a particular student) configuration,
and different settings (e.g., structural links to skills, competencies, assignments,
quizzes, etc.) The semantic links connecting the entities (D, T, and C) will
reflect the cause-effect relationships between them. The form, color, and thick-
ness of the lines, fonts, and other signs are used to code different parameters of
the learning entities and data from the digital learning footprint in the relevant
scope. In particular, the color of the map nodes reflects the estimates of the
analysed aspect in the chosen scope. Figure 2 a-c shows CMKDs in competency
development aspect for different scopes. For example, the placement of the unit
db in Fig.2 a shows that in this individualized course it stands in the fourth
place (d4 is excluded) and can be learned in two different variants; the material
in the learning units d1 and d2 is pre-requisite to learn d4; the importance of
d5 in the course is low (circle form); it is included in the current analysis (from
the competency development point of view) and the student’s learning results
are good (green color). The entity color marks the student’s level of mastery of
the relevant unit (topic, course): the red color signal problematic entities, green
marks successes while white - uncertainty; the gray elements do not affect the
analyzed aspects significantly. Map elements (units, topics, or courses) that are
not included in the individualized learning trajectory are shown outside of the
gray circle; they can be used as additional reference material. A set of CMKDs
forms an atlas that can serve as a basis for synthesizing didactic recommenda-
tions and their explanations.

Fig. 2. An example of visualizing learning situations using CMKD on micro (a), meso
(b), and macro (c) levels. (Color figure online)
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The map is interactive; it allows emphasizing key parameters and shadowing
secondary ones. It also can be shown in the minimal configuration (see the exam-
ple below in Fig. 3 ¢) to let the viewer concentrate attention on the key aspects of
the learning situation. The visual notation used to create CMKD is described in
detail in [22]. The process of generalizing digital learning footprint data can be
implemented using many different approaches from statistics to expert systems
and heavy-weighted ontologies.

We evaluated using the cross-cutting cognitive visualization in the learn-
ing process of graduate students of Siberian Federal University (enrolled in the
2020 year year) majoring in “Informatics and computing.” The curriculum con-
tains 23 courses (belonging to the breadth, depth, and elective sections), 90 cred-
its (excluding production practice, internships, and thesis) during 3 semesters.
The curriculum determines the conditions of learning for each course (the num-
ber of learning hours, the form of the final exam, is the course obligatory,
etc.), the sequence of courses, and the requirements for each course (includ-
ing the developed competencies; 9 of these competencies were monitored during
this study). For each course, its topics and their units (lectures, formative and
summative assessments) were defined based on the subject-domain knowledge
including cause-effect relationships during the typical sequence of topics in the
course). Most of the learning was done in the excremental ITS AESU, developed
in Siberian Federal University’.

We studied three groups of students with 8 students in each. Each stu-
dent, before learning, answered a survey, stating their preferences regarding
each course (i.e., the topics and competencies they found interesting and pre-
ferred practice tools if the course offered alternatives), and performed summative
assignments (we analyzed students’ performance at the beginning, middle, and
the end of each semester). The digital learning footprint included the data about
the students’ actions within the ITS and their answers during the assessments
(about 800 assessments reports; 1 350 answers per student on average). For each
student and each learning course, we formed individual learning trajectories
taking into account the students’ learning goals (the kinds of learning material
included the learning units with high importance to the course, high importance
to the student, and the pre-requisite topics necessary to understand the impor-
tant topics; some of the unnecessary topics were marked as optional). So all the
students had the same curriculum but studied different content and performed
different assignments.

To verify our hypotheses, we used the task of synthesizing and explaining
learning recommendations to the students according to the results of their sum-
mative assignments and exams. This decision is made on the micro level (inside a
particular course) which requires using the information from mezo (intra-course
links) and macro (learning goals) levels. The students from the first two groups
(G1 and G2) had the opportunity to ask the ITS for explanation both in the
form of text messages and visualization of simplified CMKDs. The students of

! https://aesu.ru/.
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the third (control) group G3 did not see the visualization; they were shown only
the explanation text.

We evaluated the students’ level of trust in the ITS’s recommendations that
were generated using the cross-cutting analysis with CMKDs we used the fol-
lowing process:

1. after each summative assignment the system generated a number of Cognitive
Maps of Knowledge Diagnosis with the learning footprint data about the
current learning situation (it allows concentrating the required raw data for
making further decisions);

2. the ITS solver formed hypotheses using the concentrated data from the set
of CMKDs (to narrow the set of possible situations for further analysis);

3. the recommendation text was synthesized and the student could select one
of the provided lines of reasoning to see the extended information, explaining
the recommendation (which lets capture the initial decisions of the system
and allows the student to choose which kind of explanations they want to
see);

4. the intelligent core of the ITS verified the cognitive maps of the current
decision-making level and its neighboring levels to find the links that were sig-
nificant for explaining the recommendations by using different points of view
(which allows selecting the most important aspect, e.g., knowledge, compe-
tency, or goal aspect);

5. among the significant links, the ITS solver chose the level of providing argu-
ments (operational, tactical, or strategic) that was expected to affect the
student better (to determine the arguments which, likely, will be accepted by
the student as a guide to motivated action);

6. the explanation text was synthesized using the arguments which are rated
as personally significant for the student placed first (which allows verbalising
the explanation and relevant arguments);

7. for the students from the test groups, a simplified CMKD from the most
significant point of view was generated and shown (to make the arguments
more appealing using visual representation channels);

8. if the information for the generated explanation had been generalized, the
student was given an option to ask the system for clarification, getting detailed
arguments up to reaching the raw data (student’s answers and actions in the
ITS during performing the assignment).

For all the students we gathered anonymized reports with the generated
dialogue, the number of times the student asked for clarification of I'TS decisions,
and the subsequent usage of online learning material. These data were analyzed
to determine the differences between the behavior of the students in test and
control groups; we also surveyed the students about their levels of trust with
ITS explanations.

3 Case Study

Let’s consider the process of cross-cutting generalization and visualization of
these data on the example of one of the students.
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Stage 1. Each summative assignment resulted in grading the students’ attempts
and estimating their competency development levels. For the course “Simulation
modeling”, the student selected for this example on 02 November 2021 had an
individual competency profile shown in Fig. 1 b (micro level); his profile regard-
ing all courses in the semester is shown in Fig.1 ¢ (meso level). CMKD for the
course “Simulation modeling” is shown in Fig.2 a; it is overlaid with the data
about the level of development of competency OPK-4 “Search, generalize, con-
centrate and structure the information; select the important information; make
conclusions” (the source data are shown in Fig. 1 b; they were processed accord-
ing to the method described in [23]) and were coded by color. Similarly, Fig.2 b
shows a CMKD for mezo level demonstrating cross-course links between the top-
ics of different courses of the third (currently analyzed) semester regarding the
development level of the competency OPK-4. The CMKD for macro level (the
entire curriculum for the major “Informatics and computing”) shown in Fig. 1 ¢
demonstrate the generalization of the data from the profile of development of
competency OPK-4 to the set of all courses taking into account the semantic
links between them.

Changing the point of view from competency development (Fig. 2 a) to course
mastery (Fig.3 a) shows on micro level the distribution of the level of success
in mastering the course material by the analyzed student. The CMKD from the
learning-goals point of view is presented in Fig. 3 b. So switching between scopes
and points of view allows cross-cutting visualization of data from the digital
learning footprint when it is necessary to analyze the learning situation.

Fig. 3. An example of CMKD showing a learning situation on a micro level from
different points of view: course mastery (a), learning goals (b) competency (a simplified

map) (c).

Stages 2—4. A student performed the middle-semester summative assignment
in the course “Simulation modeling” and, after seeing their final grade and the
ITS recommendations, they initiated a dialog with the system by asking “Why
I am recommended to study the topic ‘Generating a sequence of pseudo-random
numbers using Monte Carlo method’ ?” (this topic is shown as the unit d10
in Fig.2 a and Fig.3 a, b.) The course a-priory characteristics show that the
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unit d10 is one of the core topics of the course (it is visualized as a square) and
is associated with competencies OPK — 4 and PK — 2 by the teacher. From
the pre-course survey of this student, the system knows that they marked the
competency OPK — 4 as their priority and did not choose d10 as a topic of
interest.

Stage 5. Analyzing the data from the digital learning footprint, the ITS solver
(or planner) module can generalize data and group them for later analysis. It
can automatically infer the following:

— “the actual scope of the situation analysis is micro level because the dialog
is initiated by the student as a reaction on recommendations to study a
particular unit (d10) in the course”;

— “unit d10 is important in this course because it is one of the course’s core
elements and it is linked to the following units extensively” (see the square
form and outgoing links in Fig.2 a: course structure point of view, tactical
level);

— “unit d10 is not mastered by the student which affects studying the following
units negatively” (units d11 and d12 linked with unit d10 have low level of
mastery and the mastery of unit d10 is low too which is shown by their red
color, even though the initial unit d7 is mastered well enough; see Fig. 3 a, the
operative level for the course structure and competency development points
of view)

— “the student is not aware of the importance of unit 10 for them but marked
the competency d10 linked to it as a priority” (see the coloring in Fig.2 a
and Fig.3 b and the semantic links on these maps for the tactical level from
the target point of view);

— “the student’s digital learning footprint shows that they ignore the ITS rec-
ommendations in 27% of all cases and 64% of situations with similar circum-
stances” (according to the data from digital learning footprint for the last
semester - strategic level for micro and meso scopes).

Stage 6. Based on this information, the I'TS should synthesize the text that will
not just explain the operational usefulness of the system’s recommendations but
also increase the motivation to follow it (according to the reflexive theory of V.
Lefebvre [14]) on the tactical level. The actual generated explanatory text was
as following:

Unit d10 has high importance for this course and significantly affects the
impact of learning its dependent units d11 and d12. As you noted that
you want to develop competency OPK — 4 during this course and unit
d10 develops the said competency, unit d10 is of critical importance and
requires enhanced monitoring of its mastery.

This explanation mixes all the points of view: course mastery, learning goals,
and competency development. It can be enhanced by generating additional text
detailing the reasons behind the three key arguments (emphasized by the under-
lined text).



60 V. Uglev et al.

Stages 7—8. If the student selects any of the underlined arguments, the addi-
tional information (e.g., a button, hypertext or a parametric query), with a more
detailed explanation, can be shown (similarly to backward-chaining reasoning)
based on the same CMKDs or CMKDs of the smaller scope. This explanation
should be accompanied by a visualization of the key argument as a simplified
CMKD. Figure 3 ¢ shows an example of the simplified visualization for the argu-
ment “affects the impact” from the explanatory text above; the map is a sim-
plified map shown in Fig. 2 a.

It should be noted that for decisions that are performed automatically, each
stage additionally uses the reasoning methods of rule-base expert systems.

4 Results and Discussion

Table 1 shows the results of the students from two test groups (G1 and G2) and
the control group G3. It allows us to make two conclusions:

— the graphical support of decision making by CMKDs motivated students to
ask for clarification more often (see column 3);

— the students who received ITS explanations supplied with simplified cognitive
maps followed the ITS recommendations more often than those who received
only textual explanations (see column 4).

Table 1. The experimental data aggregated by the student groups

Group Student who asked for Recommendations that Following ITS
explanations of ITS led to asking for recommendations
decisions explanations

G1 (test) 87.5% 68.1% 84.3%

G2 (test) 100% 59.4% 81.2%

G3 (control) | 87.5% 27.9% 63.3%

The Pearson’s correlation coefficient between the results of the groups G1
and G2 is 0.892 which shows a high degree of coherence between the results of
the students from these groups. All the students from the experimental groups
rated the feature of receiving cross-cut explanations about the ITS decisions
as positive: given the statement “if students know why they receive a recom-
mendation, it will increase their trust in the system and the likelihood to follow
the system’s recommendation,” 16% of students chose “partially agree” and 84%
“fully agree” on the Likert scale. These results strengthen the hypothesis that “if
students know why they receive a particular recommendation, it could increase
their trust in the system along with the likelihood of them following feedback
provided by the system” [3].
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These data were gathered during two years of study of graduate students of
Siberian Federal University majoring in “Informatics and computing”; the learn-
ing process was partially individualized by changing the learning-unit composi-
tion using the experimental I'TS AESU. The validity of the obtained results about
the efficiency of using the cross-cut approach to decision making and explaining
with CMKD in ITS can be increased by widening the numbers of participating
students and the learning programs they are enrolled in. We are planning to
obtain more data, by including graduate students majoring in “System analy-
sis and management” and “Design and technology support of machine-building
facilities”.

The chief findings of our study is that cross-cutting cognitive visualization
supporting textual explanations of ITS decisions allowed to increase the level of
trust in the ITS’s decisions. The graduate students who saw simplified CMKDs
built on different scopes from different points of view followed the system’s rec-
ommendations more often and asked for more explanations.

Using these data, we can conclude the following: the system of transitions
between the scopes of analysis of the learning situation and aspects of analysis
does not have pre-defined “entry points” during a dialog with a student. The
continuity of levels (Fig. 4 a) allows the system to initiate dialog in a wide range
of learning situations and direct the explanation process either to show more
details or to higher levels of abstractions as necessary. For example, considering
only three previously mentioned aspects (knowledge, competency, and goal), we
can get the system of transitions between CMKDs shown in Fig.4 b. In the
combined form, the trajectories of transitions can be represented in a scheme
shown in Fig.4 c. It should be noted that the intellectual core of ITS will shift
the analysis focus according to the student’s wishes using the typical algorithm.
Furthermore, reflection features (i.e., interpreting the situation in the context of
the learner, teacher, or tutor model) will be also implemented using cognitive
maps.

Fig. 4. The diagram of cross-cutting transitions between variants of visualization of
CMKD in different scopes (a), analysis aspects (b) and the combined form (c).)
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The general recommendations on using CMKDs for analysis and visualization
of a learning situation are as follows:

— the process of the formalization of data about each course includes obtaining
data about semantic and cause-effect links between the micro-level entities
(the learning units) and competency lists, exercises for the course assessments,
and the used tools (methods and software);

— the quality of decision making when using CMKDs depends directly on the
quality of the pre-course survey data which requires developing standards for
the survey structure and its processing;

— the individualized learning process shows a significant difference in the struc-
ture of cognitive maps even for the students of one learning group which
makes it difficult to generalize the learning results by the group or scientific
major;

— the analysis of the learning situation should, if possible, use not only struc-
tural but also functional visualization.

5 Conclusion

The methods of methodical support of decision making by the software reasoner
in ITS should be not only unified (i.e., applicable to different learning processes)
but also inspire trust in the learner. The possibilities of cross-cut generalization of
the data from digital learning footprint for different levels and scopes of decision
making using Cognitive Maps of Knowledge Diagnosis, given in this paper, shows
the directions of enhancing the abilities of ITS. The two student groups that
used simplified CMKDs had higher trust in the learning recommendations of the
system and used the advice from ITS a lot more often. This makes us think that
further development of this method will allow enhancing the learning process
given the current trend of increasing the role of online learning.

Using CMKDs to generate explanations of the ITS decisions brings us closer
to implementing XAI for ITS on the methodical level. It also reminds us about
the importance of the legal regulation of the processes of accumulating and
migrating data about the students’ digital learning footprint, their protection,
and the responsibility of teachers, institutions, and the developers of intelligent
tutoring systems for the recommendations the system shows to the users.
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Abstract. One of the problems in computer-supported education is
defining meaningful errors that students can make during a complex
automated exercise. A precise set, describing what can go wrong in the
student’s reasoning, allows better measurement of students’ knowledge,
asking pointed follow-up questions to stimulate the student’s thinking,
and providing precise explanatory feedback. We describe a method for
building a set of possible low-level errors in reasoning during solving a
complex task. We demonstrate an example of using this method for the
task of determining the order of evaluation of a programming language
expression and discuss prospects of applying the described method.

Keywords: Intelligent tutoring systems - Error classification

1 Introduction and Related Work

When developing Intelligent Tutoring Systems (ITS) using the Mastery Learning
approach, we should classify not only the knowledge that students should acquire
but also possible errors. According to [10], an expert system is called ITS if it
“simulates the individual learning process of a student and teacher by improving
understanding”. This means not only increasing the knowledge about the subject
domain but also reducing erroneous judgments. So understanding the reasons for
students’ mistakes is necessary both for assessing their knowledge and providing
explanatory feedback to improve their mastery of the topic.

Shute and Zapata-Rivera also discuss the importance of finding and classi-
fying student errors [11]. The most progressive approach they describe is using
assessment as feedback not only to the student but to the entire system. They
conclude that the ability to determine student errors is one of the most impor-
tant features of ITS. Classifying students’ answers accurately is also discussed
in [1]. The paper indicates that determining the context and student’s intention
is important for the correct formation of the training program.

The reported study was funded by RFBR, project numbers 20-07-00764 and 20-07-
00502.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022

S. Crossley and E. Popescu (Eds.): ITS 2022, LNCS 13284, pp. 65-74, 2022.
https://doi.org/10.1007/978-3-031-09680-8_6


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09680-8_6&domain=pdf
http://orcid.org/0000-0001-6246-1249
http://orcid.org/0000-0002-7296-2538
http://orcid.org/0000-0003-4854-7462
mailto:o_sychev@vstu.ru
https://doi.org/10.1007/978-3-031-09680-8_6

66 Y. Kamennov et al.

Brusilovsky [2] provides recommendations for building formal models of sub-
ject domains based on the studied concepts. His idea of intelligent textbooks,
based on subject-domain concepts [15], allows tracking students’ knowledge only
on the level of mastering the entire concept or topic which is sufficient to cal-
culate overall grade but is not enough to choose the next learning task inside
a topic because it does not contain the detailed information about the kinds of
errors the student can make while trying to apply the given concept.

To build ITS that can determine and take into account the exact cause of
the student’s error, a systematic, fine-grained set of possible errors should be
developed for the target domain. Unfortunately, many articles about ITS do not
elaborate on methods that were used to identify possible errors (e.g., [7,9]).

We aim to close this gap in the literature by describing a method to system-
atically build sets of possible errors in students’ reasoning, based on a formal
description of the correct lines of reasoning for solving the task. We provide an
example of applying this method to determining the order of evaluation of an
expression and demonstrate the resulting set of low-level reasoning errors.

Most of modern ITS classify students’ errors and provide feedback on them.
For example, J-LATTE [3] provides three types of feedback: “simple feedback”
(if the answer is correct), “hint” (points to the first error), and “all errors”.

Prolog Tutor [4] calculates the student’s errors by comparing the syntax of the
reference code with the student’s code. The article [16], describes a system that
reduces code to an internal representation that represents the used concepts.
The concepts that are not present in the reference template for the task are
considered extraneous or missing. This approach allows to learn in detail about
specific errors, but makes it difficult to find their causes.

CLARA engine [14] represents the problem solution as a graph. The student’s
solution is reduced to the correct form by the smallest number of corrections
which are shown as hints. The sane approach is used for token sequences [12] to
teach constructing sentences and lines of code. Expression tutor from the Prob-
lems family [6] determines errors in the expression construction and evaluation.
The set of errors is big, but the method used to build it is not described.

The work [5] presents a methodology for teaching algorithms by using flow
charts. The system has a task trace panel, displaying errors in the diagram, e.g.,
“You can’t declare node here.” Martin and Mitrovich [8] present a constraint-
based tutor for SQL programming language and an ontology model for logical
expressions. It starts from showing only answer’s correctness; then the student
receives more hints until the correct solution is achieved or the student gives up.

2 Method of Identifying Possible Errors

The input data for building a set of possible errors when solving an intellec-
tual task is the description of the correct method of reasoning to solve the task.
Lines of reasoning are built using several kinds of reasoning steps: (a) Questions.
Possible answers lead to either conclusions or the next step. (b) Actions. E.g.,
finding an object satisfying certain conditions or calculating something. It leads
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to the next step and should be accompanied by a list of possible errors. ()
Branching. Splits the line of thought, creating several child lines. Their conclu-
sions can be aggregated (e.g., by logical operators or or and); sometimes only
one of line can result in a conclusion. (d) Iterations. Finding several objects
satisfying certain criteria and performing all the following steps for each of them.
The conclusions from iterated objects are aggregated.

Participating objects must be given identifiers, while their properties and
relations between them must be named according to the subject-domain ontol-
ogy. This makes lines of reasoning defined formally; they can be implemented
using software reasoners or coded in imperative programming languages. Some
of the objects used in the reasoning process are given as the reasoning input;
others are determined during “find” action and iteration steps.

We identified several types of atomic reasoning errors: (1) choosing a wrong
first step; (2) answering a question or performing an action wrongly, or choos-
ing a wrong object during iteration; (3) drawing wrong conclusions from cor-
rect answers (i.e., a wrong choice of the next step after a question or action);
(4) missing a branch during branching or missing an object during iteration;
(5) wrong aggregation of conclusions after branching or iteration. Theoreti-
cally, the sixth type of error is asking a wrong question (performing a wrong
action), but modeling all possible wrong questions gives a too big search space
to use it practically. The errors of types 1 and 3 deal with the structural reason-
ing problems (i.e., performing the steps in the wrong order) while the errors of
types 2 and 4 deal with problems in performing specific steps.

The method of building the set of possible errors goes as follows.

1. For the starting point and each branching create type 1 errors for each step
(except the first) using only objects already known. Error formulation: “The
learner starts doing X from doing Y while it should be started by Z.”

2. For each question step create type 2 errors for every possible pair of unequal
answers (choices). “The answer to X is Y, but the learner thinks it’s Z.”

3. For each action and iteration step create type 2 errors, defined by the
possible errors listed in the step. The formulation depends on the step errors.

4. For each exit of each step (i.e., an answer to a question, a branch, etc.), create
type 3 errors for each step down the line of reasoning and each conclusion that
makes sense, i.e. uses only objects known at that point (except the correct
next step for this exit). “The learner thinks that as X, Y” (where X is an
answer to the question, Y is a step).

5. For each branch of each branching step, create a type 4 error that this branch
is missing. Error formulation: “The learner doesn’t check X.”

6. For each iteration step create a type 4 error for missing an object. These
errors are formulated like “The learner misses X while searching for Y.”

7. For each branching and iteration with aggregation create a type 5 error for
each wrong kind of aggregation (e.g., logical or instead of and). “The learner
aggregated conclusions using X operator while they should use Y).”

The most numerous errors belong to types 2 and 3. The number of type
2 errors for a question step is Ngps * (Nans — 1) where Ny, is the number
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of possible answers to the question. For an action step, the number of type 2
errors is identified when defining the step. The number of type 3 errors is smaller
than it could be because some steps (actions finding objects and iterations)
introduce new objects, and it’s not possible to ask a question (perform an
action) using an object that wasn’t found yet.

3 Case Study: Order of Expression Evaluation

Let us consider a learning task of determining the order of evaluation of a
programming-language expression. This task is frequently used by intelligent
tutors for introductory programming: e.g., it is a subtask in Problets [6] and
the Expression domain in CompPrehension [13]. To solve it, the learner should
repeatedly select the next operator to evaluate. Basic rules of operator prece-
dence and associativity give only a few high-level errors, identifiable by the
learner’s answer: “an unevaluated operator standing ...” (1) to the left has higher
precedence; (2) to the right has higher precedence; (3) to the left has the same
precedence and left associativity; (4) to the right has the same precedence and
right associativity; (5) between the current operator’s tokens. More complex
errors caused by the strict order of operand evaluation in some operators are
out of the scope of the example in this paper.

To determine if operator X can be evaluated, the learner must follow 3 lines
of reasoning, verifying if the inner, left and rights operands are fully evaluated
(if they exist) The conclusions are aggregated using the logical and operator. We
will use the second line of reasoning, concerning the left operand, to show the
results of error generation. It goes as follows:

1. Does X need a left operand? If no, the conclusion is true.

2. Find A, X’s left closest unused operand. Possible errors: A is to the right of
X, A is unevaluated, A is already used, A is too far from X.

3. Find Y, A’s left closest unevaluated operator. Y is X’s competitor for operand
A. If not found, the conclusion is true. Possible errors: Y is to the right of
A, Y is already evaluated, Y is too far from A.

4. Checking effects of parentheses. These three conditions can be checked in any
order as no two of them can give conclusions simultaneously.

(a) Is there parenthesis enclosing Y but not enclosing X? If yes, the conclusion
is false.

(b) Is there parenthesis enclosing X but not enclosing Y? If yes, the conclusion
is true.

(¢) IfY is a two-token operator, does X stand between its tokens? If yes, the
conclusion is true.

5. Compare precedence of X and Y. If X’s precedence is higher, the conclusion
is true. If Y’s precedence is higher, the conclusion is false.

6. What is the associativity of X and Y (it must be the same as they have
equal precedence)? If X and Y are left-associative operators, the conclusion
is false. If X and Y are right-associative operators, the conclusion is true.
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Table 1. Does the left operand block the evaluation of X? Possible low-level errors,

part 1.

N | Error description Error type

11 | The learner attempts to find the left operand for X without verifying if the | 1
left operand is needed

12 | X does not need a left operand, but the learner thinks it needs 2

13 | X needs a left operand, but the learner thinks it does not 2

14 | The learner thinks that as X needs the left operand, X cannot be evaluated | 3

15 | The learner thinks that as X needs the left operand, X can be evaluated 3

16 | The learner thinks that as X does not need the left operand, X cannot be 3
evaluated

17 | The learner chose A (possible left operand of X) to the right of X 2

18 | The learner chose A too far from X 2

19 | The learner chose a used operand as A 2

110 | The learner chose an unevaluated operator as A 2

111 | The learner did not find any unevaluated operator to the left of A, but 2
there is one

112 | The learner thinks that as there is no unevaluated operator to the left of A, | 3
X cannot be evaluated

113 | The learner thinks there is an unevaluated operator to the left of A, but 2
there is none

114 | The learner thinks that as there is an unevaluated operator to the left of A, | 3
X cannot be evaluated

115 | The learner thinks that as there is an unevaluated operator to the left of A, | 3
X can be evaluated

116 | The learner chose a too far operator as the operator competing for A (Y) 2

117 | The learner chose a token to the right of A as Y 2

118 | The learner chose an evaluated operator as Y 2

119 | Finding the left competing operator (Y), the learner analyzes the 3
associativity of X and Y

120 | Finding the left competing operator (Y), the learner compares precedence 3
of X and Y

121 | The learner did not check if X is placed between Y’s tokens 4

122 | Y has 2 tokens, but the learner thinks it has 1 2

123 | Y has 1 tokens, but the learner thinks it has 2 2

124 | The learner thinks that as Y has 2 tokens, X can be evaluated 3

125 | The learner thinks that as Y has 2 tokens, X cannot be evaluated 3

126 | The learner chose a token with the wrong type as the second token of Y 2
(Y2)

127 | The learner chose a too close token as Y2 2

128 | The learner chose a too far token as Y2 2

129 | The learner thinks that as X is between Y1 and Y2, X cannot be evaluated | 3

130 | The learner thinks that as X is not between Y1 and Y2, X can be evaluated | 3

131 | The learner thinks that as X is not between Y1 and Y2, X cannot be 3
evaluated
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Table 2. Does the left operand block the evaluation of X? Possible low-level errors,
part 2.

N | Error description Error type

132 | The learner thinks that as X is enclosed in parentheses of which Y |3
is not, X cannot be evaluated

133 | The learner takes into account parentheses that enclose both X or |2

Y

134 | The learner takes into account parentheses that do not enclose 2
both X or Y

135 | The learner did not check if X should be evaluated before Y 4
because of parentheses

136 | The learner did not check if Y should be evaluated before X 4

because of parentheses

137 | The learner thinks that as Y is enclosed in parentheses of which X |3
is not, X can be evaluated

138 | After checking for parenthesis, the learner analyzes the 3
associativity of X and Y
139 | X has a higher precedence than Y, but the learner thinks they 2

have equal precedence

140 | X has a higher precedence than Y, but the learner thinks X has a |2
lower precedence than Y

141 | X has a lower precedence than Y, but the learner thinks they have |2
equal precedence

142 | X has a lower precedence than Y, but the learner thinks X has a 2
higher precedence than Y

143 | Precedence of X equals precedence of Y, but the learner thinks X |2
has a higher precedence than Y

144 | Precedence of X equals precedence of Y, but the learner thinks X |2
has a lower precedence than Y

145 | The learner thinks that as X has a higher precedence than Y, X 3
cannot be evaluated

146 | The learner thinks that as X has a lower precedence than Y, X can | 3
be evaluated

147 | The learner thinks that as X has a higher precedence than Y, 3
associativity must be checked
148 | The learner thinks that as X has a lower precedence than Y, 3

associativity must be checked
149 | The learner thinks that X and Y are left associative, but they are |2
right associative
150 | The learner thinks that as X and Y are left associative, X can be |3
evaluated

151 | The learner thinks that X and Y are right associative, but they are | 2
left associative

152 | The learner thinks that as X and Y are right associative, X cannot |3
be evaluated
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Applying the method described in Sect. 2 to this line of reasoning, we built
the error sets shown in Tables1 and 2. The errors concerning missing lines of
reasoning and wrong aggregation are shown in Table3. Some of type 2 errors
(erroneous answers to questions) depend on the class of the considered opera-
tor(s), so in practice, there will be separate instances of these errors for some
operators. E.g., the error 12 will have an instance for every operator that does
not need a left operand (e.g., prefix unary operators.) The errors like 139 depend
on two operators (X and Y) so an instance of this error should be created for
each pair of operators where X has higher precedence than Y.

Table 3. Missing branches and aggregations errors for determining the order of eval-
uation

N | Error description Error type

gl | The learner does not check that if X’s inner operand exists 4
and is fully evaluated

g2 | The learner does not check that if X’s left operand exists and | 4
is fully evaluated

g3 | The learner does not check that if X’s right operand exists 4
and is fully evaluated

g4 | The learner concluded that X cannot be evaluated in one of |5
the branches, but thinks that X can be evaluated

g5 | The learner concluded that X can be evaluated in all the 5
branches, but thinks that X cannot be evaluated

In practice, the number of possible low-level reasoning errors is smaller
than the described set because some errors are not applicable to all situations.
Many of them are mutually exclusive (e.g., 12 and 13). Consider the expres-
sion a + b & c in the C programming language; a student makes an error by
selecting the & (X) operator as the first. The competing operator Y here is the
+ operator. The wrong conclusion is done in the line of reasoning containing 52
errors (see Tables1 and 2), but only 16 of them (and two general errors g2 and
g4) are applicable: 11, 13, 15, 17, 18, 111, 115, 119, 120, 121, 123, 138, 141,
142 146, and 148. Other errors are not applicable because X and Y have 1 token
each, there are no parentheses in the expression, there are no operators to the
left of X, there is only one possible candidate for Y, the binary & operator has
lower precedence than the + operator, etc. These 16 low-level errors are indis-
tinguishable by the student’s answer to the high-level task; the ITS can either
update the information about the possible errors using pre-determined proba-
bilities of making different kinds of low-level errors or ask a series of follow-up
questions to determine the particular reasoning error the student made.

Once an error is identified, ITS can generate a specific explanatory message
for it. E.g., for the error 138 (type 3) the message is “Before checking operators’
associativity you must compare their precedence,” while for the error 141 (type
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2) it is “The addition operator has lower precedence than the multiplication
operator.” It can help fix misconceptions that the student has.

4 FEvaluation

To evaluate the resulting error set, we showed it to 4 experts who taught expres-
sions as a part of introductory programming courses. They were asked two ques-
tions on the Liker scale. Answering the question “Does the error set cover all
the possible errors that a student can make while determining the order of eval-
uation of an expression?” two experts said that it covers all the possible errors;
two others said most of the possible errors, but they could not name any uncov-
ered error. Answering the question about the level of detail, two experts selected
“sufficient level of detail” and two choose “A bit more detailed than necessary.”
In free-text answers, some of the experts noted that some of the identified errors
belong to the pre-requisite knowledge (e.g., handling parentheses) and so can
be removed from this error set. This supports our hypothesis that the proposed
method can be used to create full, fine-grained sets of reasoning errors in sub-
ject domains. The experts selected the following errors as most frequent: g1 (3
experts); g2, g3, 126, 139, 141, and 142 (2 experts each).

5 Conclusion

When developing ITS, too little attention was given to generating sets of errors,
systematically describing wrong ways of thinking. The papers about ITS rarely
contain full lists of identified errors and the methods used for identifying them.
This can lead to omitting some kinds of errors or basing the tutor’s feedback
on the errors that are determined by the algorithm the ITS is based on without
prying further into their causes. When follow-up questions were used (e.g., in
[13]), they were manually created by a subject-domain expert and so prone to
omissions and errors. This paper intends to fill this gap and stimulate discussion
on how error sets for subject domains should be built systematically.

Our method is applicable to any subject domain where reasoning, required
to find a correct answer, can be represented as a decision tree, consisting of
questions, actions, branching and iterations. We used it for problems in teaching
programming like expression evaluation, determining data types, tracing control-
flow statements, building access expressions, etc.; we consider using it in other
well-defined areas like word order in English language. The resulting error sets
can be used to: (1) measure learners’ progress in acquiring mastery of the topic;
(2) select the next learning task in adaptive systems; (3) generate systematic sets
of follow-up questions to find the exact cause of the learner’s error; (4) classify
automatically generated questions by knowledge required to solve them.

Further work will include developing a program module for generating error
sets from formalized descriptions of lines of reasoning, developing methods of
generating follow-up questions based on these error sets, and implementing them
in an intelligent tutoring system.
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Abstract. A vision-based method of handshape recognition was devel-
oped and used in a simple educational game designed to practice the
finger alphabet. It uses a deep neural network to determine the two-
dimensional skeleton of the hand and the genetic algorithm to recog-
nize its shape. The classification was carried out by defining and solv-
ing an optimization problem, in which the skeleton corresponding to
the unknown shape is subjected to an affine transformation and then
adjusted to the previously prepared set of templates. The method was
tested using the leave-one-subject-out validation protocol on the author’s
dataset of Polish Finger Alphabet letters and the publicly available
Microsoft Kinect and Leap Motion Dataset. Based on the developed algo-
rithm, a simple educational game was prepared, the purpose of which is
to practice hand dexterity in showing complex shapes appearing in the
finger alphabet.

Keywords: Handshape recognition + Finger alphabet - Educational
game

1 Introduction

The finger alphabet, also called the manual or hand alphabet, is the represen-
tation of the letters using handshape and/or its movement. It is used by deaf
people during the so-called fingerspelling (dactylography) as a complement to
sign language. Words for which there is no distinct gesture in sign languages
are fingerspelled. Handshapes from the finger alphabet, shown for different posi-
tions and orientations, are also an important component of other dynamic signs.
There are about 40 finger alphabets in the world.

Learning sign language usually starts with the finger alphabet because it
requires mastering the technique of forming fingers into precise configurations.
At the beginning of learning users often make mistakes, which, if they persist in
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the future, may limit the ability to communicate freely. The most common mis-
takes include excessive muscle tension (the so-called ‘hard hand’), unnecessary
accentuation of a sign by moving the arm back and forth, and a tendency to look
at the hand while performing the signs. Special rehabilitation exercises are being
developed to achieve proper precision, softness, and fluidity of movements. After
a few weeks of regular practice, the muscles relax, and the fingers gain much
greater efficiency [31].

Children can be encouraged to do such exercises by offering them partici-
pation in an educational game, which is the motivation to carry out the work
described in this article. In the prepared game, the precision of handshapes pre-
sentation is achieved by the recognition method based on the comparison with
prerecorded templates, while the speed and smoothness are stimulated by intro-
ducing an element of competition.

The structure of this paper is as follows. Section2 provides the research
background and relevant literature references. The proposed method of hand-
shapes recognition is described in Sect. 3. Its experimental evaluation is reported
in Sect.4. The educational game developed to practice the finger alphabet is
described in Sect.5. A summary and a proposal for further work are given in
Sect. 6.

2 Related Works

Various educational tools for learning finger alphabets and sign languages are
described in the literature. There are known solutions for national sign lan-
guages: American (ASL) [9,11], Brazilian (Libras) [2,17], British (BSL) [6],
Indian (ISL) [10,23], Korean ( KSL) [15], Costa Rican (LESCO) [24], Macedo-
nian (MSL) [1], Malaysian (BIM) [30], Mexican (LSM) [8], Pakistani (PSL) [25],
Persian (PSL) [20], Portuguese (LGP) [7], Thai (ThSL) [26,28], Turkish
(TSL) [12,32], Ukrainian (USL) [13].

Most of the developed tools are used to memorize handshapes and movements
and to improve the skills of understanding and interpreting signed messages,
e.g. [1,2,8,12-14,16,24-26,28]. However, there are also tools that stimulate users
to make gestures on their own, e.g. [6,7,9-11,15,17,23,30,32]. Frequent exercises
involving the repetition of gestures allow to obtain the appropriate dexterity and
flexibility of the hand and enable smooth signing.

Solutions from the second group require automatic recognition of handshapes
and/or dynamic hand gestures. There are applications that use dedicated equip-
ment in the form of special gloves [9,15], vision-based solutions [6,10,11,17, 20,
23,30] or a combination of both approaches [7]. The disadvantages of solutions
using special gloves are cost, availability, and unnatural way of interaction. For
example, wiring can load certain parts of the hand, affecting the degree of mus-
cle tension and smoothness of movement. This can lead to developing incorrect
habits when learning gestures.

Solutions with the use of humanoid robots [12,16,18,20,26,32] or artificial,
anthropomorphic hands [14] have also been developed. They are attractive,
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especially for the youngest users, fascinated by advanced technology. Their dis-
advantages, however, are the high cost and availability of advanced technology.

Most vision systems that use color cameras impose severe restrictions on
the background, lighting, and clothing. There are also solutions using RGB-D
sensors [7,11,32] or motion controllers, e.g. LeapMotion [6]. They use good qual-
ity depth data and work in complex, heterogeneous backgrounds, with unstable
lighting. However, RGB-D cameras are only embedded in certain laptop models.

Therefore, among the solutions offered, those that use typical color cameras
are particularly attractive. Their use involves the need to solve the problem of
variable background and lighting algorithmically. The dynamically developing
technology of deep learning can be used for this purpose. The solution presented
in this paper falls within this group.

The advantages of the proposed solution are as follows: (i) no extraordinary
restrictions on lighting, background, and clothing; (ii) working with a limited set
of templates - easy to adapt to other finger alphabets; (iii) ordinary, inexpensive
equipment: laptop and built-in camera; (iv) customizable architecture - easy to
change the graphics, theme of the game, and adapt it to children of all ages.

3 Method Description

Color images, obtained using an ordinary laptop camera and depicting the upper
part of the finger-spelling user, were used. In these images, two-dimensional hand
skeletons were determined. The classification was carried out by solving an opti-
mization problem in which the skeleton of an unknown handshape is subjected to
an affine transformation, including translation, rotation, and scale change, and
then it is matched against the set of the previously prepared template skeletons

(Fig.1).
Translation w
Rotation
Scale change
Matching W
Unknown letter - Template set

Fig. 1. Idea of the method (Color figure online)

The Pompeiu-Hausdorff distance [3,27] was used to measure the distance
between skeletons treated as sparse point clouds, composed only of points con-
stituting the nodes of the skeleton. The approach in which skeletons are trans-
formed before matching should guarantee effective recognition even when the
template set is limited. Details are given in 3.1, 3.2, and 3.3.
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3.1 Determining Hand Skeletons

Two-dimensional hand skeletons were determined using the OpenPose library [4,
5,29,33]. The model shown in Fig.2 (c) was adopted. It consists of nodes that
are analogs of the joints (red circles in Fig.2 (c)). They are connected by rigid
sections corresponding to bones (green segments in Fig.2 (c)). Such models are
generated by running an image through a deep pre-trained convolutional neural
network to obtain a series of heat maps (one for each node, Fig.2 (b)).

Fig. 2. Determining hand skeleton: (a) input image, (b) accumulated and normalized
heatmaps, (c) skeleton superimposed on the image (Color figure online)

3.2 Pompeiu-Hausdorff Distance

Let P and @ denote two point clouds in metric space with the metric d. The
Pompeiu-Hausdorff distance is defined as:

h(P,Q) = max {dy,ds} (1)
where: di = supd(p,Q), do = supd(q,P), d(p,Q) = inf d(p,q), sup, inf-
pEP q€Q

q€Q
denote supremum and infimum (Fig. 3).

Fig. 3. Pompeiu-hausdorff distance (Color figure online)
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3.3 Optimization Problem Definition

The following vector of decision variables was used:
X = [a,b7a7sm,sy]T (2)

where:

a, b - the coordinates of the translation vector in the image plane,

« - the rotation angle in the image plane around the skeleton center of gravity,
Sz, Sy - the coeflicients of scale change, respectively, along the x and y axes.
The Pompeiu-Hausdorff distance to the ‘closest’ template was selected as the
fitness function:

J(X) = min h(T(X)U,S;) (3)

i=1..n

where:

h (Py, Py) - the Pompeiu-Hausdorff' distance between the point clouds P; and
P27

T(X) - the transformation operator (translation, rotation, and scale change)
defined by elements of X,

U - the point cloud corresponding to the skeleton of the hand representing an
unknown letter,

S; - the point cloud corresponding to the skeleton of the i-th template,

n - the number of templates.

The following constraints were also adopted:

LB< X <UB (4)

where:

LB = [aminy bmin» Aming Stopin s symin]Ty UB = [amama bmaxv Amazyr STmaz ) SYman
- lower and upper limits of the parameters defining the transformation of the
point cloud.

The optimization task was defined as minimizing:

]T

Jmin = min  J(X)
R LB<X<UB 5)
X = argmin J(X) (
LB<X<UB

After the optimization task is solved, the recognized class is determined by a label

[ corresponding to the ‘closest’ template, obtained when calculating J (X ):

i = argmin h (T (X) U, Si> (6)
i=1l..n
Z:L@) (7)
where: L, dimL = n - the set of labels corresponding to the templates. The
genetic algorithm was used to solve the optimization problem [21].
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4 Method Evaluation

The experiments were conducted on two datasets: (i) the dataset of PFA hand-
shapes and (ii) the Microsoft Kinect and Leap Motion Dataset, using the leave-
one-subject-out (1-0-s-0) protocol. Details are given in 4.1-4.4.

4.1 Datasets Used

The dataset of PFA handshapes contains recordings of 22 classes shown ten times
by ten users. It was prepared in cooperation with the Subcarpathian Association
of the Deaf. 24-bit RGB images with a resolution of 640 x 480 were obtained
using a regular color camera built into the laptop (Fig. 4).

Fig. 4. Selected images from the dataset of PFA handshapes

Microsoft Kinect and Leap Motion Dataset contains recordings of ten hand-
shapes shown ten times by fourteen users. It contains, among other data, 24-bit
RGB images with a resolution of 1280 x 960. The dataset is available on the
Internet and is often used as benchmark data to compare different recognition
methods [18,19,22].

The leave-one-subject-out (1-o-s-0) validation protocol (l-o-s-0) was used in
the experiments. It consists in selecting the data recorded by one user as a
test set and the remaining data as the training set. The procedure is repeated,
selecting a different user each time, and the obtained results are averaged. This
protocol usually gives worse recognition results because the individual gestures
differ significantly. However, it is a more reliable assessment method. It estimates
how the system will perform when gestures are executed by an unknown user,
not involved in the preparation of the training data.
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4.2 Parameter Settings

A computer with an Intel(R) Core(TM) i7-6700K CPU @ 4.00GHz processor,
equipped with 64 GB of RAM and two TITAN RTX and GeForce GTX 750 Ti

graphics cards was used. The experiments were conducted in the Matlab R2021b
environment.

Table 1 lists the genetic algorithm settings used in the experiments.

Table 1. Genetic algorithm settings

Parameter name | Description Value

MazGenerations | Maximum number of iterations 100
before the algorithm halts

PopulationSize | Size of the population 1000

UseParallel Compute fitness function in parallel | True

Use Vectorized Specifies whether functions are False
vectorized

Display Level of display Off

The sensitivity of the method to changes in the size, position, and orienta-
tion of the hand depends on the optimization constraints settings used in the
experiments (Table2). The increased range of the translation vector, given in
parentheses, applies to Microsoft Kinect and Leap Motion Dataset, which con-
tains higher-resolution images.

Table 2. Optimization constraints settings

Variable | Value Variable | Value
Amin —320 (—640) | amax 320 (640)
brmin —240 (—480) | bmax 240 (480)
Qmin -180 Omag 180
Stmin 0.75 SEman 1.25
Sy 0.75 Symes | 1.25

A small, unrepresentative template set may require wider ranges of changes
to be set. Note, however, that setting the ranges too wide extends the search

domain, which may require increasing PopulationSize and/or MaxzGenerations
and thus increasing the system response time.
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4.3 Results

The PFA handshapes dataset was refined by eliminating erroneous performances,
and handshapes shown by seven people, labeled P1, P2, ..., P7, were selected
for further experiments. The obtained results of 1-o-s-o validation are shown in
Table 3. The results of 1-o0-s-o validation for Microsoft Kinect and Leap Motion
Dataset are shown in Table4.

Table 3. Results of l-o-s-o validation for the PFA handshapes dataset

Iteration | Template set Test set | Recognition rate [%)]
1 P2, P3, P4, P5, P6, P7 | P1 86.36
2 P1, P3, P4, P5, P6, P7 | P2 84.09
3 P1, P2, P4, P5, P6, P7| P3 85.00
4 P1, P2, P3, P5, P6, P7| P4 80.00
5 P1, P2, P3, P4, P6, P7 | P5 85.45
6 P1, P2, P3, P4, P5, P7| P6 85.91
7 P1, P2, P3, P4, P5, P6 | P7 81.36
Average 84.03

Table 4. Results of 1-0-s-o validation for microsoft kinect and leap motion dataset

Iteration | Template Test | Recognition
Set Set | Rate [%)]
1 P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13, P14 | P1 |88.00
2 P1, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13, P14 | P2 |82.00
3 P1, P2, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13, P14 | P3 | 85.00
4 P1, P2, P3, P5, P6, P7, P8, P9, P10, P11, P12, P13, P14 | P4 |87.00
5 P1, P2, P3, P4, P6, P7, P8, P9, P10, P11, P12, P13, P14 | P5 |81.00
6 P1, P2, P3, P4, P5, P7, P8, P9, P10, P11, P12, P13, P14 | P6 | 83.00
7 P1, P2, P3, P4, P5, P6, P8, P9, P10, P11, P12, P13, P14 | P7 |86.00
8 P1, P2, P3, P4, P5, P6, P7, P9, P10, P11, P12, P13, P14 | P8 |85.00
9 P1, P2, P3, P4, P5, P6, P7, P8, P10, P11, P12, P13, P14 | P9 | 81.00
10 P1, P2, P3, P4, P5, P6, P7, P8, P9, P11, P12, P13, P14 | P10 | 84.00
11 P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P12, P13, P14 | P11 | 87.00
12 P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P13, P14 | P12 |84.00
13 P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P14 | P13 | 83.00
14 P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13 | P14 | 84.00
Average 84.29
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4.4 Discussion

The developed method was tested on two datasets with different characteristics.
The PFA handshapes dataset contains more classes. Some letters require a lot of
skill, therefore their performances differ significantly from the ideal shapes pre-
sented in the sign language dictionaries. On the other hand, Microsoft Kinect and
Leap Motion Dataset are characterized by greater variability in the individual
appearances of the people participating in the recordings. In both cases, ges-
tures are shown in typical lighting conditions, on a very demanding background
containing objects with chrominance similar to the skin color. Sometimes the
hand appears against the background of the face. Despite this, in both cases, a
satisfactory recognition rate greater than 84% was achieved.

Two error sources were noticed: (i) misclassification of the letters shown
imprecisely or under wrong hand orientation, (ii) incorrect skeleton determina-
tion, especially for the visually similar shapes. The first one should encourage the
user to show gestures carefully. To deal with the latter one, tuning the OpenPose
model using the transfer learning method, applying other deep learning-based
models, and using 3D skeletons are planned.

The results obtained for Microsoft Kinect and Leap Motion Dataset exceed
by almost 4% points the results obtained by the authors of the database, when
they used only the skeleton data obtained with the LeapMotion sensor [18]. After
adding the features determined on the basis of RGB-D images acquired by the
Kinect sensor, they achieved a recognition rate of 91.28%.

It should be emphasized that the developed method does not require any
special controllers or RGB-D sensors, as it determines 2D skeletons in ordinary
color images using deep learning techniques. Moreover, unlike solutions available
in Kinect or LeapMotion, it is open and can be further refined using custom,
user-specific data.

Another advantage of the method is the ability to effectively recognize hand-
shapes also when the set of templates is small. Tests of the educational game
described in Chap. 5 have shown that this is possible even when only one pattern
for each considered shape is available. This is because the skeletons corresponding
to the recognized shapes undergo an affine transformation involving translation,
rotation, and scale change over a wide range. However, this means an increase
in the recognition time, which on the computer used in the tests was about 5s.

5 Educational Game

Based on the presented method, a simple educational game was prepared, the aim
of which is to encourage children to practice hand dexterity and learn the PFA
letters. It is about the correct and quick execution of a given shape. Correctness
is verified by comparing the shown shapes with the saved templates. Speed is
stimulated by the introduction of an element of competition.

The screen has been divided into several configurable areas (Fig. 5 (a)). Media
files presented in the areas of stimulus, player and competitor rewards are loaded
from the appropriate folders. Thanks to this, the game can be easily modified
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Stimulus area

Player Competitor
Interaction area - image reward reward
area area

Interaction area - button

(a)

Fig.5. Educational game: (a) screen layout, (b) current version of the game after
correct recognition of the letter O

and adapted to the individual needs of the child without having to recompile
the code.

In the current version, a stimulant in the form of a letter is presented in the
stimulus area. In the interaction area, a preview from the camera is shown. After
showing the required handshape, the user presses the button and the recognition
begins using the method described in Sect.3. The results of the recognition in
the form of the detected skeleton model and the recognized letter are overlaid
on the displayed image (Fig.5 (b)). If the handshape is correctly recognized, the
image in the reward area is updated. In the current version of the game, the red
car is moved forward. The application can be run on two networked computers.
The results of the second player are presented in the competitor reward area.

The results were presented at the scientific seminar ‘IT Systems Support-
ing the Deaf’ conducted by the author at the Subcarpathian Association of the
Deaf and assessed during several working meetings. Tests carried out by the deaf
users have shown that handshapes shown carelessly or inconsistently with the
registered templates, based on the sign language dictionary, were not accurately
classified. This observation suggests that the presented game may stimulate play-
ers to correctly and carefully perform the letters of the finger alphabet.

The tests also revealed that the method accuracy strongly depends on the
correctness of the skeleton determination. The presence of outliers along the
length of the phalanges may indicate an abnormal, damaged skeleton. In that
case, the procedure is repeated for the next acquired image frame.

Response time is also a key factor influencing the rating of the game. The
software version has been prepared, in which the skeletons are determined using
a graphics card, and the genetic algorithm is run in parallel on a multicore
processor.

6 Conclusions and Future Work

A method of recognizing PFA letters using color images and the OpenPose
library was developed. The classification was carried out by solving an opti-
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mization problem in which a skeleton of an unknown handshape is subjected to
an affine transformation and then matched to a previously prepared base of ref-
erence skeletons. The method was tested using the l-o-s-o protocol on the dataset
of PFA handshapes and Microsoft Kinect and Leap Motion Dataset. A simple
educational game for learning the PFA letters using the developed method was
prepared. The consecutive, necessary research step will be a formal assessment
of the game’s impact on potential users.

Possible directions of further research are: (i) use of three-dimensional skele-
tons; (ii) introduction of flexible models in which, in addition to global affine
transformation, local changes in the length of phalanges and angles between them
are also taken into account; (iii) testing other, faster global optimization algo-
rithms; (iv) preparing a version with the use of libraries whose license allows for
sharing and/or commercialization of the game; (v) designing alternative graphic
variants and formal evaluation of their usability.

Acknowledgments. The author would like to express his deepest gratitude to the
Subcarpathian Association of the Deaf for their kind assistance and support and mem-
bers of the Scientific Circle of Human-Computer Interaction GEST for their help in
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Abstract. This poster describes an early-stage project. It introduces MedDbriefer,
a tablet-based tool that allows small groups of paramedic students to practice real-
istic prehospital emergency care scenarios. While two or more students collaborate
as members of an emergency medical service (EMS) team, a peer uses the tablet’s
checklists to record the team’s actions. The system then analyzes the event log to
provide an automated debriefing on the team’s performance. Although debriefing is
purported to be one of simulation-based training’s most critical components, there
is little research to guide human and automated debriefing. We are implementing
two approaches to automated debriefing and will compare their effectiveness in
an upcoming randomized controlled trial.

Keywords: Simulation-based training - Debriefing - Healthcare training

1 Project Goals

The coronavirus pandemic highlighted the dire consequences of an international short-
age of paramedics and other emergency medical service (EMS) providers [1, 2]. This
poster introduces MedDbriefer, a tablet-based tool that allows small groups of EMS
students to engage in simulated prehospital emergency care scenarios and participate in
an automated debriefing on their performance.

Across the healthcare professions, students who struggle to acquire clinical reasoning
and psychomotor skills can rarely get the supplemental simulation-based training (SBT)
they need to pass certification exams. Instructors who are trained to facilitate simulated
scenarios during course labs are in short supply [3, 4]. Many instructors are themselves
active healthcare providers, which limits the time that they can devote to teaching.
If successful, MedDbriefer could help to reduce the shortage of EMS providers and,
ultimately, other healthcare professionals.

Even if instructors were plentiful, little is known about how to guide them in conduct-
ing an effective debriefing [5, 6], which is often deemed to be simulation-based training’s
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most critical component [5, 7-9]. Our research goal is to extend the knowledge base on
debriefing. Toward that end, we are implementing two approaches to automated debrief-
ings in MedDbriefer. One approach mirrors that taken in state of the art computer-based
healthcare systems: a step-by-step narrative of students’ actions during the scenario,
coupled with color-coded (red-green-yellow) textual feedback [10]. The second, exper-
imental approach adapts one of several debriefing protocols developed to help human
SBT instructors to structure their debriefings [5, 11, 12]. These protocols actively engage
students in the process of reflecting on and critiquing their performance, more so than do
narrative system-led debriefings. However, there is no empirical evidence that a protocol-
based approach to automated debriefing would be more beneficial for learning than a
narrative walkthrough of students’ actions. An upcoming randomized controlled trial
will examine this question.

2 MedDbriefer

As in most healthcare professions, becoming a paramedic requires mastery over a cir-
cumscribed body of domain knowledge, clinical reasoning skills, team coordination
skills, and numerous psychomotor skills (e.g., intubating a patient’s airway) [13, 14].
MedDbriefer focuses on developing clinical reasoning and decision-making skills. It is
a web-based application designed to run on a tablet, so that it ultimately can be used for
scenario-based practice just about anywhere: in a simulation lab, breakout room, dorm
room, etc., without the need for simulation equipment or a human instructor.

MedDbriefer’s scenarios are adapted from those included in standard EMS training
curricula, such as the Prehospital Trauma Life Support scenario bank. They exercise
clinical reasoning skills by requiring students to: (1) perform a rapid but thorough patient
assessment in order to gather clinical findings and other pertinent information (e.g., vital
signs such as heart rate and blood pressure; the events leading up to an injury or illness);
(2) interpret these findings to identify life-threats requiring immediate attention and less
serious problems to address if time permits (e.g., minor wounds); and (3) determine what
interventions to perform and how to perform them.

For example, one scenario involves a patient who experienced a lawnmower rollover
accident. He presents with an amputated foot; severe blood loss; low blood pressure;
pale, cool, diaphoretic skin; decreasing consciousness; and numerous bruises and lac-
erations. These findings indicate that the patient is in hypovolemic shock, a serious
condition that should be managed immediately by applying a tourniquet to stop blood
loss, intubating the patient’s airway, administering high flow oxygen and intravenous
(IV) fluids, and keeping the patient warm. Various decisions govern effective execution
of these interventions, such as: the need for sedation prior to intubation, type and size
of airway adjunct, type and dosage of fluids to administer intravenously.

Simulation-based training during live, instructor guided labs that use practice sce-
narios such as this one typically assigns one student to play the role of team leader
while one or more peers serve as team member(s)—for example, an emergency medical
technician (EMT) who assists the lead paramedic. The scenario can be conducted in
various ways, depending on the focus of instruction. If the instructor wants students
to practice psychomotor skills as well as non-technical skills (e.g., team coordination;
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clinical reasoning and decision making), the instructor will direct the EMS team to fully
assess and treat the simulated patient (e.g., a manikin or peer), using lab equipment and
supplies. However, if the focus is on non-technical skills, the instructor might opt to
have students “voice treat” the simulated patient. Voice treating entails verbalizing the
assessment and treatment actions the team leader would perform, how he would perform
them, which actions he would delegate to a team member, etc. In addition to its role in
training, voice treating is used for assessment (e.g., on part of the National Registry
of Emergency Medical Technicians Paramedic certification exam). Although students
often mime actions using readily available equipment (e.g., a stethoscope), voice treating
obviates the need for students to perform interventions, thereby allowing them to focus
on clinical reasoning and decision-making skills instead of psychomotor skills.
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Fig. 1. MedDbriefer’s observer interface. Assessment checklists and findings at left; intervention
checklists at right. Prompts for further detail in italics; current callout highlighted in yellow. (Color
figure online)

MedDbriefer is being developed to support this approach to scenario-based practice
that focuses on non-technical skills, with one exception: students will be able to use
the system on their own, without an instructor. A student who is not part of the EMS
team (the session “Observer”) will use MedDbriefer’s checklists to record the team’s
stated actions. As shown in Fig. 1, MedDbriefer’s observer interface presents two main
checklists: one to record the team’s (stated) assessment actions, the other to record their
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(stated) interventions. Interspersed throughout these menus are prompts for the Observer
to issue to the EMS team if they fail to provide sufficient detail while voice treating the
“patient”: a peer, manikin (if available), doll, or other tangible object. For example, the
Circulation menu includes a prompt to the team leader to specify which pulse he is
checking (carotid pulse, radial pulse, etc.).

MedDbriefer analyzes the event logs that the peer Observer produces, to provide feed-
back during and after the scenario. During the scenario, the system provides feedback on
the team’s actions: initial findings and updated findings that result from treatment inter-
ventions. For example, when the team leader states that he is checking the patient’s pulse
and the Observer checks this action, MedDbriefer displays a callout for the Observer
to issue (e.g., 130 beats per minute, highlighted in yellow; Fig. 1). A limited simula-
tion feature determines when patient findings should change from the “initial” values
pre-specified in the scenario description to their “good” or “bad” values. This decision
requires a representation of the interventions, or lack thereof, that would improve or
downgrade patient findings, respectively. For example, if the EMS team “performs”
interventions necessary to manage shock and then requests a pulse reading to determine
if the patient’s condition is improving, MedDbriefer will display a callout of the “good”
(or improved) pulse rate specified in the scenario description. Otherwise, MedDbriefer
will display the scenario’s “bad” (unchanged or worsened) pulse rate.

After the EMS team completes a scenario, MedDbriefer analyzes the event log to
generate an automated debriefing. At this stage of the project, we represent a correct
solution for each clinical problem that the simulated patient presents (e.g., hypovolemic
shock, an obstructed airway), to enable the system to assess which actions are correct
and incorrect in the recorded event log. Each solution is represented as a set of findings
that should suggest to the EMS team that the problem needs to be addressed, appropri-
ate interventions to address that problem, interventions that would be contra-indicated
according to state EMS protocols, and explanations about why this is the case. Relevant
findings, along with partial ordering constraints, suggest when events (both assessment
actions and treatment interventions) should take place relative to each other. For exam-
ple, the team needs to have discovered certain patient findings before they can recognize
that a clinical problem exists and begin to manage it. Overall, this analysis executes a
limited form of plan recognition. In a later stage of the project, we will add rules to
generate solutions automatically.

MedDbriefer uses this analysis to generate appropriate debriefing feedback. For
example, if the team leader failed to state that he would ventilate the “patient” using
a bag valve mask attached to high flow oxygen, the debriefing will state findings that
indicated the need to ventilate and oxygenate the patient, such as slow respiratory rate.
If the team leader failed to assess the patient’s respiratory rate, this missed assessment
will be included in the feedback.

3 Two Approaches to Automated Debriefings

We are implementing and will compare the effectiveness of two approaches to automated
debriefing in a randomized controlled study whose aim is to address the question: Is it
more effective to structure a debriefing by having students step through a chronological



92 S. Katz et al.

narrative of their actions during the scenario, with embedded feedback, or by following
a standardized debriefing protocol? The former approach is commonly implemented
in computer based SBT systems, such as the American Heart Association’s HeartCode
BLS [10]. Although several simulation researchers and practitioners have advocated the
use of protocols to structure human instructor-led debriefings—for example, Gather-
Analyze-Summarize (GAS) [15], TeamGAINS [16], and DEBRIEF [11, 12]—there is
little empirical evidence to support this practice [5, 11, 12].

As a step towards addressing this gap in simulation-based training research, we
will conduct a study to compare a version of MedDbriefer that implements a system-
led, narrative approach to automated debriefing with one that implements an adaptation
of the DEBRIEF protocol, which stands for: Define the debriefing rules; Explain the
learning objectives; specify the performance Benchmarks; Review what was supposed
to happen; Identify what actually happened; Examine why; and Formalize the “take
home” points [11, 12].

The chief difference between these approaches to debriefing lies in the extent to
which they engage students in active reflection on, and critiquing of, their performance.
In the narrative approach, a human instructor or tutoring system critiques each step of
a student’s (or student team’s) solution, as in HeartCode BLS [10]. In contrast, when
human facilitators implement protocol-based debriefings—which have not yet been auto-
mated—they encourage students to play a more active role. This approach is illustrated
by the US military’s implementation of the DEBRIEF protocol for battlefield training
[11] and a proposed adaptation of DEBRIEF for simulation-based training in healthcare
[12]. Specifically, students are prompted to assess whether their solution met a set of
performance standards (“benchmarks”), and then consider why it fell short of meeting
certain standards. As such, DEBRIEF affords a more active and interactive approach to
post-practice debriefings than does the narrative approach.

We are adapting DEBRIEF for inclusion in MedDbriefer and, ultimately, other
healthcare SBT systems. Abundant research demonstrates the superiority of active
and interactive approaches to learning and instruction over more passive approaches
[17]. This research therefore suggests that the DEBRIEF protocol-based version of
MedDbriefer will predict higher learning gains than the narrative version.

The DEBRIEF protocol does not uniformly engage students in active and interac-
tive learning, neither in live implementations of this protocol nor as implemented in
MedDbriefer. Its first three components are didactic and realized in MedDbriefer using
canned text. During “D”, MedDbriefer states the goals of the debriefing and outlines
what students will do to achieve these goals. During the first “E”, the system lists the
main learning objectives (“expectations”) that the scenario was designed to achieve—for
example, to provide practice with recognizing and managing hypovolemic shock. During
“B”, MedDbriefer specifies performance benchmarks for each objective. For example,
effective shock management entails administering oxygen at a flow rate of 15 L per
minute, administering the correct dosage of fluids intravenously (commensurate with
the patient’s weight), and performing several other interventions to spec.

These DEBRIEF components set up a framework for the more active and interactive
components that follow. During “R”, MedDbriefer presents a summary of a sample
expert solution, which reviews the clinical problems that the EMS team should have
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discovered and the interventions they should have performed to manage these problems.
Selected terms and phrases contain hyperlinks that allow students to request additional
information. For example, selecting the link in, “The team lead recognizes that this
patient is in hypovolemic shock”, would display findings that indicate shock.

The next two components (“I” and “E”) lie at the core of student-system interac-
tion and leverage the same analysis of event logs that drive the system’s critique in the
narrative version. During “I”’, MedDbriefer focuses on each clinical problem that a sce-
nario provides practice with diagnosing and managing, and prompts students to identify
which performance benchmarks they met or failed to meet. MedDbriefer compares stu-
dents’ self-critique with its assessment of the scenario event log, to identify benchmarks
that students incorrectly rated as achieved (i.e., “false positives”) and the reverse (i.e.,
“false negatives”). It then provides feedback to address (truly) missed benchmarks. This
feedback is similar in content to that provided on the same errors in the narrative ver-
sion’s debriefings. During the second “E”, MedDbriefer prompts students to examine
and explain why they missed selected priority benchmarks, in their own words. To scaf-
fold this reflective process, MedDbriefer suggests a few likely causes. For example, if
students failed to perform any interventions that would indicate they recognized the need
to manage shock, the system will suggest: “I forgot to do assessment actions that would
have indicated shock” and “I misinterpreted (an) assessment finding(s).” Finally, during
“F”, MedDbriefer prompts students to state (formalize) a few lessons learned from the
debriefing, also in their own words.

Currently, the observer interface is operational and narrative debriefings are gen-
erated. Implementation of the adapted DEBRIEF protocol is partially completed. In
an upcoming study to compare these two approaches to automated debriefing in Med-
Dbriefer, students enrolled in the EMS program at the University of Pittsburgh will be
randomly assigned to a debriefing condition. Each participant will complete a scenario-
based and written pretest and then voice treat the patient presented in four intervention
scenarios. These scenarios require identification and management of several clinical
problems. For logistical and control purposes, an EMS instructor or expert (not a stu-
dent) will play the role of Observer, using MedDbriefer to record participants’ stated
actions, issue callouts, prompt for further detail, etc. Participants will engage in an auto-
mated debriefing after each scenario, structured according to their assigned condition.
They will then take a written and scenario-based posttest that is similar in content to the
pretest. The pre- and post-tests target the clinical reasoning and decision-making skills
exercised in the intervention scenarios.
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Abstract. Knowledge modeling in the context of an intelligent educa-
tional system remains a key research issue. Indeed, intelligent learning
systems need a high-quality knowledge formalization of the domain the-
ory related to the context. Ontology-based languages allow a detailed
semantic description of knowledge that can support the intelligent sys-
tem in understanding the domain theory. In this paper, we present an
ontology-based approach for modeling complex procedural knowledge
related to aircraft piloting procedures. We have developed a reference
model for piloting tasks with a strong semantic grounding to the domain
theory. The decomposition of a reference procedure in a task ontology
with links to the domain ontology for supporting the execution that is
highly related to the context will be detailed. This work is a prelimi-
nary step to an intelligent tutoring system aims at assisting pilots and
at providing useful feedback during piloting task.

Keywords: Ontology - Task ontology + Domain ontology - Intelligent
tutoring systems - Piloting procedures - Knowledge representation

1 Introduction

Air travel is of particular interest in terms of quality, speed, security, and comfort
when it comes to travel ways. However, in terms of piloting an aircraft, it can
be very stressful and difficult for humans behind cockpits [6,14]. The piloting
task is a very challenging and complex domain since the pilot needs to analyze
a large set of information while piloting the aircraft. Moreover, the pilot has
to execute many difficult tasks taking into account multiple parameters of the
execution environment. Having non-human assistant could be a great advantage
to support the execution of tasks. It is thus important to develop an intelligent
agent that will use domain knowledge and understand how piloting procedures
are done, to assist and coach pilots in their tasks.

A complex task is composed of specific knowledge that can be difficult to
understand and transfer. To capture the dynamics associated with complex
knowledge, we need a formal way to represent it. This formalization has to
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capture the specific elements in order to ease its manipulation. Our main goal is
to formalize the procedures associated with the execution of a flight. Our moti-
vation is to learn the associated actions and tasks with their relationships to the
execution environment. A high level of detail is needed in order to permit the
automatic manipulation of knowledge. We are approaching this modeling objec-
tive through the use of semantic web technologies. From this perspective, we are
proposing an ontological knowledge base [4] as a reference model. Specifically,
a task ontology will be the base structure for the formalization of our termino-
logical tasks decomposition. This task ontology is the general framework that
specifies all the parameters, constraints, and links required for the procedural
execution.

Since tasks and sub-tasks refer to knowledge elements related to the environ-
ment parameters, the decomposition of the tasks is supported by multiple links
to a domain ontology for considering the environment in the resolution process.
The domain ontology is a formalization of the domain theory (environment struc-
ture, flight parameters, etc.). Mapping a task ontology to a domain ontology is
a key issue for providing the semantic grounding for task execution. Hence, by
making the resolution process highly related to the execution environment, we
are establishing an effective framework for assessing and monitoring the task
execution. The proposed solution will be used as the expert knowledge part of a
synthetic pilot/intelligent assistant which aims at coaching pilots during flights.

The paper is organised as follow. Section2 presents a short description
of related work on procedural knowledge modeling for educational purposes.
Section 3 provides more detail about the structure of the ontological reference
model. Section 4 present the task and domain ontologies and and discusses their
relationships. The paper end with some concluding remarks and future work
associated with the reference model.

2 Task Execution Model: Issues and Related Work

We are taking the knowledge formalization with a specific perspective. At
another level, the reference model will be used for monitoring the execution
of the tasks by a pilot. With this objective in mind, our model has to be able
to automatically execute the task structure in order to support its ability to
monitor an external execution. We are seeing this intelligent tutor as a coach
that can support the task execution in a simulation environment. The goal of
the intelligent system is not to replace the pilot, but rather to assist him in his
task.

Our knowledge formalization permits the execution monitoring by the
exploitation of the semantic properties specific to the ontologies. We can see the
task ontology as a structure containing a set of production rules that are used to
evaluate the sequence of execution. For Mitrovic et al. [11] production rules are
the procedural knowledge that can be linked to declarative knowledge in order
to monitor the execution of a task. Therefore, for each of the problems in the
environment, we have a set of production rules supporting the resolution process.
These production rules are used in the model and knowledge tracing algorithms.
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While the model tracing compares what the student is doing according to the
reference model, the knowledge tracing evaluates the performance of the student
learning [7].

We are seeing our learning model as a set of production rules that can follow
the student execution. The rules can capture the parameters of the execution
in comparison with the reference procedure. A complete set of rules are formal-
ized in order to support a wide range of situations. These rules are implemented
through tasks graphs which are allowing the choice of the right solution for the
problem space. By using the ontology for the formalisation of the task, we are
semantically anchoring it execution to the domain theory. Ontology engineering
for building an educational system is a way to overcome some problems that
can explain the low quality of some automated learning systems. The interest of
using an ontology-based structure for the representation of the rules has been
demonstrated by Mizoguchi and Bourdeau [12] for supporting factual knowl-
edge. In this work, we are exploiting productions rules based on an ontology for
formalizing a knowledge that has the characteristic of being procedural.

In the field of air traffic, some ontologies have been proposed with a dif-
ferent perspectives. Aghdam et al. [2] implemented an ontology for flight safety
messages aiming to prevent air accidents, human errors and enrich flight interac-
tions. The final goal of their ontology was to be incorporated into the foundation
of an aeronautical telecommunication network (ATN) aviation network. Stefani-
dis et al. [16] proposed an aviation domain ontology named ICARUS ontology,
which aims at facilitating the semantic description and integration of informa-
tion resources since in the aviation industry the data are complex and can be
derived from heterogeneous data sources. Sheng et al. [15] in contrary, proposed
an approach to decision-making processes in Air Traffic Management based on
an ontology including concepts and instances of trajectories and meteorology.
None of this work used ontologies for actively assisting pilots and providing
direct feedback about the task execution based on the reference theory.

3 Structure of the Reference Model

The proposed reference model has multiple parts. It is essential to understand
the goal and links of each sub-part of the structure to appreciate the full poten-
tial of the proposition. In the end, the reference model is a set of ontological
files but several other knowledge representation tools and manipulation meth-
ods had to be exploited to reach this final state. Despite the fact that ontology
is not frequently used at its full potential, this knowledge representation for-
malism has many advantages to offer. Concretely, the reference model is based
on Web Ontology Language (OWL) [17] for the formalization of the concepts.
The advantage of using such a language is in the possibility of representing a
knowledge that is logical, and complex with efficient relationships between the
elements [18]. The semantic characteristics specific to this language is supporting
this high level of detail in the knowledge formalization. For a better understand-
ing of the characteristics of this language, it is important to understand what
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is ontology. Several authors have attempted to define the concept of ontology
which can be found in multiple variations. Since there are multiple ways to app-
roach the concept, we had to select a definition consistent with our needs. This
short and general definition gives a good viewpoint of the general objectives:
“An ontology is an explicit specification of a conceptualization” [3]. Since we
are approaching the concept with an automated manipulation perspective, this
second definition seems to be more specific: “Ontologies are consensus-based
controlled vocabularies of terms and relations with associated definitions, which
are logically formulated to promote automated reasoning” [9]. Although other
definitions are available, we are keeping in mind that ontologies are formal repre-
sentations of a concept with its associated semantics properties and descriptions
of specific knowledge. With this knowledge representation perspective in mind,
it is clear that the possibility of interpretation and manipulation by a machine
makes ontologies interesting.

Since ontologies have been selected for the representation of the expert knowl-
edge about the procedures for piloting an aircraft, we need a process for captur-
ing this expert knowledge and formalizing it with a high level of detail before
translating it to the task ontology. As the first step of the process, we choose to
use a visual knowledge representation tool to capture the elements of the pro-
cedures which have the characteristic of being dependent on sequential order,
time-restricted, and highly related to the dynamic environment. The Unified
Modeling Language (UML) has been retained since it is a standardized formal
representation language that can capture and support the formalization of the
specific characteristics of the knowledge that we are trying to capture. From
this standardized language, we choose to use the statechart diagrams that have
the ability to capture the dynamic environment with a set of a complex activity
workflow sequence [8]. For us, this specific visual representation has the advan-
tage of being solely visual and easily interpreted by an ontologist and an expert
pilot. This interpretation by the expert is essential since we are anticipating the
need for a validation process that will require a tool that can be easily inter-
preted and manipulated by someone who has no prior knowledge of ontology.
Once knowledge is visually formalized and validated by the experts, the follow-
ing step is to translate the knowledge visually represented to the task ontology
by assertion. This translation is crucial for the quality of the reference model.
The final representation has to be rich in detail by describing the characteristics
of the knowledge with the functionalities of the OWL language. The reference
model is a set of two separated, but highly related ontologies. The first is a
task ontology containing the terminological concepts and their relations allow-
ing to structure an execution model. It is the main framework around which all
procedures will be built. For supporting the objectives of a task ontology, we
selected the following definition: “The term “task ontology” can be interpreted
in two ways : (1) Task-subtask decomposition together with task categorization
such as diagnosis, scheduling, design, etc. and (2) An ontology for specifying
problem-solving process.” [5]. This task ontology will act as the base framework
for decomposing the sequence related to the specific knowledge.
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More details about the structure of this ontology can be found in Sect. 4. For
supporting the task representation, a domain ontology will is also provided. This
second ontology aims at representing the environment of the aircraft which is
our domain theory integrating the specific knowledge for operating an aircraft.
For supporting the goal of the domain ontology with the perspective of using it
with a task ontology, we selected this definition: “Domain ontologies describe the
vocabulary related to a generic domain, like medicine. Task ontologies describe
the vocabulary related to a generic task, like diagnosing or treatment prescrip-
tion.” [1].

4 Results

The task and domain ontologies are the final versions of the proposed reference
model. In this section, we give more details about the structure of both ontolo-
gies. As previously stated, the ontologies are formalized with OWL which is an
ontology language that permits a rich representation of knowledge.

4.1 The Task Ontology

The task ontology is a central element of the reference model. It is the basic struc-
ture around which the other elements of the reference model will be built. This
terminological decomposition structure allows linking the information required
for the execution of the tasks. In other words, the goal is to identify the character-
istics specific to the context of execution and link this information for efficient
decomposition of the knowledge that is highly related to the domain theory.
Obviously, the objective of a task ontology is different from one context to the
other. For this reason, our task execution model is specific to the characteris-
tics of a piloting environment. This definition captures the important aspects
of a task ontology: “Task ontology is a system of vocabulary for describing the
problem-solving structure of all the existing tasks domain-independently. It is
obtained by analyzing task structures of real-world problems. The design of the
task ontology is done in order to overcome the shortcomings of generic tasks
and half weak methods while preserving their basic philosophies. The ultimate
goal of task ontology research includes providing vocabulary necessary and suf-
ficient for building a model of human problem-solving processes.” [13]. Figure 1
is a visual representation of the task ontology with a specific terminology for
the piloting environment and characteristics of the procedural knowledge. This
terminological set is the T Box containing the terminological axioms.

The general idea behind this ontology is to be able to decompose tasks and
sub-tasks with dependency links to capture the knowledge associated with the
execution. In other words, each task can have a super-task, a sub-task, a respon-
sible for the execution, a person able to execute the task, a precondition, an
execution status, an action, and a constraint. There is a short description of
each of the terminological axiom:
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— Task: this is the main concept of the model. It contains all the necessary
tasks for the execution of the procedures.

— Capability: since a task can be executed by the pilot or the co-pilot, this
concept specifies the capabilities associated with each task.

— Person: this concept specifies the individual which in our context it can be
the pilot or the co-pilot.

— Precondition: assertions of this concept are also members of the concept
task. The objective is to integrate a sequence of execution.

— ExecutionStatus: this concept contains the status of execution of each task.

— Action: it contains the links with the domain ontology specifying the action
to be applied to the domain ontology. This execution is specific to each task.

— Constraint: since some of the tasks may not be executed before reaching a
specific state of the environment, this concept specifies some characteristics
with semantic links to the domain ontology.

task:Action task:Constraint

task:hasSubTask .
task:hasConstraint

hasAction

task:Task task:canBeExecutedBy task:Capability

task:canExecute

task:hasSuperTask

task:isResponsible task:hasCapability

task:hasExecutionStatus task:hasPrecondition

task:Person

task:ExecutionStatus task:Precondition

Fig. 1. Task ontology

Before asserting the procedures (A-Box) to the task ontology (T-Box), each
procedure and associated sequence are visually represented for supporting a
high level of detail of decomposition and a need for validation by the expert.
Figure2 is an excerpt of the visual representation that can be found in the
takeoff procedure. Each box is specific to an aircraft state and the arrows are
the tasks ID that initiated a change from one state to the other. In this sequential
schematization, the tasks ID, actions ID and constraints ID that will later be
asserted in the task ontology structure for capturing the dynamic sequence of
the knowledge. In Fig. 2, the arrow from the first to the second box has the
action ID 1004. Associated to this task, the action ID (increasing thrust to 50%)
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allow the aircraft to reach the second state. The sequence of tasks is captured
by the precondition which specifies the task that has to be executed before the
execution of the next action. In Fig. 2, task ID 1006 has the task with ID 1004 as
precondition. In other words, it specifies the sequence of execution. This sequence
of execution is exploited by semantic web rules languages (SWRL), a language
that introduces a semantic syntax not supported by OWL[10]. Equation1 can
be applied in Fig. 2 for the execution of task ID 1004 and action ID 3.

task : Task(?t) A task : hasPrecondition Permission(?t, task : PreconditionOk)
A task : hasAction(?t,?7a) A task : hasAction Parameter(?a, Tap)

A task : hasActionValue(?a, 7av)

— task : hasEzecutionStatus(?t, task : Executed)

A task : hasActionParameter(task : LiveExecution, 7ap)

A task : hasActionV alue(task : Live Execution, Tav)

Takeoff crosswind or not Thrust 50% Initial thrust Release brakes Initial roll Thrust 70% Aircraft
tailwind T applied H | rolling
Task ID: 1004 [\ Task ID: 1006 [\ Task ID: 1008 [\
Action ID: 3 Action ID: 4 Action ID: 6

Constraint ID: [\
10004
Aircraft rolling

Fig. 2. Except of the takeoff procedure

4.2 The Domain Ontology

The domain ontology aims at representing the knowledge and specific terminol-
ogy related to the context of the application. This knowledge representation can
be considered as a set of concepts related to a specific domain. In our context, the
domain ontology is the representation of the piloting environment. The environ-
ment is used as a reference by the task ontology. Links from the task ontology
support the evaluation of the environment by the task structure in order to
integrate the dynamic characteristic specific to the knowledge. The links to the
domain ontology support the sequence of tasks previously captured in the stat-
echart diagrams. For supporting the execution shown in Fig.2, the constraint
ID 10004 is directly related to the domain ontology. This constraint limits the
execution of task ID 1008 to a positive value of the aircraft ground speed. By
adding an environmental constraint and a precondition to the task, its execution
is therefore framed by the reference theory. Each constraint is directly linked to
the specific parameter in the domain ontology.

Since the domain ontology is the representation of the environment, different
terminological categories (concepts) specify some specialization of the general
environment. There is a short description of each of the terminological groups:
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— Environment: this is the main general concept of the domain structure. It
is only linking the other subcategories of the environment presented (inside,
outside and systems).

— Aircraft inside environment: this concept is a specialization of the general
environment. The inside environment is considered to be the cockpit with all
the associated instruments.

— Aircraft outside environment: also considered as a specialization of the
general environment, this concept is the formalization of the parameter of the
actual environment outside the aircraft. The specialization associated with
this environment contains information about the aircraft position, weather
conditions, etc.

— Aircraft systems: this generalization of the general environment is specific
to the aircraft systems that are not found in the cockpit. The engines and
other mechanical parts are associated with this concept.

5 Conclusion

In this paper, we presented a reference model for capturing the knowledge asso-
ciated with piloting procedures. This reference is based on an ontological model
that has the capacity to capture and formalize an explicit representation of the
knowledge. Our main contribution is the task ontology which is a specific struc-
ture able to capture and formalize the task decomposition of specific knowledge
related to aviation piloting procedures. For supporting the procedures with the
context of execution, a second ontology specific to the domain of aviation has
been proposed. This domain ontology is an explicit formalization of the envi-
ronment in which the pilots operate. Specifically, the environment consists of
the inside environment or the cockpit, the outside environment, and the air-
craft systems. For capturing the specific and complex knowledge about piloting
procedures, we used statechart diagrams to visually represent the procedures.
This visual representation allowed to capture the dynamic characteristics of the
knowledge in a way humans can easily interpret and manipulate. It is also a
good tool for involving domain experts in the validation process of the ontology.

The reference model is the first part of a future work perspective. In fact,
it will be integrated (as a procedural memory) into a cognitive intelligent agent
that will coach (by giving recommendations) pilots during flights. The very next
step is to integrate a manipulation tool to support the automatic execution of
the tasks. The semantic property of the reference model is included in this future
perspective where the automatic execution will have to integrate the tasks that
are sequentially organized and restricted by the constraints. Another work in
progress is the extension of the task ontology to introduce the cognitive dimen-
sion related to each task. Experimentation is running in order to characterize
each action in terms of expected cognitive behaviour and the result will be inte-
grated in the task terminology set. The third perspective is more related to the
domain ontology. Since the domain is a representation of the execution environ-
ment, at one point we will need to link this environment to a simulation device.
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This environment integration has to be possible on multiple platforms from a
desktop to more realistic and complete systems. The first implementation will be
tested on X Plane and gradually move to the environment that Bombardier and
CAE are using. The task ontology is adequately flexible and can be used with
different simulation equipment requiring only minor changes. We have a work-
ing and solid task and theory model supporting the decomposition of piloting
procedures for supporting our future work perspective.

Acknowledgment. We acknowledge the support of CRIAQ), the Natural Sciences and
Engineering Research Council of Canada (NSERC), CAE, Bombardier, and BMU.

References

10.

11.

12.

13.

Abrahdo, E., Hirakawa, A.R.: Task ontology modeling for technical knowledge
representation in agriculture field operations domain. In: 2017 Second International
Conference on Information Systems Engineering (ICISE), pp. 12-16. IEEE (2017)
Yousefzadeh Aghdam, M., Kamel Tabbakh, S.R., Mahdavi Chabok, S.J.,
kheyrabadi, M.: Ontology generation for flight safety messages in air traffic
management. J. Big Data 8(1), 1-21 (2021). https://doi.org/10.1186/s40537-021-
00449-3

Gruber, T.R.: A translation approach to portable ontology specifications. Knowl.
Acquisition 5(2), 199-220 (1993)

Guarino, N., Oberle, D., Staab, S.: What is an ontology? In: Staab, S., Studer,
R. (eds.) Handbook on Ontologies. THIS, pp. 1-17. Springer, Heidelberg (2009).
https://doi.org/10.1007/978-3-540-92673-3_0

Ikeda, M., Seta, K., Kakusho, O., Mizoguchi, R.: Task ontology: Ontology for
Building Conceptual Problem Solving Models, pp. 126-133 (1998)

Insaurralde, C.C., Blasch, E.: Uncertainty in avionics analytics ontology for
decision-making support. J. Adv. Inf. Fusion (2019)

Koedinger, K.R., Anderson, J.R., Hadley, W.H., Mark, M.A., et al.: Intelligent
tutoring goes to school in the big city. Int. J. Artif. Intell. Educ. 8(1), 30-43
(1997)

Larman, C.: Uml 2 et les design patterns: analyse et conception orientées objet
(2005)

Lin, Y., Xiang, Z., He, Y.: Towards a semantic web application: ontology-driven
ortholog clustering analysis. In: Proceedings of the International Conference on
Biomedical Ontology, pp. 33—40 (2011)

MacLarty, 1., Langevine, L., Bossche, M.V., Ross, P.: Using swrl for rule-driven
applications. 9 (2009)

Mitrovic, A., Koedinger, K.R., Martin, B.: A comparative analysis of cognitive
tutoring and constraint-based modeling. In: Brusilovsky, P., Corbett, A., de Rosis,
F. (eds.) UM 2003. LNCS (LNAI), vol. 2702, pp. 313-322. Springer, Heidelberg
(2003). https://doi.org/10.1007/3-540-44963-9_42

Mizoguchi, R., Bourdeau, J.: Using ontological engineering to overcome common
Al-ed problems. J. Artif. Intell. Educ. 11, 107-121 (2000)

Mizoguchi, R., Vanwelkenhuysen, J., Ikeda, M.: Task ontology for reuse of prob-
lem solving knowledge. Towards Very Large Knowl. Bbases Knowl. Build. knowl.
Sharing, 46(59), 45 (1995)


https://doi.org/10.1186/s40537-021-00449-3
https://doi.org/10.1186/s40537-021-00449-3
https://doi.org/10.1007/978-3-540-92673-3_0
https://doi.org/10.1007/3-540-44963-9_42

104 M.-A. Courtemanche et al.

14. Perry, D.H., Burnham, J.: A flight simulation study of difficulties in piloting large
jet transport aircraft through severe atmospheric disturbances (1967)

15. Sheng, Y., Chen, X., Mo, H., Chen, X., Zhang, Y.: An ontology for decision-making
support in air traffic management. In: Liang, Q., Wang, W., Mu, J., Liu, X., Na,
Z., Chen, B. (eds.) Artificial Intelligence in China. LNEE, vol. 572, pp. 458-466.
Springer, Singapore (2020). https://doi.org/10.1007/978-981-15-0187-6_55

16. Stefanidis, D., et al.: The icarus ontology: a general aviation ontology developed
using a multi-layer approach. In: Proceedings of the 10th International Conference
on Web Intelligence, Mining and Semantics, pp. 21-32 (2020)

17. W3C: Owl 2 web ontology language : structural specification and functional-style
syntax (second edition) (2012)

18. W3C: Web ontology language (owl) (2012)


https://doi.org/10.1007/978-981-15-0187-6_55

®

Check for
updates

Towards Adaptive Coaching in Piloting
Tasks: Learning Pilots’ Behavioral
Profiles from Flight Data

Ange Tato, Roger Nkambou®™), and Gabrielle Joyce Nana Tato

Université du Québec a Montréal, Montréal, Canada
{nyamen_tato.angea drienne,nkambou.roger}@ugam.ca

Abstract. The use of machine learning techniques for safety analysis,
incident and accident investigation, fault detection and also for the study
of piloting behaviors has gained popularity within the aviation commu-
nity. This paper present a methodology that uses machine learning for
the analysis of piloting behaviors in order to highlight behavioral pro-
files of piloting (pilot gain) going beyond the norm ’high gain/low gain.
Moreover pilot profiles are learned not from the whole data, but from
meaningful flight segments to better characterize the change in behaviour
style during a flight. These profiles can then be referred to experts in the
field for their use in several operational frameworks (piloting assistance,
training in a piloting task, monitoring of a piloting activity, etc.).

Keywords: User modeling - Machine learning - Aircraft dynamics *
Piloting behaviors

1 Introduction

Experienced flight test engineers will tell you that when it comes to testing pilots,
there are two types: low gain and high gain. Typically, the low-gain pilot makes
inputs that are considered smoother, and usually at smaller amplitudes than
the high-gain pilot. Every seasoned flight test professional is able to identify test
pilots who are considered high-gain or low-gain pilots [12]. In technical terms, the
gain is what engineers call the ratio of an error response. Pilot gain describes the
level of aggressiveness in pilot control activity. It depends on training, aircraft
dynamics, the task at hand, stress level, and also individual temperament [6].
One interesting question is how can we automatically identify high and low-
gain pilots to ensure a flight test program? What parameters should be used
to categorize a driver? Can we find categorizations other than high gain/low
gain? Knowing that data (state of the aircraft, the flight path, the immediate
environment around the aircraft, the weather and terrain information, and the
pilots’ input to control the aircraft, even additional sensors such as eye tracking
devices and biological monitor can also be added to determine the condition of
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pilots) can inform us on new different categorizations that could also be useful.
This paper presents unsupervised machine learning algorithms powered by flight
data provided by one of the civil aviation main actors (CAE!) which first tries to
highlight the most important parameters in the categorization of pilots. Then,
to explore the potential existence of a more advanced categorization than the
existing one (high gain/low gain) by developing an operational model for the
classification of behaviors in piloting tasks. This classification will help in the
understanding of pilots’ behaviours in general (e.g. simulate a specific profile in
different conditions to evaluate how one pilot will act on the same conditions).
It will also help the development of a future intelligent assistant to best coach a
pilot during a piloting task.

2 Related Work

The field of machine learning is largely benefiting from the availability of com-
puting power and a large volume of collected data. They have been widely used
in the air traffic domain mainly for detecting abnormal events and operations
during flights. In this sense, Li et al. [10], instead of using predefined criteria
to identify risks, they used a cluster-based anomaly detection to detect abnor-
mal flights from flight data (365 B777 flights and 25,519 A320 flights), which can
support domain experts in detecting anomalies and associated risks from routine
airline operations. Sheridan et al. [17] did the same but by using Density-Based
Spatial Clustering of Applications with Noise (DBCAN) for the detection of
anomalous flights. On the contrary Fernandez et al. [3] performed a descriptive
analysis that employed clustering techniques to aid in extracting patterns and
correlations within data and also in identifying clusters of similar observations.

None of the above mentioned work presented focused on the study of the pilot
itself. The ability to learn and forecast pilot profile/behaviour within a cockpit
as well as taking automatic action when necessary could become a powerful tool
for aviation as well [4]. This research present a methodology to identify the most
significant parameters from flight data for a useful classification of pilot profile
(skill, style, aptitude, etc.). Few studies have been conducted with the goal of
extracting pilot behaviour from flight data. Camille Bodin in her work identifies
using machine learning techniques (logistic regression, support vector machines
and neural networks, classification) flight maneuvers from real flight test data.
These extracted maneuvers are labeled in terms of actions performed (rolling roll,
360° rolls, etc.) not behavioral profiles [1]. “Numerical measurement of pilot gain
has always been a kind of dark art.” [5]. A study summarizes an approach for the
validation of several potential pilot gain measurements in the time and frequency
domain based on pilot models and associated results. The validation is based on
data from a simulator study that was performed with 12 experimental test pilots
and 12 operational pilots who varied their pilot gain/aggressiveness on command
during a closed-loop tracking task [13]. This study presents potential measures

! CAE is the major training partner of aviation professionals, airlines, large fleet oper-
ators, and aircraft manufacturers the world over. It has the largest civil aviation
network in the world.
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of pilot gain which are grouped into three different classes: time domain-based
measurements, frequency domain-based measurements, and pilot model-based
measurements. These methods may require specially designed tasks, while in
flight testing this additional load may not be accepted if its sole purpose is the
determination of the pilot’s gain. Garcia Lorca et al. [4] proposed a charac-
terization of pilot profiles through non-parametric classification of flight data,
using kmeans clustering technique. They used data from takeoffs and landings
for feature identification then classified in pairs for varying number of clustering
centroids representing different profiles. The extracted flight profiles separated
data from each flight, based on specifics score similarity.

Few studies have focused on pilot skill level extraction and prediction (expert
vs novice) such as the work proposed by Nittala et al. [14]. They proposed a sys-
tem to predict the skill level and workload of pilots using machine learning algo-
rithms such as support vector machine (SVM), logistic regression with LASSO
(L1), etc. Pilot’s heart rate variability and flight control data including pilot
inputs such as throttle and aileron from 15 pilots each flying the dame 5 pre-
defined routes on X-plane were used as input data. Their results indicate that
the flight control data alone are sufficient to provide a near-perfect classification
of a pilot’s skill level into expert or novice. Kasarskis et al. [8] and Wiggins
et al. [19] on the contrary, propose a study where they compare expert and
novice pilots behaviors/performance during simulated flight. They used flight
data as well as eye-tracking data. Dideriksen et al. [2] proposed a Deep Neural
Networks (DDN) to predict pilot student performance during flight. They used
data from 30 pilots flying multiple flight maneuvers in a simulator and live jet
and over 50+h of live flight (approximately 1.2 million data points) and recorded
the cognitive state of the same pilots.

Pilot dynamics research has shown that a pilot can change behavioral strat-
egy when faced with a change in aircraft dynamics, resulting in different values
of the pilot’s “gain” [9]. It is therefore very important to take into account the
parameters external to the piloting actions (environmental parameters, parame-
ters related to the aircraft, etc.) in order to best determine the pilot gain and to
optimally help the test community in flight. As far as we know, none of the exist-
ing work proposed the automatic extraction of profiles based on flight data that
is divided into flight segments to better address the change in behavioral strat-
egy. Moreover, the extracted profiles are not predefined categories but rather
new categories found from unsupervised learning.

3 Methodology

The study focused on the take-off task, a choice suggested by the experts given
the critical nature of this phase in a flight and also the magnitude of the data.
The idea is of course to eventually reach a model that covers a complete flight. A
result of a concerted effort with experts in the field makes it possible to highlight
the segments of a take-off task, which are: verification of thrust symmetry, take-
off thrust, take-off for the climb phase, flap retraction, etc.
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The data (telemetry) used in our work is collected from CAE Level D full
flight simulators, and are takeoffs (normal and abnormal) of approximately 90
pilots. The data included plane orientation, speed, pilot inputs, contextual data,
etc. The flight data (which are sequential) is associated with a temporal index
(the tenth of a second) representing the variation of the parameters over time.
We present the steps of our methodology to extract meaningful pilots’ profiles
from sequential data.

Step 1: Prepossessing
The prepossessing step of the methodology involves:

— Parameter selection down
It is the process of removing the less important parameters (parameters with
low variances) and keeping only those relevant for the development of the
pilot profiling model. The selection made it possible to keep 125 parameters
out of the 195 that we had in the raw data.

— Standardization
Variables measured at different scales do not contribute equally to model
fit and model learning function. Thus, to deal with this potential problem,
standardization is generally used before fitting the model, which is our case.
The raw data has been standardized using the scikit-learn python library.

Step 2: Dimension reduction 4+ data encoding

Given the volume and the sequential aspect of data, exploring, identifying behav-
ioral groups, and understanding the relationships between functionality becomes
difficult. To address these challenges, the dimensionality of the data must be
reduced to minimize the number of variables considered random. There are sev-
eral techniques for dimensionality reduction such as PCA (Principal Compo-
nents Analysis), FDA (Fisher Discriminant Analysis, t-SNE, etc. For time-series
(sequential) data reduction, the recurrent neural network (RNN) architecture
and its long short term memory (LSTM) variant have been shown to be more
accurate than statistical methods [16].

The technique that we used is therefore LSTM Autoencoders (implementa-
tion of an auto-encoder for sequential data) [18]. In a certain sense, this technique
forces the model to derive the most important features from sequential data using
as few parameters as possible. It takes into account the inner sequential structure
of the data to extract the most interesting features. Since the original K-means
does not take as input sequential data, it is important to encode sequential
data to non-sequential data before passing it to the K-means algorithm. This
is indeed the goal of the LSTM-Autoencoder: transform and reduce sequential
data to non-sequential data without losing much information.
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Step 3: Clustering

“Clustering is the process of grouping similar objects into different groups, or
more precisely, partitioning a data set into a subset that corresponds to a defined
measure of distance” [15]. Cluster analysis is a commonly used data-mining tech-
nique to identify common patterns in a dataset. The technique that we used for
clustering is the K-means algorithm. The goal of this algorithm is to find clus-
ters in the data, with the number of clusters represented by the variable K. The
algorithm works repetitively to assign each data point to one of K clusters based
on the features provided. Compared to other algorithms, it improves classifica-
tion accuracy and ensures that information about a particular problem domain
is available. It also deals with fewer parameters, construct a model that is inter-
pretable and works well on fewer data compared to neural networks techniques
which could have also been used in this context for clustering. The results of the
k-means clustering algorithm on the data are:

— The centroids (average piloting behavior) of the clusters (2 to 3 clusters or
groups depending on the experiment were found after evaluation using the
elbow technique [11]), which can be used to label new data.

— Labels for training data (each data point is assigned to a single cluster).

Step 4: Post-processing

Once the clusters have been obtained, this step consists of analyzing and vali-
dating them. It is indeed a task of giving labels to each group according to the
piloting behaviors observed. Work with the experts is on-going with the aim
of analyzing the values of parameters extracted for each groups. The final goal
being to interpret each cluster of pilots and labeling them from a human view.

4 Experiment 1: General Clustering

This first experiment is performed on data obtained from routine airline opera-
tions. These data consist of 90 take-offs with 195 parameters collected including
67 takeoffs carried out under normal conditions and 23 with engine failures. This
experiment consists of highlighting the different piloting profiles in a general way,
that is to say taking into account flights with and without breakdowns, all the
flight parameters without distinction of flight segments (state of the aircraft,
entry drivers, context). The goal was to verify if we were first able to extract
the well-known low and high gain profiles, and second to compare if the profiles
extracted from the whole flight are different from the ones extracted from flight
segments.

Prepossessing : The analysis of data shows that takeoffs are recorded over inter-
vals ranging from 34s to 294s. Equal time series (meaning that the data must
be recorded over an equal time interval) is a requirement for data to be sent to
an LSTM Auto-encoder. Therefore, the study was carried out on 3 scenarios:
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— Minimum interval (34s): we adjust all the data so that all the pilot has 34s
of take-off time. We are aware that in this first scenario, we lose a lot of
information which can lead to insignificant results.

— Maximum interval (294s): we adjust all the data so that all the pilots have
294 s of take-off time. We are aware that in this second scenario, we introduce
a lot of noise in the data since for pilots that did not reach the 294s, we
padded (with 0) their data.

— Median interval (91s): this scenario is the less ’aggressive one ’ and also the
more intuitive one since we cut out and padded a few data that means less
data loss and noise.

4.1 Findings

The dimensionality reduction was not possible in the second scenario (timestamp
= 294S) due to the lack of information. This case was not considered in the final
solution. We find that the lower the learning rate, the greater the losses. We
will use lower learning rates for dimension reduction. For better learning it is
important to have the training epochs neither too large (overfitting) nor too
small (underfitting) [7]. We opted to keep the number of epochs at 300.

Several experiments were performed on the flight data set. The optimal con-
figuration in our case for data reduction is obtained with the first scenario:
timestamp = 34 s, epochs = 300 epochs and learning rate = 0.00001. This data
encoding makes it possible to initiate the notion of clusters (groups or control
profiles).

Step 3: Clustering The experiment brought out three groups of pilots. We are
particularly interested in the action of the pilot on the rudder pedals to maintain
the heading of the aircraft on the axis of the runway for different clusters. Pilots
in the first and the second extracted clusters (Fig. 1) will oscillate less (low gain)
than those in the third cluster (high gain) (Fig.2). However, we keep in mind
that the results are only based on the first 34s of a takeoff task and that some
pilots could not fit in those clusters as they could spend more time on this task.
Also, taking a fixed time to cluster pilots can be misleading, since some actions
are not done at the same time and with the same amount of time. This is the
reason why we opted for a solution with a takeoff task that has been segmented.

StandardAircraft/ControlDirectionalPosition StandardAircraft/ControlDirectionalPosition

0 5 10 5 2 F.3 Y 0 5 10 5 2 -3 EY
Time (Cluster 1 et 2) Time (Cluster 1,2 et 3)

Fig. 1. Cluster 1 & 2 Fig. 2. Cluster 1,2 & 3
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5 Experiment 2: Clustering According to Flight Segments

A concerted effort with experts in the field leads to the conclusion that in real-
ity, different profiles are observed according to the different phases of flight. It
becomes more interesting to highlight the pilot profiles according to the flight
phases. This experiment focuses on the so-called rotation phase. We will only
display the results of this phase which lasts about 13s in view of the data we
have at our disposal.

This phase begins a few seconds before the indicated speed reaches the speed
VR (VspeedVr). When the indicated airspeed reaches VR, the pilot will pull the
side stick (pitch stick) in such a way as to achieve a pitch rate (StandardAir-
craft/PitchRate) of 3°C/s towards a pitch angle (StandardAircraft /PitchAngle)
of 15°C (maximum) this phase ends as soon as the aircraft leaves the ground.
The idea here is to observe the pilot behavior on the pitch stick to achieve a
certain pitch rate towards a pitch angle

5.1 Results
We have extracted 2 profiles from this phase:

— group 1 (see Fig. 3): this cluster tends to represent low gain pilots because once
the indicated airspeed reaches VR speed, the pitch stick is handled a little
less aggressively (slight oscillation). We also note that the parameters have a
slightly higher value compared to the second cluster. This second observation
needs further analysis by experts to help characterize this behavior. The least
visible lines represent each of the pilot entries that are placed in that group
and the most visible line represents the centroid.

— group 2 (see Fig. 4): Unlike pilots in the first group, pilots in this group tend to
exert more pressure on the side stick (pitch stick) and lower parameter values
compared to the first group. Figure 5 shows a clearer distinction between the
two groups in their way of manipulating the side stick (pitch stick).

PitchRate

Fig. 3. Group 1 on the rotation phase. Five parameters were selected for this phase.
The x-axis represents the time in ms and the y-axis represents the parameter value.
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Fig. 4. Group 2 on the rotation phase. Five parameters were selected for this segment.
The x-axis represents the time in ms and the y-axis represents the parameter value.
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Fig. 5. Difference between cluster 1 and cluster 2: Pitch stick

6 Conclusion and Future Work

In this paper, we have developed and used an automatic learning methodology
for the analysis of piloting behaviors in order to highlight behavioral profiles of
piloting. The model developed was tested on flight data provided by one of our
partners (CAE). The first test was carried out on a data set of 90 A320 take-offs
taking into account all the parameters (state of the aircraft, pilots, etc.). The
results showed that the proposed method was certainly capable of highlighting
categories of pilots on this data set, but with results that were not too relevant
since the takeoffs were not all carried out over the same number of times. The
second test was carried out on a data set of 67 A320 takeoffs (taking place
under normal conditions). In this test, the profiling of pilots was based on the
notion of flight segment, which makes it possible to have a very precise time
interval and target parameters to be interested in, in particular the Procedure
of the pitch stick to counter the nose-up effect of the take-off thrust adjustment.
This approach is a more interesting and relevant for future tasks. Implementing
the methodology on the data set reveals various interesting clusters within the
analyzed data. It shows 2 behavioral profiles of piloting which represent in a way
the level of aggressiveness during the intervention of pilots (control of direction).
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The brand new step of this study consists in giving a meaningful label to
each extracted cluster for each phase of flight. This will be done with the help of
experts in the field. The learned profiles are intended to be used for simulation of
the specific type of pilot in different conditions (this will help the liberalization
stage) and to develop a smart assistant that will coach and give recommendations
to pilots based on their current behavior style . We will also extend this work
to other flight phases as well as to other types of aircraft. This will increase the
probability of discovering new interesting profiles.
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Abstract. Learning Management System (LMS) is widely used in higher educa-
tion. Researchers have proposed methods to analyze the relations among learn-
ing objects (i.e., re-sources/activities) of a course in the LMS and then construct
the graph structure for the learning objects. Student’s learning behaviour in the
LMS can be represented and analysed in graph, i.e., the Learning Object Graph
(LOG). With the LOGs represent different students’ learning behaviours, plug-in
is designed to cluster students into groups based on their learning behaviours.
Such method requires the relations among learning objects can be identified and
measured accurate and properly. This research explains how the LORD (Learn-
ing Object Relation Discovery) Moodle plug-in measures the similarity between
two learning objects, with the help of WordNet and Natural Language Processing,
according to their content in English, French and Hindi to create a more reason-
able and objective Learning Object Graph (LOG) that can be used to represent
students’ sequential behaviours among learning objects.

Keywords: Behaviour analysis - WordNet - Semantic similarity - Munkre’s
Assignment Algorithm - Visualization - Learning path

1 Introduction

Learning analytics is an Educational Technology research area that focuses on analyzing
the data about learners and their context in order to optimize learning and the correspond-
ing environments [3]. Researchers adopt learning analytics systems to predict students’
performance, such as retention and dropout in the course, the completion of the course,
etc. [4]. Most of the learning analytics are implemented on the learning management
systems [6].

The similarity calculation between learning objects is widely used in the recom-
mender systems in the learning analytics research. To tell learners which course or
learning materials is best for them according to their interests, the recommender systems
usually determine the similarity between learning objects (content-based approach) or
between the selections of learning objects by students (collaborative-filtering approach)
[1]. Researchers have designed a Behaviour Analytics Moodle Plug-in [8] to analyze
students’ learning behaviours on Moodle that uses the collaborative-filtering approach
to cluster students in groups based on their past learning behaviour.
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The Behaviour Analytics clustering research strongly relies on the Learning Object
Graph (LOG) that represents all the relations among learning objects and requires teach-
ers to adjust the LOG by themselves based on their perceptions toward the various learn-
ing objects designed in their course. This research considers reducing teachers’ work-
load by providing them a pre-analyzed LOG according to the content-based similarity
calculation results of any two given learning objects.

Section 2 reviews the existing Behaviour Analytics Moodle Plug-in research as well
as the text similarity calculation methods. Section 3 explains the learning object similarity
calculation method designed and proposed by this research. The Moodle plug-in that
implements the proposed method is introduced in Sect. 4. Section 5 reveals the evaluation
plan and summarizes the work done.

2 Research Background

2.1 Behaviour Analytics Moodle Plug-in

The Behaviour Analytics (BA) Moodle Plug-in [8] is a graph-based student behaviour
representation and analysis tool in Moodle. As Fig. 1 shows, the plug-in first analyzes the
learning resources/activities on Moodle and constructs a Learning Object Graph (LOG)
according to the structure of learning resources/activities managed by the teachers. Next,
students’ interactions on learning objects will be retrieved by the plug-in and the students’
behaviour graphs will then be generated; the centroid of each graph is determined by
using centroid decomposition [5, 13]. Teachers are able to group students based on
students’ behaviour graphs with the built-in k-mean algorithms [9] that the plug-in has
and understand students’ behaviour patterns via the plug-in.

Topic 1 . Centroid =
Statistics, Population and Sample f ! AAA |
Types of Variables and the Nature of = ]‘u;nc = A
Statistical Data 14 —_
Assignment 1 root) oot 55
Topic 2 ~ ~.
Organizing and Graphing Qualitative
Data Topi€.
Organizing and Graphing \2/
Quantitative Data .
Centroid of Students’
Behavior Graph
Learning Resources/Activities Learning Object Graph Students' Behaviour Clusters of Students®
Graph Behaviours

Behaviour Analytics

Fig. 1. The system flow of the Behaviour Analytics Moodle Plug-in [8]

The Learning Object Graph is integrated in the Behaviour Analytics Moodle Plug-in
in the past study [8]. Through the plug-in, the teachers are able to display students’
behaviour as Fig. 2(a) shows. The plug-in can also calculate the centroids of students’
behaviour graphs as the triangles in Fig. 2(b). The centroids are used to cluster students
into groups as Fig. 2(c) shows. Teachers can use the information to understand students’
behaviour patterns and deliver different feedback to students in each group.
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(a) (b) (c)

Fig. 2. The screenshots of the Behaviour Analytics Moodle Plug-in: (a) generating the students’
behaviour graph; (b) finding the centroids of the students’ behaviour graphs; and (c) clustering
students in group according to the centroids of students’ behaviour graphs.

However, the learning resources/activities graph structure is based on the
section organization in the Moodle course. If there are no sections organizing the
resources/activities, the materials will be formed as a meaningless one-level tree struc-
ture. Moreover, the teachers need to spend a lot of time and efforts to pre-arrange a LOG
through reviewing the learning objects designed in their courses before they can run the
student clustering function. In order to reduce teachers’ burden, this research proposes a
method that determines the similarity between any given two learning resources/activities
with Natural Language Processing techniques and implements the Learning Object Rela-
tion Discovery (LORD) Moodle plug-in as a support package to the BA Moodle Plug-in.
The BA Moodle Plug-in could use LORD to construct a Learning Object Graph (LOG)
that teachers might consider to be reasonable stand ground for reaching to the final LOG
they can use for clustering students.

2.2 Semantic Similarity

Semantic similarity can be used in the content-based similarity measure by identifying
the shared information between two concepts [11]. String-based, corpus-based, and
knowledge-based are the three major approaches in semantic similarity research [14].
Jaccard Similarity, Levenshtein distance, and n-gram are the common methods in the
string-based method. Corpus-based similarity usually checks words’ co-occurrence to
measure the similarity between words; the meanings of the words are ignored. On the
contrary, the knowledge-based approach measures word’s similarity according to the
semantic information in the knowledge representation, such as WordNet.

WordNet groups the synonyms in a synonym set, or a synset [10]. A short definition
of the synset and the usage example is stored with the synset. Moreover, the synsets
are connected with each other based on the semantic relations, such as hyponymy and
hypernym, meronym and holonymy etc. Many studies use WordNet to determine the
similarity among words. For example, Sheeba and Krishnan [12] analyzed learners’
interests with semantic-based representation of WordNet based on their frequently used
documents.
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3 Similarity Calculation

In order to determine the semantic similarity between learning resources/activities, this
research designs a Word & Sentence Natural Language Processing (WS-NLP) Similarity
Service that uses WordNet lexical database as the knowledge graph to calculate the
similarity between words, sentences, paragraphs, and documents. Figure 3 shows the
workflow of the WS-NLP Similarity Service.
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Fig. 3. The workflow of the WS-NLP similarity service

If two synsets have closer distances, the synsets have higher semantic similarity. Take
dog, corgi, and bear in Fig. 4 for example, there is only one edge-distance between dog
and corgi, but the distance between dog and bear is 3-edge-distance. The result shows
that dog and corgi have higher semantic similarity then dog and bear. It indicates that
the similarity is the reciprocal for the edge-distance between two synsets.
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Fig. 4. An example of synsets and their relations in the WordNet

The similarity service first looks for which synset a given word belongs to in the
WordNet. With the identified two synsets, the Word Similarity Calculation module in
Fig. 3 uses Uniform-Cost Search [2] to traverse the synsets in WordNet to find the
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shortest path. After the shortest path is found, the similarity between two words is the
reciprocal of the edge-difference of the found shortest path. Take dog and bear in Fig. 4
for example. The shortest path between two synsets is:

dog — canine — carnivore — bear.

The edge-difference from dog to bear in the shortest path is 3. Therefore, the similarity
of dog and bear is 1/(3 + 1) = 0.25.

Figure 5 shows a matrix that represents the similarity between words in two sentences
are calculated. The matrix is then sent to the Sentence Similarity Calculation module (see
Fig. 4) to determine the similarity between two sentences with Munkre’s Assignment
Algorithm [7] — a combinational optimization algorithm to find the optimal pairing
between two sets, to match the most similar words in two sentences.

$2

static fields methods

constant| 0.00005 0.002 0.0006

$1

fields| 0.00006 1 0.0004

Fig. 5. The sentence similarity matrix and the matching (in green) is calculated by the Munkre’s
Assignment Algorithm (Color figure online)

Take sentence s1: “constant fields” and sentence s;“static fields and methods” as
examples, the Word Similarity Calculation module ignores the word “and” in s and
generate the Sentence Similarity Matrix (see Fig. 5). The Sentence Similarity Calculation
module applies the Munkre’s Assignment Algorithm to find the two best matchings
between words in individual sentences: “constant” in s; and “methods” in s, as well as
“field” in s; and “field” in s,. Because the number of words in two sentences are not
even, the remaining words (e.g., “static” in s2) will not be matching to any other words.

The Sentence Similarity Calculation module calculates the average similarity of
matchings to determine the sentence similarity. Following the example above, the max-
imum number of words in the two sentences is three (in s,); therefore, the similarity
between the two sentences is

1+ 0.0006 4+ 0
3

= 0.3335.

The similarity service uses the same way to calculate the similarity between
paragraphs and even articles.

4 Learning Object Relation Discovery Moodle Plug-in

Instead of creating the graph only based on the learning object structure, the research
develops the Learning Object Relation Discovery (LORD) Moodle Plug-in that adopts
the WS-NLP Similarity Service to determine the distance among learning objects and
generate a Learning Object Graph based on the content analysis results. When a course
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has the LORD Moodle plug-in installed and enabled, the LORD block can be seen
as Fig. 6 shows. The block summarized how many learning activities and connections
among the learning activities exist in the course. The teachers can click the “View graph”
link in the block to check the relations between learning activities.

LEARNING OBJECT
Your progress @ RELATION DISCOVERY
(LORD)

== ]

Learning activity similarity

Learning actvities 13

Connections between
acuvves

Welcome to PHYS 200

Physics 200: Introductory Physics | is an algebra-based course that pr
with either PHYS 201 or PHYS 202 gives the equivalent of one year in
insttutions

s an introduction to mechanics. PHYS 200 combined Connections
roductory physics able 1o be matched 1o offerings at other analyzed

7

Completed 100%
Before starting, read the Student Manual. It contains general information you need to complete an AU course successfully. I this is
taton

first Athabasca U do the Moodie Orientatior
your sca University course, do oodie a & °

Fig. 6. The screenshot of the LORD Moodle plug-in

Figure 7 shows the interface after teachers clicking the “View graph” link in the
LORD block. When teachers click the “Regenerate graph” button, the LORD will gen-
erate the Learning Object Graph based on the calculation results of the similarity among
the learning objects. If the checkbox “Allow changes?” is checked, then the teachers are
able to further drag and drop any nodes on the graph if they believe the relations among
the nodes are inappropriately found by the LORD.

[Ted] Physics 200: Introductory Physics | (Rev. C7) -
® °
° ° S
o ° °
o]
Use custom | ===l Min distance = 25 @) Max distance = 200  ww—t) Scaling factor = 1000 | Regenerate graph | @ Allow changes?

Fig. 7. The Learning Object Graph generated by the LORD.

The updated LOG will be saved automatically as the customized LOG. The button
“Use custom” will show the customized LOG. When teachers switch the view to the
customized LOG, the button “Use custom” is changed to “Use generated” for them to
switch back to the system-generated LOG.
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If the teachers are wondering how the system calculates the similarity, they can
left-click a node on the graph and then right-click another node — the LORD will show
the similarity calculation result on the bottom of the page as Fig. 8 shows. The LORD
compares not only the names of the learning objects and also the text content of the
objects. Take the first comparison matrix in Fig. 8 for example, the LORD removes the
number 3 in the “Lab Report 3” learning object first and then compares the similarity
between words in “Lab Report” and “Course Evaluation Survey”. The overall similarity
on the top of the figure is calculated based on the method introduced in Sect. 3.

Similarity: 0.09425365005000001

Module ID: 546
Name: Lab Report
Intro: Lab Report 3 Your Lab Repor

Names course evaluation  survey
0.000957869500000000

ab 0000009 0.000000  0.000000
report 0.002874  0.000001 0.000006

Intros 550 SO x 546 SO complete  submit course evaluation  questionnaire
0.187549430600000000

ab 000000 0000000 0000009 0.000000  0.000000
rancnt AAMNAN  NOAOANS  NAMRTA  OOAKOM  NONNRRG

Fig. 8. The screenshot of the sentence similarity matrix comparing two learning objects in LORD

5 Conclusion and Future Works

This research proposes and develops the Word & Sentence Natural Language Processing
(WS-NLP) Similarity Service to measure the similarity in text. The service integrates
WordNet as the knowledge base and uses the Uniform-Cost Search to find the shortest
path between given words in order to determine their similarity. The Munkre’s Assign-
ment Algorithm is adopted to calculate the similarity between sentences, paragraphs,
and documents.

With the similarity service, the research creates the LORD Moodle Plug-in to be
a support package of an existing Behaviour Analytics Moodle Plug-in. The LORD
Moodle plug-in retrieves the information of the learning objects in a Moodle course and
sends them to the similarity service to find the similarity between learning objects. The
Learning Object Graph is then constructed based on the calculated similarities. Teachers
are able to rearrange the LOG freely and use the custom LOG in the BA Moodle Plug-in
to cluster students in groups as they did.

The research team is now conducting evaluation by working with two professors
who are teaching undergraduate courses: Physics I, Introduction to Statistics and Meth-
ods in Applied Statistics, and Statistics and Methods in Applied Statistics, in a univer-
sity in North America as well as one professor who is teaching graduate level course,
Introduction to English for Academic Purposes, in a university in Asia.
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The professors are using the Behaviour Analytics with and without the proposed
LORD Moodle Plug-ins for their classes in the previous semester. They are asked to
use the original BA generated LOG and the LORD generated LOG in the BA Moodle
Plug-in to cluster students and verify whether or not the clustering results are appropriate
by moving students from/to a proper group. The research team will evaluate the LORD’s
usability through the comparisons of the precision, recall, and f-measure of the clustering
results and professors’ given system usability scale score.
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Abstract. Deep Knowledge Tracing (DKT), as well as other machine
learning approaches, is biased toward data used during the training step.
Thus, for problems where we have few amounts of data for training, the
generalization power will be low, and the models will tend to work well
on classes containing many samples and poorly on those with few. This
situation is quite common in educational data where some skills are very
difficult to master while others are very easy. As a result, there will be
less data on students who correctly answered questions related to difficult
skills, but also on those who provided incorrect answers to questions
related to easy skills. In those cases, the DKT is unable to correctly
predict the student’s answers to questions associated with these skills.
To improve DKT performance under these conditions, we have developed
a two-fold approach. Firstly, the loss function is modified so that some
skills are masked to force the model’s attention on those that are difficult
to generalize. Secondly, to cope with the limited amount of data on some
skills, we proposed a hybrid architecture that integrates a priori (expert)
knowledge with DKT through an attentional mechanism. The resulting
model accurately tracks student Knowledge in the Logic-Muse Intelligent
Tutoring System (ITS), compared to the traditional Bayesian Knowledge
Tracing (BKT) and the original DKT.

Keywords: Deep Knowledge Tracing - Bayesian Knowledge Tracing *
Knowledge Tracing

1 Introduction

Modeling students’ knowledge is a fundamental step when building intelligent
tutoring systems (ITS). Knowledge Tracing, a popular approach to modeling
learner knowledge, aims at modeling how students’ knowledge evolves during
learning [7]. There exist many solutions to estimate that probability such as the
Bayesian Knowledge Tracing (BKT) and the Deep Knowledge Tracing (DKT).

BKT [7] is a special case of the Hidden Markov Model where student knowl-
edge is represented as a set of binary variables. Observations are also binary:
a student gets a problem either right or wrong [29]. However, there is a cer-
tain probability (G, the Guess parameter) that the student will give a correct
response. Correspondingly, a student who does know a skill generally will give a
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correct response, but there is a certain probability (S, the Slip parameter) that
the student will give an incorrect response. The standard BKT model is thus
defined by four parameters: initial knowledge, learning rate (learning parame-
ters), slip, and guess (mediating parameters). It has been successfully used in a
variety of systems including computer programming [11], reading skills [4], logical
reasoning [24] etc. Using a Bayesian network sometimes implies manually defin-
ing apriori probabilities and manually labeling student interactions with relevant
concepts. Also, the binary response data used to model knowledge, observations
and transitions impose a limit on the kinds of exercises that can be modeled.
DKT has been proposed as a good alternative to overcome BKT limits.

Deep learning has been successfully applied in many domains including
images recognition [9], Natural Language Processing [2,6] and more recently
in education for modeling student knowledge. DKT [20] uses an LSTM (Long
Short Term Memory) to predict student performance based on the pattern of
their sequential responses. DKT observes knowledge at both the skill level, and
the problem level, observing the correctness of each problem. At any time step,
the input layer of the DKT is the student performance on a single problem of
the skill that the student is currently working on. In other words, the skill and
correctness of each item are used to predict the correctness of the next item,
given that problem’s skill [31]. Rather than constructing a separate model for
each skill as BKT does, DKT models all skills jointly [12,20]. It has been shown
that DKT can robustly predict whether or not a student will solve a particular
problem correctly given the accuracy of historic solutions [26,31]. However many
recent works have pointed out some issues with the DKT such as: the model only
considers the knowledge components of the problems and correctness as input,
neglecting the breadth of other features collected by computer-based learning
platforms [31]. This problem was solved by incorporating more features into the
input of the model and by incorporating an auto-encoder network layer to con-
vert the input into a low dimensional feature vector. Other issues were pointed
out by Chun-Kit et al. [28] which are (1) the model fails to reconstruct the
observed input; As a result, even when a student performs well on a skill compo-
nent, the prediction of that skill mastery level decreases instead, and vice versa;
(2) the predicted performance for skills across time-steps is not consistent. As a
solution, they augmented the loss function with regularization terms that cor-
respond to ‘reconstruction’ and ‘waviness’. This solution is similar to our first
contribution.

Skills with limited data denotes skills that are very difficult to master (there
are few data on students that have mastered these skills) and skills that are very
easy to master (there are few data on students that have not mastered these
skills). Like other machine learning techniques, the DKT is biased towards the
data seen during the training phase due to its data-driven approach. Therefore,
the generalization performance of the model depends on the training data. For
problems (or skills) that are difficult to master, which means a rare occurrence
of correct answers, the DKT is unable to accurately predict the student per-
formance on questions associated with those skills. In the same vein, for skills
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that are easy to master, which means a rare occurrence of incorrect answers,
the DKT also fails to accurately predict the student performance on questions
associated with those skills. In machine learning domain, this problem is known
as the class imbalance problem [10] where there are fewer occurrences of data
for a certain class which results in sub-optimal performance.

In the educational field, a priori expert knowledge is usually available and
generally used to build systems such as Intelligent Tutoring Systems (ITS).
Expert knowledge can be available through books or previously built models
(such as rules-based models). We believe that this a priori expert knowledge,
sometimes acquired over decades of intense research, cannot be dismissed and
ignored. Sometimes, a priori expert knowledge can be available but is not always
sufficiently accurate. Nevertheless, even inaccurate models can provide useful
information that should not be dismissed [30]. In general, employing a fully
data-driven approach to train deep neural networks requires the acquisition of
a huge amount of data, which might not always be practical or realistic due to
economic reasons or the complexity of the process it entails. We show that com-
bining a priori expert knowledge and data-driven methods using the attentional
mechanism constitutes a suitable approach towards the design of hybrid deep
learning architecture.

In this paper, we put forth an approach that uses attentional mechanism
[27] and capitalizes on the availability of expert knowledge (through a Bayesian
Network built by experts) to overcome the problem of having few data when
training machine deep learning models. We also propose to leverage the problem
of skills with limited data by using a custom loss function for the DK'T, where we
mask skills with many samples and give weight to skills with few samples. The
main contributions of this work can be summarized as follows: (1) An extension
that improves the original DKT in the prediction of skills with limited data;
(2) The incorporation of a priori knowledge (when available) using attention
mechanism in a deep learning architecture. We applied the proposed solution to
the prediction of the logical reasoning performance of students.

2 Brief Review of the Deep Knowledge Tracing

DKT takes as input sequences of exercise-performance (e, p;) pairs presented one
trial at a time. The model then predicts the knowledge state, based on the current
hidden state. The hidden layer of the LSTM represents the latent encoding of
knowledge state, based on the current input and previous latent encoding of
knowledge state. It represents the latent knowledge state of a student, resulted
from his past learning trajectory.

To train the model, the exercise-performance needs to be converted into a
sequence of fixed length input vectors x;. x; is a one-hot encoding of (e, p;) that
represents the combination of which exercise (skill involved) was answered and
the real answer given by the student. For student s with a sequence of exercice-
performance of length T, the DKT model maps the inputs (21,22, ..., 21) to the
output y; which is a vector of length equals to the number of skills. Each entry
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of y; represents the predicted probability that the student will correctly answer
exercises from that particular skill. The training objective is the negative log-
likelihood of the observed sequence of student responses under the model. The
loss function is as follows [20]:

L= Ze(yjé(et-i-l)apt-i-l) (1)

d(et+1) is the one-hot encoding of which exercise is answered at time ¢ + 1. £ is
the binary cross entropy.

3 Penalization of Loss Function

The performance prediction on skills with little data can be compared to unbal-
anced problems in machine learning. There are multiple strategies to deal with
class imbalance such as resampling the data by under-sampling the majority class
or oversampling the minority class [19]. However, over-sampling can easily intro-
duce undesirable noise with overfitting risks; on the other hand, under-sampling
is often preferred but may remove valuable information, which we can’t afford
because of the few amounts of data. Another well-known strategy is cost-sensitive
learning, which assigns higher misclassification costs to the minority class than
to the majority class [23]. Our proposed solution falls into the category of cost-
sensitive learning, where we assigned a higher cost for skills with few samples.
In other words, during the training, we force the model to pay more attention
to floor /ceiling skills.

The main idea is to treat the loss as a weighted average where the weights are
specified by parameters A; with i € [0,n] where n is the number of parts to add
to the original loss. We added a regularization term in the loss function which
corresponds to the application of a mask to the original loss to ignore skills with
many samples. The result of the mask has 2 parts: the very difficult skills and the
very easy skills. Each part of the mask is multiplied by regularization parameters
(or weights) A1 and Ay respectively. These factors are the penalties applied to
the model. Penalizing the DKT model imposes an additional cost when making
prediction mistakes on the minority class during training. These penalties bias
the model to pay more attention to the minority class (correct answers on skills
difficult to master and incorrect answers on skills easy to master). Now we will
explain how we compute the new loss.

If we were to evaluate a DKT model for the prediction of a knowledge state
on only one skill k, the loss function would be written as follows:

Ly = Zg(yk,tvpk,t+l) (2)
t

where y;, + is a vector of length equals to the number of skills with 0 on all the
entries except for the entry k. It represents the predicted probability at time ¢
that a student would correctly answer a problem related to that specific skill



Deep Knowledge Tracing on Skills with Small Datasets 127

(k) at time ¢t + 1. pg 441 denotes the real answer (performance) given at time
t+ 1 by a student on a problem related to the skill k. For the model to be able
to make good predictions on skills with few data, we first extracted those skills
using statistics (skills with a very small number of correct answers and skills
with a very high number of correct answers). We could have also used the DKT
itself (by running the DKT and then identifying skills where the precision and
recall are low for each of the correct/incorrect classes). We then apply a mask
(this is easily done with any programming language) on the loss function whose
purpose is to hide skills with many samples to only keep what we want the model
to focus on. We then run the model with a new loss function:

L= Zf Yt 0(eri1), Prin +/\1zzf YKF,t, DkF,i+1,1)

t

+ A2 sz YkC,t, PhCyt41,0)

t

3)

Parameters A1 and Ao >= 0 are weights that we apply to the mask and kF,
kC denote respectively all skills that are difficult to master (floor skills) and all
skills that are easy to master (ceiling skills). The digit 1 in prp 41,1 denotes
correct answers and digit 0 in prc,¢41,0 denotes incorrect answers . If A = 0, the
model becomes the original DKT. The more the value A is high, the more the
model will be biased towards skills with few samples (floor/ceiling skills). The
choice of the value of A is thus important. y; ; and pj +41 are the vectors y; and
pt+1 respectively, where we only keep values related to the skill k. Thus prr+1
refers to a vector of length equals to the number of skills with 0 on all the entries
except for entries kF' and where the real answers given are correct at time ¢+ 1.
d(et+1) is the one-hot encoding of which exercise is answered at time ¢t + 1. The
new loss provides another way to balance the data.

4 Combining a Bayesian Network with the DKT

BN is a graphical model used to model process under uncertainty by representing
relationships between variables in terms of a probability distribution [21]. BN
allows inferring the probability of mastering a skill from a specific response pat-
tern [18]. The structure and the parameter or probability distributions are pro-
vided by experts or learned using algorithms such as Expectation-Maximization.
In this work, we only consider BNs that are built by experts. BNs have been suc-
cessfully used to model knowledge state of learners [15,16,24] or learner affect
[22]. There are many contexts where a lot of data or expert knowledge (e.g.
medicine) are available. How can the DKT benefit from that? We want to take
advantage of expert knowledge when available. We also suppose that the model
accuracy could increase as expert knowledge is not biased towards rare data,
which can be very helpful in the case of few amounts of data.

The inner architecture of a neural network makes it difficult to incorporate
domain knowledge into the learning process [13]. Our solution is to force the
model to pay attention to what the expert knowledge says about the current
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input z. The goal is not to incorporate how the expert knowledge is processed,
but rather its final prediction about the input. Since attention [27] is a memory-
access mechanism, it fits well in this context where we want the model to have
access to the expert knowledge during learning [1], as a memory. Thus, the
model will pay attention to what the expert knowledge says before taking any
decision. Attention-based recurrent networks have been successfully applied to
a wide variety of tasks, such as machine translation [3], handwriting synthesis
[8], speech recognition [5], etc. By integrating the expert knowledge (here a BN)
in the DKT using the attention mechanism, the model iteratively processes the
apriori knowledge by selecting relevant content at every step. In the attention
mechanism presented by Luong et al. [14] (specifically the global attentional
model), the attentional vector is computed from the target hidden state h; and
the input hidden state. Instead of the input hidden state, we will have the data
coming from expert knowledge which will be used to compute the context vector
Cy (that we will call expert-side context vector) (see Fig 2 in [14]). Thus, given
the hidden state y; (the prediction) of the DKT, and the expert-side context
vector ¢y, we employ a concatenation layer to combine the information from
both vectors to produce the attentional hidden state a; as follows:

ay = tanh(Welcy; yil) (4)

The attentional vector a; along with the expert prediction e and the y; are then
fed through a Dense layer to produce the predictive knowledge state y;. Now,
the expert-side context is computed as follows:

Score(ekayt) =€k Yt Wa +0b

empscore(ek,yt)

Ak = 2;21 expscore(Ej,yt) (5)

cf = E g€
k

where 1 <= k <= s, e is the current knowledge state predicted by the expert,
y; is the current knowledge state predicted by the DKT and s is the number
of skills. The parameter e represents a vector of length equals to the number of
skills where each entry represents the predicted probability that the student will
answer correctly to exercises from that particular skill, given by the BN. ¢y, is of
size 1 and W,, W, W, y;, e and a; are of size s the number of skills. Figure 1
shows in detail this global process.

5 Experiments

Our goal is to create an accurate learner model in an ITS called Logic-Muse.
The current learner model implemented in Logic-Muse uses a BN [hidden] built
from expert knowledge.
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Final prediction

| |

Fig. 1. Global attentional hybrid model—at each time step t, the model infers
an alignment weight vector oy, based on the current predicted knowledge y: and all
entries of the expert knowledge vector. c¢f is then computed as the weighted average,
according to oy, over each of the entries of the expert knowledge vector.

5.1 Logic Muse

Logic-Muse is a web-based Intelligent Tutoring System that helps learners
improve logical reasoning skills. Logic-Muse includes a learning environment that
uses various meta-structures to provide reasoning activities on various contents
[hidden]. The expert model implements logical reasoning skills and knowledge as
well as related reasoning mechanisms (syntactic and semantic rules of the given
logical system). The model of (valid and invalid) inference rules are encoded as
production rules, and the semantic memory of the target logic is encoded in a
formal OWL ontology and connected to the inference rules. The first version of
Logic-Muse focuses on propositional logic. Logic-Muse learner model goal is to
represent, update and predict the learner’s state of knowledge based on her /his
interaction with the system. It has multiple aspects including the cognitive part
that essentially represents the learner’s knowledge state (mastery of the reason-
ing skills in each of the six reasoning situations that have been identified thanks
to the experts). The cognitive state is generated from the learner’s behavior
during his interactions with the system, that is, it is inferred by the system
from the information available. It is supported by a Bayesian network [hidden]
based on domain knowledge, where influence relationships between nodes (rea-
soning skills) as well as prior probabilities are provided by the experts. Some
nodes are directly connected to the reasoning activities such as exercises. The
skills involved in the BN are those put forward by the mental models’ theory to
reason in conformity to the logical rules. There are 16 skills directly observable
(linked to the exercises) and 12 latent skills. There is a total of 48 exercises.
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5.2 Dataset

294 participants participated in this study. They all completed the 48 logical
reasoning exercises. In our dataset, each line of data represents each participant
(a total of 294 data and a sequence length of 48). The amount of data is very few
to train a deep learning model. However, combined with expert knowledge, we
will see a substantial difference in the results. The exercises were encoded using
skills that are directly observable, which means that the questions related to the
same skill are encoded with the same Id (1~16). The skills with few data are
determined by a comparison of the average of correct answers obtained for each
skill. In Table1, we averaged all the answers on each skill. The skills difficult
to master (floor) are those with the lowest average value and the skills easy to
master (ceiling) are those with the highest average. The second and the last
part of our new loss function involve those skills. Since the LSTM only accept a
fixed length of vectors as the input, we used one-hot encoding to convert student
performance into a fixed length of vectors whose all elements are 0 except for a
single 1. The single 1 in the vector indicates two things: which skill was answered
and if the skill was answered correctly.

Table 1. Distribution of responses over skills—Skills difficult to master (Average
< 0.4) and skills easy to master (Average > 0.9) are in bold.

Skills N | Average | Standard dev
MppFd | 294 | 0,9456 | 0,16078
MppMd | 294 | 0,898 0,23726
MppCcf | 294 | 0,907 |0,2394
MppA 294 /0,9615 | 0,16066
MttFd 294 0,8435 |0,26646
MttMd | 294 10,7925 |0,29985
MttCef 294 0,7494 | 0,33326
MttA 294 0,8401 |0,28974
AcMa | 294 0,424 | 0,38072
AcFa 294 10,3039 |0,3652
AcCcef 294]0,3345 | 0,40801
AcA 294 10,2823 |0,41038
DaMa | 294 0,407 0,37389
DaFa 294 10,3027 |0,35081
DaCcf |294/0,381 |0,40662
DaA 294 0,305 | 0,42077
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5.3 Results

To assess our proposed solutions, we ran 3 models: the DKT, the DKT where
we applied a mask to the loss function (DKTm), and the DKTm with apriori
knowledge (DKTm+BN). We used 20% of the data for testing and 15% for vali-
dation. The BN alone gave 65% of global accuracy. The result is evaluated using
the F'lscore metric on each skill (treated as 2 classes - correct and incorrect
answers) being predicted and the overall accuracy. The models were evaluated
in 20 different experiments and the final results were averaged. In all our exper-
iments, we set A1 and Ao = 0.10. Our implementation of the DKTm+BN model
in Tensorflow using Keras backend was inspired by the implementation' done by
Khajah et al. [12]. Our code is also available on GitHub? for further research.
The results (for skills that are difficult to master) are shown in Figs. 2 and 3.
As expected, the new DKTm (Accuracy = 0.8 outperforms the original DKT
(Accuracy = 0.74) on all the skills being predicted. Furthermore, the DKTm
enhanced with BN (Accuracy = 0.82 outperforms all other models on predicting
skills with little data (good answers on skills difficult to master). For skills that
are easy to master (e.g. MPP), all the models always predict that students will
give correct answers (Flscore of incorrect answers is 0 for DKT and almost 0 for
the other models) even after applying the weighted loss. This is because, on the
294 data, we have for example only 6 incorrect answers for the MPP_FFD skill.
We tested the models with high values for Ay and we got values of flscore equal
to around 0.6 for correct answers and around 0.7 for incorrect answers. This
result can be satisfying in other contexts but in the context of logical reasoning
where it is established that the MPP is a skill that is always well mastered, 0.6
as an flscore for correctly predicting a correct answer is not acceptable. That is
why we kept Ao = 0.10. However, the solution stays valid for data where the ratio
r = number of correct answers/ number of questions answered or r = number of
incorrect answers/ number of questions answered on a skill is not too small (as
in this case) and is less than 0.5. For skills that are difficult to master (Figs.2
and 3), there is a huge difference between the DKT and the other models. The
DKT is unable to track correct answers on skills difficult to master (see Fig. 3).
This behavior cannot be accepted since the knowledge tracing of students who
perform well on those skills will fail. Thus it is important to make sure that the
final model is accurate for all the skills. For the prediction of wrong answers
on skills difficult to master (see Fig.3), we can notice that the DKTm and the
DKTm+BN still behave better than DKT which means that the penalty added
to the loss function does not affect the predictive capacity of the original DKT.
We noticed that predictions are not sometimes consistent with the reality
as other works have also highlighted [28]. The model fails to reconstruct the
observed input. As a result, even when a student performs well on a skill, the
prediction of that skill’s mastery level decreases instead, and vice versa. Also, the
predicted performance across time steps is not consistent. When a student gives

! https://github.com/mmkhajah/dkt.
2 https://github.com/angetato/Deep-Knowledge- Tracing- On-Skills- With- Limited-
Data.
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F1Scores of predictions on skills with enough data

Fig.2. The DKT, the DKTm and the DKTm+BN on skills that are difficult to
master—We repeated the experiments 20 times. For each skill, we computed the value
of the flscore for the prediction of incorrect answers (enough data).

correct answers to a skill k£, the DKT does not sometimes update the current
state of knowledge on that skill (the skill stays low or is updated very slowly).
The problem can be addressed by adding regularization terms to the loss function
of the original DKT as suggested by [28]. It can also be partially solved when
adding the a priori knowledge as we noticed during our experiments. However,
we stay confident in the fact that if the a priori knowledge is more accurate
(which is not our case as the accuracy of the BN is 0.65) we will get better
results.

F1Scores of predictions on skills with few data

ACFMA  DAFMA  ACLFFA  DAFFA  ACCCF  DACCF ACA DAA

—e—DKT —e—DKTm DKTm+8N

Fig. 3. Prediction score of correct answers on skills that are difficult to master (limited
data) for the three models: DKT, DKTm and DKTm+BN.

The idea of using the attention mechanism to incorporate expert knowledge
into NN is novel and can be used in other domains such as text classification
or in medicine where there is a lot of expert knowledge available. For example,
we could think of a classifier using a neural network combined with a rule-based
system playing the role of expert knowledge.
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6 Conclusion

In this paper, we proposed two simple, effective, and intuitive techniques to
improve the DKT on the prediction of floor and ceiling skills which are skills
that are very difficult and easy to master respectively. The first technique consists
of applying a penalty to the loss function, for making incorrect predictions on
skills with few samples. The second solution aims at incorporating a BN (expert
knowledge) in the DKT using the attention mechanism. At the same time, we
introduced a new way of using the attention mechanism, to allow neural networks
to take into account expert knowledge (when available) in their training and
decision process. We tested the solution on a dataset that is unbalanced. The
results showed that the DKT is unable to accurately track skills with limited
data, compare to the DKTm and the DKTm+BN.

During the experiments, we noticed that, for skills that are very easy to
master, all the 3 models were unable to track incorrect answers, since the ratio
r = incorrect answers/total of questions answered was very low. Even with a
penalty, we were not able to significantly improve the DKT model on the skills
involved. However, with the combination of the BN, the results were noticeable.
In this paper, we have set the regularization parameters A\; and Ao with a fixed
value but for future work, we will do a grid search to find the best values.

We are aware that the lack of data might be a bias to our results since
deep learning architectures perform better on larger datasets. However, the
floor/ceiling skills problem can still occur even with a large dataset. Thus, we
believe that the solutions we have proposed can work perfectly on larger datasets.
We will do further experiments on the integration of expert knowledge into neu-
ral network architectures. We also plan to test our techniques on larger and or
public datasets such as ASSISTments dataset.
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Abstract. Educational games can act as excellent learning environments, where
learners play and learn at the same time. However, typically, once a game has been
developed, it is launched and then maybe evaluated for learning effectiveness but
details on how learners actually use the game as well as how they play and learn
in the game are rarely investigated. In addition, which groups of learners are more
attracted or less attracted by the game is seldom looked at. However, such investi-
gations are essential to ensure that the game is used in the way it was intended, that
the game is fun and provides learning opportunities at the same time, that learners
can benefit the most from the game and to make the game interesting for many
different groups of players. In this paper, we introduce a learning analytics app-
roach that builds learner profiles based on learners’ characteristics and behaviour
in the educational game OMEGA+. The approach is rather generic and can be eas-
ily adapted to other educational games. By using the proposed learning analytics
approach, clusters of learners are built that provide insights into how learners use
the game, how they play and how they learn. In addition, when considering demo-
graphic attributes when analysing the clusters, insights can be gained on which
groups of learners are more and which groups are less attracted to the game.

Keywords: Game-based learning - Educational games - Learning analytics -
Game learning analytics - Clustering - Learner profiling

1 Introduction

Educational games have high potential in helping students to learn in a fun way. However,
similar to online courses, in order to improve such game-based learning environments and
ensure that students can benefit most from them, it is important to understand aspects such
as how learners use the game, how they behave in it, how much they play in comparison
to how much they learn, etc. In addition, understanding which groups of learners/players
like the game most and who is not so much attracted to the game, provides the possibility
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to expand and tailor the game to those underrepresented player groups to enable them
to benefit from the educational game too.

Learning analytics is a fast-emerging research area, which deals with “the mea-
surement, collection, analysis and reporting of data about learners and their contexts,
for purposes of understanding and optimizing learning and the environments in which
it occurs” [1]. Most research in learning analytics looks at online courses as learning
environments, several consider social environments (e.g., discussion forums, social net-
work sites, etc.) but only a relatively small number of works conduct learning analytics
research in game-based learning environments. (i.e., Alonso-Fernandez et al. [2] have
conducted a comprehensive systematic literature review on such papers).

In this paper, we propose a learning analytics approach to build learner profiles based
on learners’ characteristics and behaviours in the educational game OMEGA+ [3, 4].
Such profiles can then be used to learn more about how students play and learn in the
game as well as how to improve the game design to attract groups of learners that are
underrepresented.

According to a systematic literature review on research papers that use learning
analytics/data science approaches on game data from educational games, only seven
papers exist that focus on building learner profiles based on data from educational games
[2]. These papers focus on two directions: First, some research has been conducted on
building learner/player profiles to identify certain information from player data (similar
to learner modelling). For example, Denden et al. [5] identified personality traits from
player behaviour. Another example is the work by Loh and Sheng [6], where authors
created a Maximum Similarity Index that represents how (dis)similar the performance of
novice players is, compared to expert players within a ‘multiple-solution’ serious game
environment. The other direction includes research on building learner/player profiles
based on performance. Examples of such research include the works by Slimani et al.
[7], Lazo et al. [8] and Polyak et al. [9], where players are clustered into performance
groups.

In this paper, we propose a learning analytics approach that also uses clustering but
with the purpose of analysing how learners play, how they learn and how to improve the
game to make it more attractive for players/learners who are currently not so attracted
to the game. In order to do so, the proposed approach is based on a comprehensive
learners/player profile based on multiple learner/player characteristics and behaviours.
The proposed approach has been designed for the educational game OMEGA+ but can
be easily adapted to other educational games. To verify our approach, a detailed example
with simulated data is provided.

This paper is structured as follows: Sect. 2 provides a brief overview on OMEGA+.
Section 3 introduces the proposed learning analytics approach and Sect. 4 demonstrates
the approach through an example. Section 5 then concludes the paper.

2 OMEGA+

OMEGA+ (the former version of the game was called OMEGA) [3, 4] is an online
educational game that aims at improving four meta-cognitive skills while learners are
playing. Those skills are: (1) problem solving, (2) associative reasoning, (3) planning
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and organization and (4) accuracy and evaluation. In the game, players play matches
consisting of a set of three subgames against each other. Overall, there are ten different
subgames, each focusing on improving a particular meta-cognitive skill.

In each match, players are scored by how they performed individually through the
increase of their meta-cognitive skills and how they performed against their opponent
through increase/decrease of their points. For each subgame played, a performance score
is calculated that shows how well the player played that subgame. This performance score
is then translated into a meta-cognitive skill score of the meta-cognitive skill associated
with the respective subgame. To compare players with each other, all performance scores
of the subgames within a match are summed up. The winner receives points and the loser
loses points, allowing a ranking based on points. The number of won/lost points depends
on the overall points the players have before the match.

Besides points and meta-cognitive skill scores, the game entails several other moti-
vational features. Each subgame has 10 difficulty levels where players upgrade to the
next level once their average performance over the last 10 times in the subgame is above
70%. Players are also presented with an overall game level, which is the average value
of all subgame levels. The game’s currency (£2) is earned for every subgame played
depending on how well it is played. If players log in multiple days in a row, they get
a bonus to earn more currency per played subgame. Every player is represented by a
robot avatar and the earned currency can be used to purchase robot parts to upgrade the
player’s robot avatar. In addition, a learning analytics dashboard is provided for players
to monitor and investigate their game behaviour [10]. Players can unlock 48 badges that
are linked to game activities, such as logging in for consecutive days, winning matches,
and using the learning analytics dashboard. The game also features a leaderboard with
multiple rankings (e.g., by points, metacognitive skill scores, available currency and
several other metrics). Players can also send friendship requests to other players. When
they play a match, they can then choose to either play against a friend who is currently
online or be matched with a random player.

3 Learning Analytics Approach

The proposed approach retrieves relevant data from the game’s database and uses a
clustering algorithm to classify the data into different groups. Those groups can then be
visualized and analysed with respect to their significant characteristics and behaviours to
improve our understanding on how players play and learn in OMEGA+ and which groups
are more or less attracted to the game. The proposed approach has been implemented
in Python using Google’s Colaboratory (Colab). The approach consists of four steps,
which are explained in the following subsections in more detail.

3.1 Data Retrieval

In this research, we use three different categories of attributes: player details, player
possessions, and player activities. Those categories include the following attributes:
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Player Details

e GameLevel: The game level presents the average difficulty level the player reached
in all subgames.

e Points: Points represent how well a player played matches against other players.

e AgeRange: When creating a player account, players are asked to optionally provide
their age range (e.g., 18-24 years, 25-34 years, etc.).

e Gender: Another information that players can provide optionally when creating an
account is the gender.

e AllowFriend: This attribute shows whether the player has enabled or disabled friend
request. If this option is enabled, other players can send friend request.

e ProblemSolvingSkills: The player’s problem-solving metacognitive skills are calcu-
lated as a percentage value of his/her performance in the Bypass and Viroid subgames.
Only increases in those skills are recorded. All the other metacognitive skills are
calculated in the same way.

e AssociativeReasoningSkills: It represents how well the player performs in Associative
Reasoning subgames, which are Crossplay, Pattern Hacker and Pirate Hunter.

e PlanningOrganizationSkills: It represents how well the player performs in Planning
and Organization subgames, which are CR2k, Evacres and Weekend Barista.

e EvaluateAccuracySkills: It represents how well the player performs in Accuracy and
Evaluation subgames, which are Card Swap and Delivery Dash.

e AveragePerformance (1-10): These 10 attributes (one for each subgame) represent
the average performance achieved by the player when playing the respective subgame
the past 10 times.

Player Possessions

e Currency: The in-game currency (£2) is awarded to a player for each played subgame
within a match based on their performance and difficulty level.

e RobotParts: This attribute represents the number of robot parts the player has pur-
chased. The player can buy different parts of the robot using in-game currency after
fulfilling certain requirements (e.g., earning a certain badge, etc.).

e TotalBadges: This attribute represents the total number of badges a player earned.

e TotalFriends: This attribute represents how many friends a player has in the game.

Player Activities

o TotalMatches: This attribute represents the total number of matches played.
o TotalTime: It represents the total time spent by the player in the game.



A Learning Analytics Approach to Build Learner Profiles 143

e SurveysCompleted: The game contains a few surveys to evaluate the game with respect
to its ability to improve meta-cognitive skills of the player, usability and others. This
attribute shows whether the player completed any surveys and if so, how many surveys
the player completed.

e LeaderboardLog: This attribute represents the number of times the player checks the
different leaderboards in the game. More accurately, this attribute counts the clicks
in the leaderboard area that players use to look at different leaderboards or different
configurations of the leaderboards.

e AnalyticLog: This attribute represents the number of times the player checks the learn-
ing analytics dashboard in the game. The learning analytics dashboard contains (1)
line graphs, which show metacognitive skill scores with various filters and visualiza-
tion options and (2) scatter plots, which show performance scores, again with various
filters and visualization options. More accurately, this attribute shows the total number
of visualizations created in the learning analytics dashboard.

Code has been implemented that retrieves data regarding the proposed attributes for
every player from the game’s database.

3.2 Data Preparation

After retrieving the data, itis checked for null values. Some data of attributes in the player
possessions and player activities categories may contain null values for some players.
Most machine learning algorithms cannot work with missing data [11]. Therefore, any
null values were replaced with 0 or mean, depending on the attributes.

In addition, most machine learning algorithms do not perform well when numerical
attributes have different scales. Therefore, standardization was used to bring values
of different attributes on the same scale. In particular, the StandardScaler transformer
feature [12] of the Scikit-Learn library [13] was used to standardize the data. Accordingly,
standardization is calculated by subtracting the mean value and then dividing by the
standard deviation, so the resulting distribution has unit variance.

3.3 Algorithm

To build learner profiles, the k-means clustering algorithm was used. This algorithm was
selected because it is guaranteed to converge, easily adapts to new examples and assigns
every player into a cluster [11].

The number of clusters should be specified for the algorithm. To find the optimum
number of clusters for the given data, the following steps are performed [11]: first, the
model’s inertia is calculated for several potential numbers of clusters (i.e., 2 to 9) and
plotted on a graph. The inertia of the model is the sum of the squared distance between
each instance and its closest centroid [11]. As a result, such graph often contains an
inflection point called the elbow after which the inertia decreases much more slowly.
Second, another graph is plotted showing the silhouette score of the model for each
potential number of clusters. The silhouette score is the mean silhouette coefficient over
all the instances [11]. A higher silhouette score is preferred for the optimal number
of clusters [11]. Third, by comparing and analysing the elbow value (from the inertia



144 D. Chandrasekaran et al.

graph) and the silhouette score (from the silhouette score graph), the optimum number
of clusters is determined.

Once the optimal number of clusters is determined, the k-means algorithm is executed
with that number of clusters and the results of the model, representing which data point
belongs to which cluster, is stored.

3.4 Visualization and Analysis

To visualize the high dimensional data, a dimensionality reduction algorithm, namely
the Principal Component Analysis (PCA) algorithm [11, 14], is used. The clusters are
then visualized in 2D and 3D using python’s matplotlib library for a better understanding
of the results.

After the results are visualized, each learner in each cluster is analysed and compared
with the learners in the same cluster and neighbouring clusters to understand the signifi-
cant characteristics and behaviour represented in each cluster. In addition, each principal
component of the PCA (represented on the axes of the visualizations) is investigated to
find out what it represents. Such analysis provides insights into how learners behave in
the game, how they play and how they learn. In addition, when looking at demographic
attributes such as age range and gender in each cluster, insights can be gained into who
is more attracted by the game and who is not.

4 Validation

This section presents a validation of our approach using simulated data from 47 players
to demonstrate the different steps in the approach and potential outcomes. The data are
not real but were modelled based on the behaviour and activities of beta-testers. As
such, the results represent a realistic example to verify our approach, demonstrate how
it works and show which kind of insights it can provide.

After the data extraction and preparation, the optimal number of clusters for the
k-means algorithm is determined by plotting the model’s inertia and silhouette score in a
graph for 2 to 9 clusters (see Figs. 1 and 2). Given that the inertia value decreases slowly
after 4 or maybe 5 clusters (Fig. 1) and 4 clusters have a greater silhouette score than 5,
the optimum number of clusters for this data is 4. Accordingly, the k-means algorithm
is executed using 4 clusters and the results are stored.

Then, the Principal Component Analysis (PCA) dimensionality algorithm is used to
transform the high dimensional data into 2D and 3D visualizations (see Figs. 3 and 4).
This is done by identifying the hyperplane that lies closest to the data, and then projecting
the data onto it [11].

When analysing our exemplary data, the following can be found: The x-axis may
represent some sort of overall activity status in the game, where learners on the lower
end are rather passive (i.e., having less matches played, less possessions, less activities,
less skills) and learners on the upper end are very active in the game. The y-axis may
represent learning effectiveness where learners on the lower end play a lot but improve
their skills only little (i.e., high amount of time in the game, high number of matches
played, a lot of activities on leaderboards and learning analytics dashboard, but relatively
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low meta-cognitive skills, relatively low performance in subgames, etc.) while learners
on the upper end play little but improve their skills a lot. The z-axis may represent some
sort of social status in the game, where learners on the lower end may be less social
(i.e., not allow friend requests, have fewer friends, play less matches, complete no or
few surveys, etc.) and learners on the higher end or more social.

As such, learners in each cluster may be characterized as follows:
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Green Cluster: Learners in this cluster are rather passive given their activity status.
They have not played too many matches, do not have a lot of possessions, do not do
many activities, and have lower skills. They may be novice players who are not so
familiar with the game yet. Their learning effectiveness is low to medium, showing that
given the amount of time and activities they do, their skills are somewhat improving.
This is again in line with novice players who still need to get familiar with the game.
With respect to their social status, they are somewhat social. Again, this is in line with
novice players who do not have that many friends yet but are building their social
status.

Red Cluster: Learners in the red cluster are in general more active than learners of the
green cluster, however, their learning effectiveness is in general lower. This means
that while they seem to spend more time in the game and use different game features,
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their skills are not improving as much as we would expect. With respect to the social
status, some learners are very social while others are not.

e Orange Cluster: Learners in the orange cluster are more active than learners in the red
cluster. But in contrast to the red cluster, their learning effectiveness is rather high.
This means that while they spend a lot of time in the game and use a lot of its features,
they also have high performance in the subgames and improve their skills a lot. With
respect to the social status — similar to the red cluster — some learners are quite social
while others are not.

e Black Cluster: Only one learner was assigned to this cluster. This learner seems to
be extremely active, but his/her learning effectiveness is rather low. This means that
although the learner spends a lot of time in the game and uses a lot of features, he/she
does not improve his/her skills as it would be expected. This could be because he/she
might be more distracted by some of the features (e.g., spending hours on looking
through different leaderboards).

While those descriptions of axes and clusters are just exemplary, they demonstrate
well how powerful this approach can be in finding out more about how learners use and
play in the game and how/whether they benefit from the game. In addition, demographic
attributes such as age range and gender can be used to further analyse the clusters (if
those attributes are not already dominant in the principal components).

For example, we may see in the data that the distribution of male and female players is
similar in the green cluster, where we have mainly players who just started to play and/or
are not very active in the game. However, when looking at the other clusters, where we
have players who are more active, we see that the percentage of female learners compared
to male learners is significantly lower than it is in the green cluster. This may show that
female players are not as active in the game and do not benefit much from the game due
to their low activity status. Such findings can then be used to improve the game design
to attract those learner groups (i.e., female learners) and add features that may make the
game more interesting for them.

5 Conclusions

This paper presents a learning analytics approach to build learner profiles in the educa-
tional game OMEGA+. The profiles are created through cluster analysis and consider a
variety of features related to learners’ characteristics, possessions in the game and their
activities in the game. The approach has been validated with simulated data from 47
players to demonstrate the insights and benefits this approach can provide.

Most related works focus either on identifying new information (e.g., personality
traits, new performance metrics, etc.) from behaviour in an educational game [e.g., 5, 6]
or on clustering based on performance in an educational game [e.g., 7-9]. However, the
clusters in this approach are built by considering not only performance but a variety of
other learner characteristics, their possessions in the game as well as their activities in the
game. By considering such a diverse set of attributes when building the clusters/groups
of learners, insights into how learners use the game, how they play and how they learn
can be gained. In addition, by considering demographic attributes, investigations can
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be conducted into the attractiveness of the game for different groups of learners. Such
insights can be used to improve the game design, on one hand, to ensure that it is used
the way it was intended and really provides learners with learning opportunities that
are fun for them and, on the other hand, to broaden the reach of the game and make it
attractive for more diverse groups of learners.

Future work will deal with using our approach on real data to learn more about the

effectiveness and reach of OMEGA+. In addition, future work will deal with adapting
our approach to other educational games and using it with real data for those games.
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Abstract. The purpose of recommending activities to learners is to provide them
with resources adapted to their needs, to facilitate the learning process. How-
ever, when teachers face a large number of students, it is difficult for them to
recommend a personalized list of resources to each learner. In this paper, we are
interested in the design of a system that automatically recommends resources to
learners using their cognitive profile expressed in terms of competencies, but also
according to a specific strategy defined by teachers. Our contributions relate to
(1) a competency-based pedagogical strategy allowing to express the teacher’s
expertise, and (2) a recommendation process based on this strategy. This process
has been experimented and assessed with students learning Shell programming
in a first-year computer science degree. The first results show that (i) the items
selected by our system from the set of possible items were relevant according to
the experts; (ii) our system provided recommendations in a reasonable time; (iii)
the recommendations were consulted by the learners but lacked usability.

Keywords: Competency-based approach - Recommender system - Pedagogical
strategy

1 Introduction

Recommender systems are a big focus of Technology-Enhanced Learning (TEL). They
allow to provide relevant items [1] structured in sets or sequences, according to several
constraints (e.g., new items, the most relevant items, or items linked to a learning path).
We are interested in this article in recommender systems dedicated to learners.

Our context is the competency-based approach, and in particular, recommendations
of learning resources based on learners’ competencies. We focus on recommendation
of ordered lists of resources to students. We studied similar works to design our propo-
sition, and in particular the PERSUA?2 model [2] which allows a teacher to configure
the recommendation process according to her pedagogical approach. These works led
us to propose our contributions to answer our research question: How to propose a
recommendation process based on a competency framework and corresponding to
pedagogical practices? Based on [2] and similar works, we define a pedagogical strat-
egy independent of level and discipline in order to provide students with a personalized
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recommendation which is compliant with teachers’ pedagogy. We then design a recom-
mendation process able to apply the strategy using a set of competencies linked together
by semantic relations. Finally, we experimented our propositions on a real teaching
context.

This article is structured as follows. First, we introduce the ComPer project in which
our work take place, as well as our motivations. After a review of prior works on
competency-based recommendation, we present the ComPer strategy and our recom-
mendation process. Next, we describe the experiment in computer education we con-
ducted to evaluate this recommendation process. Finally, we analyze and discuss the
results of this evaluation before concluding and exposing future evolutions.

2 Project and Motivation
Our work take place in the ComPer project, whose purpose is to design models and

tools to implement a competency-based approach to support personalized learning. The
ComPer project environment is represented in Fig. 1.

X

> Pedagogical Strategy |
Teacher
Y
- Objectives ) :
Recommendation Personalized set
process of resources
[ Competency Profile
Learner Y
Competency
framework

Fig. 1. The ComPer project environment

A competency framework (see Fig. 2 for an example) is a hierarchical set of knowl-
edge, skills and competencies (KSC) linked together by semantic relations such as pre-
requisite, composition, or complexification. For example, a possible complexification
of the skill “Performing multiplications with integers” could be “Performing multipli-
cations with floats”. The objective of these relationships is to add meaning to the links
between different KSCs. A competency framework is defined by domain experts or
teachers who can also link pedagogical resources (i.e., courses, exercises) to one or
more KSCs. This competency framework will have been defined by a preliminary work
of the teaching team to model the subject. A learner competency profile matches with
a competency framework, augmented by a mastery level for each KSC. The different
mastery levels can be calculated automatically using data captured from activities of
learners (e.g., success or failure when completing exercises related to the framework),
or manually defined by teachers. The learning session context is defined by the objectives
selected by the learner (i.e., one or more KSCs she wants to master) or by the teacher, but
also by constraints such as the maximum number of resources to be recommended or the
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maximum working time. The recommendation process we propose takes into account
all the above elements, and uses the teachers’ expertise through the pedagogical strategy
they define to make the recommendation process as close as how they would recommend
the pedagogical resources to their learners.

Due to the objectives of the project, our recommendation process must respect the
following constraints: (C1) it must allow the expression of diverse pedagogical practices
while remaining executable; (C2) it must be explainable to both learners and teachers;
(C3) it must configurable by the teacher. The first constraint (C1) is due to the fact that
there are different competency frameworks that can be defined for different learning
levels or subjects. The second constraint (C2) will help learners to understand why they
get this recommendation based on their profile and for teachers to understand how the
algorithm provided this recommendation. Finally, the third constraint (C3) stems from
our goal of offering the teacher control over the system she uses, in order to offer more
transparency.

The work presented in this paper focuses on the conception of the recommendation
process and its evaluation in an authentic learning context. Before detailing our con-
tributions, we present in the next section an overview of the existing approaches for
competency-based personalization.

3 Competency-Based Personalization

Competency-based personalization processes can be divided into three main families:
algorithms based on machine learning approaches; algorithms focusing on non-model-
based approaches; and algorithms implementing model-based approaches.

In machine learning approaches, neural models can be combined as in [3] where
a SVM generates learning paths before validation by a LSTM. In [4], the authors use
probabilities to predict relationships between concepts, and an item/item matrix built
by a Bayesian approach is used to recommend the best activities to learners. Other
approaches use the learning paths of the best performing students to perform a clustering
using learning paths defined by experts, or to use ant colony optimization [3]. However,
all these approaches cannot be used in our context due to their lack of explainability
(C2) and understandable configuration (C3).

Some works try to include the expertise of teachers in the personalization process.
In [5], a system generating sequences of activities allowing to work on the pre-requisites
of a skill was designed. This system, in order to make the recommendations, relies on
the mistakes made by learners and on exercises that teachers have associated to these
mistakes. However, this work only considers the pre-requisites and does not address other
relations such as composition or complexification which are necessary in our context.
On the other hand, the formalization of pedagogical scenarios based on pedagogical
intentions (e.g., discover and reinforce) [6] can allow teachers to configure a system that
gives them the opportunity to build a course based on a teaching strategy. This takes into
account the activities to be carried out, the necessary resources, the interactions between
individuals as well as the place where the scenario is carried out. However, these scenarios
apply to a set of individuals, but in our context, we are only interested in an individual
recommendation. Moreover, we only want to recommend an ordered list of educational
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resources. Finally, the work of [7] offers a recommendation of pedagogical resources
related to the course concepts, which are grouped in the form of a tree of possible
learning paths. The learner is recommended the learning path defined by the teacher
that will allow her to reach the highest increase of mastery estimated by the algorithm.
These works show the possibility offered to teachers to link the concepts of the course
using various relations such as pre-requisites or compositions. They can also drive the
recommendation with pedagogical intentions. However, in our context, these works do
not cover the diversity of all the semantic relations offered by our competency framework.
Moreover, the defined pedagogical intentions seem interesting but not complete.

Closer to the constraints of our context, we found the following model-based work.
The authors of [8] use the Cb-KST approach on a framework of competencies linked by
compositional or prerequisite relationships. They then recommend a number of resources
to the learner from a set of competencies chosen by the teacher (i.e., the objective)
according to difficulty parameters she defined. This recommendation can be modified
using several predefined strategies (Progression, Reinforcement, Deepening). However,
the strategies defined cannot be configured according to the needs of the teacher, who
can only choose the one most suited to her needs.

In the work by [9], which proposes a competency framework structured through
composition relationships, the authors use a multi-agent system to recommend resources
associated to the element closest (defined using a distance measure) to the one the learner
wants to work on. In [10], the domain is modeled according to an ontology of differ-
ent elements (concepts, notions, knowledge, and subjects) that are linked together by a
compositional weight relationship. The model of the learner is built using a Bayesian
approach on trace data. Using this profile, tasks related to a target concept are recom-
mended to the learner. However, it can be complicated for teachers to set up a framework
with weights for each relationship.

The need for generating recommendations that are explicit to both students and
teachers (C2) makes automatic approaches unusable in our context. In the context of the
project, the experts model the domain but not the learning paths, so it is impossible for us
to use the learning path generation approaches. Our recommendation is only generated
from the learner profile at the time of the recommendation. The difficulty to parameter
and explain the general behavior of a statistical approach can be a barrier for us (C2
and C3). Thus, in order to recommend resources to learners according to their compe-
tency profile and objectives, we identify the following issues: (i) how to reproduce the
teacher’s expertise through a pedagogical strategy; (ii) how can the semantic relation-
ships of the competency framework be used within the pedagogical strategy; (iii) how a
recommendation process can use these pedagogical strategies to recommend resources
to a student. In other words, we try to tackle the following research question: (RQ) How
to propose a recommendation process based on a competency framework and cor-
responding to pedagogical practices? We make the following assumptions: (h1) our
approach allows teachers to provide guidance on the recommendation process; (h2) it
is possible to use a competency framework as a structure to provide recommendations;
(h3) the recommendations provided satisfy teachers.

In our context, it seems interesting to reuse the concepts of learner objective, intention
and pedagogical strategy so as to respect the project’s constraints (C1, C2, C3).
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Finally, based on the work by [2], we will use the concept of “pedagogical strategy”,
i.e. “a set of rules which allows selection of activities according to the set of available
activities and to the profiles of learners”, where a “rule” is of the form IF [conditions on
the profiles] THEN [activities to be proposed] ELSE [other activities to be proposed].
To answer the research question, our approach consisted in (i) defining a pedagogical
strategy independent of the level and subject taught; (i) proposing a recommendation
process that applies the pedagogical strategy to a learner’s competency profile based on
her objectives. Our approach will then show how it is possible to provide recommen-
dations, part of a competency-based approach, through a process that corresponds to
pedagogical practices.

4 Personalized Recommendation of Resources

We followed a user-centered approach to design our recommendation process. Using
a non-standardized questionnaire, we asked the teachers involved in the project some
questions about their personalization needs, and debriefed the answers with them. We
then designed a first pedagogical strategy (i.e., the ComPer strategy) and a recommen-
dation process able to use this strategy. To illustrate our proposal in the remaining of
this section, we take as an example an extract of the Shell programming framework
illustrated on Fig. 2 and used in the experiment described in Sect. 5.

;—ifFiamBWOrkaBiiﬁﬁmgrammihg h

| OManipulate variables I: {.Write interactive scripts |

| @ Know the notion of variable | @ Get user input data ‘
ClaallASEn Fredl Evarnina Al o o
bbl Course: ShellObtentionAffectation | I

|. Know the environment variables |

hasKnowledge

—> - Competency
S arcee o 73] Knowledge | o2k, 5

—>|O Get the value assigned to a variable Skill o0

—>] Exaccica: Mada1 74 @ not mastered
e vocei 7] @ parfaly mastered
@ mastered

—>| ODisplay the value of a variable }

Fig. 2. Extract of a Shell programming profile

4.1 Strategy ComPer - A Strategy Independent of Level and Subject

Our personalization strategy uses intentions. They qualify the way in which the teacher
and/or the learner wishes to work on a node N of the competency framework. We defined
six intentions in the ComPer project. The Prerequisite intention consists in working on
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themes that are prerequisites for N. The Discovery intention allows students to work
on N for the first time. The Support intention enables to work on N, which has already
been studied but is not mastered. The Revising intention makes students work on N in
case of an exam, for example. The Deepening intention consists in working on nodes
that are complexifications of N. Finally, the Default intention is used when the learner
does not know how she wants to work on N.

Based on these intentions, it is possible to define instructional strategies characterized
by different behaviors. In the case of the ComPer strategy, working an objective N with
the Pre-requisite intention consists in working on the KSCs that are either prerequisites
of N or pre-requisites of one of its descendants. To do this, our algorithm (1) retrieves
the set of KSCs composing the goal node N by following the relationships hasSkill,
hasKnowledge, and isComposedOf; (2) selects, for all components, the pre-requisite
nodes by following the relationship requires. The set of unmastered pre-requisites are
then selected so that the learner can work on them. If we take as example the framework
defined in Fig. 2 with [Write interactive scripts, Pre-requisite] as the objective, our
algorithm will check if the competency Manipulate variables is mastered. Since it is not
mastered, the algorithm selects resources associated to knowledges and skills attached
to that competency that are not mastered (Know the environment variables and Display
the value of a variable).

In the case of the ComPer strategy, working an objective N with the Discovery
intention consists in working the KSCs that are descendants of N and that the learner has
not yet worked on. If we take as example the framework defined in Fig. 2 with [Write
interactive scripts, Discovery] as the objective, the algorithm will select the descendant
skills and knowledges of this node that the learner has not yet worked on.

The ComPer strategy presented above is independent of the learning level and the
subject to be taught, as it has been defined on top of the structure of the competency
model, exploiting the semantic relationships. Therefore, for any competency framework
conform to this model, the ComPer strategy can be applied. In the ComPer project,
physics, French, and computer science frameworks have been defined.

4.2 Recommendation Process

The objective of the recommendation process is to produce an ordered sequence of
resources relevant to the learner. As illustrated in Fig. 2, the competency model we use
has a graph structure. Due to the high complexity of graph exploration, and according to
the interactions with the project teachers, we chose to treat KSCs and resources in two
separate phases, in order to facilitate the configuration and explainability of our system.
More precisely, our process is composed of 3 main phases.

The Selection phase chooses which KSC of the framework the learner needs to
work on, according to her competency profile and the objectives that have been defined.
During this phase, tags are placed on each selected node to indicate why it should be
worked on, for the purpose of explaining the recommendation. The Ordering phase sorts
the selected nodes so that the learner works on the most important ones first. Finally,
the Resource phase consists in retrieving the resources (e.g., exercises, courses) to be
recommended to the learner for each of the selected nodes. These three phases are applied
independently for each objective formulated by the teacher or the student.
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The KSC Selection phase consists of three steps. First, the algorithm follows
the composition relations (i.e., hasKnowledge, hasSkill, isComposedOf) to extract the
sub-components (KSC) of the objective. Then, if needed (like with the Pre-requisite
intention), transversal relations are followed (e.g., requires/isRequiredBy, isLeverOfUn-
derstandingOf/isUnderstoodBy or isComplexificationOf/isComplexifiedBy). Finally, we
process the KSC resulting from the last step: for each node, the algorithm selects the
node if it validates some condition(s) of the selection rule (e.g., is the node mastered,
partially mastered, or not mastered). During the selection phase, a priority is also applied
to each node. It is calculated based on the priority of the parent node, the relationship(s)
that was/were followed, the node’s depth relative to the goal node, and the selection
rule applied. The priority is calculated using the formula (1). We defined two functions:
f_hierarchical calculates a value from the path taken by the algorithm from the objective
node to the current node, and f~_node calculates a value from mastery values associated
to the current node. The parameter o allows to balance these 2 functions.

Prioritynede = (1 — &) X fhierarchical(ode) + o X froge(node) (D

The priority associated to each selected node is used during the Ordering phase to
sort the nodes. This phase consists in regrouping the multiple selections of nodes and
ordering them using the priorities.

Finally, using the ordered list of KSCs, the Resource phase retrieves the resources
associated with these nodes in three steps: (1) R.Selection retrieves the set of resources
related to the selected nodes by following the relationships hasLearning and hasTraining
between a Knowledge/Skill and a resource; (2) R.Ordering sorts the selected resources
to provide, for example, courses before exercises; (3) R.Restriction removes, if needed,
some of the selected resources to conform with time or number constraints.

5 Experiment in Shell Programming

The experiment presented here aims at evaluating the ComPer strategy in a first real
learning context: computer learning in higher education.

5.1 Experimental Settings

The experiment we conducted to evaluate our proposal was based on the Lab4CE plat-
form dedicated to computer education [11]. The competency framework and the asso-
ciated resources were designed by the teacher in charge of the module. It included a
total of 96 nodes (11 Competencies, 24 Knowledge, 19 Skills and 42 resources) linked
together by a total of 193 relations.

The experiment was conducted in five phases: (i) lecture; (ii) practical work session;
(iii) competency profiles update by manual evaluation; (iv) generation of a recommen-
dation for each learner according to the objectives of the week, defined by the teacher
in charge of the module; (v) use of the recommendation by the learner. The recom-
mendations consisted of a set of resources including lectures and exercises. The lecture
resources were extracts from one or two slides of the lecture. The exercises were mod-
els created by the teacher in charge of the module on the ASKER platform [12]. The
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instructional strategy was a combination between lecture and the ComPer strategy. The
experiment took place during 6 weeks with 180 students enrolled in a first-year com-
puter science degree, in the context of a Shell programming learning module involving
6 teachers.

Each week was organized as follows: first, the teacher in charge of the module gave a
lecture. Then, a distance learning session with one of the six teachers of the module was
carried out with a series of exercises to complete. The Lab4CE platform was accessible
online at any time, and the students could continue their work throughout the week. On
Friday evening, the logs of the platform were extracted in order to update the competence
profiles of each learner. The automatic update from the logs was not yet operational, so
it had to be done manually by two teachers for all the learners for each concept involved
in the exercises. On Sunday evening, the recommendation process implementing the
ComPer strategy allowed to generate all the recommendations according to the objectives
provided by the teacher in charge of the module. Each recommendation consisted of an
ordered list of a variable number of resources. So, learners could, starting on Monday
of the next week, visit the recommended resources or not.

Finally, concerning the settings of the ComPer strategy, at the request of the teacher in
charge of the module, the selection procedure corresponding to the Discovery intention
has been deactivated and the resources have been ordered by giving priority to courses
over exercises.

5.2 Collected Data

During this experimentation, we collected the learners’ logs on the Lab4CE platform
when they performed the practical work. We also collected the generation logs of each
recommendation. By means of a non-standardized questionnaire, we then asked the 6
teachers of the learning module to provide their recommendations, which will be labeled
as baseline recommendations, for two learner profiles and two objectives, in order to
compare them with the algorithm’s recommendations. Also, we asked them to evaluate
the recommendations provided by our system for two others profiles and two objectives
using a 5-value Likert scale.

5.3 Analysis Performed on the Collected Data

To evaluate our process, we used the framework by [13]. It includes three categories of
criteria to assess a recommendation system in TEL: technical, educational, and social
network. Let us note that, since no social data are available in the context of the ComPer
project, our evaluation does not address the social category. The framework suggests
three technical criteria: (i) accuracy measures how close a set of predicted ranking of
items for a user differs from the expert’s true ranking of items; (ii) coverage measures the
proportion of recommended items among all possible items; (iii) performance observes
if a recommendation is provided in a reasonable time frame. The educational category
includes four main criteria: (i) effectiveness is a sign of the total amount of completed,
visited, or studied resources during a learning phase; (ii) efficiency indicates the time
that learners needed to reach their learning goals; (iii) satisfaction reflects the individual
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satisfaction of the learners with the given recommendations; (iv) dropout rate mirrors
the numbers of learners that dropout during the learning phase.

Table 1. Evaluation criteria and metrics of the recommendation process

Criterion Metrics

Technical criteria | Accuracy [14] | — Recall(r) indicates the proportion of the
k-recommended items (k = 4 here) that are relevant to
a user (i.e., correctly recommended items), to all items
relevant to a user

— Precision(p) indicates the proportion of the
k-recommended items that are relevant to a user

— Fl-score (F1) calculates the harmonic mean of r and p

— nDCG is a ranking quality metric that calculates
usefulness scores (gains) of items based on their
relevance and position in a list of k-recommended
items

— Recommendation qualitative analysis

Coverage — Percentage of recommended nodes and resources
Performance |- Time to generate the recommendation (median, Q1,
Q3)
Educational criteria | Effectiveness | — Mean percentage of recommended items that have

been accessed

Efficiency — Compares the level of proficiency of users who
accessed the recommended items versus users who did
not access the recommended items

Satisfaction |- Quantitative analysis of a questionnaire delivered to
the students

Dropout rate | — Percentage of users who never accessed the
recommended items

— Percentage of users who accessed the recommended
items after week 1, and who did not access them after
week 2 and 3

To measure the accuracy of the recommendation process, we first performed a man-
ual clustering of the recommendations of weeks 2 and 3, and selected 4 representative
learner profiles per week; we chose weeks 2 and 3 because they were located in the mid-
dle of the experiment and allowed to evaluate the post-starting accuracy. For the analysis
of data collected over the teacher questionnaire, we relied on the metrics detailed in
Table 1, to compare the expert recommendations with those of our algorithm. In addi-
tion, we computed the average of the teachers’ evaluations regarding the quality of the
recommendations generated by our system. Finally, we performed a qualitative analysis
by representing the recommendation of our process and of the experts in the competency
framework to see how close recommendations are, and compared the results between
algorithm/expert and expert/expert. Regarding the educational criteria, we relied on the



Design and Evaluation of a Competency-Based Recommendation Process 157

logs of the learners’ learning activities, the recommendation logs and a questionnaire
delivered to learners after the experiment.

6 Results and Discussion

In this section, we present the results of the experimental data. We detail and discuss the
results obtained for each of the criteria of Table 1.

Table 2. Accuracy metrics of our recommendation system for week 2 and 3

Algorithm/expert Expert/expert

Week 2 Week 3 Week 2 Week 3

Mean |Median |Mean |Median |Mean |Median |Mean | Median
p@4 0.65 0.75 0.54 0.50 0.54 0.50 0.44 0.50
r@4 0.65 0.75 0.54 0.50 0.54 0.50 0.44 0.50
fl@4 0.65 0.75 0.54 0.50 0.54 0.50 0.44 0.50
NDCG@4 | 0.60 0.54 0.52 0.50 0.61 0.61 0.52 0.50

Results in Table 2 show that our system is able to select KSCs a little better than
teachers. However, the teachers agree more with each other about the order of these
KSCs than our system does with them.

Concerning the evaluation of the relevancy of the recommendations by the teachers,
the average score for the two weeks was 3.24/5 with 3.83 for week 2 and 2.66 for week
3. Furthermore, a qualitative analysis using a representation of the process recommen-
dations and the experts’ recommendations showed that the selected nodes were close to
each other. However, the order in which they were selected was quite different between
our process and the experts and between the experts.

For the coverage metrics, as shown in Fig. 3, our process has during the first two
weeks recommended few nodes to work on (average coverage of 14% for the first and
13% for the second). While in weeks 3 and 4, the average coverage slightly increases
(respectively 19% and 15%). In our case, the lower the coverage value the better because
that means that the recommendation process can select the better resources that will help
the student to improve. This low value shows that our system is able to choose some
items for the learner among a number of items. Concerning the performance of our
algorithm, we notice that the more the experiment is in progress, the lower the average
time of recommendation is. We can see, for example, that the median recommendation
times for weeks 1 and 2 are quite high (9 s and 5 s respectively) compared to those
of weeks 3 and 4 (0.06 s and 0.01 s respectively). Indeed, after further investigations,
we noticed that the part of our algorithm responsible for tracking its own behavior (for
analysis purposes) prevented the recommendation tasks to be executed correctly.

The platforms on which activities were hosted did not allow us to obtain precise
interaction data, so we were not able to calculate the educational criteria except for



158 L. Sablayrolles et al.

satisfaction using a questionnaire. For that questionnaire provided to learners, a total of
137 responses were recorded of which 99 were complete. The major positive point of
learners about the recommendations was the relevance of having course and exercises
in the same place. However, there were mixed opinions on the number of resources and
the relevance of the recommendations, which does not allow us to identify a general
trend. On the whole, the recommendation system has been consulted but its usefulness
and usability have not been perceived by all students. With regard to the satisfaction
of the learners about recommendations, the feedback is mixed. Further experiments are
needed to determine whether the feedback is due to the recommendations themselves,
or to their incorporation into the platform.

The evaluations of the technical criteria show that our process recommends items as
relevant as the experts. However, each teacher orders the selected KSCs according to her
expertise. This problem with the ordering may explain the average scores of the experts
regarding our recommendations. Other qualitative studies based on questionnaires and
interviews have to be conducted to identify which strategies are used by teachers to order
the nodes delivered to learners.

The results also show that our algorithm is able to provide a recommendation in
an acceptable time frame for a user. The more information the algorithm has about the
learner’s mastery of the KSCs, the shorter the generation time.
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Fig. 3. Repartition of nodes coverage by week

Regarding the results of the KSC coverage, the peak at the low values can be explained
by the fact that the rules concerning the discovering intention have been deactivated, or
that the learners have already mastered the nodes attached to the objectives. Thus, not
having been able to recommend resources to assess the learner’s mastery, the coverage
was low. The coverage results obtained are however to be nuanced as they strongly
depend on the number of objectives of the week, as well as on the number of descendants
of each of these objectives. This number of descendants increases over the weeks (20, 11,
22, 47) because the objectives to be worked on have more pre-requisites. In general, the
coverage is around 25% of the nodes. This might be due to the fact that this framework
is not deep and has not many nodes.

To summarize, the results show that (i) the items selected by our system from the set
of possible items were relevant according to the experts (validating hypothesis h3); (ii)
our system provided recommendations in a reasonable time; (iii) the recommendations
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were consulted by the learners but lacked usability. So, we were able to propose a
contribution that generate recommendations for learners based on their competency
profile and objectives using a 3-phases process (validating hypothesis h2). To reflect
pedagogical practices, our recommendation process relies on a pedagogical strategy
that can be set up by a teacher as it was done during the experimentation we conducted
(validating hypothesis h1).

7 Conclusion and Future Works

In this paper, we designed, experimented and evaluated a competency-based recommen-
dation system. In particular, we (i) defined intentions to modulate the personalization
according to the needs of the learner; (ii) conceived a strategy that uses the structure of
the competency framework to recommend activities based on the learner’s profile and
teacher’s specific requirements; (iii) designed a recommendation process in three phases
that applies the pedagogical strategy. The results show that (i) our recommendation pro-
cess and the ComPer strategy recommend items relevant according to the experts; (ii) the
recommendation is done in a reasonable amount of time; (iii) the recommendations were
consulted by the learners. However, our study is limited by the fact that some educational
criteria could not be obtained as well as by the presence of a unique experimental field,
which does not allow us to support, generalize or contradict the results obtained.

For the next part of our work, we want to continue to evaluate our ComPer strategy
and the recommendation process with different disciplines and educational levels, with
more complex competency frameworks. Precisely, we will study how to improve the
way recommendations are provided to learners by conducting new experiments that will
confirm or not the results and conclusions obtained. We will also investigate how to
facilitate configuration of the strategy. Indeed, we plan to make the ComPer strategy
customizable by teachers using a dedicated user interface.

To do so, we believe that the ontological structure of the competency framework
and the design of the recommendation process in the form of rules will make it possible
to provide explanations on the recommendations made to both teachers and learners.
These explanations are expected to allow teachers to understand how the parameters
of the strategy act within the recommender system, so thus to allow them to adapt the
strategy to their exact needs.

Acknowledgement. The work presented in this article was funded by the ANR within the ComPer
project ANR-18-CE38-0012.
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Abstract. The increasing development of e-learning systems has raised the neces-
sity to apply recommender systems with the aim of guiding learners through the
various courses, activities, etc. at their disposal. The learner-oriented approaches
allow the recommendations to fit the user’s needs as precisely as possible. Nev-
ertheless, due to the multiplicity of possible educational situations and individual
particularities, offering adaptive recommendations and diversity is still a major
challenge. In order to improve this aspect and provide the learner with recom-
mendations appropriate to both their current specific needs and general profile,
we focus on an hybrid system whose knowledge will be augmented through the
learner’s activity and results. This system will base its analyses and future recom-
mendations according to the evolving student’s profile and behaviour during the
task. For that purpose, a first step is to categorize the on-task student’s behaviour.
This paper focuses on this problem and proposes a model, provided by educational
sciences, on which the recognition process could be based.

Keywords: Learner behaviour model - E-learning - Supervised classification -
Recommender systems

1 Introduction

In recommender systems (RS), two important components need to be considered: the
users and the items. The main challenge is to recommend a short selection of appropriate
items (i.e. items that fit the user’s needs or interests) to a given user, in order to help
them to choose from a wide variety of items. In e-learning, the recommendation is mostly
based on the content of the items and the collected data that describes the online user’s
behaviour. Providing the learner with appropriate learning recommendations is a major
challenge, since each learner has specific needs and way of learning, depending on their
own interests and cognitive involvement, and the learning situation.

In order to provide personalized recommendations taking into account the evolution
of the on-task learner’s behaviour, we propose in this paper a learner model relying
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on educational sciences and aiming at describing the cognitive strategies of a learner
during a problem-solving activity. This learner model is part of a RS architecture that
we detailed in [1]. The learner model presented in this study has been chosen for its
genericity: it is expected that it can be trained and used for any problem-based learning
[2] in practicum-centered situations (i.e. practical exercises, projects) [3]. Each situation
is described as a series of tasks through the guidelines provided to the students, a work
environment with the suitable software so that the students can perform the task and
possibly collaborate, a set of resources (e.g. numerical documents, work files produced
by the students), success criteria for each task, an available support through a LMS
comprising aids, resources, tips, components for a solution, course supplements, etc.

This paper focuses on the student’s current behaviour classification and is organized
as follows: related works on recommendation approaches and e-learning RS is given in
Sect. 2; after having described the cognitive model on which the proposed solution is
based and the overall functioning of this solution, Sect. 3 show the first results that we
obtained; Sect. 4 outlines conclusions of this study.

2 Related Works

E-commerce RS are mostly based on matrix factorization [4]. A matrix of n users and m
items is used to represent the data on which the calculations will be done, each matrix cell
corresponding to the rating given to item i by the user u. Collaborative and content-based
filtering are widely used methods because they are both efficient and easy to implement,
but the knowledge based filtering and hybrid approaches can also be employed. The
education RS are based on the same filtering methods in a variety of approaches, from
matrix factorization (e.g. [5, 6]) to complex classification methods, such as fuzzy-tree
[7]1, convolutional neural networks [8], neuro-fuzzy technics [9, 10], etc. In some works,
deep attention has been paid to allow the teacher to implement their own rules [9]. When
used, the learner model is mostly based on their knowledge background [9], learning
objectives, past activities [11], learning style [12], knowledge level, and sometimes
several of them [7, 9, 13]. These models can be categorized as follows: the models based
on the student’s learning trajectory and those based on their educational needs.

However, so far, it appears that none of the existing e-learning RS make recom-
mendations based on both aspects. Moreover, using the methods of e-commerce RS
in the education area raises the question of pedagogical efficiency and some ethical
issues. Similarly, the selection of the learner model and the choice of basing (or not) the
recommendations on a teaching model are crucial stakes that require careful attention.
In accordance with the proposals that we have made in previous researches [14] that
explored the ethical and epistemological issues of e-learning recommender systems, the
learner model presented in this paper is provided by the educative sciences. It has to
fulfill two requirements [1]:

1. The classification of students must be meaningful.
2. It must be pedagogically useful and relevant.
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3 Proposed Solution

3.1 Description of the student’s Behaviour: The Mode of Reasoning
and the Degree of Activity

When a learner is working on a pedagogic task, they can be more or less confident,
proactive, hesitating, etc. and the teacher generally takes into account the signs of ease
when they want to help and guide them: they recommend to read a document, see
another similar task, etc. depending on the student’s needs, that is, how much they feel
comfortable with the issues to be addressed during the task. However, although it is
well documented that the learners’ emotions when completing a task have a significant
impact on their performances and stance (i.e. perseverance, dropping out) [15, 16], we
can hardly automatically determine how they feel during the task: one’s feelings are
internal thus very difficult to assess for an outside observer.

In some papers, the emotion recognition is operated through various technical or
technological devices (e.g. computer vision [17, 18]), smart cushion [19], voice recog-
nition [20]) but, since we want our system able to work with reduced hardware costs,
we chose to base our system on a learner model that describes their behaviour — thus on
an observable learner activity — and that comes from the educational sciences.

In the problem-solving activities, learners alternate between two main modes of
reasoning, which are exploration and exploitation.

Exploration: This strategy aims at experimenting with new alternatives or at acting on
the environment in order to generate new stimuli [21]. In our experiments, we expect
that the learners undertake manipulative actions on tools, environment, available objects,
etc., trying and testing different combinations.

Exploitation: This strategy consists in the use of existing knowledge (declarative, pro-
cedural) in a given situation. It aims to use it in order to build hypotheses, ideas, and
strategies to suit the problem-situation they meet, then get involved in a reality-check. In
our experiments, we expect that the learners test their hypotheses/approaches (e.g. their
specifications) so that they can validate them or not.

The relationship between the exploitation of old certainties and the exploration of
new possibilities is a central concern of studies in adaptive processes [21]. Sometimes
learners have to take time to exploit existing knowledge, but they also may have to
explore the situation in different ways in order to handle and test the various means at
their disposal, so that they can develop new knowledge then raise new solutions [22].

There are two main advantages coming from this model. First, although there can be
ambiguous situations difficult to categorize, there are easily observable practice patterns
that allow a good class definition for machine learning. Moreover, these behaviours,
although objectively observable, can be an expression of the students’ ease during the
task. For example, whether a learner continues to use the exploitation problem-solving
strategy while facing difficulties that they fail to overcome, one possible explanation
might be that they lack confidence in exploring new insights, new ways of using the
available tools, etc. On the contrary, a learner who would keep trying to explore without
success could lack both theoretical and practical knowledge about the environment or
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the tools. In the former situation, the learner could be encouraged to perform easy tasks
in order to build confidence, while in the latter, they could be advised to strengthen
the knowledge and skills necessary to complete the task in order to build appropriate
hypotheses. In this way, appropriate recommendations can be made to the student, based
on the history of their modes of reasoning during the current task, combined with two
other information: the amount of time they stay in the same mode and the degree of
difficulty encountered. The latter is calculated through a questionnaire.

3.2 Learning Steps

Our system requires two intertwined learning steps: the former to determine the classi-
fication rules of the student’s current reasoning mode, the latter to define the function
used to identify their current activity level given their reasoning mode. We composed
six indicators, which have been selected because they fulfil three requirements:

1. They can be obtained by aggregating data describing the mouse and keyboard actions
of the student

2. They have to participate to describe both the student’s current reasoning mode and
activity degree

3. They have to be generic (independent to the task), because the final recommender
system is expected to work for any problem-solving task.

In our proposal, the student’s behaviour is decribed by a 7-dimensional vector:

Frequency of Document Shift: This indicator shows whether the student regularly shifts
back and forth across the available pedagogical and work documents. It is the average
of the number of times the student has launched or clicked on another document than
the active one in five minutes.

Frequency of the Work Verification: This indicator shows whether the student regularly
checks the validity of their work. In the case of a programming task, it is calculated by
dividing the number of times the student has launched the compilation operation by the
number of complete structures in their program. This is an optional indicator, since not
all software programs can offer such a functionality.

Rate of Activity: This indicator assesses whether the student intensively uses the key-
board and the mouse (e.g. clicking, rolling the mouse wheel, using the scrollbar), in
comparison with the average students’ rate of activity (number of actions per minute).

Rate of Writing: It indicates how much the student writes, on average, in comparison
with the average students’ rate of writing (number of written character per minute).

Frequency of Erasure: This assesses the student’s certainty about what they write. It is
defined as the number of times the student presses an erase-key per minute.
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Rate of the Working Document Elasticity: This information is described by two indica-
tors. The frequency of erasure is insufficient to evaluate adequately the student’s pro-
duction progress. Indeed, when we detect that they have pressed an erase-key, we do not
know whether they have erased only one character or a bigger selected extract of the text.
This indicator reflects the degree of variability of the size of the working document S;.
S; is measured at regular time intervals (30 s). The indicators are calculated as follows,
based on the average size of a document and its standard deviation:
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3.3 Classification and Evaluation

Data collection ranges from the acquisition, at runtime, of the different sources of traces
(collection per student’s workstation) to the gathering of these traces into an object-model
that can further be exploited (queries, mining). At the end of that process, described in
[23], in average 500 macro-interactions per student were collected. We obtained the
archives of 60 students’ actions. In order to classify them, we labelled manually these
data, by watching the 60 students working on a programing task.

Several classification strategies have been investigated in our work. Since the stu-
dent’s activity depends on their current problem-solving strategy, we considered the cas-
cade hybridization method, which performs the problem-solving strategy classification
followed by a regression of the activity.

Concerning the classification step, due to the specificities of our data sample (i.e.
small, based on surveys carried out by human observers), only classification methods
that can be applied on small samples and robust to noisy measurements may be used.
For the first step, which consists in classifying the data into two classes (i.e. exploita-
tion and exploration), three different classification methods were therefore considered:
Random Forrest (RF), Naive Bayes (NB), KNeighbors (KNN). Indeed, KNN is mostly
used for small samples with few explanatory variables, since the algorithm speed slows
as the number of observations increases and the results are less accurate with many
characteristics. NB does not require huge amount of data neither, and is not sensitive
to irrelevant characteristics. Although it is efficient on large dataset, RF can also deal
with little ones. Moreover, it reduces overfitting, which is particularly harmful for noisy
datasets. We used 75% of the original dataset to train the model and 25% to test it. Due
to the scattered data distribution, we used KNN with k = 2, 3, 4, 5. We calculated the
error rate, which computes how much items are wrongly classified among the testing
data set, and the f1-score for each classification. The results are reported in Fig. 1 and
show that the classification is better when k = 3. Basically, the f1-score is the harmonic
mean between precision and recall [24, 25], which are respectively how many of a class
is found over the whole number of elements of this class and how many are correctly
classified among that class:

number of correctly recommended items
Recall = . — (3)
number of interesting items
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Fig. 1. Evaluation of k-NN classification withk =2, 3,4, 5

We compared the results by using those three classification methods, that is 3-NN,
RF, NB. As Fig. 2 shows, results are better with 3-NN, although they look quite satisfying
in RF and NB, with a quite little error rate. In order to confirm these observations, we
used SHAP, which is a game theoretic approach to explain the output of any machine
learning model. It connects optimal credit allocation with local explanations using the
classic Shapley values from game theory and their related extensions [26].

1
— — ——0 =@ f1-score (class 1)
0.5 «=@==crror rate
e —0
® fl-score (class 2)
0

3NN RF NB Classification method

Fig. 2. Evaluation of 3-NN, RF, and NB classifications

The results obtained using SHAP shed new light on these first results. Figure 3 shows
that the characteristics used to classify data are not really decisive for 3-NN, whereas the
distinction of classes based on the same characteristics seem relevant for RF (Fig. 4).
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The classification provided by NB does not appear to be very conclusive (Fig. 5),
since the characteristics seem not discriminating, except for a very reduced number of
individuals. All these results lead us to think that our model is quite promising, especially
using 3-NN and RF, but has to be enhanced, notably through improvements to the dataset,
in particular by increasing the number of observations, and testing classifications using
multiple versions of our existing characteristics. Indeed, we can use some descriptors
that, although repetitive, will describe data from different perspectives. Then, an impor-
tant task will be to select the most appropriate information. For example, in these first
tests, the calculation of the working document elasticity is based on the number of lines
of the work document. Yet, this information can be expressed in bytes, number of words,
number of lines, number of meaningful blocks (e.g. in the context of a programming
task, in could be a variable declaration, a condition block, a function). Although we
have the intuition that the number of meaningful blocks would be more significant, we
have to ensure our hypothesis through some data feature selection methods. Similarly,
the student’s activity can be expressed in either an atomic (e.g. clicks, rolling, writing
a character) or a larger level with meaningful actions (e.g. document shift, move in the
document, sequence writing).

4 Conclusion and Perspectives

In this article, we proposed an approach to recognize a learner’s behaviour during a task.
It is based on a student model that comes from the educational sciences. In relation with
this model, we presented the characteristics used to describe and classify the learner’s
behaviour and applied three different classification methods (K-NN, Random Forest,
Naive Bayes) to examine whether the chosen model and characteristics can provide
a sound foundation for classifying the students’ behaviours and recognize them. The
results are quite encouraging, but the datasets are still very small and other tests have to
be performed with larger ones. Thus the next step is to collect vast amounts of data.

For that purpose, an automatic labelling tool appears to be necessary, since manual
categorization is extremely time-consuming. Our idea is to ask the learners to answer,
each 15 min, alittle questionnaire of five questions. The automatic labelling will be based
on their replies. In this way, once we have collected enough data, we will be able to select
the most appropriate classification method and the definitive characteristics. Indeed,
combined with our process of automatic collection and fusion of traces, this labelling
tool will contribute to feed our recommender system with rich and numerous traces of
students. By processing the keyboard and mouse actions of the students, features of their
professional gestures, indicators on the content of the files that they have produced or
modified, etc., we think that we can aim for a classification, then a RS intelligible for the
teacher and their students. The coming months will allow us to confirm these ambitions
and first results, firstly for programming task. Then we will extend our range by applying
these methods for students of others educational fields involved in problem-solving
situations and working on specific software.
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Abstract. Multiple approaches have been proposed for the automated classifica-
tion of argumentative components. However, few studies have focused on argu-
mentation in students’ essays and how automated classification can support the
development of automated writing evaluation (AWE) systems in intelligent tutor-
ing systems. In this study, linguistics features (related to positionality, seman-
tic similarity, part-of-speech tags, named entity, and syntactic dependency) were
obtained from 314 essays written by first-year college students. These features
were used to build an algorithm to classify 2264 argumentative components found
in the essays into four categories (final claim, primary claim, data, and other).
Results indicated a Random Forest model (using five repeats of 10-fold cross-
validation) achieved an overall F1-score of 0.78 in the classification and that the
positionality, semantic similarity, and syntactic dependency features played the
most critical roles. The algorithm can help inform the development of AWE algo-
rithms to drive feedback on argumentative essays and help developing writers
improve their argumentation.

Keywords: Argumentative writing - Students’ essays - Argumentative
component classification - Natural language processing

1 Introduction

Writing argumentatively is a complex but critical task to successful aca-
demic/argumentative writing. The teaching and learning of argumentative writing are
one of the most significant challenges many teachers and students face [9]. In the field
of argument mining, many researchers have explored the possibility of automatically
identifying and classifying argumentative components (e.g., major claim, claim, and
premise) in various areas such as legal decision support [17, 20], information retrieval
[7, 8] and debating [2].

However, there has been less research on automated argument components classifi-
cation in educational setting [e.g., 11, 23, 24]. Currently, few writing evaluation systems
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provide student writers feedback about the overall structure and the use of argumenta-
tive components in argumentative essays. Automated argument classification algorithms
could be incorporated into writing support/tutor systems such as Writing-Pal [e.g., 15],
which could help students improve their writing skills by providing guidance, strategy
instruction, and feedback on the use of argumentation.

This study presents a content-based method to automatically classify argumenta-
tive components in students’ essays using linguistics features related to the position
of arguments within an essay, number of named entities, length of arguments, seman-
tic similarity, part-of-speech tags, and syntactic dependencies. The following research
questions guided this study:

1. What are linguistic features predictive of the argumentative components (i.e., final
claim, primary claim, data, and other non-annotated texts) in students’ argumentative
essays?

2. What are the implications for generating automated feedback in students’ argumen-
tative writing?

2 Background

2.1 Argument Annotation

Work to annotate argumentation in educational setting has focused on classification
schemes. For instance, Stab and Gurevych [23, 24] argument scheme contains three
categories: claims, major claims, and premises where a major claim is the central com-
ponent of an argument supported by several claims. The claims indicate the author’s
opinions about a specific topic, and the premises correspond to the reasons provided
by the author to persuade readers of the claims. Other schemes are generally based on
a modified Toulmin’s model [26] that reflect the common use of argumentative com-
ponents in students’ essays [18, 22, 25]. For instance, Nussbaum and Kardash’s [18]
argument scheme categorized argumentative components in students’ writing into five
classes: final claim (the main idea or conclusion on the topic being discussed), primary
claim (several reasons the author claims to support the final claim), counterclaim (the
potential opposing opinions to the final claim), rebuttal (a claim that the author uses to
refute the counterclaims), and supporting reason or example (reasons or examples the
author provides to back up the final or primary claims). Similarly, Qin and Karabacak
[22] and Stapleton and Wu [25] adopted a scheme that comprised six argumentative
components: claim, data, counterargument clam, counterargument data, rebuttal claim,
and rebuttal data.

However, only Stab and Gurevych [23, 24] released publicly available datasets to
support their argumentation scheme. Yet the annotation scheme they used does not
best represent the sophistication of structures in advanced learners’ essays as found
in Toulmin-based models. While more sophisticated schemes [18] are able to capture
structural features in students’ writing, the writing samples associated with the schemes
are either small or not publicly accessible, limiting their use in developing and testing
models of argument classification that could be included in automated systems.
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2.2 Classification of Argumentative Components

Once corpora are available, models that classify argumentative components (i.e., auto-
matically labeling each argumentative component based on an argument scheme) can
be developed. A range of linguistic features has been used in classification models of
argumentative components. These include the location of argumentative components in
the text (i.e., at the beginning, middle, or end of an essay), part-of-speech (POS) tags,
lexical features (e.g., frequent unigrams, bigrams, and trigrams), and syntactic features
including syntactic dependency (i.e., the relations between two words in a sentence) [see,
e.g., 1,2,16,19, 20, 23, 24]. In addition, studies have examined the contribution of dis-
course indicators (e.g., on the contrary, otherwise, however, for example, in conclusion)
in the classification of argumentative components [e.g., 4, 24].

Regarding classification performance, previous studies showed overall F1-scores
ranging from 0.35 to 0.83 in classifying multiple argumentative components such as
major claims, claims, and premises [e.g., 1, 2, 7, 17, 20, 23, 24]. Previous studies also
reported that n-gram, syntactic, discourse indicator, and POS features made the strongest
contributions to classification results [2, 16]. However, the accuracy results are not
always comparable because previous studies have adopted various annotation schemes
and operationalized feature sets differently.

3 Method

3.1 Data

The corpus we used for this study comprises 314 argumentative essays written by under-
graduate students at a public university in the United States. The student authors were
native speakers of English. Two prompts from retired test banks of the Scholastic Assess-
ment Test (SAT) were used (see supplementary online information for details'). The first
prompt was about originality and uniqueness, while the other was about heroes versus
celebrities. The average length of these essays was 354 words (SD = 118.2), with an aver-
age type-token ratio of 0.52 (SD = 0.07). In average, these essays contain 21 sentences
(SD = 7.42) and 4 paragraphs (SD = 1.38).

3.2 Anneotation

Normed human raters structurally annotated the essays for argumentative components.
We adopted a modified Toulmin’s argument model that contains four categories of
argumentative components: final claim, primary claim, counterclaim, rebuttal, data,
and other, as introduced in [18, 22, 25]. Specifically, the introductory/opening and the
conclusion parts were categorized as in the other category. The definitions of these
elements are presented in Table 1.

1 https://github.com/wanqian0202/ITS-2022-Automated-Classification-of-Argumentative-Com
ponents-in-Students-Essays.
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Table 1. Definitions and Examples of Argumentative components

Component Definition

Final Claim An opinion or conclusion on the main question

Primary Claim A claim that supports the final claim

Counterclaim A claim that refutes another claim or gives an opposing reason to the
final claim

Rebuttal A claim that refutes a counterclaim

Data Ideas or examples that support primary claims, counterclaims, or
rebuttals

Other Any text that doesn’t fall into any of the above categories, including
introductory sentences and conclusions

Two annotators coded the essays on the web-based text annotation platform TagTog?.
The two annotators were native English-speaking undergraduate students majoring in
applied linguistics at a public university in the United States. Before annotation, a norm-
ing session was held to help the annotators achieve consistency in annotations. During
the norming process, the annotators were given sample argumentative essays (N = 36)
from another corpus to annotate, and they discussed the categories of instances until an
agreement was reached. Once normed, the two annotators worked independently and
coded the 314 essays in the opposite order to avoid recency effects. During the anno-
tating process, the two annotators coded the 314 essays independently for argument
categories. In case of disagreement, a third expert annotator adjudicated the classifica-
tion by comparing the annotations from both annotators and deciding on the boundary
and category of the argumentative component. Inter-rater reliability calculated using
Fleiss’s [6] Kappa for all the annotations was 0.58 (p < 0.001), indicating fair to a good
agreement.

Since the instances of counterclaims (N = 19 or less than 1% of the data) and rebuttals
(N = 20 or less than 1% of the data) were rare in the current corpus, we merged the
categories into the category of primary claim. Thus, the categories for the remaining
argumentative components were final claim, primary claim, data, and other. Table 2
shows the class distribution among the 2264 argumentative components and each class’s
proportion in the corpus. The corpus and all annotations are available at https://github.
com/scrosseye/Claim_Identification_Corpus.

2 https://www.tagtog.net
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Table 2. Number and Percentage of Different Argumentative Components

Argumentative Component Count Percentage
Final Claim 315 14%
Primary Claim 591 26%
Data 774 34%
Other 584 26%
Total 2264 100%

3.3 Selected Text Features for Classification

Baseline Feature (Positionality). In the current study, we used positionality features
as the baseline for model comparisons because it is a widely adopted basic feature
from previous studies [e.g., 20, 24]. Additionally, we found that there were significant
differences in their positionality in the paragraphs and the essays among different types
of argumentative components. Therefore, there is a tendency that the organization of
argumentative components would follow certain positional patterns.

Two types of normalized positional features for each argumentative component were
calculated: the normalized position of the argumentative component in the essay and
the normalized location of an argumentative component in the paragraph in which it
appeared. These were computed as the ratio of the component position in the para-
graph/essay (measured by the number of characters) to the total number of characters of
the paragraph/essay.

Named Entity Feature. We used the spaCy package [10] to calculate the number of
named entities in each argumentative component as the named entity feature. These
named entities included persons, places, and organizations. We presume that data would
contain more and specific types of named entities than other types of argumentative
components, but this feature has not been used in previous studies.

Semantic Similarity Features. Semantic similarity reports the relationship between
text fragments (i.e., to what extent the two fragment differ or have similarities in mean-
ings). To calculate the semantic similarity score, a transformer model can be used to
encode the fragments and obtain their embeddings. Then a similarity metric (e.g., cosine
similarity) can be used to compute the similarity score between fragments. In the current
study, we used the Universal Sentence Encoder? [5] as the encoder to calculate semantic
similarities between the argumentative components.

We specifically calculated the semantic similarity scores between an argumentative
component and (1) its preceding component and (2) its succeeding component. Further,
we calculated (3) the difference between the semantic similarity scores of a compo-
nent and its preceding component and its succeeding component (SScurrent and preceding

3 https://tthub.dev/google/universal-sentence-encoder-large/5
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— SScurrent and succeeding) and the absolute value of the difference (ISScurent and preceding
— SScurrent and succeeding!). To avoid the absence of values in the modeling stage, if an
argumentative component was the first or last component in the essay, we used value O
as placeholders for features (1) and (2). Such an approach has not been used before in
argument classification, but we presume that adjacent arguments can be classified based
on semantic similarity or differences.

Part-of-Speech Features. We calculated the number and percentage of fine-grained
POS tags (N = 45) for each argumentative component using spaCy [10]. The percent-
age of a POS tag was defined as the number of a POS tag found in an argumentative
component divided by the total number of POS tags in the component.

Syntactic Dependency Features. We also used the spaCy package to automatically
label the syntactic dependencies (N = 45) in each argumentative component and calcu-
lated the number of and percentage for each type of dependency relation found within
the components.

Discourse Indicator Features. We merged the lists of discourse indicators reported
in previous studies [4, 12, 24]. The merged list contained nine categories of discourse
relations: sequence, temporal situation, causal relations, similarity relations, contrast
and expectation, clarifying statements, summary, interruptions, and thesis (see supple-
mentary online information for details). We calculated the total number of discourse
indicators from each discourse relation type for each argumentative component in our
corpus. The percentage of indicators was calculated as the number of discourse indicators
divided by the number of words in the argumentative component.

3.4 Experimental Setup

Feature Reduction. To avoid multicollinearity, we conducted correlation analyses
among all the derived features (one versus all). Highly correlated variables (r > 0.699)
were then removed (see supplementary online information for the 35 features and their
descriptions used in final modeling).

Modeling. We used the scikit-learn library [21] to implement the training and test-
ing process. We used random forest, logistic regression, and support vector machines
(SVM) classifiers for each feature set. Five repeats of the 10-fold cross-validation were
implemented to estimate the performance of our machine learning algorithm. We used
the default hyper-parameters provided by the scikit-learn modules. Before developing
the logistic regression and the SVM models, all features were standardized using the
StandardScaler module. We performed data standardization for the logistic regression
and the SVM models, for these classifiers can be sensitive to the range of the data points.
Specifically, we applied a multinomial logistic regression classifier with an L1 penalty
to optimize the models.
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4 Results

4.1 Model Evaluation

Comparing different feature sets, all models with an enhanced feature set outperformed
the baseline feature set (see supplementary online information for details). The results
also indicate that the random forest models generally outperformed the other models,
regardless of the used feature sets. Results of two-sample t-tests of accuracy extracted
from all random forest models showed that adding in named entity, semantic similarity,
part-of-speech, and syntactic dependency features led to significant improvement in
classification performance (see supplementary online information for details).

We used Fl-score to measure the performance of models with different feature
sets. The best model used a random forest classifier with the positionality, named entity,
semantic similarity, POS, syntactic dependency feature set, reaching an overall weighted
F1-score of 0.78 (see Table 3 and 4 for the overall and by-class model performance).
Table 5 presents a confusion matrix for the best model. This model performed best in
classifying the non-annotated text, followed data, primary claim, and final claim.

Table 3. Overall Classification Precision, Recall, F1-score

Measures Accuracy | SD Accuracy | Precision | Recall | F-score
Random Forest 0.79 0.03 0.78 0.79 0.78
Logistic Regression 0.75 0.03 0.74 0.75 0.74
Support Vector Machines | 0.76 0.03 0.75 0.76 0.75

Table 4. By-class Classification Precision, Recall, F1-score

Class Precision Recall F1

Final Claim 0.60 0.39 0.48
Primary Claim 0.74 0.80 0.77
Data 0.86 0.87 0.86
Other 0.81 0.88 0.84
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Table 5. Confusion Matrix Retrieved from the Best Model

Predicted
Final claim Primary claim Data Other
Actual Final claim 0.39 0.26 0.07 0.28
Primary claim 0.08 0.8 0.11 0.01
Data 0.01 0.08 0.87 0.04
Other 0.05 0.04 0.04 0.88

Note. The row labels represent the true classes, and the column labels are the predicted classes.
Values are the proportions, and each row sums up to 100%

4.2 Feature Importance

In Table 6, we present the top 10 most important variables and their feature impor-
tance values based on the best model. The feature importance values measured the
relative importance of the features used to fit the model. The values were the mean and
standard deviation of accumulation of the impurity decrease within each tree that was
automatically calculated and reported by scikit-learn according to [3].

Table 6. Feature Importance Values Extracted from the best model

Feature Importance value
Normalized location of the component in the essay 0.20
Semantic similarity difference between a component’s preceding and 0.13

succeeding component

Number of roots (of syntax trees) in the component 0.13

Semantic similarity between a component and its preceding component | 0.10

Semantic similarity between a component and its succeeding component | 0.10

Number of coordinating conjunctions in the component 0.05
Number of adverbial modifiers in the component 0.05
Number of compound modifiers in the component 0.03
Number of named entities in the component 0.03
Number of adverbial clause modifiers in the component 0.02

One-way ANOVA analyses were performed to compare whether there were differ-
ences of the location, the semantic similarity features, the number of roots (of syntax
trees), and the number of named entity among different types of argumentative compo-
nents. Results indicated that there were significant differences in the location, F(3, 2260)
= 142, p < 0.001, the semantic similarity between one component and its preceding
component, F(3, 2260) = 80.66, p < 0.001, the semantic similarity between one com-
ponent and its succeeding component, F(3, 2260) = 77.58, p < 0.001, and the absolute
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value of the semantic similarity difference (between a component’s preceding and suc-
ceeding component), F(3, 2260) = 514.7, p < 0.001. Specifically, final claims usually
precede primary claims in an essay, while data usually occurs later after primary claims.
In terms of semantic similarity, in general, data had higher semantic similarity with its
preceding component than final claims did, while it had lower semantic similarity with
its succeeding component than final claims and primary claims did. It was also found that
final claims had the highest semantic similarity difference between their preceding and
succeeding components, while primary claims and data had lower semantic similarity
differences between their surrounding components.

Significant differences were also found in the number of roots (of syntax trees), which
was a feature highly correlated with word count. Usually, primary claims contained the
least number of roots, followed by final claims, while data contained the greatest number
of roots. Significant differences were also found in the number of named entities, F(3,
2260) = 120.7, p < 0.001, such that data contained the greatest number of named entity
among all types of argumentative components, followed by primary claims.

5 Discussion

5.1 Classification Performance

In this study, we developed an algorithm to automatically classify the types of 2264
argumentative components in students’ essays using various linguistics features. The
purpose of the study was to explore automated argument classification and how it can be
incorporated into writing tutor systems, which could help students improve their writing
skills by providing guidance and feedback in argumentative writing.

Since relatively fewer studies have focused on students’ argumentative essays and
these studies have used different annotation schemes for argumentation, comparing the
accuracy results from this study with the previous research is difficult. However, we can
surmise by the results of the t-tests that adding in the named entity, semantic similarity,
part-of-speech, and syntactic dependency features led to significant improvement in the
classification accuracies. This confirmed that POS and syntactic dependency features
are effective in predicting the classes of argumentative components, which was in line
with previous studies [e.g., 1, 7, 24].

Previous studies [e.g., 1, 13] suggested that semantic similarity outperformed syn-
tactic features in identifying the relationships among argumentative components. Our
results expanded these findings and found that semantic similarity features also per-
formed well in classifying argumentative components. This seems plausible given that
the transitions between different argumentative components sometimes can be implicit
and reflected by semantic information rather than explicit discourse markers, as dis-
cussed in [23]. As has been found in [14], around 26% of the evidence relations in the
Rhetorical Structure Theory Discourse Treebank are based on explicit discourse mark-
ers. Thus, most relations may be the result of semantic distinction and not the product
of explicit discourse markers. Our semantic similarity features were able to identify
that data had higher semantic similarity with its preceding component than final claims
and primary claims did and that data tended to have lower semantic similarity with its
succeeding component. This indicated that dara usually was more adherent to previous
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components than succeeding components in meaning, despite the use of explicit dis-
course markers. It is likely that our approach captured the semanticity of the implicit
transitional expressions and the explicit discourse markers.

This leads to another difference between our results and previous studies, which is
that the discourse indicator features calculated here did not play an important role in the
classification task, while they were important contributors in previous studies [e.g., 1,
23, 24]. However, many factors could lead to the differences reported here. For example,
the genres and topics of the texts, as well as the task and the level of the writers, may
have led to argumentative elements that did not rely strongly on discourse indicators
[e.g., 14].

Our results also indicated that named entity recognition contributed to the argu-
mentative component classification. Specifically, data contained the greatest number
of named entities among all types of argumentative components, while final claims and
primary claims contained the least number of named entities. This seems plausible given
that data was defined to be the ideas or examples that support the claims, and the more
frequent use of named entity might indicate more specific examples and sophisticated
content. Our findings are in contrast to [16], who reported that named entity features
contributed very little in identifying arguments; however, [16] used different methods to
extract the named entities.

5.2 Implications for Generating Feedback for Students’ Argumentative Writing

The models developed in this study will be integrated into a writing tutor system in
order to provide student writers with detailed feedback on their use of argumentative
components. Specifically, our algorithm will be used within the tutor system to predict
argumentation structures (e.g., final claims, primary claims, and data) and highlight
situations where a student may have failed to include clearly stated claims or provide
persuasive evidence to warrant the claims (for example). Based on the models, feedback
will be provided to students to help them revise their writing. For example, if the algo-
rithm detects an absence of a final claim in an essay, feedback will be generated to the
writer that a clear position and substantive arguments are needed.

The models can also identify the linguistic features (e.g., named entity, POS, syn-
tactic dependency, and semantic similarity) used within each argumentative component.
For instance, since we have found that data usually contains more named entities, the
algorithm will suggest to writers to use more specific examples to support the claims
when named entities are lower than expected. The information provided by the models
might also inform the quality of the argumentative essays, as suggested in [11], although
future research is needed here.

What is unique about the models presented here is that they focus specifically on
argumentation, an element of writing that many writing tools provide only cursory
information about or ignore completely. Knowing the importance of argumentation, the
models developed in this paper can provide student writers with increased opportunities
for deliberate practice during the writing process and make strong impacts on writer
development.
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6 Conclusion

In this study, we developed an algorithm to automatically classify the types of argumen-
tative components in students’ essays. We extracted linguistics features related to the
component position, named entity, semantic similarity, part-of-speech, syntactic depen-
dency, and discourse indicators from 314 essays to classify 2264 argumentative compo-
nents of the essays. Our results indicated the Random Forest model achieved an overall
weighted F1-score of 0.78 in the classification.

Our findings confirmed that positionality, part-of-speech, and syntactic features are
important in the classification of argumentative components. Further, the results also
expanded existing research by confirming the use of named entity recognizers and the
semantic similarity features strongly contributed to the classification models. We also
found that implicit information contained in semantic similarity features likely plays a
more critical role than initially expected.

These results and their interpretation should be taken with caution, though. It is
important to note that the corpus used for this study was relatively small and comprised
essays from only two prompts. To obtain classification results of higher reliability, we
plan to test our algorithms on other existing argumentation mining corpora, especially
those containing more topics [e.g., 23, 24], and validate the performance of our classifi-
cation algorithm. Additionally, the algorithms need to be tested on essays from different
writing tasks (narrative writing, expository writing, or research reports) from a wider age
range and grade levels. Overall, however, we think that the results of this study should
help inform the development of writing evaluation algorithms to generate feedback on
argumentative essays and gain a better understanding of the linguistic features related
to argumentative composition. Importantly, these algorithms can be incorporated into
intelligent tutoring systems to provide enhanced feedback to learners.
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Abstract. Speech is a dominant way of communication among humans which
carries both information and emotion of the speaker. A wide variety of appli-
cations can utilize the emotions in the speech for serving humans’ needs more
efficiently. Regarding the classification nature of a voice emotion recognition sys-
tem, using machine learning algorithms is a practical solution. One important step
in designing a machine learning classifier is to choose the appropriate datasets.
There are several well-known and commonly used voice emotion datasets which
are recorded from actors who are usually experts in reflecting their emotion in the
speech. Knowing that the users of an application, for example tutoring systems, are
not necessarily experts in exposing their emotion, we face a question: how much
efficient are the classifiers which are trained with the perfect data in predicting the
emotions from normal and non-experts’ voices? In this study we tried to answer
this question by testing several trained classifiers on a custom speech emotion
dataset, gathered from non-actors’ voices. We also aimed for evaluating the effect
of using this custom dataset in the training phase of the classifiers on their final
accuracies. Our experiments show that although including parts of our custom
data in the training phase of the classifiers leads to lower validation performance
measures, a boost in the test accuracy is obtained. That is classifiers which were
trained with a combination of perfectly recorded datasets and our custom dataset,
had higher performance measures in predicting the emotions from non-actors’
voices.

Keywords: Voice emotion recognition - Machine learning - Brain computer
interface - Affective computing

1 Introduction

Speech is a dominant way of communication among humans which carries both infor-
mation and emotion of the speaker. Computers can benefit from perceiving emotions to
figure out human requirements more robustly. One viable instance of benefitting from
emotions in the voice are tutoring systems. During COVID-19, the significance of having
efficient tutoring systems became more obvious. One of the most important challenges
that a tutoring system faces is customization based on the user’s feedbacks. One way of
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acquiring honest feedback without putting much burden on the users is to extract their
emotion from their voice while the user is interacting with the tutoring system. User’s
recognized emotion in this type of applications can be used in a variety of ways: first
the user’s emotions can be used as accurate feedback about the material learned in each
lesson. Second, the arrangement of the future material or the whole learning path can
get customized based on the emotion that is reflected from the learner’s audio feedback.
Regarding all of these, embedding a voice emotion recognition system in a tutoring
application, leads to more efficiency in perception of the learner’s needs and feedbacks.

In this study we want to answer the question that how much accurate is a voice
emotion classifier which is built by using perfect data in its training phase in recognizing
the emotions from non-actors. Also, we aim to investigate the possibility of improving
a voice emotion classifier’s accuracy by using imperfect data in the classifiers training
phase. In this study, by imperfect data, we are referring to speech from non-actors who
may not be experts in reflecting their true emotion by their voice.

For answering these questions, first we are going to build several voice emotion
classifiers, capable in recognizing 7 emotions in user’s voice. These 7 emotions are
anger, happiness, sadness, fear, disgust, surprise and neutrality. We retrieved this set of
emotions from the discrete emotional model theory presented by [2].

For evaluating the effect of leveraging imperfect data on the accuracy of classifiers
in recognizing non-actors’ emotions, we are going to build classifiers using different
combinations of several well-known perfect speech emotion datasets, with and without
using a custom speech emotion dataset. The properties of this dataset are explained in
detail in Sect. 2.1. After training the classifiers, we are going to report their accuracies
in recognizing the emotion from speech on our imperfect data.

The outline of this paper is as follows: In Sect. 2 we describe our methodology by
introducing the datasets that we have used in this work which are three commonly used
datasets together with our custom dataset, extracted features and machine learning mod-
els. Section 3 is about explaining the experiments and reporting their results. Section 4
concludes our work and discusses our future works that may lead to improvements.

2 Methodology

For building voice emotion classifiers, like any other classification task, we must first
decide about the dataset, the feature set and the classification models. In this study we
have trained and tested the classifiers under two different approaches: first, to train the
classifiers only with perfect data. Second, to use part of our custom dataset together with
all perfect datasets for training classifiers. In both of these approaches, after training the
classifiers, we have tested them with the same part of our custom dataset.

In the following sections, we will provide details about our custom dataset and the
process of gathering it. Then the feature sets are introduced.

2.1 Datasets

In all machine learning applications, selecting the proper dataset is extremely important.
There are many different datasets for voice emotion recognition. In our work, three
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well-known and commonly used datasets and our custom dataset are used for training
and validating the models. The well-known datasets are Toronto Emotional Speech Set
(TESS) [3], Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS)
[4] and Surrey Audio-Visual Expressed Emotion (SAVEE) Database [5].

Our custom dataset is the custom dataset that we gathered for this study. The reason
for building this dataset is that usually the emotions in non-actor’s voices are not as
clearly reflected as actor’s voices. This dataset is recorded from 4 speakers, 2 males and
2 females, with an average age of 30. Before recording the audio files from speakers,
we needed to trigger a desired emotion in them. We used International Affective Picture
System (IAPS) for triggering the emotions. IAPS is a database of pictures designed to
provide a standardized set of pictures for studying emotion and attention [6]. We could
collect 25 audio files for each of the 7 emotions, which led to a total of 175 audio files.

For evaluating the effect of using imperfect data, we have followed two different
approaches in choosing the training dataset. First, Using TESS, RAVDESS and SAVEE
only; Second, using TESS, RAVEDESS, SAVEE and part of our custom dataset.

2.2 Feature Sets

We have used the feature set provided in the INTERSPEECH 2013 computational par-
alinguistics challenge [7]. This feature set is commonly used among related studies of
recognizing emotions from voice and is composed of 6373 voice features. We have used
a tool named openSMILE [8] for extracting these feature sets from our audio dataset.

2.3 Classifiers

We used several wildly used classifiers in voice emotion recognition studies. Support
Vector Machines (SVMs) are supervised classifiers trying to classify the data using a
hyperplane or a set of hyperplanes in a high dimensional space and popular in emotion
speech recognition tasks [9, 10]. Ensemble methods such as Random Forest and Bagging
are also popular among voice emotion recognition studies [11, 12]. Since leveraging deep
learning models is a promising technique in recognizing emotions from voice [13, 14],
‘We have also tried to include deep learning classifiers such as Recurrent Neural Network
(RNN) and Convolutional Neural Network (CNN) in our investigation in this study. We
have trained and evaluated an RNN composed of two hidden layers using Long Short
Term Memory (LSTM) to deal with gradients exploding and gradients vanishing [15].
The CNN is composed of seven layers including 1D convolution layers with different
activation layers.

3 Results and Discussion

For validating the models, we have followed two different approaches based on the
dataset used for training the models; In the first approach, the training dataset is com-
posed of TESS, RAVDESS and SAVEE datasets, which are all common speech emotion
recognition datasets, recorded by actor speakers. In the second case, we added part of
our custom dataset to the previous datasets. In all these approaches, the trained classifiers
are tested by the same part of our custom dataset.
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3.1 Considering TESS, RAVDESS and SAVEE Datasets

In this case, classifiers were trained with TESS, RAVDESS and SAVEE datasets. As it
can be seen in Fig. 1, RNN and gradient boosting have the best average accuracies of
95.1% and 85.9% respectively. These classifiers have also the overall best performance
measures among all the classifiers which shows that we can rely on deep learning and
ensemble methods for speech emotion prediction applications.

SVM e Gradient Boosting WM RNN
= Rondom Forest  mss Bagging CNN

Accuracy Precision Recall Fl-score

Fig. 1. Average performance measures of classifiers trained with INTERSPEECH 2013 on the
validation set.

Figure 2 shows the average performance measures of the classifiers on the test set,
which is composed of audio files recorded from non-actors and non-experts in reflecting
their emotion in their voice.

SVM mmm Gradicnt Boosling W RNN
mmm Random Forest mmm Bagging CNN

Accuracy Precision Recall Fl-score

Fig. 2. Average performance measures of classifiers trained with INTERSPEECH 2013 on the
test set.
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Figure 2 depicts that there is a noticeable decrease in the performance measures of the
classifiers while trying to predict the emotions from normal peoples’ voices. While the
trained RNN had the validation accuracy of 95.1%, its accuracy is 23.8% in predicting
the emotions on the test set which is part of our custom data. This shows despite being
accurate on the perfectly recorded data from actors, these classifiers are not capable
enough in recognizing the emotions from ordinary people. In the next scenario, we will
use part of our custom data in the training phase of the classifiers.

3.2 Considering TESS, RAVDESS, SAVEE and Part of the Custom Dataset

In this scenario, parts of the custom dataset are used in the training phase of the classifiers.
Considering Fig. 3, RNN has the best validation accuracy of 93.8% among classifiers.
After RNN, the best accuracies range from 83% to 85% and belongs to SVM, Gradient
Boosting, Bagging and CNN. Now we should notice the decrease in the validation
accuracy of RNN compared to the first scenario.

s mm Gradionl Boosling WM RNN
mmm Random Forest — wem Bagging CNN

Accuracy Precision s F1-score

Fig. 3. Average performance measures of classifiers trained with INTERSPEECH 2013 on the
validation set.

Figure 4 shows the average performance measures of the classifiers on the test set.
In this figure, it can be observed that despite the decrease on the validation accuracy
of RNN, its test accuracy is increased. Comparing Figs. 2 and 4, we can see that after
adding parts of our custom data to the training set, RNN’s accuracy in recognizing the
emotions on a separate part of the custom dataset increased by 19%. Also Fig. 4 shows
that in this scenario, Gradient Boosting and CNN have both the best accuracy of 52.3%,
which is approximately 14% more than their test accuracy in the first case.
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T
SVM = Gradicnl Boosling WM RNN
60 | mmm Random Forest WM Bagging CNN

40

Accuracy Precision Recall Fl-score

Fig. 4. Average performance measures of classifiers trained with INTERSPEECH 2013 on the
test set.

4 Conclusion and Future Work

In this study, we tried to address one of the challenges in tutoring systems which is getting
feedback from the users. Considering this application, we should note that the target
users of a tutoring system are not necessarily experts in reflecting their emotions in their
voices. Therefore, we aimed to answer the question of how efficient are voice emotion
recognition systems which are trained with perfect data in recognizing the emotions from
ordinary and non-actor people. Our experiments showed that using parts of the imperfect
dataset in the training phase of the classifiers, improves their final performance measures
in recognizing the emotions from speakers who are not necessarily experts in reflecting
their emotion in their voices.

Since in real case scenarios, emotions may not always be reflected in the speaker’s
voice noticeably, getting help from spoken words may help in predicting the true emotion.
Regarding this, we are going to use speech to text conversion techniques. This approach
may decrease the current confusion rate between anger and happiness, since although
the audio signals have a lot of similar features, but the spoken words are normally very
different.
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Abstract. Human pose estimation is a challenging problem in computer vision
and shares all the difficulties of object detection. This task is particularly prob-
lematic when it comes to the estimation of the human pose in three dimensions.
In fact, while the perception of an object in three dimensions is easy for humans
due to the mastering of 3D mental model through years, this task is harder to
replicate in computer vision. In this paper, we describe an approach that aims
at estimating poses from video with the objective of reproducing the observed
behaviors by a virtual avatar. We are motivated by two main objectives. First, we
aim at the estimation of 3D poses in video. We use a fully convolutional model
based on temporal (dilated) convolutions over 2D keypoints to achieve the estima-
tion of these 3D poses. Secondly, we set the objective to transfer 3D coordinates
for previously estimated poses to a virtual avatar. The idea behind this transfer
is to reproduce observed behavior in a video by a virtual avatar. Our strategy of
employing temporal convolutions in lifting 2D keypoints to 3D keypoints yields
better results than previous methods that attempt similar reconstruction. Finally,
we use an image-based position transfer to recreate the behaviors derived from
the video on the skeleton of a virtual avatar. With our approach we create learning
avatar that could be used in different applications.

Keywords: 3D pose estimation - Virtual avatar - Behavior reproduction - Video
estimation - Learning avatar

1 Introduction

Human Pose Estimation (HPE) revolves around detecting the positions of keypoints of
the human body through media analysis (images and videos) to derive a skeleton. We
understand by pose, the ensemble of human keypoints.

We have identified two objectives for our work. First, we focus on estimating the
pose from videos to extract information such as the coordinates of keypoints of the
human body. Extracting and storing these coordinates provides a collection of data that
will be relevant for the next step. The second objective of our work consists in using the
coordinates of the part of the body extracted for the reproduction of the behavior with

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Crossley and E. Popescu (Eds.): ITS 2022, LNCS 13284, pp. 190-196, 2022.
https://doi.org/10.1007/978-3-031-09680-8_18


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09680-8_18&domain=pdf
https://doi.org/10.1007/978-3-031-09680-8_18

Application of 3D Human Pose Estimation 191

an avatar. This objective aims to make it possible to transfer human movements to an
animated avatar to highlight the behavioral dynamics of the human from the keypoints
extracted.

Achieving these two goals can lead to multiple implications. We explore a possible
application in the context of Alzheimer’s disease. Alzheimer’s disease is an irreversible
and progressive brain disorder that slowly destroys memory and thinking skills and
affects behavior. Patients with Alzheimer’s disease can sometimes have specific behav-
iors (walking, balancing or otherwise) that could be observed by video camera at different
times of the day, extracted and reconstructed in a virtual avatar. This avatar would serve
as a training model to educate medical staff to recognize an episode in patients with
Alzheimer’s disease and improve interaction with them. We make the hypothesis that
utilizing dilated temporal convolutions on 2D keypoints provides better results for the
estimation of poses. We also make the hypothesis that our approach provides smoother
reproduction in a virtual environment.

The rest of this paper is organized as follows. In Sect. 2 we present related works.
In Sect. 3 we present our approach. In Sect. 4 we explain the experiments and discuss
the results in Sect. 5.

2 Related Work

Pavlakos et al. [1] formed a network with ordinal depths of human joints as constraints,
whereby 2D human datasets can also be added with annotations of ordinal depths. Xu
et al. [2] used a 2D pose correction module to refine unreliable 2D joints based on the
kinematic model. Compared to the kinematic model, which produces human skeletons,
volumetric models can recover more than just coordinates but also the human body shape
and helps produce high quality mesh. An early work widely used among volumetric based
methods for 3D pose estimation is the SMPL model [3]. Kanazawa et al. [4] employed
adversarial learning by using a generator to predict parameters of SMPL.

Martinez et al. [S] proposed a simple and effective linear layer to lift 2D joint locations
to 3D positions. Hossain and Little [6] suggested arecurrent neural network that leverages
temporal information from human pose series utilizing a Long Short-Term Memory
(LSTM) unit with shortcut connections.

Optimizing this work [4], our previous work [7] proposed an addition (2D keypoints
coordinates) to their framework to, not only estimate behaviors from videos in three
dimensions, but also reproduce said behaviors in a virtual environment by avatar. While
this approach was successful in the 3D pose estimation aspect, it required a lot of time to
get estimated 3D keypoints and didn’t provide smooth reproduction of behavior in virtual
environment. The approach we suggest tackle the same objectives by lifting directly 2D
estimation and addition of temporal convolutions.

Compared to the single-frame baseline proposed by Martinez et al. [S] and the LSTM
model by Hossain and Little [6], we use temporal data by applying 2D convolutions
over the time dimension, and we suggest numerous optimizations that lead to lower
reconstruction error.
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3 Our Approach

3.1 3D Keypoints Estimation

Given a video, our first objective is to estimate 3D keypoints and store them for further
use in the reproduction by virtual avatar. To achieve the estimation, we suggest first a
preprocessing of the video to detect the human in every frame and track the person in
the video across the fames of the video. Secondly, we estimate 2D Keypoints from the
video. Given a sequence of 2D keypoints predicted, the focus is on retrieving a series of
3D keypoints centered on the pelvis (see Fig. 2(b)).

In Fig. 1, we present the flow of our approach. First, we perform a preprocessing of
the video and then we begin with the 3D estimation itself.

D B 7
Keypomts 7. // b
L L N e

Fig. 1. Overview of proposed architecture

In the estimation phase, we use a fully convolutional architecture with residual con-
nections that takes a series of 2D keypoints as input and transforms them through tem-
poral convolutions. The input 2D pose sequence is represented as a 3D vector (F, J, D),
with F denoting the number of receptive fields, J represents the number of joints in each
frame, and D the number of coordinate dimensions (x, y). The temporal convolutional
network used is the delated convolutional model similar to the model suggested by Pavllo
et al. [8]. We use B temporal blocks where each block performs a 2D convolutions with
kernel size k and dilation factor d = kP , followed by a convolution with kernel size
k x 1. From the first Convolution to the last layer (last layer excluded), a 2D batch
normalization [9] and rectified linear units [10] follows. To improve generalization, we
use a dropout at the second convolution layer of blocks. Finally, the final layer generates
a forecast of 3D poses for all frames in the input sequence based on both past and future
data to take advantage of temporal data.

3.2 Behavior Reconstruction

Our second objective being to reproduce behaviors depicted in a video by virtual avatar,
we suggest the creation of a collection of keypoints estimated in a video.
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We define a behavior as the ensemble of movement depicted estimated keypoints.
We have experimented the reconstruction of behaviors in a virtual environment set up in
Unity through the help of a humanoid avatar by transferring the coordinates of estimated
3D keypoints to avatar character through bone rotation character to achieve the recon-
struction. We present in Fig. 2 the mapping we made between estimated keypoints (on
the right) and available points on avatar (on the left). The number on the avatar shows
the correspondence to the estimated skeleton.

We have established a dependency of the keypoints. This dependency describes the
alignment and ordering of keypoints and therefore the influence of the coordinates of one
keypoint on another. Ultimately, we formulate the rotations by considering the angles
formed by the keypoints and the adjacent keypoints. The keypoints of every frame are
represented by a 3D vector.

(a) (b)

Fig. 2. Keypoints mapping between avatar and estimated skeleton.

3.3 Applications in Learning

The reconstruction of behavior by avatar introduces the notion of learning avatar. Learn-
ing avatar can be used in various domain to help individuals to learn skills. Several
applications for such avatar can be found. For example, we reproduce behavior of an
individual performing specific exercises to help people recovering from injuries to learn
the appropriate ways to exercise. Another application is a learning system that can be
built by reproducing specific behavior of patient with dementia in health domain. More
specifically, we can focus on the behavior related to Alzheimer disease. To build a system
in the context of Alzheimer disease, a learning avatar can be constructed by reproducing
behavior of patients with Alzheimer disease such as empathy, anger, depression, agi-
tation... This system can also be equipped with appropriate ways to interact with the
learning avatar and by extension a patient with the disease. The utility of this system
can be found to teach medical staff to not only recognize different behavior but also
better ways to interact with patients during crisis. Such system present advantages over
using recorded video of the behavior because the visualization of the behavior in 3D,
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gives a better understanding of this behavior. In addition to that, the engagement with
the system give to the user a perception of gaming, stimulating the learning process.

4 Experiments

‘We used two popular datasets for 3D pose estimation: Human3.6M [11] and HumanEva-
I [12]. For the evaluation, in our experiments, we use two typical evaluation protocols.
Protocol No. 1 determines the mean per joint positioning error (MPJPE), which is the
average Euclidean distance between estimated and ground-truth joint locations in mil-
limeters. Protocol No. 2 which uses a rigid alignment with the ground truth before
computing the mean per joint positioning error (P-MPJPE) in millimeters.

We implemented the model by setting the number of temporal blocks B to 3 blocks
and set the kernel size k to 3. For Human3.6M, we apply Amsgrad optimizer [13] with
a mini-batch size of b = 128, and train for 80 epochs. The learning rate starts at 0.001
and then applies a learning factor oc = 0:95 in each epoch. The dropout rate p in each
dropout layer is set to 0.05. For HumanEva-I, we use b =32, x=0:98,p =0 : 5 and
train for 200 epochs.

To further improve our model during the estimation, we employ a bounding box
detector [14] and rely on HRNet [15] for 2D pose estimation.

It is important to note that there is a difference in the joint setup for both datasets.
In Human 3.6M we predict poses using a 17-joint skeleton and in HumanEva-I, we use
15-joints.

5 Results

3D Pose Estimation: On the dataset Human3.6M, our model achieves satisfactory per-
formance. We present the performance on said dataset in Table 1. We represent in bold
the best performance and the second best is underlined.

Table 1. Quantitative comparison on datasets

Dataset Methods | Protocol | Protocol Dataset Protocol No.2
Human3.6M No.1 No.2 HumanEva-I Walk Jog Box
(MPJPE) | (P-MPJPE)
Our 86.2 57.6 N S2 | S3 |SI S2 | S3 S1 S2 | S3
previous
work [8]
Hossain | 58.3 44.1 Martinez | 19.7 | 17.4 | 46.8 | 26.9 | 182 | 18.6 | -
etal. [6] etal. [5]
Pavlloet | 46.8 36.5 Pavllo 13.9 | 10.2 | 46.6 | 20.9 | 13.1 | 13.8 | 28.8 | 33.7 | 32.0
at. [8] etal. [8]
Our 49.3 38.1 Our 13.8 | 10.1 | 485 | 21.3 | 144 | 15.6 | 24.2 | 38.7 | 35.2
approach approach

Our current approach shows significant improvement compared to our previous
method [7] with reduction of errors almost by half. With respect to HumanEva-I dataset,
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we compare our results with the performance of Martinez et al. [5] and Pavllo et al.
under Protocol No.2. Our experiment showed that our model can compete with the
state-of-the-art result.

Reproduction by Avatar: With the suggested approach for the pose estimation, we
obtained satisfactory results that allowed smoother reproduction in the virtual environ-
ment. We present in Fig. 3 qualitative results.

Fig. 3. Reproduction by avatar

We notice a limitation when it comes to the hands of the avatar. This limitation can
be explained by the absence of keypoints related to the hands.

6 Conclusion

Through this work, we suggested a 3D pose estimation approach that provides support
of temporal sequences with the objective of reproduction in a virtual environment. Our
architecture proposes a preprocessing of given video by first detection of a person in
frames followed by tracking of the person across the video sequence and an estimation
of 2D keypoints fed to temporal convolutions. The 3D pose estimator suggested utilizes
temporal information with dilated convolutions over the 2D keypoints. We compared
the performance of our model with existing methods and found significant reduction
of reconstruction error compared to previous methods that suggested 3D estimation for
reproduction purposes. Secondly, we explored the reproduction of behaviors defined by
a set of poses in the virtual environment Unity by creating a collection of keypoints
and mapping of those keypoints to the available point of a humanoid avatar. We have
achieved reproduction by creation of dependency in movement from one body part to
the other. Finally, we presented a possible application of our work toward the creation
of learning avatars that could be used in various domains.
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work.
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Abstract. With the restrictions related to “face to face” teaching activ-
ities, they have developed in a way fast online and video teaching and
evaluation mechanisms. In addition to the means developed on online
evaluation-related platforms, many researchers have developed their test
models. In this paper, we present a test generator model based on genetic
algorithms. The tests are created starting from a certain degree of diffi-
culty and a list of keywords that their questions must contain.

Keywords: Test generation - Genetic algorithm - Keywords -
Difficulty

1 Introduction

It is a known fact that, during the Covid-19 pandemic, the educational systems
were overwhelmed. Moving all activities into an online environment, not just that
it restricted communication, but it opened doors to many threats. However, it
also opened doors to many opportunities.

One of the most visible issues, that arise from the difficulties of a fair assess-
ment, is the growth of cheating practices. One of the obvious solutions to alle-
viate this problem is to create different test sheets for each student. However,
this approach is discouraging, mainly, because it is very time-consuming and not
quite feasible.

Most e-learning platforms include a test generating mechanism and there are
also specialized systems that facilitate assessments creation. A detailed study
on the functionalities of the most used e-learning platforms and testing tools
can be found in [5]. However, most of them only allow the test questions to
be introduced one by one. Some of them provide a way of importing questions
from files. Moodle provides a so-called, “question bank”, where previously used
questions can be stored according to certain categories.

In recent years, many pieces of research have been conducted to explore dif-
ferent methods that could make the evaluation process easier and much more
efficient. The work presented in [7] and [8] present distinct approaches on gen-
erating examination papers. The use of genetic algorithms is explored in papers
[9] and [10], being closely related to the work we conducted in this paper.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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The solution, this paper introduces, is a system that can generate tests,
having as a “starting point” a list of keywords that links the questions to a
specific topic. Also, the number of questions in each test and the difficulty level
can vary, allowing the professor to create custom tests, according to the expected
level of knowledge of the students and the course needs at a certain point in time,
aspects on which the professor has the liberty to decide. From this point of view,
the generator brings certain flexibility when it comes down to tests creation, in
addition to the above-mentioned articles.

The model in this paper uses questions grouped by keywords and degrees of
difficulty, other models use hierarchies of questions represented by trees such as
the one presented in [3].

From the algorithmic point of view, although a genetic algorithm can be time-
consuming, the randomness of its solutions and the fact that it avoids searching
for the local optimal solution, like traditional procedures, makes it the most
suitable approach for this case study. It also allows a hypothetical expansion in
the number of parameters, which is a good foundation for future work.

The purpose of this research is to minimize the downsides of the method used
(the execution time of the algorithm itself) while maximizing the strong points
of the approach (the randomness, easiness of use, flexibility). This paper is a
continuation of the work presented in [2,3]| and [4], and it is subject to further
development as it will be later discussed.

2 Initial Conditions

The algorithm was created concerning the following scenario: A professor needs
one or more tests for his course. He selects several questions for each test, a
level of difficulty and some keywords that represent the topics that must appear
in each test. Therefore, each question has the following structure: an unique
identifier, the definition of the question, answer options, the correct answer, a
keywords list and a difficulty level.

Out of these items, the terms “Keyword” and “Difficulty” are the most relevant
since they impact the fitness function and generation selection of the algorithm
and are at the core of the solution proposed.

The term “Keyword” does not have a specific definition, since it can be any-
thing from the name of a course to a study topic.

“Difficulty” is also rather volatile since its role can be defined by the expected
knowledge level of those that are being tested, or by the purpose of the exam-
ination. Therefore, the algorithm expects the following three input parameters,
concerning the composition of the generated test:

— Keywords list kwl: One or more keywords are selected from the list of all
possible keywords; each question that will appear on the test must be related
to at least one of the selected keywords;

— Number of questions ng: The number of questions selected for the test;

— Difficulty df: Each question selected as a fit for the test must be as close
as possible to the chosen difficulty level;
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And the following three serve as input for the genetic algorithm:

— Population Size ps: The initial size of randomly generated tests that will
serve as parents of the next generation;

— Number of generations ng: The number of generations that the algorithm
will generate;

— Elitism Index e: The index of mutation for each generation;

3 Algorithm Description

3.1 Terms Used and Definitions

In this section, the following term definitions and figures were prepared to achieve
a better understanding of the theoretical concepts.

Definition 1: The set KWL is defined as the set containing all possible keywords
that can be selected as test parameters or that can define the topic of a question.

Definition 2: A question ¢ is defined as ¢ = (¢_id, st, ca, d, ao, kl), where q_id
is the unique identifier of ¢, st is the statement, ca is the correct answer, d is
the difficulty level, ao is a set of three possible answers, k1 is a set of keywords
related to the question, with kl € KWL (Fig.1);

The list of all possible
keywords

The list of keywords that
‘ define the topic of a
question

Fig. 1. Keywords lists definition

The list of keywords

selected for a test

Definition 3: A chromosome C is a set of ng components, called genes. These
genes are represented by questions. Therefore, a chromosome is represented by
a generated test.

Definition 4: The initial population is composed of ps randomly generated chro-
mosomes. These chromosomes are called parents on which the algorithm will
apply mutations and crossover operations to build the next generation. This
process of building new generations will be repeated ng times according to the
elitism index e.

Note: Despite the common approach where the elitism index defines the per
cent of the current population that will survive and reproduce in the next one,
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in this paper the elitism index defines the mutation per cent of the individuals.
Therefore, the combined per cent of modifications (mutation and crossover) that
occur in the population is fixed at 50%. This approach will be better explained
in Sect. 3.6

3.2 Generating Initial Population

Prerequisites: population size (ps), keywords list (kwl) and number of ques-
tions (nq).
The initial population is generated as follows:

1. We select from the database all questions which contain at least one keyword
from the list of keywords kwl given as test input;

2. We randomly select nq distinct questions from the above list and save them
using their unique id;

3. We repeat step 2 until we achieve ps distinct chromosomes;

The level of knowledge expected from the students expressed through the
difficulty level is not used here as it might restrict the diversity of questions.
However, the concept will be used in computing the fitness function.

3.3 Fitness Function

Prerequisites: A chromosome (C) and a chosen difficulty (df).
The fitness function f(C') is given by the following formula:

>idy |di — df |
17?/—(]7 (1)

where ¢ is a gene of the chromosome C' and d; is the difficulty of the question
represented by that gene.

This function is used to measure the quality of a chromosome. The closer the
value of f(C) is to zero, the better the quality of the chromosome.

f(C) =

3.4 Mutation

Prerequisites: A chromosome (C) and a random positive integer a.

The mutation applied in this algorithm is a random resetting. This type of
mutation implies selecting at random a position a and changing the gene in that
position with a randomly generated and distinct one.

For example, let us assume that we have chromosome C"

C = [145,263, 387, 345,498, 18,897,467, 578,12]

and an integer a = 3.

The resulting chromosome could be C”:

C' = (145,263, 2,345,498, 18,897,467, 578, 12],
where the gene in position 3 (387) is switched with a random gene that does not
yet exist in the chromosome (2).
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3.5 Crossover

Prerequisites: Two chromosomes (C7 and C5) and a random positive integer
p.

The crossover operation applied in this algorithm is one point crossover as
explained in [11]. Let us have the following two chromosomes C'1 and C2:

C1 = 1,256, 34,987,452, 556, 45]

C2 = [23,345,765, 456, 1,234, 999]

and a random p =4

The result will be:

C1 = [1,256, 34,456, 1,234, 999]

C2' = [23,345, 765,987,452, 556, 45]

However, we notice that chromosome C1’ has a duplicate value of 1, so we
replace one of the duplicates with a random value that does not exist yet in the
chromosome.

A possible result could be: C'1' = [1,256, 34, 456, 500, 234, 999

3.6 Algorithm Workflow

Prerequisites: A list of keywords (kwl), the number of questions (ng), the
difficulty level of the test (df), the size of the population (ps), the number of
generations (ng) and the elitism index (e).

Algorithm steps:

1. Generate initial population, as described in Sect. 3.2;

2. Set an index for the first generation and keep track of the number of current
generation;

3. Sort the initial population using the fitness function, as described in Sect. 3.3;

4. Apply mutation on e% randomly selected chromosomes from the population,
as described in Sect. 3.4 and add the off-springs to it;

5. Apply crossover on 50 - ¢ % randomly selected chromosomes from the popu-
lation, as described in Sect. 3.5 and add the off-springs to it;

6. Select chromosomes for the next generation;
Note that mutations and crossover operations generate additional 50% chro-
mosomes that are added to the current generation. In order to restore the
initial population size we select 90 * ps/100 best chromosomes according to
the fitness function, and 10*ps/100 randomly selected chromosomes from the
remaining population.

7. Increase the current generation index;

Steps from 4 to 7 are executed repeatedly until one of the stopping conditions
is satisfied.

Stopping Conditions: The following three cases are considered enough to stop
the algorithm workflow;

— The index of the current generation is equal to the number of generations
(nq) provided by the user;
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— The value of fitness function for the considered fittest chromosome from the
current generation reached 0;

— The value of fitness function for the considered fittest chromosome from the
current generation did not increase for a couple of generations (ex: 10 gener-
ations without improvement of the fitness function value);

The solution is represented by the chromosome with the lowest fitness value from
the last generation (Fig. 2).

5 localhost4200/generate.test

Test Generator using Genetic Algorithm

Questions || Generate tests
Test parameters Algorithm parameters
Keywords s Numberof generation
Physics, Biology o 100 o
Numberof questions Population size
10 o 1000 (]

Difcuty Eitiom index

R

7 20 (]
Resul

1. Gymnamoebas constitute a large and varied group of what?
a) amoebozoans

b) cells

©) newborns Clean Fields
Correct answer : amoebozoans

2. The leaves of what plant genus are the source of the compound Copy to Clipboard

ephedrine, which is used in medicine as a potent decongestant and is

a) ephedra A

Generate Test |

Fig. 2. Generator interface

4 Conclusion and Results

A more and more common belief, which is supported by this project, is that the
world needs to embrace the possibilities provided by the automation of processes.
Even though, until now, this idea was more often seen in business projects, the
pandemic showed the need for a sustainable and flexible educational system that
can evolve depending on the situation.

The current implementation of this paper is represented by a standalone web
application, but the system could be easily integrated into any other e-learning
system or used as a library for further development.

For the fundamental operations of the genetic algorithm: mutation and cross-
ing, other methods can be chosen, such as those presented in [6] and [9]. A com-
parative study related to these variants we want to carry out in the next period.
The novelty of this paper is the use of keywords and the degree of difficulty
for the test and its questions integrated into an application that uses genetic
algorithms.
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Abstract. Adaptive learning systems employ educational techniques and use
computer algorithms to orchestrate the interaction with the learner. One exam-
ple of their activities is the error detection and diagnosis. Error diagnosis serves
for identifying the learners’ mistakes, their nature and the reason for happening.
This module is important since it can help learners advance their knowledge.
In view of this compelling need, this paper presents a double-layer controller for
detecting learners’ erroneous knowledge in the tutoring of database programming,
and specifically the Structured Query Language. The controller can reason about
two main error categories, i.e. syntax and logic errors, and holds syntax and log-
ical check operators. For the error diagnosis process, the syntax check operator
incorporates a string-matching similarity technique, while the logical check oper-
ator incorporates the Start End Mid algorithm and the Sgrensen—Dice coefficient.
The educational software for the database programming, that incorporates the
double-layer controller, was evaluated and the results showed that the presented
mechanism has a significant effect on learners’ performance.

Keywords: Adaptive content - Error diagnosis - Misconception diagnosis

1 Introduction

With the development of Information and Communication Technologies, people have
witnessed many improvements in different fields of their daily life. One example is
the field of education. Specifically, education has been enriched with custom software
to offer its benefits to a larger pool of people. To this end, adaptive learning systems
have prevailed in this field, since they are developed to dynamically tailor to the type or
level of course material based on an individual learner’s knowledge and capabilities, in
ways that boos this/her performance with both automatic and manual interventions [1].
Adaptive learning systems employ educational techniques and use computer algorithms
as well as artificial intelligence to orchestrate the interaction with the learner [2, 3]. The
advantages of such systems include the delivery of personalized material and/or learning
activities to learners towards addressing their specific needs and preferences.
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The characteristics of adaptive learning systems include: automated processes of
learners’ assessment, addressing the different knowledge levels of learners, delivery
of automated and detailed feedback to learners, regulating course content degree of
difficulty, personalized domain knowledge delivery to students and error detection and
diagnosis [4, 5].

Error diagnosis can be an important module in adaptive learning systems that serves
for diagnosing the learners’ mistakes and can reason about the nature and the reason
that they happened [6]. In computer programming, two are the main errors, i.e. syntax
and logic errors. A syntax error is a mistake in the grammar of a programing language,
influencing the presence or sequence of tokens or characters in a program. A logical error
is a mistake in the program which makes it operate mistakenly, but it can run without
problems, delivering a non-expected result.

Analyzing the related literature, there is evidence that the field of error diagnosis has
not been adequately explored mainly in the tutoring of computer programming, not to
mention database programming. The researches in this field employ error diagnosis for
identifying either syntax or logic errors, by employing different smart techniques, which
have already been used variously in the literature, such as fuzzy logic, periodical advice
delivery about program’s behavior, concept maps, string similarities, Levenshtein dis-
tance [7-17]. It needs to be noted that a recent study points out that there is a fertile ground
to further research the field of diagnosis learners’ errors in computer programming [7].
Another recent review underlines that the advances in error diagnosis specifically for
database programming, i.e. SQL, are limited [18].

The novelty of this research lies in proposing two different novel algorithms for
syntax and logic error diagnosis, which are incorporated in a double-layer controller. The
double-layer controller serves for the algorithms to operate smoothly and synergistically,
bringing best results.

In view of the above, this paper presents two novel algorithmic techniques for diag-
nosis learners’ erroneous knowledge in the tutoring of database programming. More
specifically, the system incorporates a syntax error control operator, which uses a string-
matching similarity technique for detecting the corresponding category mistakes in stu-
dents’ answers, and a logical error control operator, which combines the Start End
Mid algorithm and the Sgrensen—Dice coefficient for identifying logical mistakes. The
presented system was evaluated using pre/post nonequivalent groups design in order
its effectiveness on student performance to be compared with a conventional learning
system, which has no error detection mechanism.

2 Double-Layer Controller Architecture

During the process of students’ assessment, when they submit a response, this response
passes inside the double-layer controller. Firstly, it goes through the syntax check opera-
tor. It is analyzed and if syntax errors are detected, they are presented to the user without
checking logical errors. In case the double-layer controller does not record syntax errors,
then the answer is proceeded to the logical error control operator for further analysis; if
logical errors are identified, they are presented to the user.
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2.1 Syntax Error Control Operator

The syntax check operator is based on the user’s response, which is the SQL language.
Once the query is given by the user to execute, it is checked for errors; in that case,
the answer is further analyzed and the reserved words that define the structure of the
query are identified. For each keyword, its structure is checked according to the SQL
documentation which specifically defines its structure and what is acceptable. Incorrectly
given structures are collected and returned to the user. The algorithm of syntax error
control operator is as follows:

syntaxErrors < empty;
errorType < “SYNTAX”
if language == “MySQL” then
reservedKeywords «— initKeywordList();
if wrongAnswer.startsWith( “SELECT” ) then

for reservedKeyword:reservedKeywords do
//separating wrong answer based on reserved keyword

position;
finalText — keywordPartition(wrongAnswer,
reservedKeyword);
reason «— getReasonFormat(finalText);
syntaxErrors «<— add(errorEntity(reservedKeyword, reason,
errorType));
end
else
keyword « “7;
if wrongAnswer.startsWith( “INSERT”) then
keyword « “INSERT”;
else if wrongAnswer.startsWith( “UPDATE”) then
keyword « “UPDATE”;
else if wrongAnswer.startsWith( “CREATE”) then
keyword « “CREATE”;
end
keywordStatus <« checkFormat(wrongAnswer, keyword);
if keywordStatus == TRUE then
reason «— getReasonFormat(keyword);
syntaxErrors <« add(errorEntity(keyword,  reason,
errorType));
end
end
end

return syntaxErrors
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2.2 Logical Error Control Operator

It needs to be noted that the handling of logical errors is not as clear as the handling of
syntax errors. Thus, in the present work, multiple techniques have been implemented
that work in combination so that the detection of logical errors is effective.

The first technique that is implemented is the comparison of the two answers, namely
the user’s answer and the correct answer. The two answers are broken into pieces and
checked for their similarity. At the end of this process, these results are collected and
the logical error control operator proceeds with the next technique.

The second technique, which is implemented in combination, is a variation of the
“Start End Mid” algorithm [19]. With this technique, the user’s query as well as the
correct query are executed, and both results are retrieved and compared. Each part of
the user’s query that is different from the correct query is presented in a list, so that the
user can be presented with his/her mistakes in a clear way.

The third and final technique used to determine logical errors is to the Sgrensen—
Dice coefficient [20, 21]. This algorithm belongs to the k-shingling family against which
computes the shingles, i.e. n-character sequences, for each coefficient of comparison.
The algorithm accepts the two variables where, as a result, their similarity and distance
are produced.

The similarity is proportionate to the size of intersection and inversely proportional
to the user’s query (given answer) and the correct query (correct answer).

2 x sizeofintersection

Similarity = -
user squery + correctquery

The intersection is defined as the number of occurrences of the keys of the two
answers, calculating the k-shingles for each answer. The implementation was based on
the implementation of Esko Ukkonen [22] which implements an algorithm for extracting
distinctive k-shingles which are essentially the k characters that appear sequentially in
a document. In our case, k is set to 3 as it matches the number of answers. Variables are
the user’s query (given answer) and the correct query (correct answer). The similarity
takes values from O to 1, with the closest to 0 indicating that the two answers have less
similarities and respectively the closest to 1 indicating that the two answers are more
similar. O indicates that they are completely different and have nothing in common while
1 indicates that they are identical.

This coefficient is used in combination with the previous two techniques for finding
logical errors and through performed empirical tests with users’ answers and correct
answers, the coefficient used for the validity of the answers should have a value greater
than 0.7.

When the coefficient is calculated less than or equal to 0.7, then the logical errors
calculated by the previous techniques remain and are presented to the user. When it
is greater than 0.7, the logical errors that have been calculated in conjunction with
the execution results are deleted as it is observed that the user, even with some logical
errors, eventually has the appropriate knowledge. This rate is subject to change if deemed
necessary mainly through the continuous use of the platform and the monitoring of the
exported results.
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Furthermore, in the Sgrensen — Dice algorithm, the distance calculated from the
difference of the unit with the similarity, calculated as mentioned above, is also in the
fraction. It is not used directly in the handling and calculation of logical errors, but is
stored for further analysis.

Distance = 1 — Similarity

The algorithm of logical error control operator is as follows:

logicErrors «<— empty;

errorType «— “LOGICAL”

if language == “MySQL” then
logicErrors <— compareStrings(correctAnswer, wrongAnswer);
/lexecuting correct and wrong answers;
wrongValues « getValuesFromColumns(wrongAnswer);
correctValues «<— getValuesFromColumns(correctAnswer);
similarity «— sorensenDice.similarity(wrongAnswer, correctAnswer);
if wrongValues != correctValues & similarity <=0.7 then

return logicErrors;
end
logicErrors < empty;
return logicErrors;
end

3 Evaluation Results and Discussion

The participants involved in the evaluation process were 60 undergraduate students, in
a public university, at its Department of Informatics. The students were in the second
year of their studies, having an average age of 19.58 years. The evaluators separated
the students in the experimental group and the control one. Both groups consisted of 30
students, each having similar characteristics, concerning demographic data and levels of
knowledge, skills, and abilities. The evaluation process lasted one academic semester;
and during that period, the experimental group used the presented system for learning
the SQL language, while the control group used a conventional system, having the same
user interface and content but without error diagnosis. The reason why the conventional
system used was to investigate the potential of our system in comparison to traditional
ones.

In order to assess the effectiveness of the presented system on student performance,
a pre/post nonequivalent groups design was used. As such, both the experimental and
control groups were given a pretest before the use of the corresponding systems, for
assessing their prior knowledge on course subject. At the end of the course, they were
given a posttest for evaluating the knowledge acquired. This evaluation design was
chosen in order to investigate not only whether participants who used the presented
system improved their performance, but also whether it was improved more than that
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of participants who used the conventional system. Hence, the potential of the developed
system is estimated.

The results of paired t-test between the pretest and posttest grades for each group
are illustrated in Table 1. Regarding the experimental group, the mean of pretests was
57.77%, while this of posttests was 77.13%, having a difference of 19.37 units. Moreover,
the t-test results showed a significant improvement of students’ performance, since t Stat
value was —20.65 and P-value was 6.86E-19, which is lower than 0.05. On the other
hand, the mean of pretests of the control group was 57.03%, while this of posttests was
71.13%, having a difference of 14.10 units. The t-test on control group pretest/posttest
grades revealed a significant improvement on learning outcomes, since t = —17.29
and P = 8.18E—17 < 0.05; however, this improvement is in lower extent than that of
experimental group. These findings are in line with the hypothesis test related to pretest
grades of the two groups (Table 2) and this of posttest grades of the two groups (Table
3). In particular, the P-value of pretest grades of the experimental and the control group
is 0.68, higher than the alpha 0.05; as such, there is no significant difference in previous
knowledge of students of both groups. To the contrary, the hypothesis test related to
posttest grades of the two groups showed a significant difference in learning outcomes
of students, having P-value of 0.01 and smaller than alpha 0.05. All the above illustrates
the superiority of the presented system towards the conventional one, and in essence, the
effectiveness of the double-layer controller for detecting students’ erroneous knowledge
in database programming and helping students improve their performance.

Table 1. Pretest/posttest testing results

Experimental group | Control
group

Pretest mean 57.77 57.03
Posttest mean 77.13 71.13
Observations 30 30
Mean difference | 19.37 14.10
Standard 5.14 4.47
deviation
Confidence level |1.92 1.67
(95%)
Pearson 0.87 0.84
correlation
t Stat —20.65 —-17.29
P-value 6.86E-19 8.18E-17
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Table 2. Hypothesis test on pretest results

Experimental group | Control

group

Mean 57.77 57.03

Variance 51.01 42.72

Observations 30 30

Pooled variance 48.87

Hypothesized mean | 0

Difference

df 58

t Stat 0.41

P-value 0.68

Table 3. Hypothesis test on posttest results

Experimental group | Control

group

Mean 77.13 71.13

Variance 100.19 66.33

Observations 30 30

Pooled variance 83.26

Hypothesized mean |0

Difference

df 58

t Stat 2.55

P-value 0.01

4 Conclusions

This paper presents a novel double-layer controller for diagnosing learners’ mistakes in
SQL tutoring. This controller is activated when the learner tries to compile the query.
The answer firstly goes through the syntax check operator. It is analyzed and if syntax
errors are detected, they are presented to the user without checking logical errors. In case
the double-layer controller does not record syntax errors, then the answer is proceeded
to the logical error control operator and it is analyzed; if logical errors are identified,
they are presented to the user.

The syntax control operator employs a string-matching technique to detect possible
syntax mistakes. The logic control operator incorporates the Start End Mid algorithm
and the Sgrensen—Dice coefficient to perform logical errors diagnosis. The software
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for the tutoring of SQL programming, incorporating the double-layer controller, was
evaluated and the results showed that the presented mechanism has a significant effect
on improving student performance.

Future research steps include a more detailed evaluation in the diagnosis of cor-

responding errors in other programming languages. Moreover, the exploration of the
employment of other algorithmic approaches for the error diagnosis is in our next plans.
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Abstract. Learning with open-ended learning environments (OELE) requires
employing several metacognitive phases (e.g., planning and activation, monitor-
ing) and processes (e.g., target goal setting, selection and adaptation of cognitive
strategies). But, since such metacognitive phases and processes are challenging
to execute by novice learners, it is essential to provide personalised feedback.
Trace data is widely used to analyse metacognitive phases and processes, yet no
existing research automatically identifies such phases/ processes using prediction
models. This paper demonstrates the automatic prediction of four phases and five
metacognitive processes using trace and think-aloud data of four learners interact-
ing with a problem-solving OELE (MEttLE). We found that the Random Forest
model trained using features extracted from learner interactions helps predict with
a classification accuracy of up to 0.84, and Cohen’s kappa value that signifies fair
to substantial agreement. We have used one-vs-all for multiclass classification
with 10-fold cross-validation. Also, we applied SMOTE algorithm to upsample
minority class instances to improve prediction models.

Keywords: Metacognitive processes - Trace data - Think-aloud data - Prediction
model - Open-ended learning environment

1 Introduction

To effectively learn in an open-ended learning environment (OELE), novice learners
must employ and regulate several metacognitive phases (e.g., planning and activation)
and processes (e.g., analyse the learning context, set learning goals, decide and use
learning strategies, assess them, and monitor emerging understanding) [1]. Although
crucial, novice learners do not regulate metacognitive phases/processes from time to
time [2]. Since failed regulation can stop the learners from accomplishing the learning
goals [3], there is a need to identify novice learners’ metacognitive phases/processes in
an OELE and provide scaffolds or adaptive feedback.

There are several ways to identify learners’ metacognitive phases/processes, such as
self-report questionnaires, think-aloud protocols, classroom observations, etc. [4]. Such
measures elucidate metacognitive phases/processes and help us understand the nature of
self-regulated learning (SRL). However, there are a few drawbacks; for instance, novice
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learners are poor reporters and calibrators of their learning activities [5], thus questioning
the validity of self-reported measures. Similarly, thinking aloud requires learners to
report what they think consciously and demands a time-consuming manual analysis. On
the other hand, several studies have used computer-generated trace data, also known
as event logs, to identify and measure metacognitive phases/processes [6]. Moreover,
trace data of learners enables real-time identification of metacognitive phases/processes,
which is paramount in providing adaptive scaffolds to learners.

The computer-generated traces facilitate the implementation of various learning ana-
Iytics techniques, such as sequential pattern mining, process mining, clustering of simi-
lar learning behaviours, etc., that allow us to understand the dynamic behaviour of SRL
[7]. Using such analysis techniques, several researchers have visualised frequencies of
metacognitive processes used by learners, identified patterns and correlations between
metacognitive processes, and clustered learners based on their metacognitive behaviour
[7-10]. Some current research work identifies metacognitive processes of learners in
real-time by identifying sample events or defining a library of phases/processes gener-
ated via hypothesis and data-driven techniques (such as pattern mining process mining)
[3]. While these techniques capture learners’ course of actions and associate meaningful
inferences, it does not validate/confirm if the learner is actually displaying the metacog-
nitive phase/process. For example, in the existing approach, it is assumed that when a
learner uses a planning tool, he is undergoing processes related to target goal setting
(planning). But using the planning tool can also be an action associated with moni-
toring learners’ goals. Hence, we need a machine learning (ML) approach that identi-
fies the metacognitive phase/processes based on the combination/sequence of action(s).
Such a technique will be robust and provide valuable information for decision mak-
ing. Moreover, no existing research employs trace data and think-aloud data to identify
metacognitive processes using ML models.

Hence, the goal of our paper is to automatically identify metacognitive phases and
processes displayed by learners in a problem-solving OELE. To accomplish this goal, we
collected computer-generated trace data and think-aloud data of four learners interact-
ing with a problem-solving OELE, viz. MEttLE. MEttLE (Modelling-based estimation
learning environment) is a web-based learning environment for engineering estimation
problem solving [11]. The following sections will describe the OELE context and the
learner interactions captured (Sect. 2), followed by a literature synthesis of existing
work and research identifying metacognitive phases and/or processes using trace data
(Sect. 3). Further, we describe the research goal and procedure for identifying metacog-
nitive phases and processes (Sect. 4). Finally, we report results and discussion (Sect. 5),
followed by a conclusion and future work (Sect. 6).

2 OELE Context: MEttLE

MECLLE is an OELE that supports the estimation problem solving of novice learners
[11]. In this learning environment, learners are given a task, such as estimating the
power required by the motor of a racing car, with certain specifications (e.g., wheel
diameter, track distance to be covered, and car weight). The intertwining cognitive and
metacognitive tasks designed in MEttLE support learners during problem-solving by
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providing metacognitive prompts. It is also equipped with metacognitive prompts and
expert guidance to help learners plan, monitor, and reflect on their choices.

The estimation problem-solving process in MEttLE is structured into five tasks, i.e.,
functional, qualitative, and quantitative modelling, followed by calculation and evalua-
tion. The functional model stimulates learners to detail how the system works, identify
various entities involved, and identify their connections. Similarly, learners are trig-
gered to determine relationships between the multiple entities involved in the qualitative
modelling sub-goal, which can be incorporated into an equation in the quantitative mod-
elling sub-goal to estimate the power required. Throughout the modelling phase, learners
resolve inefficiencies of the system in their models and make necessary assumptions and
approximations to simplify the analysis. To get an answer, learners substitute realistic
values in the calculation sub-goal, followed by evaluation. Since MEttLE is open-ended,
learners can perform the five tasks in any order and revise them.

MECttLE is a complex problem-solving environment and is equipped with a plethora
of tools and resources such as a simulator, calculator, info center, scribble pad, causal
map builder, equation builder, and a problem map. It also includes hints, expert guidance,
and metacognitive prompts in specific sub-goals to support learners.

3 Literature Synthesis

SRL is an extraordinary umbrella that considers several aspects that influence learn-
ing (e.g., self-efficacy, volition, cognitive strategies) in a comprehensive and holistic
approach [4]. Many frameworks and models of SRL explain the various metacognitive
phases, processes and contextual factors that affect learning. For instance, Zimmerman
and Schunk [12] proposed the cyclic model of SRL, emphasising three phases, i.e., fore-
thought & planning, monitoring, and self-reflection. Similarly, Pintrich’s framework [13]
operationalises SRL into four phases (i.e., planning & activation, monitoring, control &
regulation, and reaction & reflection) across four areas (i.e., regulation of cognition,
motivation/affect, behaviour, and context). Winne & Hadwin’s [14] model extends the
work of Pintrich and others by outlining five different facets of tasks (i.e., conditions,
operations, products, evaluations, and standards) that can take place in the four phases
(i.e., task definition, goals and plans, studying tactics, and adaptations). There are vari-
ous models of SRL that predicate slightly different views on how learners self-regulate.
Still, the most empirically supported models in the literature are Pintrich, Winne and
Hadwin, and Zimmerman [15].

Several existing assessment methods measure SRL, such as thinking aloud protocols,
classroom observations, online trace data analysis, and self-reporting [6]. Panadero and
colleagues [6] characterise the historical development of SRL measurements as three
waves: a) through self-report lenses, b) use of online measures, and c) new conceptu-
alisation of SRL measurement using intervention and assessment. Several studies have
examined how metacognitive processes influence learning [16, 17] using self-report
data such as MSLQ questionnaires. However, Winne & Noel [5] have found that most
students are poor reporters and calibrators of their learning activities, questioning data
from self-reports. Therefore, a more objective way of identifying and measuring student
regulation is using online measures such as think-aloud data [18]. In think-aloud proto-
cols, learners are asked to verbalise what they did at each point in the problem-solving
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process. Such verbalisations can elucidate metacognitive phases/processes and help us
understand the dynamic nature of SRL. Recently, trace data (or log data) has been used
to measure SRL in several research studies [1, 3, 5, 15, 19, 20]. Traces capture learner
actions on the fly (in real-time) along with the context.

Several learning analytics methods, such as relationship mining, clustering, and
discovery with machine learning models, are used to assess and interpret trace data to
identify metacognitive phases and processes [7, 22]. For example, Cloude et al. [8] used
frequencies and means to interpret and visualise metacognitive processes. Similarly, Li S.
etal. [10] performed agglomerative clustering to identify students’ overall SRL profiles in
engineering design. Likewise, Saint et al. [9] use stochastic process mining to visualise
the difference between two groups of students and their use of regulatory processes.
Although applying the mining techniques mentioned above provides empirical measures
to understand how learners’ regulatory processes and phases unfold over time, it is crucial
to triangulate/validate log data findings with the ground truth. We did not come across
existing research studies that have triangulated their log data findings with the ground
truth, i.e., concurrent think-aloud data.

Several research studies measure metacognitive processes with the aforementioned
methods, for example, Metatutor [1] and Learn-B [15]. However, the tasks associated
with most learning environments involve reading and assimilating text [21]. None of
the environments supports tasks that involve solving complex problems, which requires
tools such as simulators, causal map builders, etc. Hence, from the existing studies that
use trace data to identify metacognitive processes, we recognise the below gaps:

e No current study identifies metacognitive phases and/or processes from trace data
using ML models.

e Existing studies do not triangulate the performance of models with ground truth data
(e.g., think-aloud data).

e Existing studies that identify metacognitive processes focus only on reading and
assimilating tasks.

Hence, there is a need to develop an ML model to identify metacognitive phases and
processes in a problem-solving OELE.

4 Research Methodology

This paper’s broad research goal is to automatically identify metacognitive phases and
processes displayed by learners in a problem-solving environment using computer-
generated traces and think-aloud data. In this section, we will be describing the study
design and the data analysis procedure. The data analysis procedure delineates the pro-
cessing performed on think-aloud and trace data, followed by the process to map the
two modalities, and finally, the methodology to address the research goal.

4.1 Study Design

Five learners (4 male, one female) who had completed at least one year in Engineering
participated in the study voluntarily. The study proposal had been reviewed and approved
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by the Institute Ethics Committee of IIT Bombay. The study was conducted in a lab set-
up; wherein individual learners interacted with the open-ended learning environment
(MEttLE) for 60-90 min. In the introduction phase, learners read the informed consent
form, post which they were explained that they would be solving an estimation-related
problem in electrical engineering. A time duration of 90 min was allotted to each learner
to solve the estimation related problem in MEttLE. All the participants were asked to
do concurrent think-aloud; however, due to some technical glitches, the data of one
learner was not considered for analysis. In concurrent think-aloud, learners verbalised
their thoughts concurrently while solving an estimation-based problem on MEttLE. If
the learners were quiet, we instigated them to think aloud; however, the need arose
rarely. Learners solved a multiplication activity as a warm-up since thinking aloud is not
natural, especially in the presence of others.

4.2 Data Analysis

Think-aloud verbalisation coded as process
data A B Trace data categorized as actions
A T vt Computergenerated e
2:01:20 | P1 (phase1) 1 o8 78;; process cata traces 2:01:05_| Actionl Pagel
2:02:10_| P1 (phasel) | Statement2| | & instances L] 1707 instances 2:01:56_| Actionl | _Pagel
2:02:23 | P2 (phase1) 2:03:16 | Action2 | Pagel
2:02:58_| P3 (phase2) 2:04:05_| Action3 | Page2
2:03:14_| P3 (phase2) | Statements
9| P1 (phase1) |Statements| [ .
2:03:57_| P1 (phase1) | Statement7 v
2:04:36 m— Merge consecutive and identical Merge consecutive and identical
process data (think-aloud code) puter-generated trace data
c ) [ — S Timestamp Tracedata  Page_id |KORE))
2:01:20 | P1 (phasel) |Statement1 D [ 2:01:05 | Action1 | Page1 |
3:02:23 | P2 (phase1) P [2:03:16 | Action2 | Page1 |
2:02:58 | P3 (phase2) [Statementd Se— [ 2:04:05 | Action3 | Page2 |
e vy Map process data and
9| P1 (phase1) " Merged consecutive and identical trace data
2:04:36_| PS (phase3) | Statements computer-generated trace
E— data across timestamp,
Merged consccutive and identical process data and labeling
2272 instances
D (1) D (2) D (3)
2:01:05 | Action1 2:01:05_| Action1_| P1 (phasel) 2:01:05_| Actionl | P1 (phase1)
2:01:20 P1 (phasel) | -----] 2:01:20 | Action1 | P1 (phase1) 2:02:23_| Actioni_| P2 (phase1)
2:02:23 P2 (phase1) 2:02:23_| Actionl | P2 (phase1) 2:02:58 | Actionl | P3 (phase2)
2:02:58 73 (phase2) Action_| P3 (phase2) 2:03:16_| Action2 | P3 (phase2)
2:03:16_| Action2 Action2_| P3 (phase2) 2:03:49_| Action2 | P1 (phase1)
2:03:49 ¥ | P1(phase1) 2:03:49_| Action2 | P1 (phase1) 2:04:05 | Action3 | P1 (phase1)
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Mapped as per timestamp Resultant mapping and labelling Merged consecutive and identical mapped data
process & trace data

Fig. 1. Process of analysing and mapping process/phase data and computer-generated trace data

The data sources collected in this study include learners’ think-aloud verbalisations,
the timestamp, and automatically generated computer traces of learners’ interaction. The
procedure of analysing think-aloud and computer-generated trace data is summarised
in Fig. 1. As seen in the figure, the analysis can be categorised into four steps, i.e.,
a) Analyse think-aloud data by manually coding the verbalisation into metacognitive
processes and phases, b) Analyse the trace data by transforming the raw traces into
meaningful learner actions, c) Merge consecutive and identical information, by merging
the similar consecutive coded processes/phases and trace data, and d) Map the data
sources, by mapping the coded processes/phases and trace data as per timestamp, and
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labelling the resultant mapping. In the following passages, we will be detailing the steps
mentioned above.

A. Coding of Think-Aloud Data

We coded the think-aloud data from four learners manually, using a mechanism to iden-
tify metacognitive processes in a problem-solving OELE, as detailed in [22]. The coding
mechanism consists of four phases (i.e., planning & activation, monitoring, control &
regulation, and reaction & reflection) and 17 metacognitive processes (e.g., target goal
setting, feeling of knowing, etc.) based on Pintrich’s framework of SRL [13] and the
design of a problem-solving OELE (MEttLE) [11]. The coding mechanism is focused
on discussing the area of regulation of cognition, i.e., metacognition. In this area, ‘plan-
ning and activation’ (Phasel) involves processes involving planning, setting goals and
activating relevant prior knowledge for a given task. Likewise, ‘monitoring’ (Phase2)
encapsulates various monitoring processes representing metacognitive awareness, such
as a feeling of knowing. ‘Control and regulation’ (Phase3) involve efforts and control to
select and adapt various cognitive strategies. Finally, ‘reaction and reflection’ (Phase4)
covers different reactions and reflections of learners on the task. We coded 1838 phrases
manually using the coding mechanism and the timestamp, and the rest (151) were marked
‘not on task’ (NT).

Out of the total phrases coded, 79% belonged to Phase3, 9% to Phase2, 8% to
Phasel, and only 4% to Phase4. Five processes, i.e., a judgment of learning and com-
prehension monitoring, selection and adaptation of control strategies, model building
techniques, estimation reasoning, and gathering context-specific knowledge, occurred
more frequently (>100 instances) than others. The process judgement of learning and
comprehension monitoring” (P1) is identified when learners assess how well they have
learned certain information. Similarly, the ‘selection and adaptation of control strate-
gies’ (P2) process is identified when learners select and use various cognitive strate-
gies for learning, reasoning, and problem-solving. On the other hand, the use of tools
made available in the OELE, e.g., the use of variable manipulation simulator, can be
called ‘model building techniques’ (P3). In the same way, ‘estimation reasoning’ (P4)
and ‘gather context-specific knowledge’ (P5) are identified when learners use question
prompts/hints/expert guidance to do estimation reasoning and reads/gathers context-
specific knowledge. Figure 2 displays the frequency distribution of the processes P1-P5,
other processes, and the NT verbalisations.

40.00% 32.38%
22.17%
0,
20.00% 7.51% l 11.91% 6.11% 12.36% 7.56%
0.00% _ EE = O -
P1 P2 P3 P4 P5 other NT

Fig. 2. Distribution of frequency of metacognitive processes
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B. Preprocessing of Trace Data

We captured the automatically generated computer traces of learner interaction using
a data logging mechanism described in [23] and processed the raw traces into 51
meaningful actions. These actions can be further classified into six broad categories:

e understanding the problem context (e.g., read estimation introduction, read problem
statement)

e select and develop a modelling subgoal (e.g., choose a functional model subgoal, and
create a hypothesis using fictive motion words from word bag)

e cvaluate the model (e.g., use metacognitive prompts and expert guidance to evaluate
the functional model created)

e plan and set goals (e.g., use metacognitive prompts to reflect and plan next steps)

e use tools (e.g., vary the parameters on the simulator and observe changes in the graph,
and add nodes and links in the causal map builder)

e seek expert advice (e.g., voluntarily click on expert guidance and hints provided in
the system)

C. Merging Consecutive and Identical Information

We identified consecutive and identical occurring information in the think-aloud and
trace data in this step. For example, in Fig. 1, table C(1), the process/phase data
P1(phasel) occurs consecutively at timestamp (2:01:20) and timestamp (2:02:10). There-
fore, we merge the two rows by keeping the timestamp value of the first process data.
The timestamp value of the next occurring process (i.e., P2 at 2:02:23) ensures that the
time spent in performing the two previously merged processes remains intact. Similarly,
we merged the consecutive and identical occurring trace data in table C(2) of Fig. 1.

D. Mapping Two Data Sources

We require labelled trace data for classification to automatically identify metacognitive
processes and phases. Therefore, we append an extra layer of information to label the
trace data, i.e., process/phase data (the coded think-aloud verbalisations). To map the two
data sources, i) we first align them across a synchronised timeline, ii) label the resultant
mapping, and iii) remove consecutive and identical occurring mapped pairs.

InFig. 1, table D(1) displays the aligned process and trace data using the synchronised
timestamp information. Since the timestamp of trace and process/phase data is captured
at different times, it is important to map the two sources correctly. For example, the
first and second actions, i.e., Actionl and Action2, occur at timestamp 2:01:05 and
2:03:16, respectively. In between the two activities, three process/phase data, i.e., P1
(phasel), P2 (phasel), and P3 (phase2), occur with timestamps 2:01:20, 2:02:23, and
2:02:58, respectively. The difference signifies that while displaying processes P1-P3,
the learner’s context was Actionl. Hence, the corresponding rows of the process data
are labelled as Actionl (Refer to Fig. 2, table D(2)). Similarly, when the trace data
Action2 was recorded, the learner displayed process/phase data P3 (phase2); hence the
corresponding row across Action?2 is labelled as P3 (phase2). Finally, we removed the
consecutive and identical occurring pairs of mapped trace and process data, as shown in
table D(3) of the figure.
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To summarise, we collected four learners’ think-aloud and trace data. We merged
the two modalities across a synchronised timeline and used the mapped data for further
analysis. The mapping resulted in 2272 instances of process and phase data mapped to
trace data.

4.3 Methodology

We extracted features to train machine learning classifiers to automatically identify the
five metacognitive processes and four phases (i.e., process/ phase data) from the trace
data (i.e., processed learner actions). We computed the features along three dimensions.
That is, a) all the learner actions within the last 5 min of interaction, b) time spent in
each action, and c) the sequence of actions in which it occurred. For example, Table
1 consists of an example excerpt of learner interaction and the mapped think-aloud
processes/phases of a learner. To predict instance_id 6, all the learner interactions 5 min
before 0:06:54 were captured (i.e., all interactions between 0:01:54-0:06:54). Thus, to
predictinstance_id 6, featurel includes information from the time window of instance_id
2 to 6. Similarly, feature2 includes the time spent on each action in seconds over the last
5 min. And finally, feature3 includes the sequence in which the action was performed.

Table 1. Excerpt of trace data and mapped process/phase data for feature extraction

Instance_id  Time  Trace data Process/Phase data

1 0:01:44 Actionl P8 (phase4)
2 0:03:39 Actionl P1 (phasel)
3 0:04:02 Actionl P7 (phase3)
4 0:06:20 Actionl P1 (phasel)
5 0:06:29 Actionl P7 (phase3)
6 0:06:54 Action2 P7 (phase3)
7 0:07:30 Action2 P8 (phase4)

Since we predict four phases and five processes, one way to implement such multi-
class classification is by using the ‘one-vs-all’ technique. Given a classification problem
with N possible solutions, a one-vs-all solution consists of N separate classifiers, i.e., one
binary classifier for each possible outcome [24]. Hence, we created four classifiers for
phases and five classifiers for processes and tested them using 10-fold cross-validation
[25].

Phase3 (79%) occurs more frequently than Phase4 (4%); similarly, processes such
as P7 (32.4%) occur more frequently than other processes such as P8 (1.8%). Since
all the categories are not approximately equally represented, the dataset is imbalanced.
Thus, there are very few examples of the minority class for a model to learn the decision
boundary effectively. We address this issue by upsampling the minority class using the
synthetic minority oversampling technique (SMOTE) [26]. We partitioned the data into
training (90%) and testing (10%) datasets and upsampled both the datasets using the
python library’ imblearn.over_sampling. SMOTE’.
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Finally, we created the classifiers using the machine learning models proven effec-
tive for small datasets [27] in Orange!, which is an open-source machine learning and
data visualisation tool, i.e., Logistic regression (LR), Naive Bayes (NB), Support Vector
Machine (SVM), and Random Forest (RF). The details of the parameter and hyper-
parameter values for the different models are 1) LR: Lasso regression with a value of
regularisation constant = 1, 2) NB: Preprocessing to remove empty columns and dis-
cretising numeric values, 3) SVM: RBF kernel with the default gamma constant, and 4)
RF: 10 trees with pre-pruning and depth of individual trees to 3.

To analyse the performance of different machine learning models, we used the
following performance metric [28]:

e Classification accuracy (CA): is the ratio of the number of correct classifications to
the total number of classifications.

e F score (F1): is the harmonic mean of recall and precision.

e Kappa (k): measures agreement between the actual and the predicted labels by con-
sidering the by-chance prediction. k is calculated using Eq. (1), where Py is the overall
accuracy of the model and P is the measure of the agreement between the model pre-
dictions and the actual class values as if happening by chance. k value between 0-0.2
indicates poor/no agreement, 0.21-0.39 indicates fair agreement, 0.4—0.59 indicates
moderate agreement, 0.6—-0.79 indicates substantial agreement, and 0.8—1 indicates
strong/ almost perfect agreement [29].

(D

5 Results and Discussion

This section describes the results of the prediction models developed using the synchro-
nised and upsampled data at the phase and process level. We first describe the results of
phase-level classification of data synchronised with trace data by discussing 1) the per-
formance of machine learning models on multiclass classification, 2) the performance of
one-vs-all classification, and 3) the performance of one-vs-all classification after upsam-
pling. Similarly, we then discuss the results of the process-level classification of data.
The best-performed classifier metrics are highlighted in bold for each phase/process.

5.1 Multiclass Classification of Phase-Level Data

Table 2 summarises the model prediction results of the five classes, i.e., four phases
(Phasel-4) and NT verbalisations signifying ‘No phase’. We employed 10-fold cross-
validation using the four classifiers. Although LR outperformed other models in terms
of CA (0.634) and F1 (0.514), the k value (0.024) indicates poor agreement between the
classifier and ground truth.

1 https://orangedatamining.com/
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Table 2. The evaluative metric of performance of ML models on multiclass classification

ML Model CA F1 K
LR 0.634 0.514 0.024
NB 0412 0.441 0.062
SVM 0.575 0.500 0.019
RF 0.541 0.483 -0.008

5.2 One-Vs-All Classification of Phase-Level Data

One way to implement multiclass classification is using the one-vs-all technique. We
first create five classifiers for the phases (i.e., Phasel-Phase4, no phase) using the four
ML models. Table 3 reports the model prediction results. NB model outperformed other
models for the phases (i.e., 1, 2, 4, and no phase) in terms of kappa value. E.g., the CA,
F1, and kappa values for Phase4 using the NB model are 0.79, 0.84, and 0.1, respectively.
However, the kappa value <0.2 indicates poor agreement between the classifier and the
actual value.

Table 3. Performance of ML models on one-vs-all classification

Phase LR NB SVM RF
CA Fl K CA Fl K CA Fl K CA Fl K
Phasel 0.89 0.84 077 079 0.01 088 084 0 0.88 0.84

0.02
086 083 0.04

0.01
Phase2 089 084 001 081 082 0.09 087 083 -
0.02
Phase3 063 058 0.08 058 058 008 056 056 0.02 057 056 0.01

Phase4 095 093 0 079 084 010 095 093 0 094 093 0.01
No phase 090 086 0.01 0.77 080 0.02 089 0.85 0.88 0.85

0.03 0.02

5.3 One-Vs-All Classification of Phase-Level Data After Upsampling

Since the different phases are not approximately equally represented, we upsample the
data using SMOTE algorithm. We categorised the data into training (90%) and testing
sets (10%) and upsampled both the datasets using SMOTE algorithm. Table 4 reports the
model prediction results of the one-vs-all classification after the upsampling of the train
and test dataset. The RF model outperformed other ML models for phasel, phase4, and
no_phase. Fore.g., phasel is classified with CA (0.84), F1(0.84), and k (0.6). The k value
signifies a substantial agreement between the classifier and the actual data. Similarly,
SVM and LR models outperformed other ML models for phase2 and phase3. The k value
for phase2, phase4, and no_phase illustrate moderate agreement, whereas the k value for
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phase 3 indicates minimal/fair agreement between the classifier and actual data. Phase
3 (i.e., Control and regulation) occurs more frequently than others (i.e., 79%) and is
associated with multiple learner actions. Therefore, the low k value (0.20) is because the
process is difficult to distinguish using trace data.

There is also an improvement in the k values before and after upsampling the data.
Increasing instances of minority classes using SMOTE technique is helping the model
learn the decision boundary effectively, thus enhancing the agreement between the
classifiers and actual data.

Table 4. Performance of ML models on one-vs-all classification after upsampling (phase)

Phase LR NB SVM RF

CA Fl K CA Fl K CA Fl K CA Fl1 K
Phasel 070 070 041 0.84 084 069 067 067 033 084 084 0.60
Phase2 055 055 0.10 057 054 015 074 073 047 069 0.68 0.23

Phase3 060 060 020 058 058 017 044 044 - 056 056 0.13
0.11

Phase4 059 058 018 074 073 048 067 067 035 081 0.80 048
No phase 0.55 054 0.11 059 052 018 051 049 003 074 073 041

5.4 One-Vs-All Classification of Process-Level Data After Upsampling

We performed multiclass and one-vs-all classification of the five processes (P1-P5) using
the four ML models (i.e., LR, NB, SVM, and RF). We found CA and F1 less than 0.5, and
the k value signified poor agreement between the classifier and the actual data. Therefore,
we categorised the data into training (90%) and testing (10%) datasets, upsampled both
sets and created five one-vs-all classifiers using the ML models. Table 5 reports the
results of the model prediction. RF outperformed other models on evaluative metrics
CA, F1, and « for processes P1, P3, and P4. For e.g., process P3 (i.e., model building)
is predicted with CA (0.79), F1 (0.77), and k (0.58).

Table 5. Performance of ML models on one-vs-all classification after upsampling (process)

Process LR NB SVM RF

CA Fl K CA Fl1 K CA Fl1 K CA Fl1 K
Pl 046 044 -0.09 061 053 021 056 054 011 0.60 0.60 0.21
P2 043 041 -0.15 063 062 025 065 065 031 046 045 -0.70
P3 0.70 0.69 -0.39 074 073 047 065 065 029 079 079 0.58
P4 0.65 0.64 029 078 077 056 066 0.65 031 078 0.77 0.56

P5 056 056 0.12 0.63 0.63 027 053 052 005 047 046 -0.07
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The Cohen’s kappa value of process P3 and P4 (i.e., 0.58 and 0.56) indicates a
moderate agreement between the classifier and actual value. Similarly, the k value of
processes P1(0.21), P2 (0.31), and P5 (0.27) signifies a fair agreement between the
classifier and actual values. The kappa value of these classifiers is lower than the others
because the processes P1, P2, and P5 occur more frequently than other processes and
hence are associated with many learner interactions, making them difficult to differentiate
using trace data. Also, the processes that signify P2 and P5 are selecting cognitive
strategies and gathering context-specific knowledge, respectively, which are associated
with the most frequent phase reported in our study, i.e., Control and Regulation (79%).

6 Conclusion

The article aimed to identify metacognitive processes displayed by learners in a problem-
solving OELE. We mapped the coded think-aloud and trace data across a synchronised
timeline to develop the prediction model and extracted features such as actions per-
formed, time spent, and sequence. We can predict four phases (e.g., planning and acti-
vation) and five metacognitive processes (e.g., judgment of learning and comprehension
monitoring) with a classification accuracy of up to 0.84 and a k value indicating fair
to substantial agreement. We found that the RF model outperformed other models in
predicting most phases and processes.

Our work holds a significant role in demonstrating the automatic identification of
metacognitive processes using trace data in problem-solving OELE. A methodological
contribution of our paper is to illustrate the mapping of trace and think-aloud data across
a synchronised timeline to examine the metacognitive phases/processes displayed by a
learner. Thus, we have utilised the unobtrusive nature of trace data to capture learner
information and triangulate with think-aloud data, which is a rich and nuanced way
to capture metacognitive phases and processes. Moreover, since our machine learning
model can predict metacognitive phass and processes unobtrusively, the model can be
used to identify learners’ difficulties. Identification of such challenges enables person-
alisation and adaptive scaffolds to support novice learners during problem-solving in an
OELE.

Although we can predict metacognitive phases and processes with a good kappa
and classification accuracy, this study has limitations. For instance, the data is collected
from a small N (four), making it difficult to generalise this model to a larger N. There-
fore, we limit the paper’s scope to developing an ML model to identify metacognitive
phases/processes in MEttLE only and not generalising it to other systems. Similarly,
there are 17 metacognitive processes defined in the coding mechanism used; however,
we have identified only five processes because the frequency of other processes is very
low. This is again a consequence of the small N reported in our study. Hence, our future
goal is to conduct this study with a significant N and use advanced classifiers such
as neural networks to improve the classification accuracy and Cohen’s kappa. We also
plan to identify the combination of actions that could signify clear discrimination of the
metacognitive processes/phases. Such discriminants would be beneficial for identifying
metacognitive phases and processes automatically using trace data only.
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Abstract. High learner dropout rates in MOOC-based education contexts have
encouraged researchers to explore and propose different intervention models. In
discussion forums, intervention is critical, not only to identify comments that
require replies but also to consider learners who may require intervention in the
form of staff support. There is a lack of research on the role of intervention based
on learner comments to prevent learner dropout in MOOC-based settings. To fill
this research gap, we propose an intervention model that detects when staff inter-
vention is required to prevent learner dropout using a dataset from FutureLearn.
Our proposed model was based on learners’ comments history by integrating the
most-recent sequence of comments written by learners to identify if an interven-
tion was necessary to prevent dropout. We aimed to find both the proper classifier
and the number of comments representing the appropriate most recent sequence
of comments. We developed several intervention models by utilising two forms of
supervised multi-input machine learning (ML) classification models (deep learn-
ing and transformer). For the transformer model, specifically, we propose the
siamese and dual temporal multi-input, which we term the multi-siamese BERT
and multiple BERT. We further experimented with clustering learners based on
their respective number of comments to analyse if grouping as a pre-processing
step improved the results. The results show that, whilst multi-input for deep learn-
ing can be useful, a better overall effect is achieved by using the transformer model,
which has better performance in detecting learners who require intervention. Con-
trary to our expectations, however, clustering before prediction can have negative
consequences on prediction outcomes, especially in the underrepresented class.
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1 Introduction

During the COVID pandemic and lockdown, most educational institutions around the
world turned to online study [1]. Platforms such as MOOCs became increasingly attrac-
tive for a large number of institutions and learners to allow them to continue their
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studies [2]. Nevertheless, dropout rates on MOOC-based courses can reach 90% [3],
which remains, even during the pandemic [4], one of the most long-standing problems
of such learning environments [5]. In recent years, many researchers have proposed sev-
eral solutions to curb dropout rates [6, 7], among them, constructing intervention models
to determine learner needs based on identifying urgent comments posted to discussion
forums [8, 9]. Interaction with an instructor is considered one of the most important
indicators for avoiding dropout in MOOC learners [10]. However, in terms of identify-
ing if intervention is required based on the comments posted in discussion forums as
asynchronous communication platforms between learners and instructors [11], due to
the huge numbers of comments, instructors cannot effectively monitor, track, identify,
and respond to all comments that may require intervention. Therefore, many researchers
have attempted to create models to identify comments posted by learners who might need
intervention [12, 13]. However, we consider that it might also be helpful to consider the
sequence of learners’ textual comments (Sect. 3.2) to reduce dropout rates and improve
the quality of the interventions offered.

This study aimed to develop a model to identify learners who require intervention
by an instructor based on the sequence of learner comments to predict and mitigate
learner dropout on MOOC-based courses. As the absence of interaction and feedback
by instructors on discussion forums has been associated with increased dropout rates
[10, 14], our objective was to propose an intelligent intervention model. We formalised
this challenge as a text classification problem by developing and employing a supervised
binary classification model with multiple text inputs based on learner comments. The
input consists of the most recent comments of the learner (as further defined in Sect. 3.2)
and the output is the predicted dropout. We applied and trained two recent popular types
of classifiers: deep learning [15] and transformer [16], and examined various numbers of
inputs for prediction. Therefore, we investigated the following research question (RQ):

RQ. Can we predict learners who may drop out and identify their need for intervention
fro