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Abstract. This paper proposesmulticlass classification using different symptoms
of patients into 40 different classes. This paper also represents the comparative
study of the performance of four different Machine Learning models on the test
symptoms data of the patients and suggests the most effient model to classify into
40 classes. Random Forest, Support Vector Machine (SVM), Naive Bayes and
Decision tree are used for building the model. The performance of the algorithms
is being analyzed on the parameter like accuracy, precision, and F1-score. The
results reveal that Random Forest and Decision Tree are more accurate than other
machine learning algorithms.
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1 Introduction

Education and healthcare are two sectors where machine learning is being employed.
Machine learning has become more popular as a result of advances in processing power
and the availability of datasets on open-source repositories. In healthcare, machine learn-
ing is utilized in a wide range of settings. There is a lot of data in the healthcare business
that can assist uncover patterns and forecast future outcomes. In healthcare, machine
learning is utilized to tackle a variety of issues [1–3]. There is no one-size-fits-all app-
roach to determining the severity of cardiac disease [4]. Machine learning models may
be built using the dataset and individual patient data to predict outcomes. As a conse-
quence of the data entered, the forecast result will be unique to that individual. Type-2
diabetes can be avoid-ed by controlling one’s weight, diet, and other lifestyle factors [5].
There is no specific therapy for coronavirus. This year’s coronavirus came from China.
This disease is being treated with a variety of methods, but there aren’t any clearly
defined measures to follow. Human cognition is the goal of artificial intelligence (AI).
A paradigm change in healthcare is being brought about by the rising availability of
healthcare data and the rapid advancement of analytics tools [1]. In recent years, several
models for automated detection of illnesses such as cancer, COVID-19, and diabetes [2]
have been established as of late, researchers have been building smartphone applications
that use machine learning models to diagnose diseases in real time. It’s even possible to
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create smartphone applications that can assess a person’s likelihood of contracting an ill-
ness and then suggest a diagnosis based on their current health status [6]. In spite of this,
early diagnosis remains an ill- posed challenge Many academics have recently begun
employing deep-learning models to get much better results than machine learning mod-
els [2, 3]. Using machine learning algorithms, this study predicts an individual’s risk of
coronavirus, heart disease, and type 2 diabetes. People are required to enter their personal
in- formation into a mobile application and then submit the information. The danger is
forecasted within a few seconds of real-time analysis. Firebase is a cloud-based mobile
application that serves as a real-time database. A database stores the model’s training
parameters, allowing for real-time prediction. Furthermore, the user is informed of the
model’s accuracy. An additional feature is real-time sharing of news articles from rep-
utable sources. The app also includes a link to the source of the news. One of the most
pressing concerns of human civilization is healthcare, which affects the quality of life
for everyone.

It is a key component of the system [7]. The healthcare industry, on the other hand,
is incredibly diverse, widely distributed, and disjointed. Providing optimal medical care
necessitates access to relevant patient information, which is rarely available when it is
needed [8]. In addition, the wide variation in the order of diagnostic tests suggests the
necessity of a sufficient and appropriate collection of tests [14] expanded this claim
by suggesting that the significant differences found in the request for general practice
pathology arise primarily from individual variations in clinical practice and are therefore
likely to improve through more transparent and better-informed decision-making for
physicians [8]. Many heterogeneous factors, such as demographics, medical history,
drug allergies, biomarkers or genetic markers may be found in medical data. Each one
provides a distinct perspective on the patient’s state. In addition, as previously indicated,
statistical features varied significantly among the sources. When evaluating such data,
researchers and practitioners confront two major challenges: the curse of dimensionality
(the number of dimensions as well as the number of samples rises exponentially in the
space of features) and the heterogeneity of function sources and statistical attributes.
As a result of these factors, individuals have been unable to receive the care they need
due to delays and errors in their disease diagnosis. This necessitates the development of
methods that can diagnose the disease in its earliest stages as well as assist physicians
in determining treatment decisions [14]. To deal with all of this information in the
medical, computer, and statistical domains, it is imperative that new methodologies be
developed to model illness prediction and diagnosis [12]. Modern machine learning
(ML) provides a wealth of useful tools for analysing large amounts of data. Because of
this, its technology may already be used to analyse medical data. Furthermore, a wide
range of medical diagnostic work has been done on small-specialized diagnostic issues
[9] where the early ML applications have been identified. Stable people and those with
Parkinson’s disease may be distinguished using ML classifiers, making it an important
tool in clinical diagnosis.

2 Methodology

The Methodology diagram as shown in Fig. 1 consists of a dataset which is the Disease
Symptom Prediction dataset. It involves the next step of data preprocessing, following
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Fig. 1. Methodology diagram

this step the preprocessed dataset is then divided into two parts which are training data
and testing data. In the case of training data, the next step is to build different machine
learning models and then apply the training data to train the data from these models and
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return to the step of the prediction result. On the other hand, from testing data, the next
step is to remove the target class and test the output and return to the prediction result.
From prediction results, this paper analyzes the performance of each model. Discussion
of these steps is done in the following steps.

2.1 Data Collection

The Disease Symptom Prediction Dataset has been used which was available online on
the Kaggle. The sample image of the dataset used is shown in Tables 1 and 2.

So, there are 4920 instances in total, containing 40 unique disease and 17 symptoms
columns that have been used to predict the disease in this research work.

The dataset used has missing values too, as some of the diseases can be detected
using few symptoms and some require a greater number of symptoms to be accurately
detected. These missing values are handled through data preprocessing using python.

Table 1. Dataset 1 sample: predicting disease.

Disease Symptom_1 … Symptom_16 Symptom_17

0 Fungal infection itching … NaN NaN

1 Fungal infection skin_rash … NaN NaN

2 Fungal infection itching … NaN NaN

3 Fungal infection itching … NaN NaN

4 Fungal infection itching … NaN NaN

Table 2. Dataset 2 sample: symptom severity

Symptom Weight

0 itching 1

1 skin_rash 3

2 nodal_skin_eruptions 4

3 continuous_sneezing 4

4 shivering 5

2.2 Data Preprocessing

Themissing data in this case comes underMNAR (Missing Not At Random), this means
when data are missing, not at random, the missingness is specifically related to what is
missing, e.g. a person does not attend a drug test because the person took drugs the night
before [16]. In this case, symptoms are missing because there exists only that number



106 P. Tiwari et al.

of symptoms for that disease. These are handled carefully in this model using python.
Table 3 shows the missing values in the Dataset 1.

With the help of dataset 1 and dataset 2, preprocessing of data through python library
is being used and final resultant dataset Table 4 which is clean and preprocessed is used
in building the model.

The resultant dataset has been then splitted into training and testing data in where
mostly about 80% considered to be training data and remaining 20% to be testing data.
For dividing the dataset python inbuild library scikit-learn and function train_test_split()
is used.

Table 3. Sum of missing values of each attribute

Disease 0

Symptom_1 0

Symptom_2 0

Symptom_3 0

Symptom_4 348

Symptom_5 1206

Symptom_6 1986

Symptom_7 2652

Symptom_8 2976

Symptom_9 3228

Symptom_10 3408

Symptom_11 3726

Symptom_12 4176

Symptom_13 4416

Symptom_14 4614

Symptom_15 4680

Symptom_16 4728

Symptom_17 4848

Table 4. Dataset after preprocessing

Symptom_1 Symptom_2 Symptom_3 … Symptom_17 Disease

0 1 3 4 … 0 Fungal
infection

(continued)
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Table 4. (continued)

Symptom_1 Symptom_2 Symptom_3 … Symptom_17 Disease

1 3 4 0 … 0 Fungal
infection

2 1 4 0 … 0 Fungal
infection

3 1 3 0 … 0 Fungal
infection

4 1 3 4 … 0 Fungal
infection

… … … … … … …

4915 5 3 5 … 4 (vertigo)
Paroymsal
Positional
Verigo

4916 3 2 2 … 0 Acne

4917 6 4 0 … 0 Urinary tract
infection

4918 3 3 3 … 2 Psoriasis

4919 3 7 4 … 3 Impetigo

2.3 Building the Model

The model is built using Python.Scikit-learn library to implement the four machine
learning algorithm. Scikit-learn is a Python module that integrates a wide range of
cutting-edge machine learning methods for supervised and unsupervised issues on a
medium-scale[18]. The library imported to build the models are as follows:

1. from sklearn.naive_bayes import GaussianNB:
This Library is used to build the Gaussian Naïve Bayes model and to implement and
train this model GaussianNB().fit(x_train, y_train) function is used.

2. from sklearn import svm:
This Library is used to build the Support Vector machine model and to implement
and train this model svm.SVC(kernel = ’rbf’, gamma = 0.5, C = 0.1).fit(x_train,
y_train) function is used.

3. from sklearn.ensemble import RandomForestClassifier:
This Library is used to build the Random Forest model and to implement and train
this model RandomForestClassifier().fit(x_train, y_train) function is used.

4. from sklearn.tree import DecisionTreeClassifier:
This Library is used to build the Support Vectormachinemodel and to implement

and train this model DecisionTreeClassifier().fit(x_train, y_train) function is used.
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2.4 Performance Metric of Model

Following performance metric of the four models have been considered for the analysis
and comparison. Table 5 shows the comparison and analysis of the fourmachine learning
algorithms in the tabular form.

1. Accuracy
Accuracy of model is defined as total prediction that are predicted correctly divided
by the total predictions done by the model.

Accuracy = True Positive + True Negative

True Positive + True Negative + False Positive + False negative

2. Precision
Precision is defined as positive predictions that are predicted correctly divided by
the total positive prediction.

Precision = True Positive

True Positive + False Positive

3. Recall
Recall is defined as how many of the returned predictions that predicted that it
belongs to certain class were actually predicted that they belong to that class.

Recall = True Positive

True Positive + False Negative

4. F1-Score
F1-Score is defined as the harmonic mean of Precision and Recall.

F1-Score = 2 ∗ (
Precision ∗ Recall

Precision + Recall
)

The performance metric of the models are calculated using the library
sklearn.metrics. Sincemulticlass classification is where there exist more than two classes
and they are solved by further diving the problem into series of binary classes. And since
the many binary classes so will be that many values of precision, recall and f1_score
and here comes the method of averaging which will output one precision value of that
model. There are three types of averaging that can be done macro, micro and weighted.
In this paper the metric is calculated using the average type “weighted” as the classes
are imbalanced and it is best technique to used it for.

3 Result Analysis as Per Given Algorithms

In this paper, four machine learning models are used, SVM, Random Forest, Decision
Tree andGaussianNaïveBayes for the prediction of disease based on the symptomsusing
disease symptom prediction, Kaggle Dataset. The performance of all models was evalu-
ated based on four parameters, accuracy, precision, F1_score and recall. The performance
result of the models is shown in Table 5 and Fig. 2 respectively.
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Table 5. Performance metric of models

Model Accuracy Recall Precision F1_score

Multiclass SVM 0.92 0.99 0.99 0.92

Random Forest 0.99 0.99 0.99 0.99

Decision Tree 0.99 0.99 0.99 0.99

Naïve Bayes 0.86 0.86 0.87 0.85

Decision tree and Random Forest performed well in comparison to Gaussian Naive
Bayes and SVM. Model. Most accurate algorithm is Decision tree and Random Forest
with accuracy 99%, followed by SVMwith 92% and then Naive Bayes that has the least
accuracy of 86%. When it comes to Precision all algorithm has Precision 99% except
Naïve bayes which has Precision 87%.

This study demonstrates howMLPredictivemodels can be created, verified, and used
to diagnose various diseases quickly. The study also demonstrates the critical significance
of supervised machine learning algorithms in the prediction and diagnosis of diseases,
which can help alleviate the enormous load on healthcare systems in most countries
throughout the world.

Fig. 2. Performance evaluation of algorithms

4 Conclusion

In this paper attempt has been made to analyze and compare various machine learning
models based on multiclass classification of various diseases based on their symptoms.
The goal of this study was to see how well algorithms perform when dealing with
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multiclass data. For disease symptom prediction dataset used from the Kaggle, which
comprises 4920 instances, and used a test_train split to divide the data into two halves,
training and testing datasets. To test the performance, 17 different symptoms are analyzed
to predict various diseases using four different algorithms. Finally, after the implementa-
tion phase, it was determined that Random Forest and Decision Tree provide the highest
level of accuracy in the dataset used, at 99%, while Naive Bayes provides the lowest
level of accuracy, at 86%.
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