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Abstract. Frequent Itemset Mining(FIM) aims to generate itemsets
having their frequency of occurrence not lesser than minimum support
specified by the user. FIM does not consider the itemset utility which
is the it’s profit value. High-utility itemset mining(HUIM) mines high-
utility itemsets(HUI) from data. HUIM is a combinatorial optimization.
With HUIM algorithms, the time required to search increases exponen-
tially with an increasing number of transactions and database items. To
address this issue an efficient algorithm to mine HUIs is proposed.

The proposed algorithm uses a compact form of chromosome encoding
by eliminating the itemsets with low transactional utilities. The algo-
rithm employs methodology of self mutation to reduce generation of
unwanted chromosomes.

Experimental results have shown that the proposed algorithm finds
HUIs for a given threshold value. The proposed algorithm consumes less
time as compared to another HUIM algorithm HUIM-IGA.

Keywords: High utility itemset mining · Frequent Itemset Mining ·
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1 Introduction

Quick and accurate information is always a necessity to make efficient decisions
[2]. The knowledge discovery process(KDD) aims to discover hidden patterns of
knowledge from data [1]. One major step of the KDD process is data mining.
FIM is an important task in data mining for finding the most occurring itemsets
from transactional databases [3]. In FIM itemsets are mined based upon the
frequency of occurrence of itemsets in the database only [4,5]. The information
about the quantity of the items and profit values associated with the items are
not considered [6,7].

HUIM mines itemsets based upon their utilities. Itemset utility is the profit
that it offers [8,9]. In this study, the itemset utility is a function of the quantity
and profit of the items contained in the itemsets.

The process of HUIM generates a large number of itemsets in the intermediate
stages. The itemsets are searched to generate the HUIs. HUIM is a combinatorial
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optimization problem. The time required to generate HUIs is proportional to the
number of items [10,11]. Genetic Algorithms(GA) have the potential to address
this issue.

GAs avoid generation of all the candidate itemsets in the intermediate stages.
GAs encode itemsets as chromosomes. They generate a set(population) of item-
sets, evaluate them for their fitness and perform operations to generate fit item-
sets from the weaker ones. The efficiency of GAs in searching new HUIs is low
and can be enhanced.

Hence, we propose an efficient version GA to generate HUIs from transac-
tional database, which encodes itemsets as chromosomes where in the genes are
identified based upon the utilities of the corresponding item in the database.

2 Related Work and Motivation

2.1 Genetic Algorithm

GAs are used to solve NP-Hard problems [12]. GAs encode itemsets in the form
of chromosomes, also called as individuals, which are made up of genes. Each
gene represents an itemset. In the initial step GA generates a set of individuals
whose fitness(utility) are evaluated to identify the HUIs. In case the required
number of individuals are not generated then it performs three types of opera-
tions on the generated population. The operations are selection, crossover and
mutation. The selection operator selects fit individuals. The crossover opera-
tor recombines two of the selected individuals with each other by exchanging
their bits of pre-identified genes. The mutation operator alters bits of a single
individual to generate a fit individual from it.

2.2 High Utility Itemset Mining(HUIM)

The process of HUIM mines itemsets from transactional datasets which have high
utility. The utility is a profit value associated with the it. HUIM was proposed
in [14]. The algorithm proposed in [15] is a two phased algorithm which, in
the intermediate stages, generates a huge set candidate itemsets. This issue was
addressed in [16] which avoided generation of candidate itemsets. The major
issue with most of the algorithms in HUIM is huge set of candidate itemsets
generated in the intermediate phases. This led to the introduction of GAs in
HUIM.

The first GA to mine HUIs was proposed in [10]. Several algorithms thereafter
were proposed. The algorithm HUIM-IGA discovered HUIs by using the strategy
to improve population diversity [13].

The proposed algorithm stores the HUIs in the form of binary tree which
increases the efficiency of searching for an existing HUI. It also maintains bit-
vectors of each item which stores information about the ids of the transaction
containing the item. This bit-vector enable quick identification of the transac-
tions containing all the items of the itemset and calculation of the itemset utility.
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3 Problem Definition

3.1 Preliminaries

Let I = x1, x2, ..., xm be the set of literals, called items. D = {T1, T2, , ...Tn}
represents the database containing n transactions, where Tj represents itemset
in transaction j. i is the unique identifier of the transaction and Tj ⊆ I.

The external utility of item xk ∈ I is the profit value denoted as μ(xk).
The internal utility denoted as νj(xk), of item in a transaction is the purchase
quantity of the item in that transaction, where xk ∈ I is the item in transaction
j.

Utility of xk ∈ I in Tj is

uTj(xk) = μ(xk) ∗ νj(xk) (1)

Utility xk ∈ I in D is

uD(xk) =
n∑

j=i

uTj(xk), n = |D| (2)

Utility Tj in D is

uTj =
∑

xk∈Tj

uTj(xk) (3)

The transactional utility xk in D is

u(xk) =
∑

xk∈Tj

uTj (4)

Utility of X in Tj is

uTj(X) =
∑

xk∈Tj∩X

uTj(xk) (5)

The utility of itemset X in database D is defined as

u(X) =
∑

X⊆Tj

uTj(X) (6)

X is HUI if u(X) ≥ s0, where s0 is minimum utility value given by the user.

3.2 Problem Statement

Generate high utility itemsets for a database D of transactions, given the mini-
mum utility, s0, and external utilities of items.
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4 Proposed Algorithm

The proposed algorithm works in the following steps.

4.1 Database Pruning

The algorithm generates an new database Dbit from the transactional database
D. The transactions in Dbit are bit representations of transactions in D. The
columns in Dbit represent each item in I. If the item is in a transaction in D then
the bit for the corresponding item in the transaction in Dbit is set to 1 otherwise
is set to 0. The algorithm then identifies the items with their utilities less than
s0. The columns pertaining to these items are deleted from Dbit. This reduces
the number of comparisons required to generate and search for itemsets in the
database. Each column in Dbit is a vector of bits containing the transaction ids,
in D, to which the item pertaining to the column belongs.

4.2 Initial Population Generation

Each itemset is encoded as a chromosome of length l same as the column count
of Dbit i.e. the count of items with their utilities not less than s0.

Let Np be the size of the population. The algorithm generates the a set of Np

chromosomes in the following way. While generating an individual, all the genes
are randomly assigned values 0 or 1. The operator AND is performed between
the vectors of columns on each item corresponding to the genes which are set
to 1. The position of the 1 valued bits in resultant bit-vector contains the ids
of the transaction in Dbit containing all the items of the itemset encoded as the
new individual (chromosome). The utility of the newly generated itemset is the
total of the utilities of all these transactions. If the utility of the itemset is not
less than s0 then the generated individual is added to HUIS as an HUI.

After repeating the process for all the individuals, HUIS contains high utility
itemsets.

There are two challenges involved in this step. The first challenge is the
generation of duplicate HUIs. In this case, the newly generated itemset will have
to be searched for in the existing set HUIS. In order to make this search efficient,
the set HUIS is maintained as a binary tree of length l + 2. The root node is
empty. Each branch represents an HUI(individual). The other nodes store bits
representing the genes of the individual. When a new HUI is inserted into the
tree, the first bit is inserted as a root node child. If gene value is 0 then the node
is created as a left child. If value of the gene is 1 then node is created as a right
child. If the corresponding child node already existed then nothing is done. If
the value of the gene is 0 then the algorithm considers the left child node for the
second gene node creation. Otherwise the right child node is considered.

Similarly, for the second gene, the child node is created at level 3 in the binary
tree base on the value of the second gene in the same way as done for the first
gene. The process is repeated till all the genes are processed and a new branch of
nodes of depth l+1 is added to the tree. If a new branch is not created and there
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already existed a branch for the itemset then it implies that the HUI has already
been created before. Thus there is no extra step required to check whether an
HUI has been already created. This tree structure also avoids comparison with
individual HUIs in the set HUIS while searching for an itemset.

The second challenge is that not all the individuals generated during this
process will qualify to be high utility itemset. If this happens then the number
of HUIs in the set HUIS will be less than Np.

In both the cases, i.e. if the generated itemset is already existing in set HUIS
or the itemset is not an HUI, then itemset is made to undergo mutation and a
new itemset is created by exchanging values of randomly selected two genes such
that both the genes have different values. The new itemset is evaluated for its
fitness and checked whether it has been already included before in set HUIS. If
not, then it also undergoes mutation.

4.3 Time Complexity

The algorithm has the time complexity of Np ∗ l + N2
p ∗ l, where Np is the size

of population and l is the length of the chromosome.

5 Experiments

The performance of the proposed algorithm was compared with HUIM-IGA. The
algorithm proposed in this paper was implemented using C++. The experiments
were conducted on a 64-bit Intel Core-i5 processor system having 8 GB RAM
and Windows 10 operating system.

The dataset used is a synthetic dataset which as generated using the IBM
synthetic generator. Size of the population is 20. The number of fitness calcula-
tions is 30K. The value of s0 was set to 40%.

Figure 1 shows the convergence of both the proposed and HUI-IGA algo-
rithms with respect to the count of HUIs generated.

The convergence of the proposed algorithm is faster than the convergence of
HUIM-IGA. The number of HUIs with lesser fitness evaluation calculations in
the proposed algorithm are more as compared to that in HUIM-IGA.This is due
to the intersections of the item bit-vectors at the time of generation of a new
individual.

Figure 2 shows the execution time of both, the proposed and HUI-IGA algo-
rithms with respect to the minimum utility threshold s0.

For lower values of s0 the proposed algorithm requires more time than HUIM-
IGA. The proposed algorithm is better in terms of time efficiency as compared
to the HUIM-IGA for higher values of s0. Since the proposed algorithm stores
the HUIs in the form of a tree which avoid unnecessary comparisons required
for searching HUIs, the execution time is lower than that of HUIM-IGA.
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Fig. 1. Convergence with s0 = 40%

Fig. 2. Execution time vs s0
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6 Limitation of the Study

The proposed algorithm has been experimented on one and only synthetic data.
Experiments on multiple dataset and real datasets will enhance the experimental
study.

There are possibilities that the proposed algorithm may enter infinite loop
while generating a new individual out of duplicate HUI or an unfit individual
in the initial population generation stage. A control strategy to avoid repetitive
generating of new individuals forever is needed.

Only one algorithm has been considered for comparison. The performance
has not been compared with other algorithms. Also, the observations are true
for the current dataset used. Whether the same trends will or will not be followed
for other datasets has to analysed.

7 Conclusion

HUIM aims to discover itemsets having high utility. HUIM algorithms generate
large no of itemsets out of which the HUIs are discovered. This issue has been
addressed by Genetic Algorithms. GAs generate a set of individuals and evaluates
their fitness. In case of an unfit individual, operations such as mutations and
crossover are performed to either convert a weak individual into a fit one or
generate a new individual from two parents. In case of high utility itemset mining
the individuals represent the itemsets. GAs also have to maintain and search
large number of itemsets in their intermediate steps.

A GA which stores HUIs in the form of a tree has been proposed in this
paper. This reduces the unnecessary comparisons thereby improving the search
efficiency and reducing the overall execution time. The algorithms also maintains
the bit image of the transactional database which enables quick calculations of
utilities of itemset by performing AND operations between the bi-vectors of
items.

The proposed algorithm was implemented in C++ to perform experiments
to compare its performance with the state-of-art GA algorithm HUIM-IGA. As
per the experiments the proposed algorithm is efficient in mining HUIs for high
s0 values.

A limitation of the proposed algorithm is that the process of generating a new
HUI from a duplicate HUI or low utility itemset may enter an infinite loop. The
strategy to prevent it from entering an infinite loop is required. Only synthetic
data were used in the experiment. A better insight about the performance of the
algorithm would be possible using real datasets. Our future work will focus on
these issues.
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