
Ashish Kumar Luhach · Dharm Singh Jat · 
Kamarul Bin Ghazali Hawari · 
Xiao-Zhi Gao · Pawan Lingras (Eds.)

5th International Conference, ICAICR 2021
Gurugram, India, December 18–19, 2021
Revised Selected Papers

Advanced Informatics 
for Computing 
Research

Communications in Computer and Information Science 1575



Communications
in Computer and Information Science 1575

Editorial Board Members

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Ashish Ghosh
Indian Statistical Institute, Kolkata, India

Raquel Oliveira Prates
Federal University of Minas Gerais (UFMG), Belo Horizonte, Brazil

Lizhu Zhou
Tsinghua University, Beijing, China

https://orcid.org/0000-0002-5961-6606
https://orcid.org/0000-0002-7128-4974


More information about this series at https://link.springer.com/bookseries/7899

https://springerlink.bibliotecabuap.elogim.com/bookseries/7899


Ashish Kumar Luhach · Dharm Singh Jat ·
Kamarul Bin Ghazali Hawari · Xiao-Zhi Gao ·
Pawan Lingras (Eds.)

Advanced Informatics
for Computing
Research
5th International Conference, ICAICR 2021
Gurugram, India, December 18–19, 2021
Revised Selected Papers



Editors
Ashish Kumar Luhach
Papua New Guinea University of Technology
Lae, Papua New Guinea

Kamarul Bin Ghazali Hawari
Universiti Malaysia Pahang
Pekan, Malaysia

Pawan Lingras
Saint Mary’s University
Halifax, NS, Canada

Dharm Singh Jat
Namibia University of Science
and Technology
Windhoek, Namibia

Xiao-Zhi Gao
University of Eastern Finland
Kuopio, Finland

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-3-031-09468-2 ISBN 978-3-031-09469-9 (eBook)
https://doi.org/10.1007/978-3-031-09469-9

© Springer Nature Switzerland AG 2022
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-031-09469-9


Preface

This book contains the best selected and edited papers of the Fifth International
Conference on Advanced Informatics for Computing Research (ICAICR 2021), held
during December 18–19, 2021 in Gurugram, India, in association with the Namibia
University of Science and Technology, Namibia, and technically sponsored by the VNR
Vignana Jyothi Institute of Engineering and Technology, India, Shobhit University,
Gangoh, India, the Graphic Era Deemed to be University (GEU), India, and the Leafra
Research Foundation, India.

ICAICR 2021 targeted state-of-the-art as well as emerging topics pertaining to
advanced informatics for computing research and its implementation for engineering
applications. The objective of this international conference is to provide opportunities for
researchers, academicians, industry professionals, and students to interact and exchange
ideas, experience, and expertise in the current trends and strategies for information and
communication technologies. Besides this, the aims are to enlighten participants about
the vast avenues and current and emerging technological developments in the field of
advanced informatics and to thoroughly explore and discuss its applications. ICAICR
2021 received 220 papers, out of which 23 high-quality papers were accepted after the
double-blind review process.

We are highly thankful to our valuable authors for their contributions and our
Technical ProgramCommittee for their immense support andmotivation for making this
edition of ICAICR a success. We are also grateful to our keynote speakers for sharing
their precious work and enlightening the delegates of the conference. We express our
sincere gratitude to our publication partner, Springer, for believing in us.

February 2022 Ashish Kumar Luhach
Dharm Singh Jat

Kamarul Bin Ghazali Hawari
Xiao-Zhi Gao
Pawan Lingras
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Worldwide Vaccination Report for COVID-19
Analysis and Visualization Using Deep Learning

Meenu Gupta(B), Rakesh Kumar, Shubham Gaur, and Puneet Kumar

UIE-CSE, Chandigarh University, Gharuan, Punjab , India
meenu.e9406@cumail.in

Abstract. Covid-19 is an ongoing pandemic, caused by the Acute Respiratory
Disease Coronavirus 2 (SARS-CoV-2). The virus first appeared in Wuhan, China
in December 2019. The World Health Organization announced the Public Health
Emergency of International Concern on COVID-19 on January 30, 2020, and
announced the epidemic on March 11, 2020. Due to high number of death cases
the COVID-19 becames a deadliest pandemics in the history. The main aim of this
work is to convey the analysis of various current vaccination programs around
the globe by performing Exploratory Data Analysis on the scraped data present
on the web. In the result analysis, the model visualizes and showcases the caused
by Covid in different countries through the last one year and the progress of the
vaccination program in various countries around the world. The result analysis
shows that United States, United Kingdom, England, India and China are the top
five country that are vaccinating maximum people in a day and Gabraltar have the
most people vaccinated as compared to others.

Keywords: Covid-19 · Pandemic · Vaccination report · Visualization · Deep
learning · Public health emergency of ınternational · Exploratory data analysis

1 Introduction

The Covid-19 pandemic is the one of the most vital health disaster humans have encoun-
tered with [1] Covid-19 is spreading rapidly among humans as well as animals. Corona
viruses are a large family of viruses that causes illness. The illness may range from
common cold to severe respiratory diseases to even death. Corona viruses are classified
as zoonotic, which means they can transfer between humans and animals too. There are
several known corona viruses that are circulating in animals but not yet infected humans
[2]. In 2019, a new coronavirus was identified as the cause of the disease outbreak among
humans. The virus is known as SARS-CoV-2. The virus is thus known as corona virus
disease 2019 (COVID-19). The outbreak spread at an alarming rate as a result of which
the WHO (World Health Organization) declared COVID-19 to be a pandemic [3]. The
corona virus infects your body’s healthy cells. There, the virus makes copies of itself
throughout the body. The virus moves down the human respiratory tract and latches its
spiky surface proteins to receptors on healthy cells, especially lungs. This makes the
hosts lungs to become inflamed which makes it tough for them to breathe. This may lead

© Springer Nature Switzerland AG 2022
A. K. Luhach et al. (Eds.): ICAICR 2021, CCIS 1575, pp. 3–14, 2022.
https://doi.org/10.1007/978-3-031-09469-9_1
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to severe respiratory diseases to even deaths [4]. There are various methods introduced
by scientists and people to know whether the patient is infected with Covid-19 virus or
not. One of the methods include the study of the patient’s Chest x-ray and chest CT scan,
in which the doctors look out for shadows or patchy areas called “ground-glass opacity”
[5]. Many health professionals, statisticians, researchers, data scientists and program-
mers have been tracking the corona virus outspread in different regions of the world
using various different approaches. Data scientists have developed various algorithms
which can identify whether the person is infected with corona virus or not, using the
images of chest x-rays of that person [6]. The development of an efficacious COVID-19
vaccine has helped various countries all around the world to stand a chance against this
pandemic. The rise in various vaccines developed by scientists have helped the coun-
tries to develop an immunization among their people against the Covid-19 virus. The
vaccination programs are now ongoing in every major and minor city all around the
world with aim to immunize the whole population against this virus [7, 8]. After the
release of the first vaccine in January 2021, countries all around the world were trying
to vaccinate and immune as many people as possible. But since March 2021, a second
wave of Covid-19 struck various countries around the world. The Table 1 compares the
new confirmed covid cases and deaths in various countries for 1st January 2021 and 5th
March 2021, after they got struck with the second wave on Covid-19 [9].

Table 1. Covid-19 Data for new cases and deaths in various countries

Country Name New Confirmed
Covid-19 cases
(1st Jan 2021)

New confirmed
Covid-19 cases
(5th May 2021)

New confirmed
Covid-19 Deaths
(1st Jan 2021)

New confirmed
Covid-19 Deaths
(5th May 2021)

India 20035 412431 256 3980

European Union 112548 106256 2296 2141

South America 47568 125704 912 4136

Brazil 24605 73295 462 2811

France 19348 260004 133 244

Japan 3257 4068 248 60

Nepal 426 8605 8 58

Thailand 216 2112 1 15

2 Related Work

In [8], the author has performeda studywhere the author tried to predict the progressionof
disease caused by COVID- 19 Vaccine. The author performed machine-learning models
on the data collected at two hospitals, The Huoshenshan and Taikang Tongji (Wuhan,
China) hospitals. Some patients were characterized as severe COVID-19 caseswith fever
plus one of SpO2<93% or rate of respiration>30 breaths/minute in room. Then, in the
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dataset, the author selected the most representative features. using a feature selection.
Factors which show differences between the two groups namely, critical and non-critical
patients were selected by the author for the machine learning process. In the results,
the author found that the patient’s median age was 62.75 years, with more than 50%
being male. The severe patients are much older than the non-severe patients. High blood
pressure (>30%), heart disease(<10%) and diabetes (>12%) were the most common
complications, and were frequently presented in severe patients. Increased levels of
CRP, D-dimer and α-hydroxybutyrate dehydrogenase, lactate dehydrogenase (LDH),
and a decreased levels of hemoglobin and albumin are found in severe patients.

In [9], the author has prepared a background paper on Covid-19 vaccines. The author
has depicted how the various vaccines such as CoviShield and Covaxin works. SARS-
CoV-2 infection induces both B-cell (antibody) and T-cell specific immune responses.
T-cells are responsible for producing memory T-cells that remember the virus and B-
cells are responsible for producing virus specific antibodies. Basically, both the cells
combined prepare our body for future infection. The two most famous vaccines around
the world that are being used by most of the countries are CoviShield and Covaxin. The
CoviShield uses Chimpanzee adeno virus approach.When a person gets vaccinated with
CoviShield, the vaccine doesn’t inject the person with the actual SARS-CoV-2 virus,
but instead the person gets injected with an adeno virus that infects animals, especially
Chimpanzee. Adeno virus used in CoviShield is modified to carry a corona virus gene.
When CoviShield is administered the adeno virus, enters the living cell and the modified
gene instructs the cell to produce SARS-CoV-2 spike proteins and display it on the
surface of the healthy cells. These spike proteins are then detected by the T-cells and
B-cells and our body starts building immunity whereas, the Covaxin (BBV152) is an
inactivated SARS-CoV-2 virus vaccine. An inactivated virus won’t cause an infection in
your body as it is basically powerless. It helps our body to make SARS-CoV-2 specific
antibodies with the mechanism same as of CoviShield. In [10], the author conducted a
study on the effects of the pandemic on the air quality of major Indian cities. The author
reported that the COVID-19 has forced many countries around the world to declare a
lockdown nationwide to further prevent the spread of coronavirus in the community.
On March 24, 2020, India declared a lockdown nationwide. The author analysed the
quality of air of three major cities in India, which are Delhi, Kolkata andMumbai during
the lockdown phase and compared it to before and after the lockdown conditions. The
author looked at seven major air pollutants and analyzed data obtained from 56 stations
under the Central Pollution Control Board present across the selected cities. The author
has marked the air quality indicator and the local pattern for these pollutants. According
to the author, atmospheric particulate matter 2.5, 10 and carbon monoxide are the main
pollutants in India which have been reduced by a rate of 52%, 39%, and 13% in Delhi,
47%, 41%, and 27% in Mumbai and 49%, 37%, and 21% in Kolkata. This study shows
that the temporary closure can result into a refreshing breeze in these big cities.

In [11], the author conducted an analysis of factors related to cardiovascular risks
among patients infected with COVID-19. The author wants to analyse and evaluate the
increase in factors related toCVDrisks amongCOVID-19 patients based on theFraming-
ham risk score, and to assess the correlation of CVD risk factors with clinical outcomes.
In thae cross-sectional study, the author analysed 264 confirmed cases of COVID - 19
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at King Saud University in Saudi Arabia. The electrical records of patients, including
the ones in the age group 18–80 are recorded and updated. The patients are classified
in three FRS categories mainly low, medium and high. In these results, more than half
needed a treatment regarding the serious illness and 58 patients died, merely adding
up to 27%. Pneumonia, shortness of breath and kidney damage was the most common
complications that are found among the patients. In [12], an analysis is conducted by
the author to gain information regarding the vaccination program among the population:
a cross-sectional study is done by author from 1,449 people. The author wants to put
across the point that the success of the vaccination program depends on the knowledge of
people about the vaccines. By increasing the people’s knowledge about the vaccine and
strengthening the promoters, the acceptance of vaccine program can be increased among
the population. The author performed the survey with the help of Google online survey
platform. A total of 1249 responses are received, with majority from the age group>38.
In the survey, the author found that most of the people have limited knowledge about
the vaccines in groups already suffering from some conditions. Participants having age
>45 years are more willing to take the Covid-19 vaccine as they believe that the vaccine
is harmless. The younger generations maily from age group <30 are more concerned
about the availability of the vaccines and their validity.

The researches spurred curiosity in me to work on the Covid-19 World Vaccination
Analysiswith the objective of understanding and predicting how the vaccination program
is being conducted all around the world.

3 Material and Method

In this section the dataset used for analysis is discussed with proposed methodology.

3.1 Dataset

The dataset used in this paper is taken from Kaggle [11], which is been updated daily
regarding the vaccinations done worldwide. The data used in the proposed work is
being updated till 26th April 2021. This data set is further divided into 16 columns
serving different purposes which will discuss later in this section. The vaccination data
is collected for 195 different countries. The length of the dataset used is 13600 on the
date it was taken from the Kaggle repository. A brief description of the dataset labels
is discussed further in this section to understand the dataset and make prediction. This
makes easy for us to understand the dataset and make prediction. The Country and
Country ISO Code helps to identify the details of vaccination used for a country. The
people are differentiated for covid-19 dose by anlayzing their vaccination report like,
taken 1st dose or fully vaccined (i.e., both of the doses). Daily vaccination column
describes the number of vaccinations for that particular date/country.

3.2 Proposed Work

Data obtained from the Kaggle repository contains some missing values as it is data
from the real-world. The reason could be many such as data entry errors or problems
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related to data collection. The dataset is first cleaned and the missing values are replaced
with 0.0 in order to make the results more accurate. To implement the deep learning
algorithm EDA, this work follows the following approach depicted in the Fig. 1
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Fig. 1. Proposed model for analysis and prediction of Covid -19 on the basis of worldwide
vaccination report

4 Experimental Results and Discussions

4.1 Analysis of COVID-19 Around the World

A brief overview of the Covid-19 situation, the daily confirmed cases and the deaths all
around the world are depicted further in Sect. 4.1. In Fig. 2, the daily Covid-19 cases
confirmed all around the world are shown. The figure shows data from 22nd January
2020 to 25th August 2021 about the new cases from Covid-19.

Fig. 2. Covid-19 new cases analysis through last one year
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Fig. 3. Covid-19 death analysis through last one year

In Fig. 3, the death analysis through the last one year all around the world is been
depicted in a graphical manner. After performing Exploratory Data Analysis on the
collected dataset the results are shownwith the help of graphs. For that, different libraries
like matplotlib and seaborn are used. Given below are the results after implementing the
algorithm:

Fig. 4. Top 10 countries by total confirmed cases

In Fig. 4, the top 10 countries that are worst hit by Covid-19 pandemic are shown.
The graph shows that USA leads by cases over 30 million. India and Brazil follow with
15 million cases reported.
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Fig. 5. Top 20 countries by total cases per 1 million population

In Fig. 5, the top countries with the greatest number of Covid-19 cases per 1 million
of the population is shown. The graph shows that 14 out of top 20 are European countries,
4 are North American and remaining fromAsia. Andorra is the country withmost people
tested positive for Covid-19. Also, 1 out of every 10 person in America has been tested
positive for Covid-19.

Fig. 6. Top 20 countries by total deaths per 1 million population

Figure 6 shows the top 20 countries having most deaths per 1 million of the popula-
tion. Factors like age-group, chronic illness, healthcare measures and public awareness
plays a crucial role in this. The graph has more European countries, 16 out of 20. Gibral-
tar has the greatest number of deaths as depicted in the figure followed by countries like
Spain, UK and Brazil.

4.2 Analysis of Vaccination Program

After analysing the Covid-19 situation, this section discusses the analyse of the
vaccination program is advancing in various countries around the world.
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Fig. 7. Top countries in vaccination program

In Fig. 7, the graph shows that United States, United Kingdom, England, India and
China are the top five country that are vaccinating maximum people in a day.

Fig. 8. Country wise total vaccinations done per hundred

Figure 8 shows the country wise total vaccinations done per hundred of population.
Due to less population i.e., 33701 in 2019, Gibraltar is the most vaccinated.

Fig. 9. Daily vaccinations in different countries in ppm

In Fig. 9, the graph shows the country in which country maximum people are being
vaccinated in people per million (ppm). It has been noticed that Falkland Islands is the
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leading country having most people being vaccinated daily. Maybe, it’s because of the
low population of the islands, they cover most of the people to get vaccinated daily.

Fig. 10. Total vaccinations in a Month

In the above Fig. 10, it shows that maximum number of people got vaccinated in
March all around the world. As most of the countries have the vaccinations in March,
they tried to vaccinated as much as people as possible.

Fig. 11. People fully vaccinated in different countries

As a final result, Fig. 11 shows the countries in ascending order in which people are
vaccinated the most. It is shown that because of the low population, Gabraltar have the
most people vaccinated as compared to others.

4.3 Analysis and Comparison of First and Second Wave in India

India is country which is worse hit by the ongoing second wave of Covid-19. In this
section, the deaths case of covid-19 in 2nd wave with the vaccination program in the
country (i.e., India) is analyzed. From April – Sept, 2020, the ration of covid new cases
came across the India was very high, its around thousand per day. After this tenure, the
new case reported for this disease goes down. In mid of Feb 2021, the new covid cases
encountered in India on daily basis and it reched to ~349k (April 24, 2021), which is
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Fig. 12. Daily new cases from March 2020 to April 2021 in India

almost 3.5 times the case as compared to cases encountered in Mid-September 2020.
After the first week of April, most states in India are under a complete lockdown.

Figure 12 shows the first as well as the ongoing second wave of Covid-19 in India.
The graph analysis the daily new cases that are confirmed all around the country from
March 2020 to March 2021. The graph depicts how the Covid-19 cases suddenly rose
from under 100 k daily to more than 300 k between the spam of January 2020 to March
2021.

Fig. 13. Analysis of Covid active cases from March 2020 to April 2021 in India

Figure 13 shows how the count for active cases rise in the year 2021 in India. The
count in April 2021 is 1.93 million, almost 2 times the active cases during the peak in
September 2020.

Fig. 14. Analysis of deaths by Covid-19 from March 2020 to April 2021 in India

In Fig. 14, the daily new deaths in India from March 2020 to April 2021 is shown.
The graph depicts that the daily death toll is 1625 in April 2021, which is not more than
1.5 times the death toll during the peak of the first wave in India.
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Fig. 15. Analysis of vaccination program India

In Fig. 15, an analysis of the advancement of vaccination program in India is shown.
The number of vaccines being administered daily are increasing rapidly, with some
periodic dips. Until now, 107 million people have received the first dose of vaccination
and around 16 million people are fully vaccinated in India.

5 Conclusion and Future Scope

TheCovid-19 pandemic is growingmanifold daily. All around theworld, the vaccination
program is going at a high rate in order to vaccinate the people as soon as possible. In
some parts of the world, the program is at a higher rate as compared to others. By
using Exploratory Data Analysis, this paper has visualized and predicted the results and
through graphs, United States, United Kingdom, England, India and China are the top
five country that are vaccinating maximum people in a day. This work is not intend to
develop a perfect predicting model but only analysis about the vaccination program in
order to combat this disease. For future scope this research can be analyzed on the basis
of dataset that is updated daily all around the world regarding the vaccinations done
on daily purposes. Different Machine Learning Algorithms can be applied in order to
improve the implementation phase.
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Abstract. Breast cancer is severe disease with high fatality rate in
women. As per the National breast cancer foundation of India, one out
of 5 casualties occurs due to breast cancer. Data mining techniques play
a vital role in the identification of cancer cells in the early stages. In this
manuscript, a comparative approach between two popular machine learn-
ing algorithms has been analyzed and results are compared in terms of
future prediction of the disease. A prefiltering technique along with Sup-
port Vector Machine (SVM) and k-Nearest-Neighbor(KNN) techniques
are used to enhance the performance of the model. The model is applied
on Wisconsin Diagnosis Breast Cancer data set for classfication. The
dataset having imbalance classes are difficult to classify because of the
high probability associated with a majority of classes and algorithms
classify the new data to the majority of classes only. This problem is
addressed in the manuscript by introducing the refiltering of data to
mitigate the effect that occurred due to class imbalance. The results are
evaluated using 10-fold cross-validation. The performance of both tech-
niques is measured based on important key parameters such as accuracy,
precision, recall, F-1 score, ROC curve, standard deviation. The results
are significant and competitive. The performance of both the algorithm
reveals that both algorithms have significant advantages to predict and
cure the disease but SVM based filterd/wrapper approach outperforms
KNN approach with 98.18% accuracy in detection against the accuracy
of 94.66% determined by KNN.
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1 Introduction

Machine learning has a wide variety of applications in the field of networking and
healthcare. The healthcare sector mostly depends on output data prediction and
visualization. Machine learning techniques may help doctors and researchers by
reducing human error and improving accuracy. In health care applications, classi-
fication and prediction of diseases has always been challenging tasks for doctors.
Breast cancer is one of the most common and deadly diseases among women. It
affects almost two million women every year. Also, the research shows the fatal-
ity rate is highest in comparison to all other diseases. It has been reported that
seven hundred thousand women die due to breast cancer every year. Among all
types of cancer deaths, more than 20 women died due to breast cancer alone. The
literature shows that there is no prevention technique is available to avoid breast
cancer detection. Except early detection and diagnosis is the only way to reduce
the fatality rate among the patients. In the initial phase, the detection of the
disease and symptoms are not significant which causes diagnosis and treatment
to be delayed. It has been also suggested by the National Breast Cancer Foun-
dation (NCBF) that every woman with higher age than forty years, must go for
a mammogram diagnosis every year. A mammogram is a technique used to find
cancer cells using X-rays. This technique is mostly considered safe. The regular
Mammogram offers a high survival rate of patients by detecting the cancer cells
in early stages. Several techniques has been used to identify the breast cancer
cells like biopsy, imaging techniques, physical examination. Mammography and
ultrasound are imaging-based technique in which X-rays are used to generate
the set images of breast cancer and the radiologist examines the results. In a
biopsy, the symptoms are identified by extracting the samples from the body.
These invasive surgical techniques sometimes left an impact on patient’s health.
Studies also reveal that 35% of results obtained using mass detection technique
sometimes misleading due to poor image contrast and it is difficult for the radi-
ologist to provide clear identification [1].

The number of researchers also provided the evidence that 70% to 80% biop-
sies are detected as malignant [2]. Thus, it is important to discover new tech-
niques which provide efficient results. The Machine learning techniques with
computer-aided designs may provide significant insights to the specialists (Doc-
tors and radiologists) and can predict the result with great accuracy. Data min-
ing techniques have become popular methods and show a wide variety of appli-
cations in various fields like bio-medical sciences, finance, and social sciences
[3]. Recently, several classification algorithms have been applied to the medi-
cal dataset to predict and diagnose the patients [4,5]. As many algorithms are
available in the field for the prediction and classification of the cancer dataset
still a single robust universal algorithm doesn’t exist. Also, many classifica-
tion algorithms are don’t provide significant results. All these analyses motivate
researchers to explore and analyze the recently developed methodologies in the
field of biomedical sciences to help the humans in early detection of fatal diseases.
Many researchers also used feature extraction techniques based on various fea-
tures like scale-invariant feature transform, elliptic Fourier descriptors, texture,
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and morphological features [6,7]. Most of these techniques are very expensive for
a common man. The texture and morphological-based classification techniques
exploit the common texture features and fail to provide background features of
the images. In the case of machine learning techniques, it is important to fine-
tune the classifiers. In this manuscript, a comparative approach between two
well-known states of art data mining techniques along with prefiltering stage is
analyzed. The detailed empirical study on prefiltered support vector machine
and K nearest neighbor were carried out for repeated households with 10 fold
cross-validation on WBCD (original) dataset. The filtering approach is applied
to abstract the most important features to reduce the computational complexity
of CAD model. The proposed technique shows that by incorporating the filtered
approach, the performance of state of art classifiers has been improved signif-
icantly in terms of performance measures. The findings in the paper indicate
that filtered-based machine learning models are better to practice in the clas-
sification task. The results obtained from both the techniques are compared in
terms of precision, accuracy, recall, and F-1 score. The preprocessing of data is
performed using resampling filters. The results obtained in terms of statistical
parameters are used to check the superiority of one algorithm over the other. In
this manuscript, 7291 data instances of breast cancer detection with a dimension
size of 9 rows and 698 columns are used. In summary, the original contribution
of this manuscript is are as follows

– To present and demonstrate enhanced filtered based classification model with
application in cancer cell detection.

– Comparative analysis between filtered SVM and KNN classifiers.
– To design a model which is able to discriminate benign and malign breast

tumors using a public dataset
– To enahnce model classfication accuracy at least 90%.
– To provide a tool to a medical specialist, seeking to lessen the amount of

misdiagnosis and contribution in early diagnosis of cancer.

The rest of the manuscript is oragnized in following way. In Sect. 2, a Literature
survey about the various data mining techniques in the field of biomedical science
is explored. In Sect. 3, various machine learning algorithms and their key param-
eters and performance index are defined. In Sect. 4, a comparison between the
Support vector machine (SVM) and K nearest neighbor approach is illustrated
after applying to the cancer dataset. Results obtained are discussed followed by
a conclusion in Sect. 5.

2 Literature Review

Due to the complexity and severity related to breast cancer, early detection of the
disease is always the field of interest among researchers and scientists. Recently,
many classification algorithms has been applied to the medical dataset of the
patients. All these algorithms show promising results and motivate researchers
to solve the more complex and challenging issues of society. The literature shows
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that various types of techniques are available for the detection of cancer cells
but still no single best algorithm exists. Recently, Alghodhaifi et al. [8] proposed
a convolutional neural network-based model to detect invasive ductal carcinoma
in breast histology images with an accuracy of 90%. Gayathri et al. [9] used
the Relevance Vector Machine on Wisconsin original dataset for identification
of cancer cells, and an accuracy of 97% was achieved. Khayra et al. [10] used
the näıve based approach and used different weights to distinct attributes con-
cerning their ability of prediction and achieved 93% accuracy. Gayathri et al.
proposed a new model based on the fuzzy inference method called Mamdani
Fuzzy inference model [11]. In this method, cancer cells are detected using Lin-
ear Discriminant Analysis for feature selection and Mamdani Fuzzy inference
model is used to train the dataset. The model achieved accuracy of 93%. In the
year 2007, Mohd et al. [12] compared several machine learning techniques using
open source Weka software. This analysis was limited to introduction purpose
only. Recently, researchers are also exploring the possibility of soft computing
techniques in the field of cancer detection in the early stages. In this regard,
Choudhury et al. [13] designed a soft computing model for the detection of can-
cer, heart disease and arthritis. Later the same author introduced the genetic
algorithm-based approach in the detection, classification, and clustering of the
lung cancer dataset [14]. In the year 2020, Solanki et al. [15] demonstrated a
transfer learning-based model to improve the identification accuracy in breast
cancer detection. Devi et al. [16] designed a very efficient fusion model of deep
learning and image processing techniques in breast cancer diagnosis. All these
studies reveal that breast cancer classification and prediction have always been
the field of interest among researchers and scientist. Pathel et al. [17] intro-
duced a new method for breast image segmentation based on the identification
of micro-calcification. An adaptive k means algorithm was used but model accu-
racy was poor due to overfitting. Dheeba et al. [18] proposed a method based on
swarm intelligence and neural networks for the detection of cancer. The result
of this approach was better but the only drawback was high computational cost
because of the possible solution given by several samples.

3 Materials and Methods

Machine learning techniques can be classified as the part of artificial intelli-
gence which is capable of learning and understanding the system based on the
training dataset. In literature, several techniques are available which enables sys-
tems to understand and learn. The techniques are data clustering, classification,
deep neural networks, and decision trees, etc. Machine learning techniques are
classified into three main categories [19], supervised learning and unsupervised
learning, and reinforcement learning.

3.1 Materials

The proposed model is tested on famous Wisconsin Diagnosis Breast Cancer
data. The details about the dataset is gven below
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– Wisconsin Breast Cancer data set
The model is tested on Wisconsin Diagnosis Breast Cancer data set down-
loaded from ’UCI ML’ repository. The dataset comprises 11 attributes and
699 number of instances in which 458 are bening and 241 are malignant [9].
In the WBC dataset, 16 records related to Bare Nuclei are missing so the
preprocessing of data is performed to deal with the imbalance and missing
values in the dataset. The important statistics are given in Table 1.

3.2 Methods

3.2.1 Classification Techniques and Other

Following are the fundamental techniques used for classification of the data. T

– Supervised Learning
In this method, a function is created based on a labeled input dataset. Then
the function is used to classify the future input data or predict the outcomes
accurately. The supervised learning future is classified to handle two kinds of
problems that is classification and regression.

– Unsupervised Learning
In this technique, the algorithm classifies the input data based on patterns
that exist in the input dataset which is not classified earlier. In this tech-
nique, the machine tries to identify the dataset by its mechanism. Unsuper-
vised learning is more unpredictable. In reinforcement learning, the machine
is trained in such a way that it generates a sequence of decisions. Machine
tries to find the solution using trial and error methods.

– Reinforcement Learning
In reinforcement learning, the machine is trained in such a way that it gen-
erates a sequence of decisions. Machine tries to find the solution using trial
and error methods.

3.3 Support Vector Machine Approach for Data Classification

The support vector machine [20] classifies the data using hyperplanes in N-
dimensional space. Here N represents the N number of features. This hyperplane
classifies the data according to the number of features. Hyperplanes work as
decision boundaries that discriminate the data into several classes. The dataset
classified across the sides of hyperplanes is considered to be of a different class.
Figure 1 represents the process of Support vector machine classification. Here
three hyperplanes H1, H2, and H3 are used to classify the dataset based on the
features. In the proposed model, dataset is seggregated into training and test-
ing for phase , the trining is performed on 1589 instances and 865 observations
have been used testing. The estimator is also set to 140 to ensure that every
observation must be analyzed and a prediction is made. The performance of the
proposed model is analyzed with the help of a confusion matrix. The confusion
matrix for the support vector machine has provided very good results. There
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is a very less number of observation that identifies the value misleading in case
of Benign and no observation is misinterpreted in case of Malignant and over-
all accuracy of the model is 98%. The confusion matrix of the support vector
machine is quite promising.

Fig. 1. A graphical representation of support vector machine

Fig. 2. Illustrative diagram of k-nearest neighbour approach
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3.4 K-Nearest-Neighbor (kNN) Approach for Data Classification

k nearest neighbor [21] is another popular machine learning approach to find the
data classes. In the K nearest neighbor approach, the datapoints are classified
in K number of classes for training that exist in the near surroundings of the
test data point. As the new data enters the nearby region, KNN collects all the
data points close to it. The large degree of variation is the important parameter
that helps in determining the distance vector. Figure 2 represents the simple
classification model of the K nearest neighbor approach. Here the N training
vectors are given, K nearest neighbor technique finds the number of K neighbors
irrespective of labels. The KNN neighbor approach gives an accuracy of 94.66%.
In this technique, only one observation is found misleading which is classified as
Benign and observation is classified as Malignant.

Fig. 3. Flow chart of proposed machine learning model.

4 Proposed Model

The proposed model comprises of various stages to classify the breast cancer
dataset. Figure 3 represents stepwise procedure for proposed technique. KNN and
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SVM performs well in most of the classification task but incase of overlapping or
complex dataset results are misleading. In proposed model, resampling technique
in preprocessing stage has been associated with the classification techiques to
improve the accuracy of the model. A detailed discussion about every step is
mentioned in the following subsections.

Table 1. Number of parameters used in the dataset

Dataset Number of attributes Number of instances No of class

WDCB dataset 32 569 2

4.1 Preprocessing

As mentioned earlier that the data is imbalanced and few parameters are miss-
ing, the first step is to preprocess the dataset. This essential step improves the
classifier performance. All missing values are eliminated from dataset. The imbal-
ance dataset is adjusted with the help of a resampling filter. This filter generates
the artificial dataset to balance the imbalanced dataset. This filtering stage is
shown in Fig. 3. The preprocessing stage dataset is discretized with the help of
a discrete filter and missing values are removed. Then the resample filter is used
to uniformly distribute the dataset.

4.2 Training and Testing of the Datset

To evaluate the model, dataset is first distributed between the training set and
test set using 10 fold cross-validation. The original dataset is divided into 10
different equal-size subsamples. In the K fold cross-validation technique, random
distribution of dataset is performed among k equally number of subsets. The
training and testing are performed K times. For testing one subset is used and
remaining samples are used for training.

4.3 Classification Using K Nearest Neighbor (KNN) and Support
Vector Machines (SVM)

KNN and SVM are popular machine learning techniques that widely used in clas-
sication purpose. Each of the algorithms has its advantages and disadvantages
over each other in terms of classification performance which largely depends upon
the dataset used. Table 2 represents the comparison between both algorithms.
As shown in Table 2, the time complexity in the case of SVM is higher than
the KNN. SVM comprises of N training samples with dimension d. For KNN
algorithms, N training samples are N and K is a random number of samples at
the node.
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Table 2. Comparison between KNN and support vector machine

Parameter KNN Support vector
machine

Time complexity (Training phase) O(n2) O(n3)

Problem type Classification and
regression

Classification and
regression

Accuracy Provides high accu-
racy with large data

Provides high accu-
racy with greater
number of features

Model parameter Non-Parametric Parametric

4.4 Performace Measure

The output variable is classified as bening which comprises 357 number of obser-
vations or classified as malignant which comprises 212 number of observations.
The positively classified variables are considered benign cases and negatively
classified as a malignant cases. The results for both the techniques are also dis-
played in Fig. 4 and Fig. 5 in terms f the confusion matrix.

Fig. 4. A confusion matrix obtained in case of filtered SVM
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Fig. 5. A confusion matrix obtained in case of filtered KNN

The performance of the machine learning techniques is measured using var-
ious parameters [22]. A confusion matrix is one of the parameters calculated
for both the actual and predicted class of the dataset in terms of five standard
values called True Positive (TP), True Negative (TN), False Positive (FP), and
false-negative (FN). These all five classes are used to find the performance of
the proposed model.

4.5 Effectiveness

The effectiveness of the classification model has been determined in terms of
accuracy, execution time of the model, correctly classified instances and incor-
rect data classfied. The results are depicted in Table 3, it reveals filtered SVM
classfier takes more time in comparision to other models but outperfroms in
other matrices.

4.6 Accuracy

Accuracy is one of the important parameters which finds the degree of correctness
or exactness during training [3]. It represents the performance of the model. It is
helpful in the identification and measuring of the correct prediction concerning
wrong predictions. The mathematical formulation of accuracy is given as

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

The accuracy of the model is given in Table 3.
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Table 3. Obtained parameters for the proposed model

Classfier KNN classifier SVM classifier Filtered
KNN
classfier

Filtered
SVM
classifier

Correct instances identified 553 518 661 686

Incorrect insatances identified 34 33 30 19

Accuracy 79.3% 74.2% 94.66% 98.18%

Time 0.06 0.01 0.08 0.09

4.7 Recall

Generally recall is also called sensitivity. The recall is defined as the correla-
tion between correct positive instances to all the measures instances. Recall [3]
helps to measure the cost and predicting positives. It also helps in finding the
effectiveness of the system.

Recall =
TP

TP + FN
(2)

Recall value in case of all models are given in Table 4.

Table 4. Recall values identified from the proposed model

Classfier Begin Malignant Average

KNN 0.94 1 0.92

SVM 0.95 1 0.925

Filtered KNN 0.96 1 0.93

Filtered SVM 0.97 1 0.985

4.8 Precision

The precision is used to measure the degree of correctness in positive instances.
The degree of correctness is the ratio of true positive instances to overall
instances [3]. It measures the system capability for positive instances and does
not give any information regarding negative instances. The Table 5 represents
the precision values of SVM, KNN and filtered SVM and KNN models.

Recall =
TP

TP + FP
(3)
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Table 5. Precision score identified from the proposed model

Classfier Begin Malignant Average

KNN 1 0.92 0.89

SVM 1 0.90 0.85

Filtered KNN 1 0.95 0.0.97

Filtered SVM 1 0.96 0.98

4.9 F1 Score

F1 represents the weighted mean value of the precision and Recall. It considers
only false values. The unity value of the F1 score is considered as a perfect score
while it considers as a total failure when it is zero (Table 6).

Recall =
Precision ∗ recall
Precision + Recall

(4)

Table 6. F-1 score identified from proposed model

Classfier Begin Malignant Average

KNN 0.96 0.97 0.91

SVM 0.97 0.97 0.92

Filtered KNN 0.997 0.996 0.997

Filtered SVM 0.998 0.998 0.998

5 Results, Analysis and Discussion

In this manuscript, a comparative analysis between two famous machine learning
algorithms is performed using Support Vector Machine (SVM), and kNN (k-
Nearest-Neighbor). The algorithm is performed on Intel core i7 processor-based
Windows 10 operating system with 8 Gb of RAM. Several open-source Python
libraries are used like Scikit-learn, pandas, and NumPy which are freely available.
All the programs are implemented on Jupyter notebook. The testing of the
classifier is performed by utilizing the K-fold cross-validation technique. The
dataset is segregated using 10 fold mechanism and separated into 10 different
chunks. The 9 fold has been applied for the training and the remaining applied
for the testing. The number of observations for the training of the dataset is
465 and the remaining are used for the testing purpose out of a total of 569
observations. The results are displayed as shown in Tables 7, 8 and 9. Initially,
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Table 7. Classifiction performance obtained from the proposed model

Experiment stages Classification accuracy

SVM KNN

Unprocessed dataset 79.3% 74.2%

Preprocessed dataset 84.6% 82.9%

After first resmpling of data D1 87.3% 84.3%

After second resmpling of data D2 91.66% 87.66%

After third resmpling of data D3 93.62% 90.89%

After fourth resmpling of data D4 97.50% 93.5%

After fifth resmpling of data D5 97.66% 94.5%

After six resmpling of data D6 98.13% 94.61%

After seventh resmpling of data D7 98.18% 94.66%

Table 8. Accuracy measure obtained from the proposed model filtered KNN classifer

True positive False positive Precsion Recall Roc curve Std Class

0.997 0.003 0.997 0.995 0.996 0.28 Bening

0.997 0.003 0.996 0.993 0.995 0.28 Malignent

Table 9. Accuracy measure obtained from the proposed model filtered SVM classifer

True positive False positive Precsion Recall Roc curve Std Class

1.0 0.048 0.989 0.997 1.0 0.56 Bening

0.961 0.000 1 0.997 0.951 0.56 Malignent

both the classification algorithms are applied original dataset It shows that the
performance of the support vector machine has higher accuracy, precision, recall,
and F-1 score. It clearly shows that the SVM technique outperforms the KNN
approach in every parameter. Table 7 represent the performance of the proposed
model in terms of classifiers accuracy. The results show a significant improvement
in the accuracy when both the techniques are incorporated with a resampling
filter. The reason behind this is that imbalanced data generate biased results.
After the addition of the filter stage, it maintains the class distribution. As
shown in Table 7, The accuracy also improves as the number of resampling filters
increases. Support vector machine provides the best results and outperforms the
KNN classifier in terms of accuracy. The results obtained from the proposed
model are superior to the standard SVM and KNN approaches.

The results shown in Tables 8 and 9 represents in terms of accuracy mea-
sures. By incorporating the re-sampling and preprocessing stage before both the
classifiers dataset, it is observed that the performance of the proposed model
has been increased significantly.



28 A. Sharma et al.

6 Conclusion and Future Work

Breast cancer is one of the deadliest diseases among Indian women. It has been
observed that one woman chosen randomly out of 12 is found infected with
breast cancer [17]. Early identification and diagnosis is the only way to save the
life of a human being. In this manuscript, a comparative analysis is performed
between two well-known machine learning techniques for the identification of
cancer cells. The SVM and KNN are wrapped with preprocessing filters and
applied to Wisconsin Diagnosis Breast Cancer data set for the classification. Both
the algorithms show significant results and it has been observed that accuracy
in the case of both the algorithms is found more than 94%, for the identification
of benign tumor or malignant tumor. The results are shown in Tables 8 and 9,
it has been also observed that SVM has higher values of performance indices
in comparison to KNN approach. The results obtained reveal that SVM along
with preprocessing filters is the most efficient in the identification of breast
cancer with the highest accuracy, precision, and F1 score over the filtered KNN
algorithms. Thus the machine learning techniques are helpful in the field of
biomedical science for the detection of cancer cells. It is also a promising field in
cancer research and analysis.

From the result obtained from the proposed model, it is evident that pre-
filtering stage before the classfication techniques could improve the classification
accuracy, decreases the cost and computational complexity of the model. In
future, prefiltering stage along with feature extractor and start of art classfica-
tion techniques could generate higher accuracy. Finally, Increasing the number of
filtering stage with purpose of decreasing the error classification rate can provide
the better accuracy of the model.

References

1. Cheng, H.D., Shi, X.J., Min, R., Hu, L.M., Cai, X.P., Du, H.N.: Approaches for
automated detection and classification of masses in mammograms. Pattern Recogn.
39(4), 646–668 (2006)

2. Rathore, S., Hussain, M., Aksam Iftikhar, M., Jalil, A.: Ensemble classification
of colon biopsy images based on information rich hybrid features. Comput. Biol.
Med. 47(1), 76–92 (2014)

3. Darrab, S., Ergenc, B., Vertical pattern mining algorithm for multiple support
thresholds. In: International Conference on Knowledge Based and Intelligent Infor-
mation and Engineering (KES), Procedia Computer Science, vol. 112, pp. 417–426
(2017)

4. Asri, H., Mousannif, H., Al, M.H., Noel, T.: Using machine learning algorithms for
breast cancer risk prediction and diagnosis. Procedia Comput. Sci. 83, 1064–1069
(2016)

5. Saabith, A.L.S., Sundararajan, E., Bakar, A.A.: Comparative study on different
classification techniques for breast cancer dataset. Int. J. Comput. Sc. Mob. Com-
put. 3(10), 185–191 (2014)

6. Rathore, S., Hussain, M., Khan, A.: Automated colon cancer detection using hybrid
of novel geometric features and some traditional features. Comput. Biol. Med.
65(March), 279–296 (2015)



Filtered Classification Model 29

7. Rathore, S., Iftikhar, A., Ali, A., Hussain, M., Jalil, A.: Capture largest included
circles: an approach for counting red blood cells. In: Chowdhry, B.S., Shaikh, F.K.,
Hussain, D.M.A., Uqaili, M.A. (eds.) IMTIC 2012. CCIS, vol. 281, pp. 373–384.
Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-28962-0 36

8. Alghodhaifi, H., Alghodhaifi, A., Alghodhaifi, M.: Predicting Invasive Ductal Car-
cinoma in breast histology images using Convolutional Neural Network. In: 2019
IEEE National Aerospace and Electronics Conference (NAECON), pp. 374–378
(2019)

9. Breast Cancer Wisconsin Dataset. Available at: UCI Machine Learning Repository
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Abstract. Breast cancer is most common among different cancers that
affect women and it is the second main cause for cancer deaths in women
all over world. In order to increase the survival rate breast cancer must be
detected and treated the earliest. Enhancement of mammograms is much
needed in order to improve contrast of images which further helps in bet-
ter segmentation. In this paper, method for segmentation using U-NET
after enhancing the mammogram image with CLAHE (Contrast limited
Adaptive Histogram Equalization) is proposed. A comparision analysis is
carried out between proposed method and mammogram image segmenta-
tion without enhancement, it is found that enhanced mammogram image
provides better segmentation results. Experimentation is done using pub-
licly available DDSM (Digital Database for Screening Mammography)
dataset.

Keywords: Enhancement · CLAHE · Segmentation · U-Net

1 Introduction

The average life expectancy of human being is decreasing gradually, affected by
insalubrious food habits, lifestyle, gene mutation and hormonal changes which
may result in origination of deadliest disease, cancer is one among such diseases.
Breast cancer is the second most common cause of deaths in women around
the world [1]. Breast Cancer being common among women must be detected
and treated as early as possible, as early detection helps in increasing the rate of
survival. Mammography is a widely used screening technique for screening breast
cancer which can be done using low dosage x-rays to analyse human breasts.
Asymmetrical breast tissues, adenopathy, density, microcalifications, and masses
are some of the abnormalities that can be seen on mammograms. Breast masses
are found to play a crucial role in the development of breast cancer.

Enhancement of mammogram images helps in better segmentation, which
further helps in detecting subtle signs of cancer and makes abnormality easier to
identify. In order to enhance images, spatial or frequency domain enhancement
c© Springer Nature Switzerland AG 2022
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techniques can be used, which removes noise, improves contrast and preserves
edges. In the past few years, various algorithms for breast cancer segmentation
have been widely studied, such as convolutional neural networks (CNN), these
networks are introduced to avoid the problem of overfitting data that occur in
multilayer perceptron and it is considered as its regularized version and U-Net is
a one such convolutional neural network primarily developed to segment biomed-
ical images. Its major advantage lies in usage of global location and context at
the same time.

To provide a better understanding, remaining article is organized in the fol-
lowing order related work is discussed in Sect. 2, In Sect. 3 the proposed method-
ology is discussed in detail with enhancement technique with output images, and
Sect. 4 discusses the results and Sect. 5 concludes the paper.

2 Review of Literature

For enhancement of mammogram images various spatial domain enhancement
techniques and frequency domain enhancement techniques are used, such as log-
arithmic transformation [2], power-law transformation, histogram equalization
[3,9–14], contrast limited adaptive histogram equalization [4,11–15], median fil-
ter [5], Bilateral filter [6], Butterworth filter [7], Gaussian filter [8], Dina A.
Ragab et al. [16] in their paper used CLAHE method for image enhancement,
Habib Dhahri et al. [17] and Anji Reddy Vaka et al. [18] in their methods used
gaussian filter for enhancement of mammogram images during preprocessing.

For segmentation of medical images, convolutional neural networks are
majorly used. Timothy de Moor et al. [19] presented a method that detects and
segments soft tissue lesions in digital mammography using a u-net deep learn-
ing network. Shuyi Li et al. [20] presented the Attention Dense U-Net technique,
which can separate breast masses in real time without the need for feature extrac-
tion and parameter selection manually as in classic segmentation algorithms.
Using a U-Net architecture, Xiaobo Lai suggested a DBT mass automated seg-
mentation algorithm. Md Shamim Hossain [21] introduced an automated app-
roach and segments any micro-calcification in the mammogram images using
modified u-net segmentation networks. Hui Sun et al. [22] proposed a novel
attention-guided dense-upsampling network (AUNet) for accurate breast mass
segmentation using a complete mammogram images directly. Vivek Kumar Singh
et al. [23] proposed a conditional Generative Adversarial Network (CGAN) which
segments the breast tumor present in mammogram images by segmenting the
region of interest which certainly hold tumor region.

Compared to traditional segmentation methods, U-Net architecture provides
multiple advantages, it provides pixel-accurate semantic segmentation, it is fast
to compute, works well even with limited dataset and its architecture is easy to
understand. Next section details the methodology.



32 M. Ravikumar et al.

3 Proposed Work

In this part, the proposed method for segmentation of mammogram images is
discussed in detail and the block diagram for proposed method is given in Fig. 1.

Fig. 1. Block diagram for proposed method.

3.1 Preprocessing

Mammogram images are obtained from DDSM dataset and are preprocessed
in order to enhance the mammogram images. For enhancement different spa-
tial enhancement techniques are used, in that CLAHE technique gives better
enhancement than other spatial enhancement methods. Hence, CLAHE method
is used in enhancement of mammogram images.

3.2 Data Augmentation

Since the dataset under consideration for testing is small. To minimise overfit-
ting, we artificially supplement the training images to build a larger dataset.
Geometrical operations such as translations, rotations, shears, and cropping are
commonly used to create augmented images.

3.3 Segmentation

Segmentation is done using deep learning technique U-Net segmentation; the U-
Net architecture is shown in Fig. 2. Input images are of size 256 * 256 pixels,
which undergo processing through layers of convolutional networks and max-
pooling, and then upsampling is done by concatenation of respective convolution
layer and previous up sample layer. Finally, the segmented output accuracy is
compared with output obtained with image segmented without enhancement.
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Fig. 2. U-Net architecture for corresponding input.

3.3.1 Encoding Path
The encoding path is made up of a series of stages. Each move comprises of
two convolutional 3× 3 filters for feature extraction, as well as a 2× 2 max-
pooling function for downsampling the input image and the ReLU activation
function. Features are multiplied at each polling stage by breaking down the
down-sampling into multiple stages. The final encoded footpath is large in size
and contains a lot of data.

3.3.2 Decoder Path
Following feature extraction in the encoding path, the decoder path begins
upsampling in order to build a segmented mask of dimension same as that of
input image. The feature maps from the encoding path are copied to the decod-
ing path. These feature maps are affected by the upsampling function’s output.

3.3.3 Training and Optimization
In order to increase the number of input samples and to reduce the over-fitting
problem, data augmentation is done. After augmentation data is trained and
optimization is done using Adam optimization, which is used to minimize the
cost function soft dice metrics. The ground truth masks are used in training and
optimize by using cross-entropy loss.

L (N,m) =
q∑

p=1

R (m, p) logt (Q = p | N) (1)
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The segmentation results and accuracy comparison is shown in the next section.

4 Results and Discussion

Mammogram images are obtained from publicly available DDSM dataset. Then
they are enhanced using spatial domain technique CLAHE and the obtained
accuracy of segmentation is better, compared to segmentation accuracy of images
without enhancement Fig. 3. Different quantitative measures after enhancing
mammogram images with CLAHE is shown in Table 1.

Fig. 3. Mammogram Breast images results of (a) original images and (b) enhanced
images.

4.1 Segmentation Without Enhancement

Here, no preprocessing methods are used to enhance the image. Mammogram
images are segmented with U-Net method. Results are given in Fig. 4.

4.2 Segmentation with Enhancement

In this, spatial domain filter CLAHE method is used for preprocessing. After
enhancement, mammogram images are segmented with U-Net method. Results
are given in Fig. 5.

Then performance measures of proposed method is compared with different
segmentation methods such as (M1) SegNet, (M2) UNet and (M3)XNet. Below
graph shows performance measures of different segmentation methods. Perfor-
mance comparision is given in Table 2 and its respective graphical representation
is shown in Fig. 6. The proposed methods performance is analyzed using differ-
ent metrics such as precision, recall, accuracy and loss shown in Figs. 7, 8, 9, 10,
11, 12, 13, 14 and 15.
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Table 1. Different quantitative values of CLAHE

Images Entropy MC PSNR SSIM AMBE NRMSE

1 5.94 1.0 11.18 0.69 34.86 1.0

2 9.89 1.0 8.89 0.45 61.38 1.0

3 6.77 1.0 9.28 0.63 47.97 1.0

4 8.44 1.0 14.02 0.56 24.14 0.99

5 6.99 0.96 11.65 0.65 33.08 1.0

6 8.44 1.0 11.16 0.55 40.88 1.0

7 11.29 1.0 7.2 0.35 78.95 1.0

8 7.77 0.98 12.08 0.59 35.36 0.99

9 5.83 1.0 9.6 0.68 42.55 1.0

10 7.05 1.0 8.25 0.61 54.91 1.0

Fig. 4. Different values of CLAHE.

Table 2. Comparision of different segmentation methods for performance measures.

Methods Accuracy Precision Recall F1-score

M1 0.88 0.70 0.75 0.70

M2 0.90 0.75 0.78 0.72

M3 0.91 0.80 0.82 0.78

Proposed 0.92 0.88 0.87 0.80
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Fig. 5. Different values of CLAHE.

Fig. 6. Tumor segmentation results without enhancement (a) original images,
(b) ground truth and (c) predicted.
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Fig. 7. Tumor segmentation results with enhancement (a) original images, (b) ground
truth and (c) predicted.

Fig. 8. ROC diagrams of the proposed work for segmentation.
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Fig. 9. Loss diagrams for the proposed method.

Fig. 10. Accuracy diagrams for the proposed method.
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Fig. 11. ROC diagrams for the proposed method.

Fig. 12. Precision-recall curve for the proposed method.
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Fig. 13. Loss diagrams for the proposed method.

Fig. 14. Accuracy diagrams for the proposed method.
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Fig. 15. Graphical representation of comparison between different segmentation
methods.

5 Conclusion

In this paper, segmentation method using UNET after image enhancement is
proposed. For enhancement CLAHE method is considered which was found bet-
ter among different spatial domain filtering methods. It is found that enhanced
images gives better segmentation results when compared with images without
enhancement.
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Abstract. Machine learning is a tool with immense potential. One of the most
important tasks of machine learning process is feature selection. To select best
feature selection technique in Drug Discovery most studies could be noticed test-
ing them with classifiers and selecting the one with highest score. But this study
demonstrates that in such environment the features can be selected in amore effec-
tive manner to determine their quality. This study employs five feature selection
techniques and utilizes their results collectively in a method called Priority feature
selection. This method ranks the features and produces the most optimum set of
features of this experiment. This standard is verified by testing this method by four
classifiers where it produces results that surpass the performance of other feature
selection techniques. This study also makes a big difference by producing and
suggesting a feature selection method that attains maximum performance with all
classifiers.

Keywords: Drug discovery · Feature selection · Classifier · Accuracy ·
Comparative analysis

1 Introduction

Small organic molecules that achieve their desired action by binding on a receptor at
the target site can be called drugs. Their interactions are microscopic. It occurs in the
molecular world. Drug Discovery as evident through the title is the process of finding
possible new medicines. Subjects that encompass molecular theory like biology, chem-
istry, and pharmacology are covered in drug discovery. Ideally, experts and biologists
would attempt to better understand the mechanisms of disease to build a molecule that
can disrupt the disease agents. Yet, due to the presence of several complex interactions
at the cellular level, it is difficult to proceed with the logical drug design process as
good analytical skills are required. Some books provide great insight into the processes
included in designing drugs [1]. Due to heavy resource consumption in drug discovery,
success is noticed in high-yielding industries like cancer research lately. It is estimated
that taking a drug from research to the market will cost an average of $2.6 billion and
more than 10 years (can be seen in Fig. 1).
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Fig. 1. Drug discovery pipeline

The need to stay relevant in the modern-day has pushed various industries [2–5] to
practice machine learning techniques. Through the introduction of fresh concepts in AI
like AlphaFold (AI algorithm of Google), Insilico Medicine, etc. the drug development
job has seen a drastic change with work being reduced to days from years. A term called
Synbiolic creates brand new molecules using Variational Autoencoder (VAE). Thus,
significance of AI has become huge in Drug Discovery.

Awide variety of attributes or characteristics, such as topological indices, the charac-
terization of three-dimensional molecular structures, quantum mechanical descriptors,
and molecular field parameters, may be required to describe complex molecular com-
pounds leading to tens or hundreds of thousands of characteristics. That is prohibitively
high in some learning algorithms and in truth not all the features hold equal value. There-
fore it is a good choice to choose the appropriate characteristics that are necessary to
construct a quality model. Fundamental steps are still necessary, such as data cleaning
and preprocessing [6, 7]. The larger the amount of unnecessary features, more difficult
will be to find an acceptable decision function for the algorithm: the system may not
converge to an optimal solution within a suitable period of time, or more data may be
required to achieve a correct solution. To achieve best subset of features one can:

• Consider all features equally at first and calculate correlation value between target
and every other feature.

• Select the subset that produces the most accurate result and also provides stronger
generalizing power

1.1 Problem Statement and Contribution

In an environment of multiple feature selection techniques, recent studies could be
noticed forming their results based on individual feature selection technique perfor-
mance. They simply choose the technique that produces highest performance score out
of all. But this study proves that it is possible to utilize multiple feature selection tech-
niques collectively to determine the best set of features. It is carried out under the Priority
feature selection method and the results produced prove that features selected through
collective utilization deliver most optimum performance.
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The individual and relative performance analysis of feature selection techniques
is also demonstrated in this study as it always helps to understand more about the
dataset in hand, for example, the relation between performance and feature-set size
in general. The derived findings will lead to better future decisions especially in the
field of pharmaceutical scientific research. In this paper most acknowledged feature
selection techniques and classifiers are employed namely Pearson correlation coefficient,
Chi-squared, Anova-F measure, Lasso and Tree-based (Random Forest).

Further sections are divided as follows Sect. 2 provides review of the previous studies
and explains some areas where enhancements can be made. Section 3 acquaints with
this study by describing the tools and techniques used. Section 4 presents the results
obtained and the insights derived through their analysis. Final Sect. 5 summarizes the
whole study by discussing important points and final outcome.

2 Literature Review

Since the recognition of the ability of feature selection there has been a lot of experi-
mentation by researchers [8, 9]. The Drug Discovery process should be efficient; from
cost to techniques applied everything should be efficiently sorted. Below mentioned are
the studies that helped to familiarize with current techniques in Drug Discovery and to
select the tools required for this experiment. Moreover, they helped to guide and define
our research problem as described in the summary after these studies.

H. Shi et al. [10] and S. Redkar [11] laid the foundation for our study. They utilize
feature selectionmethods forDTI prediction and also address the issue of class imbalance
and high dimensionality. They employWEKA tool and fewer number of feature selection
methods are utilized and the ones producing higher score value are simply considered
the final outcome. Choosing the available feature selection option from WEKA tool
doesn’t give much information about the suitability of features. More information on
the selected features can make the process more robust in terms of performance. This
forms the base of our study and is discussed more in the summary of this section.

T.Clifford [12] and K. Zhao [13] contributed in drug discovery domain by working
on the feature space of dataset. They applied feature selection methods and classifiers.
It proved the high efficiency that ML can provide in Drug Discovery. A larger feature-
space can be experimented to produce results that relate more to the real-world as the
real-world feature-space is usually large. A. Al. Marouf [14] and H. B. Chakrapani [15]
considered domains of social media and SQL. They utilize multiple feature selection
methods and help to evaluate their efficiency. PCC and Anova-based feature selection
prevail most suitable due to their high robustness and accuracy suggesting their high
consistency with present datasets of the world.

Now we summarize the above studies to pinpoint the areas in which our study is
based:
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The base studies such as H. Shi [10] and S. Redkar [11] of this experiment employ
multiple feature selection techniques to determine the best among them. They formed
their selection upon a simple criteria of high prediction accuracy and thus chose the
one with best individual performance. In this study, collective utilization of multiple
feature selection techniques is demonstrated to determine the best set of features, which
is discussed more in the definition of Priority method. The results produced prove more
robust performance than the base studies. It is noticed that the selected features through
the method WrapperSubetEval in base studies are not capable of delivering peak per-
formance with every classifier. But in this study a single technique of feature selection
capable of delivering peak performance with every classifier is attained.

3 Methodology

This section provides the description about data source, the dataset, and techniques
employed followed by the methodological framework.

3.1 Data Used

The dataset is drawn from online repository UCI https://archive.ics.uci.edu/ml/datasets,
which is a highly trusted source. This is a drug dataset about chemical compounds and
contains thousands of features. The instances are to be classified in one of the two classes
as active or inactive. The dataset well resembles the real-world data in terms of its quality
and size. Thus, the final outcomes perform equally good with any real-world data.

3.2 Feature Selection Techniques

Pearson Correlation Coefficient: This easy-to-understand method comes under cate-
gory of Filter Feature selection techniques. In this method, the correlation value between
input and target features is calculated through below formula:

r =
∑

(x − x)(y − y)
√∑

(x − x)2
∑

(y − y)2
(1)

where x and y denote input and target feature. Some recent studies describe utilization
of PCC in different fields [16].

Tree-Based-Select From Model: An embedded method [17] that uses Random forest
for feature selection by calculating node impurities. Information Gain is one of the
attribute selection measures which can be elaborated as:

Gain(S,A) = Entropy(S)–
∑

v∈Values(A)
|Sv|
|S| Entropy(Sv) (2)

where Values (A) is the all possible values for attribute A, and Sv is the subset of S for
which attribute A has value v.

https://archive.ics.uci.edu/ml/datasets
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Lasso-Select From Model: It belongs to same category of Embedded techniques. It
includes a regularizerwhich can drive parameters to zerowhich is themain reason behind
its presence among various domains [18]. This is understood more by the following
formula:

∝
k∑

i=1

|wi| (3)

Higher the values of alpha, the fewer features have non-zero values. With high
dimensionality, this technique becomes a promising choice due to presence of more
irrelevant features.

Chi-square Method: It deals with degrees of freedom and observed and calculated
values to detrmine scores between features. Its application is visible across different
domains [19]. Formula for Chi-square calculation is described as:

n∑

i=1

(Oi − Ei)
2

Ei
(4)

where Oi is number of observations in class i and Ei is no. of expected observations in
class i if there was no relation.

Anova-f Method: Anova uses F-test to check if there is any significant difference
between groups. It supposes hypothesis to be:-

h0 = All groups have same mean.
h1 = Between groups, there is at least one significant difference.
It’s a relevant option with a dataset having numerical input and categorical output. Its

usage and comparisons as a feature selection technique can be noticed in recent studies
[20].

Priority Method: It is an interesting method which utilizes the results of all other
feature selection techniques. Here, the importance of every feature is determined which
depends upon the number of techniques that selected this feature.

Priority ∝ count

Priority refers to the importance of a feature and count refers to number of feature
selection techniques that selected the feature.

Lets say, if a feature is selected by all feature seletion techniques, then it is ranked
higher. It is performed for every feature to finally obtain a set of ranked features. This
ranked set is tested with different classifiers and with different feature-set sizes.



48 A. Dadhwal and M. Gupta

Methodological Approach:

Fig. 2. Methodology

With training and unseen dataset provided, the common machine learning approach
was followed as given in Fig. 2. Training and unseen dataset were scanned for erroneous
values andpreprocessingwasperformed to clean the dataset. Then, featureswere selected
again and again in different numbers to find the combination with best performance by
using feature selection techniques.

All steps after preprocessing were repeated again and again for different amount
of features, classifiers and feature selection techniques as described more clearly in
next section. This made for many number of combinations and for each combination,
observations were noted to derive insights and ultimately figure out the one that gives
the best performance.

4 Experimental Results and Analysis

Following observations were noted by applying combinations of type of techniques and
amount of features. Performance with training set helps us to know whether the model
has learned the training set or not and in what manner did that happen but what helps
to relate with real world is unseen dataset performance, hence it is noticed more in
following analysis.

4.1 Analysis

The feature set size varied from hundred features as least to all features at most. By
increasing the feature set by 100, observations were recorded again and again, starting
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from 100 features. This continued till 1000 features, after which they were increased
by 500. This process promised deeper analysis. The term higher or larger feature sets
denotes all feature sets that exceed the length of 700 and lower sets are the ones below.
Relative performance evaluation after the analysis of every two techniques is provided
based on the performance within the more significant order set. It serves as a checkpoint
of performance of feature selection techniques describing local optimum performance.
It plots overall accuracy with classifier. As minimum outliers are observed in this study
therefore overall accuracy can be trusted to reflect true overview of the performance of
techniques with the feature sets. The margins are excluded from the Figs. 3, 4 and 5
as the focus is on the pattern of relative performance. Tables 1, 2 and 3 contain those
margins or performance scores. When not specified, assume the documented analysis
with unseen set.

The Tables 1, 2 and 3 provide an overview of performance for each feature selection
technique by displaying results of different classifiers. Overall accuracy attained among
low and high order feature sets on unseen data is shown in the table. They help to
understand the performance and contribute in the analysis of the respective classifier
and feature selection method. Along every table, detailed analysis that includes both
training and unseen dataset is given with respect to every classifier to help acquire useful
insights.

Performances of feature selection techniques can be analyzed as:

Pearson Correlation Coefficient (PCC) and Tree-based (TB): Table 2 helps to
describe the general performance of PCC and TBmethod with classifiers on both feature
sets which also serves to document its detailed analysis as below:

Low&High-order Sets: The majority of combinations with both PCC and TB display a
tendency to yield best performance with low-order sets like BNB, Ad and LR. LR could
attain the highest score and outperform all the other combinations.

Table 1. Pearson correlation and tree-based method

Overall Accuracy (Unseen set)

Classifiers PCC TB

Low-order High-order Low-order High-order

LR 90.17% 89.46% 89.01% 86.77%

RF 89.27% 89.66% 89.74% 89.85%

BNB 90.3% 90.3% 90.30% 90.3%

Ad 88.81% 87.87% 88.17% 87.42%

In almost every scenario low-order sets outperform high-order ones suggesting more
efficiency associated with them than high-orders sets.
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Relative Performance: PCC vs TB: As low order sets perform consistently better with
all classifiers than high order sets so their behaviour with feature selection techniques is
studiedmore through the following figure to realize any underlying patterns and enhance
the performance.

Overall Performance

Low_order_PCC

Low order Tree

Classifiers

O
ve

ra
ll 

A
cc

ur
ac

y

Fig. 3. Relative Performance of PCC and TB

PCC produces more amount of high scores within low order sets as compared to
Tree based method with Adaboost and Logistic Regression. Thus, PCC stands as a
better choice than TB method.

Lasso and Chi-Square Method: Table 2 describes general performance of these
methods and helps to document their analysis below:

Low & High-Order Sets: The prediction model of all classifiers attained better classi-
fication accuracy with low-orders sets and the highest was observed from LR. RF and
BNB could attain high scores with high-orders sets but not as consistently.

Table 2. Lasso and Chi-square Method

Overall Accuracy (Unseen set)

Classifiers Lasso Chi-sq

Low-order High-order Low-order High-order

LR 90.45% 84.44% 89.95% 89.75%

RF 89.30% 89.40% 89.61% 89.82%

BNB 90.3% 90.3% 90.30% 90.30%

Ad 87.63% 88.26% 88.14% 88.48%
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Thus, behaviour with the feature sets suggests the presence of necessary features in
higher amount with low-order sets.

Relative Performance: Lasso & Chi-square: Following figure is plotted to understand
the relative performance of these two methods under low-order sets (Fig. 4):
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Fig. 4. Relative Performance of Lasso and Chi-sq

Lasso and Chi-square both run closely and display high performance. LR tops the
score value with Lasso but Chi-sq excels with two classifiers suggesting equal capability
for both the techniques.

Anova-f and Priority Method: Below Table 3 describes general behaviour of these
methods:

Table 3. Anova-f and Priority method

Overall Accuracy (Unseen set)

Classifiers Lasso Chi-sq

Low-order High-order Low-order High-order

LR 90.45% 84.44% 89.95% 89.75%

RF 89.30% 89.40% 89.61% 89.82%

BNB 90.3% 90.3% 90.30% 90.30%

Ad 87.63% 88.26% 88.14% 88.48%
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Low & High-order Sets: The number of samples correctly classified under low-order
sets were higher than other section with most classifiers. Though, RF attained best with
high-order but it was outperformed by LR. This reflects higher redundancy or impure
features among larger feature sets.

Relative Performance: Anova & Priority: Figure 5 reflects the relative performance of
these methods under low-order sets:
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Fig. 5. Relative Performance of Anova nd Priority

Evident from figure, Anova-selected features form decent model but the best is
attained with Priority-selected features.

Overall Analysis: The findings of the experiment are summarized below:

Tree-Based method of feature selection indicates high uncertainity in its perfor-
mance. It fails to deliver high scores with LR on low order sets. Between Lasso and
Chi-square the latter responds better to diversity suggesting the higher quality selection
of features by this method. It was able to deliver scores within a narrower range than
Lasso. But Anova surpasses this narrow range of Chi-square suggesting a more precise
feature selection. Thus, Anova emerges more robust than Chi-square.

The sixth method namely Priority technique of feature selection surpasses the per-
formance of all other feature selection techniques. It was able to produce the best results
out of all with minimum amount of features. Such performance was expected due to its
simple and highly effectivemechanism. It utilized the results of all techniques to perform
ranking and thus provided best set of features. This work provides useful insights and
suggests a robust and secure feature selection method after the analysis study.
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5 Conclusion

This research aimed to study the behaviour of different techniques to acquire useful
insights and thus form a model with best tools that promises desired performance. It
achieves this task through utilization of some smart techniques and by insightful anal-
ysis throughout the experiment. Several scenarios of different feature set size were
studied. The experiment with feature sets led to the conclusion that a model needs to be
tested with different feature sets to arrive at the most efficient solution. Otherwise, big
differences having high impact on efficiency can be overlooked. In this study, general
behaviour displaying high quality of smaller sets was largely noticed. Best feature set
was agreed to be that of 200 features attained through Priority method which is very
efficient when compared with original feature set size. This method attained maximum
performance with every classifier. Logistic Regression and Priority method of feature
selection were concluded to be the most appropriate combination in terms of high accu-
racy, high reliability and modern-day relevance. Both of these together make up for a
good quality prediction model. Quality performance of Priority method also suggests
that combining the results of all features selection techniques is very effective method
and delivers more reliable and accurate prediction. Evident from the analysis, this study
yielded many insights and produced quality performance.
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Abstract. The explosive growth of mobile devices helped in adopting Electronic
Learning andMobileLearning. E-Learning usingMobile devices has gone through
rapid and unprecedented changes following the profound advances in technology
and mobile systems. This paper emphasizes surveying the E-Learning Process
among the students and faculty. It helped to identify the possibilities of distraction
in the learning process. This research work plans to build algorithms which detect
the distraction patterns.

Keywords: E-Learning · Distraction · Students · Faculty ·Mobile-Learning

1 Introduction

All over the world, the pandemic is going and the teaching faculty across the world
is continuing to get adopted in E-Learning using ubiquitous devices such as desktops,
laptops, and mobile phones. This paper focuses on the development of questionnaires
disbursed to the student’s community and faculty community, obtaining the results and
plotting them to evaluate and analyze the possibilities of distraction among the students
while teaching and learning happening using mobile devices. The online events and
meetings conducted in the industry are also in the scope of development [1].

2 Topics of Discussion

2.1 E-Learning and M-Learning

The process of teaching and learning between a teacher and student with the help of
gadgets such as laptops, desktops etc. can be considered as E-Learning or Electronic
Learning and if it happens with the help of ubiquitous devices such as smart phones,
tablets etc., can be considered as M-Learning or Mobile Learning.
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2.2 Types of Students in E-Learning and Mobile-Learning Observed

The subjects of our survey are Post-Graduate and Under-Graduate students who under-
went through online learning process. The E-Learning activity with postgraduate stu-
dents created some flexibility in studying as they were trained to provide resources and
they will explore by themselves upon the instruction of their faculty. The groups of
Undergraduate students and below level use electronic devices/gadgets to learn and the
faculty have to synchronize with all the students listening to him/her.

2.3 Methodology

This research work provided a questionniare to collect responses from the student comu-
nity and faculty community working in Engineering Colleges across Telangana, India.
The responses to the questionniare in the form of Categorical Data, binomial data and
numerical data helped us to analyze and generate some conclusions.

3 Analysis on the Data Set from the Survey by Students Community

3.1 Analysis on the Online Learning and Types of Gadgets Used

The analysis captured from the questionnaire is shown below: From the survey, 68.8% of
the students tend to useLaptops as themode of online education. In a further development
this reserach work could use background algorithms such as Drowsiness and Alertness
detection in identifying the attentiveness during the online lecture (Fig. 1).

Fig. 1. Responses on the query to students: How do you feel attending online classes?

As 75%of the students taking part in the survey showed interest in the onlinemode of
education, it would be a great area of improvement to develop new and better algorithms
that would benefit the online education platform [4].

As per the survey, 95% observed that there are 2 gadgets at their disposal to attend
online classes, and 4.7% of people observed the usage of 4 gadgets. (Availability of
Gadgets for domestic usage and personal usage improved when compared to the past
decades. There is a drastic decrease in the pricing of the Gadgets).
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3.2 Analysis on the Tools, Time Spent by Students Online and Internet
Connection Speed

93% of students participating in the survey voted Google Meet and Google Class tools
and over 6% informed that ZoomMeetings are helping in their online class work. Google
Meet left no room for other tools in conducting online classes. This point helps in
understanding that Google is offering Open-Source tools with flexibility of usage.

As noticed from the data that 49.6% of students are attending online classes for more
than 4 h per day, it would be better for eyes to take intermediate gaps to maintain eye
health(as per the medical guidelines). So this research work would help to develop an
algorithm that gives notification periodically to the students after the specified usage
limit.

In the past, as cited by Madhusudan Margam in a research paper mentioned If
computers are available then the connectivity issue creates hurdles to access the digital
resources. Madhusudhan (2007) pointed out that slow internet connection is the highly
ranked (72%) obstacle to access online resources. The result also shows that retrieval
problems, a slow processor of computers, and lack of time and training are also major
issues to connect the internet and to use the resources properly.

As per the survey, only 9.5% of the students agreed that the speed of the Internet
is Excellent. 46.8% of members’ rated good, 33.3% members rated Average, 6.3%
selected below average and 4% rated worst on asking about the speed of the Internet.
This showcases that there is a considerable improvement in the speed of the Internet
Connection when compared to the past two decades. By the survey, we can understand
that the issues such as hurdles to access digital resources due to slow internet connection
are rectified. Due to improvements in technology, the processor speed increased making
it more convenient for allowing faster internet access (Fig. 2).

3.3 Comparision of Physical Class Room Training and Online Training

Fig. 2. Responses on the query to student-compare physical class room with online classroom?

75.2% of the candidates who participated in the survey informed that Physical Class-
room teaching is better thanGadget Viewing and Learning; this indicates thatmuchmore
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support is needed to train the teachers in offering the Classes Online. As the COVID is
prevailing, in the current scenario there is always a need of hybrid teaching constituting
both the online and offline teaching methodology.

As per the observation from the query “ Are the lectures taught online helping you
to learn effectively?” 69.5% of students confirmed that the lectures taught online are
helping them to learn effectively, but still, 30% of students aren’t happy with the online
teaching. This shows that the physical appearance of the faculty/teacher will effectively
reach more students compared to online lectures.

When queried about “whether the students are allowed to work in groups?” around
71% reacted that they areworking in groups.Amere percentage of 8.7% is notworking in
groups, 16.5% reacted sometimes they were allowed to work in groups. The observation
leads to a state that even in the online learning process, the students (peer) learning in
groups may help understand the concepts better and allowing them in groups would
result in improvement in the performance of weak learners. (As per the observation,
weak learners open up among their peers better than with the faculty who teaches them).

While teaching in a classroom, the teacher may have the flexibility to interact with
students, but in the online learning process, there is less chance and very few students
react to the teacher’s questions, and it is highly difficult for a faculty to observe every
student reaction. Instead of narrating with many words, the faculty may show some
pictures to convey things to his/her students. In our survey, when posting this query
“Did the images used while teaching and explaining the lesson enhance your learning?”
96.8% responded they were able to understand the subject better with the help of images.
This conveys the old ideology, “One picture conveys 100 words”.

The reaction of students, when queried whether the teacher’s presentation (Po-
werPoint presentation or Prezi or LibreOffice Impress or Beamer or GoogleDoc slides
or SLIDEBEAN etc.,) helped them to understand the concepts was answered as 88%
positive. Only 11.8% answered vice versa. This is conveying that most of the faculty
members are aware of such presentation tools and are delivering the lessons in an orga-
nized manner. Moreover above 90% of students conveyed that their faculty also used
Multimedia in delivering the course work. This information gives a chance to publish
many difficult lessons that can be taught effectively by taking help of Multimedia tools
(Fig. 3).

Fig. 3. Response on the query - whether teachers are observing the availability and attention of
students in the class?



A Survey and Analysis on the Distraction Patterns 59

3.4 Analysis of the Teachers Observation on Students Availability and Attention

When enquired about “Are the teachers observing your availability and attention in the
class?” 87.3% of the students replied that they are being observed and 12.7% replied
they are not observed properly. This indicates that the student’s availability is also a
matter of concern and can be use as an area of research. 90.5% of students answered
that their teachers are applying spontaneity in clarifying their doubts (Fig. 4).

3.5 Analysis of the Responses of Students About Getting Distracted in the Class

Fig. 4. Responses on query to students: Did you feel distracted anytime in the online learning
class?

When students are asked to answer whether they feel distracted when online class is
going on, around 37% agreed yes and 35% agreed no. And 18.4% indicated sometimes
and 11.4% indicated maybe as their responses. There is a huge scope of research in this
area and many automated tools using deep learning/machine learning/AI tools can be
implemented to support both faculty and students in automating the process of identifying
distraction in students and generate logs of analysis of distracted students.

3.6 Analysis of the Responses of Students About the Tools Utilised by Faculty
to Avoid Distraction in Class

There are two ways to teach students online. Lecturing orally or giving a brief overview
and providing videos/puzzles/objects with animation (eg. Java Applets) etc,. When a
faculty or tutor teaches continuously, there is a chance that the student gets exhausted.
Instead, the faculty can generate interest in engaging the students by video lectures.When
enquiring students about videos and animations in supporting their effective learning,
90% of the students replied that they are helping to focus and learn effectively whereas
about 10% considered that they are distracting. So, still there are some students who get
distracted when video based tools are used for teaching (Fig. 5).
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Fig. 5. Responses on the query to students: Are your classmates continuously listening to the
class or they are moving away from the classes?

3.7 Analysis of the Responses of Students About the Distraction of Their Peers

The observation of the students on their peers is one topic of discussion. As per our
observation, some students show interest to know how their classmates are behaving in
the class. When asked “are your classmates continuously listening to the class or are
they moving away from the classes?” responses of around 6% are distracting and around
39% of the students are partially listening and partially getting distracted. There may be
certain reasons for lack of interest in a class. A student may not be able to understand the
concept or a student may not have an interest in a particular topic or a student dislikes
the teacher or a student’s health may not support or there may be a chance of discomfort
due to the environment around him at his house, etc. All of the above mentioned reasons
are assumptions.

Feedback taken from the students on the subjects taught is very essential while
teaching. This helps in mirroring a faculty and improving the quality of teaching. The
feedback definitely will allow the faculty to refine the quality of online teaching giving
the student scope of better attention in the class. Hence it may decrease the level of
distraction in students Around 60% agreed that feedback on a faculty is taken for every
fortnight and around 40% informed it will be taken on a monthly basis. (This feedback

Fig. 6. Response on the query to students – About faculty motivation on students.
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can help to identify the cause of the students’ distraction) Faculty can also better their
teaching methodology (Fig. 6).

Motivating a student who is getting distracted is essential in every circumstance.
Identifying the root cause of why a student is getting distracted is always an important
factor for the faculty.When surveyed “Does the teacher/faculty create a facility to interact
with you and motivate you to continuously listen to her lesson or not?” 88% agreed that
their faculty is motivating continuously, but this may not be sufficient since there are
34% of students in this group who are observed by their friends while getting distracted.

A faculty can deliver 40% of the content in the class, 20% of the subject a student
should apply and learn on his own, 20% from peers, and the remaining 20% from online
resources or reference books. The above mentioned is an assumption from us. At certain
times the faculty can provide reference books or digital/online references for the students
to encourage them to learn more. This may help students to improve performance and
also creates interest in the subject. Certain students may show interest in referring to
the books suggested by faculty. When queried “are the faculty/teachers supplying any
digital material to understand the concepts for reference?” Around 95% of the students
agreed “Yes”. This conveys that faculty is showing interest in suggesting references to
their students for their better performance [5].

If the communication between the teacher and the student goes on one on one basis, at
certain times there is a chance that a student (weak learner) will open up and the positivity
generated by the teacher interaction may improve the performance of the student. Upon
querying that “Are the faculty interacting with you on one on one basis?” Around 17% of
the students replied no, which is also a strong point to convey to the faculty and students
who are missing the physical mode of education.

As the learning and teaching methodology has become online since the advent of
pandemic making the work and study from the home compulsory (going on conti-
nuously for many days due to the pandemic situation, the teachers and students are
also suggested to work and study from their home. This leads to teaching and learning
using Gadgets. Gadget-centered learning and teaching may create eyesight problems
and other health issues [6]. When queried “Does the screen resolution and size/fonts
affect your eyes?” Around 33% of the students replied yes. This is a serious concern
where the administration and teaching staff should look into and give clear instructions
to the students on usage the electronic gadgets/devices and minimizing the screentime.

4 Analysis on the Data Set from the Survey by Faculty Community

4.1 Analysis on the Comfortness of Students Observed by Faculty in Online
Mode of Education

The survey was conducted during the pandemic when the teaching mode has completely
switched over to the E-Learning and M-Learning mode. The responses are plotted and
analyzed for the better understanding from the faculty perspective.

When surveyed with the faculty members, “Are the students getting used to the new
form of teaching i.e., the online mode?”, Around 87% of the teachers agreed that the
students are getting used to the new form of teaching whereas still, 13% of the students
are yet to get used to it. It was observed that attending online classes with the help of a
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laptop may increase the performance of the student when compared to attending classes
using mobile.

When posted a query to the faculty members, “Have you observed any discomfort
in the online way of teaching compared to the offline mode? “, only 55.5% of the
faculty members are in their comfort zone in teaching online. There are various types
of discomforts in online teaching, like using teaching aids etc,. Observing students
physically helps a faculty to know the satisfaction level and level of understanding of the
student in an effective way. In online platforms, observing all students at a time may not
be possible. There are several views in observing the students, but it is becoming very
difficult for the teachers to observe the attention of the students while teaching online.
They might be asking to turn on videos, but the thumbnail view will impact the eyes of
the teacher if they are very small. This point can also be treated as an input to do some
research and to build tools which help the faculty members [7] (Fig. 7).

4.2 Analysis onCategorizing Students and Improving Performance andReducing
Distraction

Fig. 7. Responses on the query to faculties – Whether they are categorising students and offering
training online.

In offline mode, faculty have observed various batches so faculty will be able to
categorize students using EGA (Excellent, Good, and Average) and will be able to train
them based on the above observation. “Are you able to do the same in online mode?”
to the above query, 18% of the faculty members agreed that they are categorizing on
an EGA basis, 63% of the faculty members informed sometimes, 15.2% never, and the
remaining none. It would assist the weak learners to learn effectively with peers if they
were categorized and trained [8] (Fig. 8).
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4.3 Analysis on Whether the Faculty Are Observing the Students Distractions

Fig. 8. Responses on the query to faculties – Whether they are able to identify if students are
distracted from the class.

When the faculty members are inquired if they can identify if students are distracted
from the class? More than 50% of them answered that they observe the student getting
distracted from the class. This is relatively a greater task to identify the distracted students
and also which is a cumbersome task to manage the class online with this percentage of
distracted ones. Our research [9] focuses on helping the teachers to identify the distracted
students and generating an automated report of them for each class.

4.4 Analysis on How a Faculty Member is Checking the Understandability
of the Students While Taking Online Class

The faculty members are asked “While teaching online, are you continuously teaching
or pausing and inquiring the students whether they were able to understand or not?”
Around 64% said “Yes” for this one and 30% said “sometimes”. This type of pausing
and inquiring the students randomly identifies the student’s level of understanding and
keeps track of the distracted students [10].

When queried faculty “are you nominating any student to reply to your questions
such as “are you able to follow or not? In a class”, 70% of the faculty agreed that they
are nominating students to reply to questions while teaching online. Around 22% said
sometimes and 3 to 5% of the faculty said they did not nominate any students. It will be
good enough by identifying students with distraction and nominating them for replying
to questions while online class is going on.

A categorical answer for the question posted to faculty is: “How many students will
respond to your queries such as “are you with me”/“are you able to understand the topic
type of questions?” The answers are 0 to 25%, 25 to 50% and More than 50%. The
entire faculty answered that students are responding to such questions and each category
is ranging from 30 to 35%. This type of questions also helps the faculty members to
understand the patterns of distraction of students.

When faculty members were queried that “Are there any students who are over-
inquisitive and pausing your lesson?” Around 50% of the faculty responded that there
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are such students who are Over-Inquisitive. When raised a question to faculty members
whether the Over-Iinquisitive nature of such students is distracting the class, the faculty
responded that around 45% of the class is getting distracted in such situations. The
faculty members should be capable of handling such over-inquisitive-natured students
and should hold on to the students for not being distracted.

5 Conclusion

There is a vast scope of development in the field of E-Learning at present. There are a
lot of situations and discomforts that needs to be addressed by the developers to make
the E-Learning as comfortable as conventional learning. The development of new and
comfortable way for the interaction of students and teachers, handling online meetings
will be very resourceful to the domain. Newer technologies of machine learning and
Application development would make the process easier and resourceful. There is also
a need to build some algorithms to identify the distraction of students in online classes
and performing experimentaion in building distraction logs of students to teachers.
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Abstract. The main Theme of this work is to implement a crop detector tool
which is used to detect the type of crop and disease by taking crop images. The
image of crop is given as input to the tool and it gives the name of the crop and
disease if it effected with any disease. This work will help people to identify the
crops which are not known to them. It is very difficult for the farmers to identify
the crop disease with their naked eye to take what type of fertilizers to use on
crops. For this work there is a require in depth knowledge to know the types of
diseases. So to make it easier this tool also detects if any leaf is infected with any
disease. By using the machine learning algorithms such as convolutional neural
network and training the dataset with various crop images, if the input matches
with any of the trained data, the output is displayed that is the name of the crop
and type of disease hence farmers can take immediate remedial to avoid the effect
of disease.

Keywords: Crop · Crop diseases · Convolutional neural network ·Machine
learning · Fertilizers

1 Introduction

Acrop is a plant that can be cultivated andharvested for benefit or survival; themajority of
crops are harvested as food for humans or animal fodder. People spent most of their time
looking for food before agriculture became main stream, hunting wildlife and gathering
wild plants. Around 11,500 years ago, people began to learn how to grow cereal and
root crops and began to settle into a farming lifestyle. By 2,000 years ago, a substantial
part of the Earth’s population had become dependent on farming.

Rice or corn was possibly the first domesticated plant [1]. Rice was cultivated by
Chinese farmers as early as 7500 BCE.Agriculture allowed people to produce surplus
food. If crops failed or traded it for other products they could use this extra food. Food
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surpluses allowed people to work at other non-farming tasks. This research work hope
that it is extremely beneficial to government agencies and fieldmanagers, since they need
data on the area of cultivated crops and their spatial distribution for further estimation
and planning. It also serves as a reference for younger generations who have never
been exposed to farming. While 40 crops contribute 90% of the world’s crop, jillion is
responsible for the remaining 10%. As a result, human minds find it more difficult to
recognise each of them individually. For the situation described above, the algorithm
which is built in this work will be an effective solution.” It may be a personal question,
such as “why can’t we use pesticides or fertilizers to solve this?” Here’s the solution:

The following reasons make excessive use of fertilisers and chemicals dangerous:

1. Due to use of high pesticides the fertility of the soil will reduce.
2. Excessive use of grains or fruits will make them poisonous.

Importance for identifying crops and detecting plant diseases [2, 3] “Croplands
cover 18 million km2 of land in India, according to the Agriculture Society of India.
Plant viruses have infected approximately 30% of the soil, or 5.4 million km2, Fig. 1
shows the crops infected diseases and impact on farmers. The farmer would have to send
crop samples to the agriculture laboratory at regular intervals to ascertain the magnitude
of the infection. Orthodox antigen-antibody reactions and microscopic examination are
used by the lab technicians there.

1. The following are some of the approach’s limitations:
2. Typically costly
3. It takes a few weeks to get the results as well. By this stage, the disease has typically

spread across the entire region.
4. As water-soluble nitrogen fertilisers are applied to the soil, a significant portion of

the added nutrients is lost to the groundwater by leaching or runoff.
5. Foods grown with chemical fertilisers caused a slew of health problems in both

livestock and humans. Pesticide and herbicide residues have an effect on the human
central nervous system, respiratory system, and gastrointestinal system, to name a
few. When large amounts of pesticides are inhaled, they can cause wheezing and
nausea by destroying the lungs. as well as the consequences”

Here is a newspaper attachment showing in the Fig. 2 that effects of fertilizers:
There are farmers who are in financial trouble, and a single crop failure may wipe

them out. In 2016, 11,380 farmers committed suicide, according to the National Crime
Records Bureau (NCRB). The bad news is that many of them are unable to repay their
debts due to crop failures and economic hardship.
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(a) . Crop infected with Disease (b). Crop infected with Disease (c). Farmer crying

Fig. 1. Crops infected diseases and impact on farmers

So there is an importance for early detection of disease in the crop. “Farmersmake up
a significant portion of the agriculture sector. Without growers, every state’s agricultural
system will undoubtedly fail. Agriculture meets the need for food by harvesting and
processing crops such as wheat, sugar cane, rice, and many others before they are ready
for transportation. Farmers are the backbone of the agricultural system. Given that it
is widely accepted that a country’s gross domestic product (GDP) must be balanced in
order for it to grow, agriculture is one of the most important components. Crops must be
cultivated and processed for the agriculturalmethod to function, and this iswhere farmers
come in. A farmer gains experience by spending sufficient time in the field learning what
to do in different scenarios. They know what to do if the climate is unpredictable, how
to avoid water contamination and salinity, and how to remedy the problem if it arises,
among other things.” Insect vectors that cause plant damage and create an entry point
for pathogens, or that tap into the feeding phloem, transmit most plant viruses. When
viruses get inside, their tiny genomes use a handful of genes to control the machinery of
plant cells while avoiding the plants’ defences. Information on the spatial distribution
and area of cultivated crops is required by government agencies and farm managers for
planning purposes. Agencies can better plan for the import and export of food products
using this knowledge. Although some agriculture and food security ministries hire staff
to map different types of crops on an annual basis [4, 5], such field surveys are expensive
and only cover a small percentage of farms. Increasing input costs have limited profits
and made cultivation unviable. Can easy lending access and better MSPs help?
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(a) (b)

Fig. 2. Paper cutting about farmers

2 Pre-work

The main Objective of the work is “When pests infect plants and crops, it has an impact
on the country’s agricultural output. Typically, farmers or professionals examine plants
with their naked eyes in order to diagnose and treat disease. This method, however,
may be time-consuming, costly, and unreliable. Automatic detection employing image
processing techniques ensures a quick and accurate result. This study focuses on a
novel approach to developing a model for identifying plant disease that is based on the
categorization of the leaf image and use deep convolutional networks. The main goal
of this work is to identify the type of plant from the leaf, which is an issue of image
processing and classification [1, 3, 5]. The secondary goal is to identify the illness that
has infected the leaf (if any). To accomplish this, a model that can classify the leaves
must be created.”

Because there are many species of plants, most people have been unable to recognize
them in the past and even now. It’s also impossible to tell what disease is afflicting the
crop just by looking at the leaf. Our work issue statement is to create a model that can
identify the crop/plant from a leaf imagewhile also detecting the disease that has afflicted
the leaf [5, 6].

A preliminary investigation is conducted to establish whether the proposed system
is feasible, that is, whether it can be created using current technology and whether it
is financially viable. The issue statement, as well as the objectives, is assessed, and all
this work-related information is gathered from multiple sources. The disadvantages and
restrictions on which the model is based are calculated. To develop the system, several
datasets relating to the domain are reviewed, and the best matching dataset is collected.
The problem statement’s input and output limitations, as well as the requirements, are
investigated.
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3 Methodology

3.1 System Architecture

The design of a CNN is a key factor in its efficiency and efficacy [7, 8]. The speed and
precision with which various activities can be completed depends on how the layers
are arranged, which components are included in each layer, and how they are designed.
One-tier architecture is used in the suggested system. This is also known as Standalone
Architecture it is shown as Fig. 3, and it refers to a software package that contains all three
layers of an application, namely the Presentation layer, Application layer, and Database
layer. The data is saved locally or on a shared drive. The system is entirely client-side
and does not require the use of a server to function. All of the components necessary for
it to function are housed on the same platform. “The simplest and most direct way to
design an application is with one-tier architecture. When compared to multi-tier design,
this architecture offers fewer benefits.

Fig. 3. 3-Tier architecture

If any of the components encounters a difficulty, the complete application will cease
to function. Because all of the resources are on the same machine, there is also a security
concern. Apart from the downsides, because the proposed system is a single user-based
system, one-tier architecture is the best choice for its development because it is quick and
does not rely on other systems. The input-output design is implemented in the Presen-
tation Layer. The back-end programme in the application layer performs the necessary
actions on the input to generate the appropriate output. The database layer is made up
of a list of the dataset’s subclasses. The one-tier architectural block diagram is illus-
trated below.” Database architecture is a type of enterprise or organisational software
that is built using programming languages. Database architecture is concerned with the
design, development, implementation, and management of computer systems that store
and organise data for businesses, organisations, and institutions. A database architect
creates and implements software that satisfies the requirements of users.

They are as follows: LeNet-5 (1998), AlexNet (2012), GoogleNet (2014), VGGNet
(2014) and ResNet (2015).
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The ImageNet project is a digital database created to aid in the examination of digital
object identification programmes. The Image Net project comprises around 14 million
photos, the majority of which are set up to train CNN in target recognition, with one
million having bounding boxes for usage in networks like YOLO.”

3.2 Data Collection Preparation and Training

3.2.1 Data Collection

Data collection is the first and primary thing of any work. Not only that the collected data
must be in both large and high in quality. In this research used an open source or licenced
dataset to gather the information. The Plant Village dataset, which is open source and
available on Kaggle’s website [9], was used for this work.

This dataset contains three types of crop leaves i.e. Pepper Bell, Potato & Tomato
[10, 11]. These three classes are again divided into 15 sub classes. The sub classes
respectively are pepper bell bacterial spot, pepper bell healthy, potato early blight, potato
late blight, potato healthy, tomato early blight, tomato bacterial spot, tomato senatorial
leaf, tomato spider mites, tomato target spot, tomato yellow leaf curl virus, tomato
mosaic virus, tomato healthy. Each subclass has over 1000 photos that describe the
many characteristics of the crop and the disease that affects it. This stage usually yields
a data representation that will be used for training.”

3.2.2 Data Preparation

“After gathering the data, the following step is to prepare the data for training. Many
errors, duplicates, missing values, and other issues may exist in the data obtained. This
step involves datawrangling or datamugging the results are shown in the Fig. 4 and 5. It is
the process of converting andmapping data fromone format to another in order tomake it
more suitable and useful for training. The.jpeg photos are transformed to NumPy arrays
that can be used to train the model. Cleaning data entails removing duplicates, dealing
with null and missing values, and converting data types (typecasting, for example). To
identify the links between variables, data is visualised. Divide the data into two groups:
training and testing [12, 13]. A total of 80% of the data is designated as training data,

Fig. 4. Screen shots of data visualization Fig. 5. Screen shots of data wrangling
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while the remaining 20% is designated as testing data. The steps of cleaning data and
data wrangling are shown in the following images.”

4 Implementation

4.1 Training the Model

After the data has been prepared, an algorithm can be used to train it. Because the need
is to discover patterns from photos and anticipate future images, Convolutional Neural
Networks (CNN) is the best algorithm for our system [7, 8, 11].

A Convolutional Neural Network (CNN/ConvNet) is a Deep Learning algorithm
capable of taking an input image, assigning value to various characteristics/objects in
the image, and distinguishing between them [13, 14]. The amount of pre-processing
required by a ConvNet is far less than that required by other classification techniques.
This work can be carried out by gather data that is crop images by using Internet of
things using different network models [15]. The design of a ConvNet is comparable to
that of Neurons in the human brain, which was influenced by Visual Cortex Structure.
Individual neurons only respond to input in the Receptive Zone, a confined area of the
visual field. A number of these fields overlap to fill the entire viewable area.

The major steps to implement a CNN are 1. Convolution Operation 2. Rectified
Linear Unit (ReLU) 3. Pooling (Average and Max Pooling) 4. Flattening and 5. Fully
Connected Layer

1. Convolution Layers the first layer of the ConvNet. In strictly mathematical words,
convolution is a functionwhich is derived from two different functions by integration
that describes how one’s form is changed by the other. “The goal of the Convolution
Process is to eliminate high-level features like edges from the input image [13, 16].
There is no requirement for a model to contain only one Convolution Layer. Amodel
can have any number of Convolution Layers. Borders, colour, gradient direction,
and other low-level information are typically collected by the first Conv Layer. The
design frequently adjusts to theHigh-Level functionality with extra layers, providing
us with a network with a comprehensive understanding of the photos in the dataset.
The image serves as the input to this layer, while the convolved feature serves as the
output, reducing the input’s dimensions.”

2. ReLUstands forRectifiedLinearUnit Layer. This layer is used to give themodel non-
linearity. Asy = max is the mathematical definition of the function (0, x). Rectified
Linear Unit is the name of the node (unit) that implements this activation function
(ReLU).For every positive value ReLU is a linear function that returns zero for all
negative values [17, 18]. It is showed as in the below Fig. 6.
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Fig. 6. Rectified linear unit layer convolution

This means that there is no complicated arithmetic involved in calculating. As a
result, the model may be trained or operated in less time. It converges at a faster rate.
Linearity implies that the slope does not “saturate,” or plateau, as x increases. It’s a
function that’s only occasionally used. BecauseReLU is 0 for all negative inputs, it is
unlikely to trigger for any particular unit.” Because it is linear for half of the variables
and non-linear for the other, ReLU is also known as a piecewise linear function or hinge
function.

3. Pooling Layer reduces the parameters and helps in retaining only required informa-
tion. This layer removes any unnecessary parameters. This reduces the amount of
time it takes to process the data. It can also be used to choose dominant features that
are rotationally and positionally invariant while maintaining the model’s efficient
training cycle [19]. There are two types of Pooling Like as. 1. Max Pooling and 2.
Average Pooling.

“Max Pooling returns the largest value from the convolved image, whereas Aver-
age Pooling returns the average of all values from the convolved image, as the name
suggests. As a Noise Suppressant, Max Pooling is used. This completely eliminates
disruptive activations and even does de-noise and dimensionality reduction. Aver-
age Pooling, on the other hand, uses the reduction in dimensionality as a strategy to
remove noise [20, 21]. As a result, it may assume that Max Pooling is significantly
more effective than Average Pooling”.

4. Flattening: In this layer, it can flattening our entire matrix, which is got from the
previous levels, to make it look like a vertical map. As a result, it is passed to the
data layer. This is the most crucial phase in the CNN process. Tf.keras.layers is used
to latten the image. The Flatten () method is part of the Keras package.

5. Fully Connected Layer: “Adding a Fully-Connected layer is a (typically) low-cost
approach to learn non-linear combinations of high-level properties described by
the convolution layer’s output. The Fully-Connected layer is learning a possibly
non- linear job within that space. We’re going to flatten our input picture into a
column vector now that can be turned it into an appropriate shape for this Multi-
Level Perceptron. Each training iteration includes back propagation and the flattened
result is input into a neural network feed-forward.

Across a series of epochs, the model can distinguish between dominant and other
low- level properties in images, and classify themusing certain classification approaches.
Soft Max is a classification method. The goal of a fully connected layer is to categorise
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Fig. 7. Fully connected layers

the image into a suitable class using the output of the convolution / pooling phase.it is
showed in the Fig. 7.

4.2 Algorithm Implementation

--------------------------------------------------------------------
Algorithm 4.1: Algorithm to predict crop and disease 

--------------------------------------------------------------------
Input: Initially give non-classified leaf images
Output: Crop name and disease name (if it infected) 

Step-I: Gives input path of the image folder i.
Step-II: Performing pre-processing techniques on input data i
Step-III: Apply classification and predict the type of Crop o by compare with trained

dataset s.     
Step IV: apply CNN algorithm on o and s cn 

Compare with dataset of diseases dataset ds with cn nd
Step V: if continue1goto Step-I else 2 to exit.
Step VI: stop  

Here input is represented as i, the output of the classification is o. the output of the
CNN algorithm is cn(crop name), trained dataset s is the name of the crops and ds is the
name of the diseases. The name of the diseases is represented as nd.

5 Results and Dicurtions

5.1 Model Prediction

The model’s accuracy is determined using metrics and plotted as a graph using the
matplotlib package. The model’s classification ability is determined by its accuracy.
When the accuracy of the model is higher, the model’s capacity to classify images is
also higher. This module’s major goal is to put the model to the test against new data
samples in the actualworld. Themodel’s performance through various periods of training
is depicted in the Fig. 8.
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5.2 Making Predictions

The suggested system’s last module involves making predictions using the constructed
CNN model. It can estimate how the model will perform in the real world based on
these predictions. To produce predictions, provide the model an input image (path of the
image).After that, the model will assess the image and provide the needed output based
on how closely the input image matches the model’s classes. It is shown in the Fig. 9.

Fig. 8. Accuracy graphs

Fig. 9. Output of tomato leaf

5.3 Input and Output Analysis

Input Analysis: “The user gives the input in the form of string which represents the
path of the input image. The image is converted in to the array. This array is predicted
with the trained model. This array is matched with the model’s classes one by one. The
image is classified based on the percentage of matching. The highest percentage match
is selected as the class of the image. The model receives input in the form of an array,
while the user supplies the image as input in the form of the picture’s path.” Output
Analysis: After training the model with proper parameters, the model is analysed for
accuracy of the different types of images. The model is trained number of times. Finally,
the model with the highest accuracy is chosen for deployment. Figure 8 shows the test
Performance Evaluation accuracy. Input and Output Desig: Input Design: As input to
the model, the user must specify the path to the image (or the image’s name). Following
the user’s input, the image is extracted, transformed to an array, and stored. The input
design is as shown in the Fig. 10. It is self-evident that the greater the number of epochs,
the greater the model’s accuracy. Output Design: The model is used to test the stored
array, and the class that matches the array with the highest percentage is shown as output.
The output design is as shown in the Fig. 10.
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Fig. 10. a. Input design b. Output design

6 Conclusion

Farmers are essential to the existence of a wide range of living creatures, including
humans. They use primary resources responsibly and employ both primitive and complex
strategies to do so. Because they play such a vital role in society, it is tragic to learn that
some of them commit themselves for reasons mentioned in introduction. As responsible
citizens, in this research work developed the Crop and Leaf Disease Detector tool. The
tool will be beneficial to both younger generations (in terms of recognising the crop
and its significance) and farmers (reducing the risk of crop failure thereby maximising
the yield). Pattern recognition with transfer learning from the Convolutional Neural
Network. Inception v3 is an effective technique for autonomous high precision detection
of crops and crop diseases, according to the findings of this study. This method avoids
the time- consuming and arduous process of eliminating features from photographs in
order to train models, and the model may be trained fast on a desktop and deployed on a
mobile device. In this work looked at a number of simulation methodologies to illustrate
the CNN’s presentation of plant diseases. The results of the experiments show that some
simple methods, such as naive visualisation of the hidden layer output, are insufficient
for viewing plant illness, while other state-of-the-art methods have potential practical
uses. The Model has been successfully deployed. The model is also put to the test with
real-world leaves. The model’s output is persuasive and suited for application in the field
of agriculture. To generate output, the suggested model only requires the crop image and
does not rely on sophisticated processes or devices.

Future Enhancement
Deep Learning methodology can be applied to improve the outcomes even more, but this
requires a lot of learning data, thus this is the future scope. The image pre-processing and
classifier can both benefit from the CNN model. There is a large scope for development
or to enhance. The model which is created in this work is missing datasets on cropped
photographs and the effect of a virus on a specific day. In the presence of this work
for farther it can create a more advanced version that detects herb chronology (plant
age) and, with the help of microbiologists, it can even approximate the life of a certain
virus, which would be beneficial. The proposed methodology might be integrated with
other yet-to-be-developed illness detection and classification systems based on colour
and texture analysis in the future to provide a professional framework for early illness
alert and administration in which the form of disease can be determined by colour and
texture analysis. This method may be used to detect all types of crops and crop illnesses
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in everyday life. Device efficiency will be improved in the future by employing advanced
approaches for extracting the leaf entity fromadynamic environment in the field. Specific
methods can be extended to other plant diseases and early warning systems for corn,
cotton seeds, tomatoes, vegetables, and beans, among other things. Certain cataloguing
strategies can be applied in the future to improve the system’s performance.
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Abstract. The migration of service oriented architecture (SOA) based
applications to microservices architecture is a current research trend in
the domain of software engineering. Estimating the effort required for
migration is a challenging task as the traditional methods are not suit-
able for this new architectural style of microservices. Service Points (SP)
is one new approach proposed by us for estimating the effort required
for the migration of SOA based applications to microservices architec-
ture. However, the use of machine learning techniques gives promising
benefits in software effort estimation. To improve the accuracy of the ser-
vice points approach, multiple regression analysis with the Leave-N-Out
policy is applied. The standard service points approach, service points
approach with Karner’s ratings and proposed machine learning based
approach are considered for comparison with actual efforts of the chosen
dataset of applications. The accuracy of the models is evaluated using
different measures such as MRE, RMSE, MAE, etc. It is clear that the
effort estimation using regression analysis gives higher accuracy. Using
machine learning techniques improves the accuracy of the effort estima-
tion and helps software architects in better planning and execution of
the migration process.

Keywords: Microservices · Effort estimation · Machine learning ·
Regression

1 Introduction

To over the challenges in existing software architectures such as monolithic and
SOA, microservices emerged as a new design style using cloud-based containers
for deployment. It is a style of designing applications where each service is a
small, loosely coupled, scalable and reusable service that can be designed and
deployed independently [1]. Each service should perform only one task and should
have its own database and independent deployment architecture. Microservices
uses communication protocols like HTTP/REST and JSON for data exchange
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between the services [2]. Unlike SOA, microservices can be deployed indepen-
dently as there is no centralized governance and no dependency on middleware
technologies. It is effortless to scale on-demand microservices with the use of
cloud-based containers. Microservices architecture suits well with the DevOps
style as every task is to be broken into small units, and complete SDLC is to be
done independently [3]. DevOps and agile methodologies require the fast design
of applications and deployment to production.

With the various benefits of microservices, software architects have started
migrating their existing legacy applications to microservices architecture [4].
Many companies, including Netflix, Amazon, and Twitter, have started build-
ing their new applications with this style of architecture [5]. As microservices
has emerged recently, there is a huge demand in both industry and academia to
explore the tools, technologies, and programming languages used in this archi-
tecture. However, some software architects are in chaos, whether to migrate
to this new style or not, as they are unaware of the pros and cons of using
microservices. The major challenge is estimating the effort required to migrate
the existing applications to microservices [6,7].

Effort estimation helps software architects in the proper execution and man-
agement of the project. Effective estimation helps in proper scheduling of the
software engineering activities. Software effort is given by the formula effort
= people * time [8]. It has to be done during the early stage of the applica-
tion design as it gives insights on the effort and cost required to complete the
application. Moreover, estimating the accurate effort required for the migra-
tion process is a challenging task. Underestimation and overestimation of the
effort required may lead to serious project management issues. Software effort
estimation techniques are divided into four types: empirical, regression theory-
based, and machine learning techniques based estimation [9]. The empirical way
of estimating is very popular as it gives a clear picture of the effort required
numerically, and few of the models include function point, use case point, and
analogy based techniques. Moreover, these techniques are not suitable for mea-
suring the effort for service-based systems as they are designed for procedural
object-oriented systems.

All the traditional approaches available for effort estimation cannot be used
directly for service-based systems. Approaches need to be modified and extended
to cope with these service-based systems like service oriented architecture and
microservices architecture [10,11]. Service points [12] is one such approach pro-
posed by us in our earlier works to estimate the effort required for migration. It
is a formal approach recasted from use case points approach in which the service
graph [22] is used to calculate the effort instead of use case diagram that is used
in use case points.

Machine learning models have been widely applied in software effort esti-
mation and it has given promising benefits [13,14]. In order to validate the
efficiency of the service points method, N applications of SOA are chosen which
are migrated to microservices and the regression analysis is performed on the
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chosen datasets. The results of the proposed techniques are compared with the
actual efforts, and the accuracy of each technique is also evaluated.

The remaining paper is organized as follows. The technical details of service
points approach are presented in Sect. 2. The proposed machine learning based
approach is discussed in Sect. 3 and the corresponding experimental results are
presented in Sect. 4. Section 5 concludes the paper.

2 Service Points Approach

In this section, the technical details of service points approach are presented.
The steps for effort estimation using the service point technique are illustrated
in Fig. 1. The brief description of each step is also discussed in this section.

1. Service graph

2. Classification
of services

3. calculation of
weights and points

4. calculation of
TCF and EF

5. Final service
point evaluation

Fig. 1. Service point calculation steps

2.1 Classification of Services

The first step of the service point approach is to classify the services based on
the interactions it has with other services. Each service’s dependencies on other
services are considered and classify them as simple, average, and complex. A
service is classified as simple if it interacts with less than four services, average
if it interacts with less than eight services, and service is treated as complex if
it interacts with more than or equal to eight services [15].

2.2 Calculation of Weights and Points

The next step is to calculate the unadjusted service points based on the weights
assigned to each service type. It is calculated by summation of number of ser-
vices of each type multiplied by weight assigned to corresponding service type.
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Unadjusted Service Points (USP) is calculated as shown in Eq. (1).

USP =
3∑

i=1

Si × Wi (1)

where Si is the number of services of type i and Wi is the corresponding weight
of the service of type i where i={simple, average, complex}.

2.3 Technical and Environmental Factors

The final value of the service point depends on 21 technical and environmental
factors which contribute to the complexity and the efficiency of the system. Each
factor has a value assigned between 0 and 5 depending on the importance and
impact the factor has on the system. The rating of each factor between 0 and 5
for each factor is collected through online survey.

Calculation of Technical Complexity Factor (TCF). To calculate the
TCF, total weight of the factors is calculated which is obtained by multiplying
the value assiged to each factor between 0 to 5 and weights assigned to each
factor. Calculation of TFactor is given by Eq. (2).

TFactor =
13∑

i=1

TFi × Wi (2)

where TFi is the rating of the technical factor i and Wi is the weight assigned to
corresponding factor. Technical Complexity Factor (TCF) is calculated by the
below Eq. (3).

TCF = 0.6 + (0.01 × TFactor) (3)

Calculcation of Environmental Factor (EF). Similarly, the impact of envi-
ronmental factors in the final service point is evaluated by finding the EF score.
To calculate the EF value, the weight of each factor is multiplied with the rating
assigned to each factor. It is given by Eq. (4).

EFactor =
8∑

i=1

EFi × Wi (4)

where EFi is the rating of the environmental factor i and Wi is the weight
assigned to the corresponding factor. Environmental Factor (EF) is calculated
by the below Eq. (5).

EF = 1.4 + (−0.03 × EFactor) (5)
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2.4 Final Service Point Evaluation

The final Service Points (SP) is calculated by multiplying the unadjusted service
point with both technical and environmental factor values. It is given by the
below Eq. (6).

SP = USP × TCF × EF (6)

According to Karner, [15], the effort required to implement each use case point
is 20 h. Hence, we do consider the same 20 h for each service point. Therefore, to
estimate the final man-hours, the calculated service point should be multiplied
by 20 to get the effort required for migration.

We define the naming convention for different approaches used for comparison
in this paper. The service points approach with the ratings collected through
the online survey proposed by Vinay Raj et al. [12] is denoted as SP-Vinay
Approach; the service points approach with the Karner’s default value as SP-
Karner Approach and the SP-Vinay approach with regression analysis as SP-
Regression Approach. These notations are used throughout this paper.

3 Proposed Approach

In this section, the regression approach, description of the datasets and the
measures to predict the accuracy of the proposed models are discussed.

3.1 Regression Analysis

It is one of the popular analysis methods to study the relationship between
dependent and independent variables and present the relationship in the form of
a model [16]. If we have more than two variables, then it is referred as multiple
regression and it is the most preferred and applied method for cost estimation
[17]. Since the proposed service point approach is based on the multiple factors
including USP, TCF and EF, we define the multiple regression based effort
estimation which is represented based on the below equation.

y = β0 + β1x1 + β2x2 + ε (7)

where y represents the effort caculated, x1 represents the size metric calculated
with USP of the chosen application and TCF, x2 represents the adjustment
factor (AF) considered as an independent variable in this multiple regression and
the coefficients β1, β2, and β0 represents the contant values. Here the additional
ε represents the error induced during the calculation of the effort.

Size(x1) = USP × TCF (8)

Adjustment Factor is calculated as the product of environment factor (EF)
and the productivity factor (PF). The value of PF can be considered as 20 h as
proposed by Karner, if the projects do not have any historical data. We consider



Enhanced Service Point Approach for Microservices 83

only the EF in the calculation of x2 as TCF is already included in the first
variable x1.

AdjustmentFactor(x2) = pPF × EF (9)

However, we calculate the productivity factor pPF by dividing the actual effort
by the SP as it gives the accurate effort required to implement each service point.

pPF =
ActualEffort

SP
(10)

3.2 Datasets

The use of microservices architecture has just started and there are very few
projects which are migrated from SOA. The authors in [18] state that data collec-
tion is more important for validation of effort estimation techniques. Due to the
inability to access SOA projects developed in the industry and the unavailability
of datasets based on UML artifacts in the industry, the study research investiga-
tion is collected from [19]. The dataset is represented a dataframe and the size
of the dataset is 7 rows with 5 columns. So, gathering the information such as
number of services and coupling/dependencies between the microservices of the
real time projects was a difficult task. Out of the 7 applications we gathered,
5 applications were collected from Indian IT organizations and one application
from a research centre in UK where a team is working on the best approaches
for migration of SOA based applications to microservices. The remaining one
application is developed at our university by a team of Post Graduate (PG) stu-
dents which is related to the online exam portal during the pandemic time. The
details of the data collected are presented in Table 1. The Unadjusted Service
Points (USP) is also calculated for the applications and is presented in Table 1.

Table 1. Characteristics of 7 applications

Application Total No. of services USP

Simple Average Complex

A1 6 5 2 22

A2 2 2 2 12

A3 6 10 2 32

A4 23 15 4 65

A5 0 7 3 23

A6 3 14 0 31

A7 20 15 21 113
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3.3 Evaluation Criteria

To evaluate the accuracy of the estimated approach, several frequently used mea-
sures [18,20] are considered such as magniture relative error (MRE), mean of
MRE (MMRE), root mean square error (RMSE), and prediction within 25% of
the actual value. The definitions of the measures are discussed below.

– The magnitude of relative error (MRE) is calculated as given below.

MRE =
ActualEffort − EstimatedEffort

ActualEffort
(11)

– MMRE is the mean of the MREs of all the applications and it is used to evalu-
ate the prediction performance of the model. The Mean of MRE is calculated
as

MMRE =
1
n

(
n∑

i=1

MREi) (12)

– The Root Mean Square Error (RMSE) evaluates the difference between actual
effort and the estimated effort. It is used to find the standard deviation of
the errors which occur after applying the proposed method on the datasets.
RMSE is calculated as given below.

RMSE =

√√√√ 1
n

n∑

i=1

(ActualEffort − EstimatedEffort)2 (13)

– To verify whether the predicted values are within m% of the actual values,
we use a measure and in software engineering, the value of m is typically set
to 25%. The measure PRED(25) is calculated as

PRED(25) =
k

n
(14)

where k is the number of observations for those whose MRE is less than or
equal to 0.25 and n is the total number of applications.

– The above discussed measures are criticised and behave differently when eval-
uating prediction models, hence two other measures are suggested [21]. Mean
Absolute Error (MAE) is unbaised and it is calculated as given below.

MAE =
1
n

n∑

i=1

| ActualEfforti − EstimatedEfforti | (15)

where n is the number of applications chosen for evaluation of performance.
– Standardized accuracy (SA) is one the recommended measures for comparing

the performance of prediction models which is based on MAE. It is defined
as follows:

SA = 1 − MAEPj

MAEguess
× 100 (16)
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where MAEPj is the MAE of the proposed approach and MAEguess is the value
of MAE of a random guess. The standard accuracy represents the impact of
MAEPj when compared to any random guess. For effort estimation techniques,
the value of MAE should be less and SA should be maximum.

4 Experimental Results

The SP-Vinay approach, SP-Karner approach and SP-Regression approach are
applied on the 7 applications and the results obtained by comparing these three
methods are presented in this section.

4.1 Application of Service Points Method

The service points approach is applied on the 7 applications and the effort is
calculated by considering the TCF and EF values. The effort is calculated by
considering the collected ratings and also with the Karner’s default value. The
PF value for calculating the effort is taken as 20 man-hours. The magnitude
of relative error (MRE) is also calculated with the help of actual efforts of the
applications. The results of the efforts calculated are presented in Table 2.

Table 2. Applying service point approach to applications.

Application Actual effort [h] SP-Vinay approach SP-Karner’s approach

Estimated effort [h] MRE Estimated effort [h] MRE

A1 396 326 0.176 305 0.229

A2 140 178 −0.271 166 −0.185

A3 587 474 0.192 444 0.243

A4 1205 962 0.201 902 0.251

A5 518 340 0.343 319 0.384

A6 502 459 0.08 430 0.143

A7 2034 1673 0.177 1567 0.229

4.2 Application of Proposed Regression Model

The proposed regression method is applied on the same dataset and the function
for effort estimation is obtained. First, the variables x1 and x2 are calculated
with the Eqs. (8) and (9). The calculated values of the variables are presented
in Table 3. These values x1 and x2 will be used in the calculation of the effort
using the regression model. We consider the TCF value which is calcuated using
the ratings collected through online survey in the regression analysis.

Using the calculated values of variables, we applied multiple linear regression
on the applications. However, to improve the accuracy we apply Leave-N-Out
policy where we train the model only on first 5 applications to calculate the
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coefficients and test with the remaining two applications. The values of the
coefficients calculated are presented in the effort estimation function, given in
the below equation.

ŷ = −274.10 + 15.017x1 + 17.136x2 (17)

Table 3. Variable values for multiple regression analysis.

Application Size (x1) AF (x2)

A1 23.43 16.8

A2 12.78 10.9

A3 34.08 17.1

A4 69.22 17.3

A5 24.49 21.1

A6 33.01 15.1

A7 120.34 16.8

Using the calculated coefficient values β0 = −274.10, β1 = 15.017, and
β2 = 17.136, we test the remaining two applications. The efforts calculated
using the generated coefficients are presented in the Table 4. It is clear from the
table that the values are very close to the actual efforts of the applications. The
proposed regression model works as recommendation system for estimating the
effort required for migration of SOA applications to microservices. The coeffi-
cients generated are used to calculate the efforts for all the other applications
which are used for training the model as well.

Table 4. Application of regression model to testing data

Application Actual effort [h] Estimated effort (Regression) [h] MRE

A6 502 480.36 0.043

A7 2034 1940.99 0.045

4.3 Comparison

The estimation function is calculated for all the 7 applications by regression anal-
ysis on the 6 applications and leaving one application everytime. The values of
the coefficients are calculated and the effort by regression analysis are generated
for all the applications. The results of the comparison of all the proposed meth-
ods are presented in Table 5. For each approach, the estimated effort in hours
and estimation success values are given in the table. It is clear that the efforts
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calculated through the regression analysis give better values closer to the actual
efforts required for migration. For application A2, the efforts estimated through
SP-Vinay approach and SP-Karner’s approach are more than the actual efforts.
Hence the estimation success percentage is more than 100 which is marked as *.
Generally success percentage more than 100 does not makes sense. So, only the
SP-Regression model gives better result for the application A2. The efforts esti-
mated by the standard SP-Vinay approach, SP-Karner approach, SP-Regression
approach and the actual efforts are compared and presented as a line graph as
shown in Fig. 2. The x-axis represents the 7 applications and the y-axis repre-
sents the efforts in man-hours for each application. From the graph, it is clear
that the effort estimated with the regression model is close to the actual efforts
of all the applications.
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Fig. 2. Comparison of efforts estimated by proposed methods.

The accuracy of the proposed methods are evaluated using the measures
discussed in Sect. 3.3 and the values are presented in Table 6. From the results,
the MAE value is very less and SA value is also better for effort estimated
through regression model. Though the MMRE and PRED values are close to
each other, the RMSE value is better only for the regression model.
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Table 5. Comparison of proposed effort estimation techniques

Application Actual

effort [h]

SP-Vinay approach SP-Karner’s approach SP-regression approach

Estimated

effort [h]

Estimation

success

(%)

Estimated

effort [h]

Estimation

success

(%)

Estimated

effort [h]

Estimation

success

(%)

A1 396 326 82.32 305 77.02 366 92.42

A2 140 178 127* 166 118* 105 75.0

A3 587 474 80.74 444 75.63 531 90.45

A4 1205 962 79.83 902 74.85 1062 88.13

A5 518 340 65.63 319 61.58 455 87.83

A6 502 459 91.43 430 85.65 480 95.61

A7 2034 1673 82.25 1567 77.04 1941 95.42

Table 6. Accuracy of the proposed methods using different measures.

Approach MMRE RMSE PRED(25) MAE SA

SP-Vinay approach 0.128 185.95 0.857 138.57 86.143

SP-Karner approach 0.184 234.24 0.714 178.42 82.158

SP-regression approach 0.107 74.55 0.857 63.24 93.67

5 Conclusion

Effort estimation is an important software engineering activity that helps project
managers and architects effectively schedule the project. With the evolution of
microservices, companies are migrating existing legacy applications to microser-
vices architecture. Service points is an approach to estimate the effort required
for the migration. To improve the accuracy of the service points approach, a
machine learning model using multiple linear regression with Leave-N-Out pol-
icy is proposed, where the model is trained with N applications and tested with
the remaining all-N applications. We have taken 7 applications designed with
SOA and migrated to microservices, and the efforts are calculated using the
regression function. The accuracy of the proposed models is evaluated using dif-
ferent metrics such as MRE, RMSE, PRED, MAE, and SA. The comparison
results show that the efforts estimated using the proposed regression model are
close to the actual efforts, and the error rate is very low compared to the SP
standard approach and SP-Karner’s approach.
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Abstract. The goal of recognizing handwritten numbers on paper is to extract
the characteristics of the entered handwritten number. The human visual system is
one of the wonders of the world. People can easily find and recognize the numbers
as they are used for recognition and identification. Most people easily recognize
numbers without effort. Humans are amazing at deciphering what our eyes show.
Allwork is done subconsciously, and no additional training is required to recognize
numbers. Generally, we do not need to assess the difficulty of a problem that our
visual system solves. However, recognizing numbers for mechanical devices such
as computers is not that easy. If we try to develop a computer program to detect
numbers, the difficulty of visually recognizing patterns is significant. When it
comes to coding, what seems simple when we see it will be quite complicated.
Simple intuitions, for example, are for a system that recognizes strokes, circles,
curves, straight lines, curves, and more. Example of recognizing a number like 9,
you should recognize the loop at the top and a straight vertical bar at the bottom
right. This is not easy to express algorithmically. That is why we came up with
a prototype for number recognition. Although identification, classification and
recognition are simple tasks with the help of machine learning, we are trying to
develop a system that recognizes numbers as accurately as possible. Themain goal
of focusing on handwriting recognition is to learn about neural networks. Images
are divided into pixels and recognized in pixel order.

Keywords: K nearest neighbours · Stochastic gradient descent · Support vector
machines · Neural networks · Deciphering ·Metrics · Dataset hyperplanes ·
Regression
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1 Introduction

Our project aims at an automatic recognition of digits written by hand. The tendency of
writing the digits in different forms ismuch higher as each personwrites themdifferently.
In such cases also, the system developed must be able to recognize the digits correctly
and give out the accurate results. There exist many classification and pattern recognition
algorithms in machine learning such as KNN, SVM, Neural Networks (CNN, ANN,
and RNN) [1, 2]. We try to study how each algorithm works while training and testing
the dataset. The project focuses on developing an easy methodology of recognizing the
images for a plethora of things. The goal of this system is to provide information about
the research project “AnEfficient Novel approach for detection of handwritten numerical
using Machine Learning paradigms” [12]. It includes what we did for the completion of
project, requirements, description of modelling of the project, the technologies we have
used for the project, implementation of the project and future enhancements [1, 2].

This project explains in detail about how a machine can identify human written
digits. For this process, we are considering MNIST (“Modified National Institute of
Standards and Technology”) dataset which consist of 60000 images of 28*28 sizes in
grey scale[15]. However, considering images as a dataset will not make our work easy.
These images need to be pre-processed [2, 4]. As well as many other step need to be
performed before entering into training the dataset.We are considering few classification
and recognition algorithms likeKNN, SVMandCNN [3].We come upwith a conclusion
that no algorithm can beat up Neural Network in digit recognizer. We try to achieve the
highest accuracy and prediction rates by applying best training methodologies [3, 4].

2 Related Works

The application identification of handwritten numericals using machine learning pro-
vides the following uses to the user: this application provides a chance for the user to
allow their machine to recognize the digits from 0 to 9 written in any format with ease
[2, 3]. It is useful for various kinds of future works like usage of this module in number
plate recognition, number detection projects, etc. This also helps in performing multiple
further operations like calculating attendance percentage, focusing on absentees, send-
ing text messages to parents, etc. [14]. This document furnishes different diagrams for
the “An Efficient Novel approach for detection of handwritten numerical using Machine
Learning paradigms” using uml that clearly explains themodel of building this particular
application [3, 4]. The literary survey provides insights into the project in terms of the
user experience and functionality of the project [9].
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2.1 Feasibility Study

In the software development process, the feasibility study is critical. It provides the
developer an opportunity to assess the operational flexibility of the product that is being
developed[13]. The operational flexibility, technical support, the output of the project,
and many others are treated as various criteria and parameters to analyse the feasibil-
ity of the project. Operational Feasibility, Technical Feasibility, as well as Economic
Feasibility are the three basic types of feasibility studies.

2.1.1 Operational Feasibility

The application developed must be in such a way that it is feasible for the users to
use with ease. How much the user is willing to use the application determines the
operational feasibility of the system. Before checking the operational feasibility, the
user must be adequately trained with regard to the application [11]. The user must not
feel any difficulty in using the system. However, the percentage of the willingness of
the user to use the application entirely depends on the way that the system is built with
a user-friendly interface and the method that is taken to popularize the user about the
system handling and usage. Our project employs a simple yet intuitive interface for the
user to navigate through the application and operate it feasibly.

2.1.2 Technical Feasibility

This study is done to find the technical feasibility. This study determines to find out
the technical requirements needed to develop the system.. Our project is developed
with utmost care such that it is technically feasible [12]. Changes can be easily made
and adopted according to the user’s requirements. The trending programming language
“Python” and its inbuilt libraries made the application development simple and easy.

2.1.3 Economic Feasibility

This study is done to find the economic feasibility of the developing system. The expen-
ditures must be justified. The existing systems have the economy as one main backdrop
because they require other specially developed devices [3, 15]. Thus, our project is
designed well with a limited budget, and the hidden reason for this would be freely
available technologies. The one and only customized product that has been used as an
external device is a webcam which is always an economic-friendly device.
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3 System Architecture

See Fig. 1.

SGDKNN

Data set

SVM

Similarity_metrics

Performance_Accuracy

Best_Model

Results

HDFS 

Hadoop 
Database

Fig. 1. Model framework

4 Methodology

4.1 Data

Handwritten digitswere provided for a total of 70,000 photos from theMNIST (Modified
National Institute of Standards and Technology) data set, with 60,000 examples in the
training set and 10,000 examples in the test set, both with labeled images of 10 digits
(0 to 9). This is a small part of the NIST broad set that was normalized to fit a 20 * 20
pixel frame without changing the aspect ratio [17]. The handwritten digits are images
in the form of 28 * 28 grayscale intensities of images that represent an image, with the
first column of each image being a label (0 to 9). The same has been decided in the case
of the test set, which consists of 10,000 photos with labels ranging from 0 to 9 (Figs. 2,
3 and 4).
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Fig. 2. Data

DN-1 172.16.9.31:50010 3 9112.91 14.80 71.01 8157.09 0.53 83.99 78.00 5.71
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DN-4 172.16.9.34:50010 4 1450.26 14.84 87.56 1417.88 1.08 89.63 79.00 5.36

DN-5 172.16.9.35:50010 3 1450.26 14.84 87.56 1417.88 1.08 89.63 79.00 5.36
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Fig. 4. Table of memory segregation in hadoop environment for file distribution
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4.2 Support Vector Machines (SVM)

The ability of a machine with a reference vector to generate the highest level of precision
is greater. SVMcan be used for classification, which involves drawing a line between two
categories or classes to distinguish [6]. Hyperplanes are the lines that connect different
classes [8]. However, this distinction is not so clear [11]. In this situation, the dimension
of the hyperplane must be changed from 1D to the N-th dimension, which is called the
nucleus. Linear nuclei, polynomial nuclei, and functional nuclei with a radial base are
the three types of nuclei [8, 9]. Inmultidimensional space, the created hyperplane divides
different classes [17]. SVM iteratively develops an ideal hyperplane that minimizes the
error [7, 13]. However, because it takes a long time to train and performs worse with
overlapping classes, this classifier is not suitable for large data sets. It is also sensitive
to the type of core used [8, 16].

SVM falls into the category of controlled learning and with a bonus for classifica-
tion and regression problems. In general, SVM draws an optimal hyperplane, which is
classified into different categories [18]. In two-dimensional space, we first draw the data
points of the independent variable corresponding to the dependent variables. Then begin
the classification process by looking at the hyperplane or any linear or nonlinear plane
that distinguishes the two classes at their best (Fig. 5).

Fig. 5. Support Vector Machines (SVM)



An Efficient Novel Approach for Detection of Handwritten Numericals 97

4.3 K Nearest Neighbours (KNN)

This is the most basic classifier for categorizing images. This classifier is effectively
explained with a simple expression in plain language: “Tell me your neighbors and I
will tell you who you are.” This approach is based solely on the distance between two
illuminated vectors [7]. Finds the most common data among the closest K samples to
distinguish the new data. Euclidean distance can be used as a distance metric [8].

This algorithm gave an accuracy of 92.8%. However, this algorithm has many sig-
nificant drawbacks in terms of various aspects such as the choice of features [8], dimen-
sionality reduction, etc. KNN is the nonparametric method or classifier used for both
classification and regression problems [17]. This is the delayed or late learning clas-
sification algorithm, in which all the calculations are done until the last stage of the
classification, and these are instance-based learning algorithms where the convergence
is done locally. As it is the simplest and easiest to implement, there is no explicit training
phase before and the algorithm does not perform training data aggregation (Fig. 6).

Fig. 6. K Nearest Neighbours (KNN)

4.4 Stochastic Gradient Descent

Stochastic gradient descent is a very popular and common algorithm that is used in
various machine learning algorithms; the most important thing is that it forms the basis
of neural networks. Gradient descent is an iterative algorithm that starts from an arbitrary
point on a function and moves down its slope in steps until it reaches the lowest point
of that function [18] (Figs. 7 and 8).
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Fig. 7. Stochastic Gradient Descent (SGD).

Table: Comparison Analysis

Name of the Classifiers F1 Score Accuracy Score

SVM 0.92 0.96

KNN 0.90 0.95

SGD 0.81 0.89

In this section, the processed images are sent as input to various algorithms. The
precision and F1 evaluation values are 0.96, 0.95, 0.89 and 0.92, 0,90, 0.81, respectively.
Choosing the correct data set, pre-preparing the data with the right techniques, planning
the model, and many other tasks combine to create better performance. The CNNmodel
in our model efficiently organizes all the test photos with the names of the individual
classes. This did not happen in any case. Each age group has its own data set [18].
Accuracy seems to increase with each generation. The pass set was tested after the
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Fig. 8. Model accuracy

model was developed on the preparatory data set and showed a precision of 0.96. Then
when the model was obtained with test data as input, the model showed an accuracy of
0.97%.

5 Conclusion

In this section we saw how the different algorithms work in handwriting recognition.
There are many classification and recognition algorithms. K-Neighbor and Support Vec-
torMachine are some of the most famous and widely used. All these algorithms consider
various factors during training and testing. Also considered is the MNIST handwrit-
ten digit dataset used, consisting of approximately 60,000 images with sizes 28 * 28
grayscale images of handwritten digits 0 to 9. All images should be pre-processed using
appropriate techniques. In the study, the main characteristics are extracted from each
image for further processing for training. The processed images are sent as input to var-
ious algorithms. The precision and F1 evaluation values are 0.96, 0.95, 0.89 and 0.92,
0,90, 0.81, respectively. Choosing the correct data set, pre-preparing the data with the
right techniques, planning the model, and many other tasks combine to create better
performance. The CNNmodel in our model efficiently organizes all the test photos with
the names of the individual classes. This did not happen in any case. Each age group
has its own data set. Accuracy seems to increase with each generation. The pass set was
tested after the model was developed on the preparatory data set and showed a precision
of 0.96. Then when the model was obtained with test data as input, the model showed
an accuracy of 0.97%. The excellent performance of the model is a direct result of the
inclusion and structure of the authentic image of the model.
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Abstract. This paper proposesmulticlass classification using different symptoms
of patients into 40 different classes. This paper also represents the comparative
study of the performance of four different Machine Learning models on the test
symptoms data of the patients and suggests the most effient model to classify into
40 classes. Random Forest, Support Vector Machine (SVM), Naive Bayes and
Decision tree are used for building the model. The performance of the algorithms
is being analyzed on the parameter like accuracy, precision, and F1-score. The
results reveal that Random Forest and Decision Tree are more accurate than other
machine learning algorithms.

Keywords: Machine learning · Support Vector Machine · Decision Tree ·
Multiclass classification

1 Introduction

Education and healthcare are two sectors where machine learning is being employed.
Machine learning has become more popular as a result of advances in processing power
and the availability of datasets on open-source repositories. In healthcare, machine learn-
ing is utilized in a wide range of settings. There is a lot of data in the healthcare business
that can assist uncover patterns and forecast future outcomes. In healthcare, machine
learning is utilized to tackle a variety of issues [1–3]. There is no one-size-fits-all app-
roach to determining the severity of cardiac disease [4]. Machine learning models may
be built using the dataset and individual patient data to predict outcomes. As a conse-
quence of the data entered, the forecast result will be unique to that individual. Type-2
diabetes can be avoid-ed by controlling one’s weight, diet, and other lifestyle factors [5].
There is no specific therapy for coronavirus. This year’s coronavirus came from China.
This disease is being treated with a variety of methods, but there aren’t any clearly
defined measures to follow. Human cognition is the goal of artificial intelligence (AI).
A paradigm change in healthcare is being brought about by the rising availability of
healthcare data and the rapid advancement of analytics tools [1]. In recent years, several
models for automated detection of illnesses such as cancer, COVID-19, and diabetes [2]
have been established as of late, researchers have been building smartphone applications
that use machine learning models to diagnose diseases in real time. It’s even possible to
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create smartphone applications that can assess a person’s likelihood of contracting an ill-
ness and then suggest a diagnosis based on their current health status [6]. In spite of this,
early diagnosis remains an ill- posed challenge Many academics have recently begun
employing deep-learning models to get much better results than machine learning mod-
els [2, 3]. Using machine learning algorithms, this study predicts an individual’s risk of
coronavirus, heart disease, and type 2 diabetes. People are required to enter their personal
in- formation into a mobile application and then submit the information. The danger is
forecasted within a few seconds of real-time analysis. Firebase is a cloud-based mobile
application that serves as a real-time database. A database stores the model’s training
parameters, allowing for real-time prediction. Furthermore, the user is informed of the
model’s accuracy. An additional feature is real-time sharing of news articles from rep-
utable sources. The app also includes a link to the source of the news. One of the most
pressing concerns of human civilization is healthcare, which affects the quality of life
for everyone.

It is a key component of the system [7]. The healthcare industry, on the other hand,
is incredibly diverse, widely distributed, and disjointed. Providing optimal medical care
necessitates access to relevant patient information, which is rarely available when it is
needed [8]. In addition, the wide variation in the order of diagnostic tests suggests the
necessity of a sufficient and appropriate collection of tests [14] expanded this claim
by suggesting that the significant differences found in the request for general practice
pathology arise primarily from individual variations in clinical practice and are therefore
likely to improve through more transparent and better-informed decision-making for
physicians [8]. Many heterogeneous factors, such as demographics, medical history,
drug allergies, biomarkers or genetic markers may be found in medical data. Each one
provides a distinct perspective on the patient’s state. In addition, as previously indicated,
statistical features varied significantly among the sources. When evaluating such data,
researchers and practitioners confront two major challenges: the curse of dimensionality
(the number of dimensions as well as the number of samples rises exponentially in the
space of features) and the heterogeneity of function sources and statistical attributes.
As a result of these factors, individuals have been unable to receive the care they need
due to delays and errors in their disease diagnosis. This necessitates the development of
methods that can diagnose the disease in its earliest stages as well as assist physicians
in determining treatment decisions [14]. To deal with all of this information in the
medical, computer, and statistical domains, it is imperative that new methodologies be
developed to model illness prediction and diagnosis [12]. Modern machine learning
(ML) provides a wealth of useful tools for analysing large amounts of data. Because of
this, its technology may already be used to analyse medical data. Furthermore, a wide
range of medical diagnostic work has been done on small-specialized diagnostic issues
[9] where the early ML applications have been identified. Stable people and those with
Parkinson’s disease may be distinguished using ML classifiers, making it an important
tool in clinical diagnosis.

2 Methodology

The Methodology diagram as shown in Fig. 1 consists of a dataset which is the Disease
Symptom Prediction dataset. It involves the next step of data preprocessing, following
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Fig. 1. Methodology diagram

this step the preprocessed dataset is then divided into two parts which are training data
and testing data. In the case of training data, the next step is to build different machine
learning models and then apply the training data to train the data from these models and
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return to the step of the prediction result. On the other hand, from testing data, the next
step is to remove the target class and test the output and return to the prediction result.
From prediction results, this paper analyzes the performance of each model. Discussion
of these steps is done in the following steps.

2.1 Data Collection

The Disease Symptom Prediction Dataset has been used which was available online on
the Kaggle. The sample image of the dataset used is shown in Tables 1 and 2.

So, there are 4920 instances in total, containing 40 unique disease and 17 symptoms
columns that have been used to predict the disease in this research work.

The dataset used has missing values too, as some of the diseases can be detected
using few symptoms and some require a greater number of symptoms to be accurately
detected. These missing values are handled through data preprocessing using python.

Table 1. Dataset 1 sample: predicting disease.

Disease Symptom_1 … Symptom_16 Symptom_17

0 Fungal infection itching … NaN NaN

1 Fungal infection skin_rash … NaN NaN

2 Fungal infection itching … NaN NaN

3 Fungal infection itching … NaN NaN

4 Fungal infection itching … NaN NaN

Table 2. Dataset 2 sample: symptom severity

Symptom Weight

0 itching 1

1 skin_rash 3

2 nodal_skin_eruptions 4

3 continuous_sneezing 4

4 shivering 5

2.2 Data Preprocessing

Themissing data in this case comes underMNAR (Missing Not At Random), this means
when data are missing, not at random, the missingness is specifically related to what is
missing, e.g. a person does not attend a drug test because the person took drugs the night
before [16]. In this case, symptoms are missing because there exists only that number
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of symptoms for that disease. These are handled carefully in this model using python.
Table 3 shows the missing values in the Dataset 1.

With the help of dataset 1 and dataset 2, preprocessing of data through python library
is being used and final resultant dataset Table 4 which is clean and preprocessed is used
in building the model.

The resultant dataset has been then splitted into training and testing data in where
mostly about 80% considered to be training data and remaining 20% to be testing data.
For dividing the dataset python inbuild library scikit-learn and function train_test_split()
is used.

Table 3. Sum of missing values of each attribute

Disease 0

Symptom_1 0

Symptom_2 0

Symptom_3 0

Symptom_4 348

Symptom_5 1206

Symptom_6 1986

Symptom_7 2652

Symptom_8 2976

Symptom_9 3228

Symptom_10 3408

Symptom_11 3726

Symptom_12 4176

Symptom_13 4416

Symptom_14 4614

Symptom_15 4680

Symptom_16 4728

Symptom_17 4848

Table 4. Dataset after preprocessing

Symptom_1 Symptom_2 Symptom_3 … Symptom_17 Disease

0 1 3 4 … 0 Fungal
infection

(continued)
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Table 4. (continued)

Symptom_1 Symptom_2 Symptom_3 … Symptom_17 Disease

1 3 4 0 … 0 Fungal
infection

2 1 4 0 … 0 Fungal
infection

3 1 3 0 … 0 Fungal
infection

4 1 3 4 … 0 Fungal
infection

… … … … … … …

4915 5 3 5 … 4 (vertigo)
Paroymsal
Positional
Verigo

4916 3 2 2 … 0 Acne

4917 6 4 0 … 0 Urinary tract
infection

4918 3 3 3 … 2 Psoriasis

4919 3 7 4 … 3 Impetigo

2.3 Building the Model

The model is built using Python.Scikit-learn library to implement the four machine
learning algorithm. Scikit-learn is a Python module that integrates a wide range of
cutting-edge machine learning methods for supervised and unsupervised issues on a
medium-scale[18]. The library imported to build the models are as follows:

1. from sklearn.naive_bayes import GaussianNB:
This Library is used to build the Gaussian Naïve Bayes model and to implement and
train this model GaussianNB().fit(x_train, y_train) function is used.

2. from sklearn import svm:
This Library is used to build the Support Vector machine model and to implement
and train this model svm.SVC(kernel = ’rbf’, gamma = 0.5, C = 0.1).fit(x_train,
y_train) function is used.

3. from sklearn.ensemble import RandomForestClassifier:
This Library is used to build the Random Forest model and to implement and train
this model RandomForestClassifier().fit(x_train, y_train) function is used.

4. from sklearn.tree import DecisionTreeClassifier:
This Library is used to build the Support Vectormachinemodel and to implement

and train this model DecisionTreeClassifier().fit(x_train, y_train) function is used.
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2.4 Performance Metric of Model

Following performance metric of the four models have been considered for the analysis
and comparison. Table 5 shows the comparison and analysis of the fourmachine learning
algorithms in the tabular form.

1. Accuracy
Accuracy of model is defined as total prediction that are predicted correctly divided
by the total predictions done by the model.

Accuracy = True Positive + True Negative

True Positive + True Negative + False Positive + False negative

2. Precision
Precision is defined as positive predictions that are predicted correctly divided by
the total positive prediction.

Precision = True Positive

True Positive + False Positive

3. Recall
Recall is defined as how many of the returned predictions that predicted that it
belongs to certain class were actually predicted that they belong to that class.

Recall = True Positive

True Positive + False Negative

4. F1-Score
F1-Score is defined as the harmonic mean of Precision and Recall.

F1-Score = 2 ∗ (
Precision ∗ Recall

Precision + Recall
)

The performance metric of the models are calculated using the library
sklearn.metrics. Sincemulticlass classification is where there exist more than two classes
and they are solved by further diving the problem into series of binary classes. And since
the many binary classes so will be that many values of precision, recall and f1_score
and here comes the method of averaging which will output one precision value of that
model. There are three types of averaging that can be done macro, micro and weighted.
In this paper the metric is calculated using the average type “weighted” as the classes
are imbalanced and it is best technique to used it for.

3 Result Analysis as Per Given Algorithms

In this paper, four machine learning models are used, SVM, Random Forest, Decision
Tree andGaussianNaïveBayes for the prediction of disease based on the symptomsusing
disease symptom prediction, Kaggle Dataset. The performance of all models was evalu-
ated based on four parameters, accuracy, precision, F1_score and recall. The performance
result of the models is shown in Table 5 and Fig. 2 respectively.
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Table 5. Performance metric of models

Model Accuracy Recall Precision F1_score

Multiclass SVM 0.92 0.99 0.99 0.92

Random Forest 0.99 0.99 0.99 0.99

Decision Tree 0.99 0.99 0.99 0.99

Naïve Bayes 0.86 0.86 0.87 0.85

Decision tree and Random Forest performed well in comparison to Gaussian Naive
Bayes and SVM. Model. Most accurate algorithm is Decision tree and Random Forest
with accuracy 99%, followed by SVMwith 92% and then Naive Bayes that has the least
accuracy of 86%. When it comes to Precision all algorithm has Precision 99% except
Naïve bayes which has Precision 87%.

This study demonstrates howMLPredictivemodels can be created, verified, and used
to diagnose various diseases quickly. The study also demonstrates the critical significance
of supervised machine learning algorithms in the prediction and diagnosis of diseases,
which can help alleviate the enormous load on healthcare systems in most countries
throughout the world.

Fig. 2. Performance evaluation of algorithms

4 Conclusion

In this paper attempt has been made to analyze and compare various machine learning
models based on multiclass classification of various diseases based on their symptoms.
The goal of this study was to see how well algorithms perform when dealing with
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multiclass data. For disease symptom prediction dataset used from the Kaggle, which
comprises 4920 instances, and used a test_train split to divide the data into two halves,
training and testing datasets. To test the performance, 17 different symptoms are analyzed
to predict various diseases using four different algorithms. Finally, after the implementa-
tion phase, it was determined that Random Forest and Decision Tree provide the highest
level of accuracy in the dataset used, at 99%, while Naive Bayes provides the lowest
level of accuracy, at 86%.
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Abstract. The model based testing approaches are not always capable of sug-
gesting exact optimized and prioritize test cases, like conventional approaches,
therefore some popular metaheuristic algorithms are gradually fabricated with
model based testing methodologies for generating optimized test data. The meta-
heuristic algorithms are complex in terms of their algorithm specific parameter
settings; they cannot provide good results without proper parameter settings. In
accordance with the above-described issues, here in this work a novel methodol-
ogy is proposed for test suite generation, using an improved metaheuristic Jaya
algorithm along with UML state machine model. Experimenting with the bench-
mark triangle classification problem, the results prove, the performance as well
as exploitation capability of the improved JAYA algorithm is quite good; over the
widely popular Differential Evolution algorithm.

Keywords: Model based testing · Improved Jaya algorithm · Metaheuristic
algorithms

1 Introduction

The object-oriented program testing is quite complex and still remains a critical research
area since decades [1, 2]. The traditional testing approaches are unsuitable for object-
oriented testing, thus a different testing practice, model-based testing is followed for
deriving test cases [3, 4].Gradually theNature inspired algorithms proved their efficiency
in proving sub-optimal solutions in various fields of engineering [11], thus researchers
started fabricating those nature inspired metaheuristics with the software testing process
[5–7]. The popular and widely accepted nature inspired metaheuristics mainly includes
the evolutionary and swarm based algorithms, starting from the Genetics algorithm to
recently popular [19, 20, 22], Bacteria foraging algorithm (BFO), Grey wolf algorithm
and the list goes on [11]. Everymetaheuristic algorithm has its own specific set of param-
eters and without proper knowledge of those parameters the algorithms are unable to
provide their best results [11]. Keeping in mind those problems arising in metaheuristics
due to improper parameters settings, a parameter free algorithm known as teacher learn-
ing based algorithm (TLBO) was proposed [12]. The Teacher learning based algorithm
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includes two stages and it has only two parameters, the size of the population and iteration
numbers. Very recently keeping in mind the popularity of the TLBO algorithm, a param-
eter free algorithm, the JAYA algorithm was introduced, this algorithm is even simpler
than the TLBO algorithm, having one stage only [12]. The JAYA algorithm is gradu-
ally getting popular, efficiently handling the engineering optimization problems [12], in
facial emotion recognition [13], Dimensional optimization [14], economic optimization
[15] etc. Thus, keeping in track with the above research findings, this paper proposes
a novel improved JAYA algorithm as well as the framework for testing object-oriented
programs. The metaheuristic Improved JAYA algorithm is employed in the proposed
framework to automatically select a set of test suites to test the object-oriented triangle
classification program. Results indicate that the JAYA algorithm provides good exploita-
tion feature to generate test suits. The proposed work targets the following modules for
fulfilling the above mentioned objectives,

• Generation of test suites for testing the feasible test sequences of triangle classification
problem using a novel Improved JAYA algorithm.

• Generation of test suites for testing the feasible test sequences of triangle classification
problem using Differential Evolution algorithm.

• A set of experiments were carried out using the standard triangle classification prob-
lem followed by an exhaustive comparison between the metaheuristics i.e. JAYA,
Differential Evolution and improved JAYA algorithms.

The remaining sections of this work are systematized as follows, the Sect. 2 con-
veys a detailed explanation of the classical JAYA algorithm, the novel improved JAYA
algorithm and their specific set of parameters; Sect. 3 explains the suggested frame-
work for the generation of feasible test suits, Sect. 4 includes the extensive experimental
set up Sect. 5 provides experimental results and discussions with the detailed statisti-
cal analysis. Lastly, the conclusions and prospective future directions are projected in
Sect. 6.

2 Proposed Algorithm

The metaheuristic Jaya algorithm [16] was introduced by Venkata Rao [14], it’s a very
simple and parameter free algorithm that has been already used for numerous optimiza-
tion problems in diverse domains of continuous space. In this paper an improved Jaya
algorithm with improved exploration and convergence speed is proposed by adding an
efficient mutation scheme the conventional JAYA algorithm. This improved Jaya algo-
rithm was applied in one research work for automatic ear image enhancement of the
ear biometric system [18]. It was noticed that the improved JAYA algorithm show better
performance for image enhancement in comparison to other two metaheuristics i.e. PSO
and Differential Evolution based image enhancement techniques. Therefore, this paper
used the Improved JAYA algorithm as well as the Conventional JAYA algorithm and
compared the performance of the respective algorithms with widely popular Differential
evolution algorithm, in terms of test data generation and computational speed, for the
first time in the field of object-oriented testing.
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2.1 JAYA Algorithm

The metaheuristic JAYA algorithm is a parameter free optimization algorithm The prin-
ciple of the algorithm is to obtain good solutions avoiding bad solutions. Iteration-wise
updating each solution is mathematically expressed in [18] as follows:

Xi,j(g + 1) = Xi,j(g) + r1,i,j ∗
(
Xi,best(g) − ∣∣Xi,j(g)

∣∣) − r2,i,j
∗ (

Xi,worst(g) − ∣∣Xi,j(g)
∣∣) (1)

whereXi,j(g) is the jth parameter value for ith solution at g iteration.Xi,best(g) is the value
of the best solution for ith parameter at gth iteration and Xi,worst(g) is the value of the ith

parameter for the worst solution at the same gth iteration. Two random numbers r1,i,jare
r2,i,j generated in the range of [0, 1] at iteration g, Xi,j(g + 1) hold the updated values
of the jth parameter for ith candidate solution in (g + 1). The neighborhood positions
are exploited and candidate solutions are continuously upgraded in subsequent iteration
using Eq. (1) to lead the convergence towards global solution. The two random numbers
r1,i,j and r2,i,j help in improving the searching capability of Jaya algorithm. Initially
the candidate solutions are updated at current iteration n, then based on fitness values
the best individual solutions are updated after comparing the current solution Xj(g) and
updated solution Xj(g + 1) for the next iteration (g + 1) as described in [22]:

Xj(g + 1) =
{
Xj(g), iff

(
Xj(g)

)
> f

(
Xj(g + 1)

)

Xj(g + 1),Otherwise
(2)

Thus the solutions of subsequent iteration are better than the corresponding solutions
of current iteration. The modified fitness values of the candidate solutions are the inputs
for next iteration. In this manner the algorithm always converges towards best solution.

2.2 Improved JAYA Algorithm

In order to improve convergence rate, a mutation operator has been introduced with Jaya
algorithm and the proposed technique is known as an improved version of Jaya algorithm
(IJA). It is revealed in [18], that the Differential evolution metaheuristic algorithm shows
better performance than the Particle Swarm Optimization algorithm in robust perfor-
mance and faster convergence towards global optima. Therefore the mutation operator
of the Differential Evolution algorithm has been used in the JAYA algorithm to add
diversification. In order to establish balance between the exploitation and exploration
strategies an adaptive mutation operator is introduced. Mathematically the mutation
operator is defined in the following Eq. (3),

Xj(g + 1) = Xr1(g) + F ∗ (
Xr2(g) − Xr3(g)

)
(3)

here j ∈ {1, . . . ,K}, jth candidate solution of the population of size K. Correspond-
ingly, r1, r2, and r3 are the indices of the candidate solutions {1, . . . ,K}. Here, F is the
scaling factor used to avoid the population stagnation and to control the difference vector
in the mutation operation, it is in the range of [0, 1]. The an adaptive scaling factor has
been used here is described as in Eq. (4).

F = 0.8 + rand ∗ ((Gmax − g)/Gmax) (4)
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where g and Gmax are the current iteration and maximum number of iterations respec-
tively. The rate of mutation in Eq. (3) can also be evaluated adaptively, and when in this
manner a random real number, greater than the rate of mutation. is generated then the
mutation operation will be performed.

rand ≥
(
1 − g

Gmax

)
(5)

The rate of mutation fluctuates between 1 to 0, through initial iteration to amaximum
number of iterations.

3 Projected Framework

This work proposes a framework; Fig. 1 for testing object oriented programs using the
UML state machine model of the triangle classification problem and a novel improved
JAYA algorithm. Initially the UML state machine model; Fig. 2 is developed and then
it is converted to state chart graph. After that the nodes and edges are assigned weights
[1, 2]. Then the SCG graph is traversed using the DFS algorithm in order to find out
the total path cost and the feasible paths. The fitness function of the feasible paths is the
total path weight [1, 2]. The JAYA, improved JAYA and DE metaheuristic algorithms
are applied to generate test suits, fulfilling the transition coverage criteria.

Fig. 1. Projected framework for model based testing

Fig. 2. The UML state machine model
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4 Experiments

First of all, a UML state machinemodel was generated using ArgoUML, for the example
problem, i.e., classification of triangles. After that metaheuristic JAYA, improved JAYA
and DE algorithms, are used to generate test suits automatically using Matlab R2016b.

The fitness function of the problem is the total path weights of respective feasible
paths, it is a maximization problem. The range of data variation is –10000 to 10000. To
verify the exploitation and exploration capabilities of the metaheuristic algorithms, i.e.
JAYA, Improved JAYA and DE a number of experiments were conducted with varying
populations (10, 20, 30) and fixed generation (10), and then with varying generations
(20, 30, 50) and fixed populations (10). After that again the different combination of gen-
eration, 20, 30 and population 50, 100 were taken to thoroughly test the time complexity
and exploration capabilities of the algorithms.

Case study
Triangle classification problem is the benchmark problem in software testing domain

[1, 2], specifically test data generation [3, 9]. The distinctive attribute of the problem
is, it needs separate groups of test data to test first the triangle properties and then the
types of triangles like scalene, equilateral and isosceles. [1]. This problem is selected as
the case study to automatically generate test suites using Improved JAYA, DE and JAYA
algorithms. This example problem has four feasible path sequences and six states (S1,
S2, S3, S4, S5, S6). The statistical results after using JAYA, DE, and improved JAYA
algorithms are depicted in Table 2 and Table 3. The test suits generated for respective
path sequences using improved JAYA, algorithm are represented in Fig. 3 and Fig. 4
respectively. The Fig. 5 and Fig. 6 are showing the test suites generated by all the three
algorithms i.e., JAYA, DE and Improved JAYA. The Table 2 and Table 3, show the
detailed statistical analysis of the test suits generated using the proposed framework
and metaheuristic algorithms. In these tables the minimum and maximum point outs
the lower number of test cases and maximum number of test cases generation for the
individual path. The maximum point outs the upper bound in test cases generation for
a particular path. The table shows a minimum value to be zero when in at least one of
the executions no data is available for covering a path, in the same way if the maximum
value provided is zero then it signifies no data is generated at all for testing that path.
Lastly the Table 4 shows the execution time of the three algorithms (Table 1).

Table 1. Test sequences of the triangle classification problem

Test sequence1 S1–S3 Not a triangle

Test sequence 2 S1–S2–S4 Scalene-triangle

Test sequence3 S1–S2–S5 Isosceles-triangle

Test sequence4 S1–S2–S6 Equilateral triangle
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5 Results and Discussions

The aim of conducting the experiments with varying generations and populations was
to figure out the exploration and exploitation capabilities of the algorithms. The detailed
statistical analysis of the results likemax,min, and average performance of the algorithms
along with standard deviations were recorded in Table 2 and Table 3. The worst-case
analysis of the algorithms shows that for path sequence 3, the critical path of the problem
only improved JAYAachieved the best results, with large population size. The same trend
is observed in average case analysis too. In most of the iterations the JAYA, improved
JAYA, DE algorithms generated no data for path sequence2 and 3 whereas the Improved
JAYA generated test data uniformly for every path sequence in case of maximum. The
Fig. 3(a, b, c) depicts the test cases generated by improved JAYAwith generation 10 and
population variation 10, 20, 30, similarly Fig. 4(a, b, c) shows the test cases generated
by improved JAYA with generation 20, 30,50 and population variation 10. In the next
experiment the results of all the three algorithms for generating all four paths are recorded
in Table 3 by varying the population to 10, 20, 50 and keeping the number of generations
fixed at 10. The best, worst, and average case analysis of the results along with statistical
analysis is provided in Table 3. Here it is observed that for path sequence 3, all of the
three algorithms are providing almost zero results for best case in population 10 and 20,
the DE is giving best result for only path sequence1 and JAYA for path sequence4 in all
the three generations. The worst-case analysis shows that DE is giving best results for
path sequence1, JAYA for path sequence 4, Improved JAYA for path sequence2 and 3.
The average case analysis shows the same results. The Fig. 5(a, b, c) depicts the test cases
generated by all the three algorithms at generation fixed at 10 and population size (30,
50,100). The Fig. 6(a, b, c) show the generated test cases, at generation fixed at 20 and
population size (30, 50,100). When the results of Table 2, and Table 3 were compared,
it was clear that the JAYA, DE and Improved JAYA, are not able to provide adequate
number of test suits, when the population size and generations are small. The improved
JAYA algorithm generated stable and uniform test suits, only when the population size
is large.

Table 2. The statistics for test suite generation using Jaya, De, Improved Jaya with population
size (30) & generation number (10, 20, 30)

Generation/
population

Model-based
algorithm

Sequence1 Sequence2 Sequence3 sequence4

Gen = 10
Pop = 30

Minimum JA 2 0 0 1

DE 4 0 0 8

EJA 1 1 0 1

(continued)
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Table 2. (continued)

Generation/
population

Model-based
algorithm

Sequence1 Sequence2 Sequence3 sequence4

Maximum JA 17 19 19 20

DE 13 12 14 18

EJA 16 17 17 20

Mean JA 8.62 8.91 2.36 10.11

DE 8.81 7.76 1.76 7.76

EJA 7.57 9.51 4.97 7.91

Standard
deviation

JA 2.6285 3.398 1.879 3.349

DE 3.06 4.87 7.86 9.05

EJA 3.104 3.206 2.623 3.338

Gen = 20
Pop = 30

Minimum JA 0 0 0 3

DE 0 3 0 4

EJA 1 1 0 1

Maximum JA 17 18 7 20

DE 13 15 9 16

EJA 19 19 15 17

Mean JA 8.33 9.025 2.19 10.405

DE 5.19 15.26 5.7 12.03

EJA 6.33 10.2 5.395 7.075

Standard
deviation

JA 2.767 3.14 1.403 3.071

DE 2.81 4.44 5.06 5.3

EJA 2.841 2.953 2.566 2.991

Gen = 30
Pop = 30

Minimum JA 0 1 0 1

DE 1 0 0 4

EJA 1 2 0 2

Maximum JA 19 21 18 17

DE 18 12 13 19

EJA 18 17 19 21

Mean JA 6.037 11.784 6.041 6.125

DE 5.53 18.9 5.03 10.53

EJA 6.99 10.75 5.896 6.352

Standard
deviation

JA 2.81 3.096 2.438 2.562

DE 3.34 5.36 3.99 4.35

EJA 2.534 2.076 2.904 2.072
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Table 3. The statistics for test suite generation using Jaya, De, Improved Jaya with population
size (10, 20, 50) & generation number (10)

Generation/
population

Metaheuristic
optimization
algorithms

Sequence1 Sequence2 Sequence3 Sequence4

Gen = 10
Pop = 10

Minimum JA 0 0 0 1

DE 1 0 0 0

EJA 1 0 0 1

Maximum JA 7 7 5 8

DE 5 6 4 6

EJA 7 7 9 6

Mean JA 2.4 3.7 2.3 4.3

DE 2.3 1.8 1.5 2.7

EJA 3.28 2.68 2.5 3.16

Standard
deviation

JA 1.56 1.67 1.04 1.67

DE 1.45 2.28 2.43 3.84

EJA 1.06 1.28 1.77 1.29

Gen = 10
Pop = 20

Minimum JA 2 1 0 2

DE 11 2 0 0

EJA 1 1 0 2

Maximum JA 11 11 8 11

DE 5 18 0 0

EJA 12 12 10 11

Mean JA 5.74 5.68 2.34 6.24

DE 3.25 1.57 2.7 4.5

EJA 5.16 6.72 2.52 5.6

Standard
deviation

JA 2.036 2.42 1.47 2.43

DE 3.07 14.05 2.71 3.4

EJA 2.67 2.138 1.665 2.014

Gen = 10
Pop = 50

Minimum JA 7 2 0 6

DE 5 3 0 6

EJA 6 3 1 4

Maximum JA 26 25 12 31

(continued)
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Table 3. (continued)

Generation/
population

Metaheuristic
optimization
algorithms

Sequence1 Sequence2 Sequence3 Sequence4

DE 25 18 17 28

EJA 22 23 21 30

Mean JA 12.52 14.28 3 18.2

DE 11.5 13.8 10.2 14.9

EJA 13.5 15.2 16.82 14.48

Standard
deviation

JA 4.33 5.55 2.26 4.24

DE 2.94 4.45 4.46 6.29

EJA 4.3 4.85 4.32 4.4

(a). G10-P10 (b).G10-P20 (c).G10-P30

Fig. 3. Test suites using Improved Jaya (A, B, C), with generations (10) and population size 10,
20, 30

 (a). G20-P10  (b). G30-P10 (c)G50-P10 

Fig. 4. Test suite using Improved Jaya (A, B, C), with fixed population 10 and variations in
generations 20, 30, 50

(a). G10-P30 (b). G10-P50 (c). G10-P100

Fig. 5. Test suites generation using Jaya, De and Improved Jaya (A, B, C), with generations 10
and population size 30, 50, 100
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(a). G20-P30 (b). G20-P50 (c). G20-P100

Fig. 6. Test suite generation using Jaya, De and Improved Jaya (A, B, C), with fixed number of
generations (20) and variations in population size (30, 50, 100)

Table 4. Average run time (in seconds) for generation of test suits based on JAYA, DE, and
Improved JAYA with generation 10 and population size 50.

JAYA DE Improved JAYA

0.004 0.025 0.018

6 Conclusions

The testing of object-oriented programs, particularly the test suite generation fromdesign
artifacts is a very difficult task. This work provided a novel Improved JAYA algorithm-
based framework to generate optimized test suits. The optimal test suites were generated
using the proposed framework and UML behavioral model. The proposed framework
efficiently generated uniform test suits for all the feasible paths. The obtained simulation
results ensured the efficiency of the improved JAYA algorithm over the performances
of the individual JAYA and DE algorithm in terms of the exploration and exploitation
capabilities. The framework can be further improved by using the hybrid version of this
metaheuristic JAYA algorithm along with different UML diagrams.
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Abstract. Misinformation on vaccines is deeply rooted in many major societies
of the world which according to the World Health Organization is one of the main
threats for public health globally in 2019. One of the main reasons for rapid spread
of such misinformation on vaccines is social media posts. With proper analysis
of social media posts, the main factors contributing for such misinformation can
be identified. This paper performs sentiment analysis on Reddit posts related to
vaccines using Natural Language Processing (NLP) techniques like stopwords,
spacytextblob, wordcloud, subjectivity and polarity. The research found out that
out of the total 1487 reddits 9.21% of them were positive reddits 83.86% of were
neutral reddits 6.92% of them were negative reddits.

Keywords: Vaccine hesitancy · Sentiment analysis · Natural Language
Processing ·Machine learning

1 Introduction

Over the years confusion over taking vaccines is largely prevalent in the society and there-
fore marked as one of the significant contributors of global sickness by World Health
Organisation in 2019 [1]. According to the Strategic Advisory Group of Experts (SAGE)
Working on Vaccine confusion defines confusion in vaccines as the “delay in acceptance
or refusal of vaccination despite the availability of vaccination services. Vaccine hes-
itancy is complex and context-specific, varying across time, place, and vaccines. It is
influenced by factors such as complacency, convenience, and confidence” [2]. Moreover
the internet is a main factor for rapid dissemination of vaccine hesitancy as such myths
and information can spread like wild fire [3]. Social media influences the decisions of
the society to take, reject or postpone the vaccination. [4, 5] and could be a reason for
the spread of avoidable diseases. One way to cope up with this hesitancy of accepting
vaccines is to monitor social media posts related to vaccination. It is very significant
to gauge the opinions and the social behaviour of people who have certain inclinations
towards anti vaccinations. Opinion research or sentiment analysis of vaccination related
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posts on social media can be performed to find out the reasons behind the vaccination
hesitancy. In social media people are allowed to post their views on a certain topic freely.
These posts if carefully analyzed may give some insights to the medical agencies to cope
up with the existing problem of vaccine hesitancy. Social media can be effectively used
to track people with vaccine hesitancy, communicable diseases and also for circulating
health guidelines rapidly [6]. Text mining techniques can be used to detect vaccine hes-
itancy in social media posts [7]. Researchers also performed Sentiment Analysis (SA)
[8] for finding out the stances of people on vaccines. The social posts can be analyzed
and classified according to their polarity viz. positive, neutral and negative [9, 10]. In the
literature there exists threemethods of SA namely document-level SA, Sentencelevel SA
and aspect-level SA [11]. Anti Vaccination campaigns also contribute to the hesitancy
of public from taking vaccines. And mostly all the information is about such campaigns
is circulated through social media. Investigating a persons’ overt behavior towards vac-
cination on social media stages is a proved technique for finding the sources of such
misinformation. On these platforms the main point of discussions will be vaccines. A
study performed by some researchers showed that people are influenced over the inter-
net against vaccination of children [12]. This research examines the individual’s attitude
towards vaccination on reddit posts. By using years of longitudinal data extracted from
reddit posts, this research tries to identify individuals who are pro vaccine, individuals
who are anti vaccine and finally neutral towards vaccination. This research hopes that
this classification will later help health officials to encourage the neutral class of people
to take vaccinations. Similarly the anti vaccination class of individuals can be convinced
to take vaccines by properly counseling them. As the problem statement of this research
clearly introduced now, in the coming sections of the paper related work, system archi-
tecture, experiments conducted and results obtained will be discussed. Finally, the paper
will be concluded and insights into future work of this research will be discussed.

2 Related Work

Astudy in the past identified the confusions and apprehensions of individuals onmultiple
social media forums for solving the health issues of people globally [13]. One more
set of investigators tried to understand the attitudes of twitter users on vaccinations
by capturing four years of tweets. They applied NLP techniques for identifying the
sentiments of individuals by analyzing user tweets [14]. A group of researchers tried to
find the facts for refusing vaccinations by some individuals by analyzing their behavior
on social media especially twitter [15]. They classified the tweets related to vaccination
as positive and negative by using NLP techniques.

An alternate research explored the perspectives and experiences of advertisers of
vaccination while they promote vaccines on the social media [16, 17]. They used quali-
tativemethods to sample participants whowere involved in promotion of vaccinations on
social media. The work applied risk communication principles, framework analysis for
analyzing the data generated by these participants. A survey performed by researchers
found out that how people with infants were flooded with anti vaccination messages [18]
over social media. One more study tried to investigate how social media influences the
circulation of health related misinformation globally [19]. They investigate the vaccine
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autism controversy. For this they collected data from Twitter, Reddit and also online
news for around two years in the United States, the United Kingdom and Canada. One
more study analyzed and later tried to address the health relatedmisinformation on social
media [20]. A group of analysts performed [21] investigations on twitter and concluded
that sentiment analysis plays an important role in detecting the attitude of the public
towards vaccination. In order to gauge the opinion of public towards COVID-19 vaccine
a group of researchers performed sentiment analysis on twitter posts [22].Time series
forecasting was performed on the current scenario of vaccination in USA. A group of
investigators from Philippines [23] analyzed the sentiments of public over twitter using
Naïve Bayes algorithm and attained an accuracy of 81.77%. A similar kind of research
was performed by a group of researchers from Indonesia [24] on twitter data using
Naïve Bayes algorithm. Their investigations revealed that in a total of 58,301 tweets 34
thousand were negative, 24 thousand were positive and three hundred and one tweets
were neutral during a week. A group of researchers [25] analysed twitter data related to
covid-19 tweets using three ML algorithms namely Multinomial Naïve Bayes (MNB),
Support Vector Machine (SVM), and Logistic Regression (LR). LR gave an accuracy of
97.3% where as SVM gave an accuracy of 96.26% and finally MNB achieved an accu-
racy of 88%. The next section of this paper explains the system design that is followed
for performing this research. NLP techniques were also used to identify the writers of
text in social media by a group of researchers [26]. NLP techniques were applied on
social media posts for determining whether they were fake or real [27]. Supervised text
classification, an important aspect in NLP can be also performed using Artificial Neural
Networks [28]. Before performing textual analysis some researchers created clusters
of text streams in social media applications using tree based approaches and ternary
features [29].

3 Work Flow and Results

The current section gives details of the various stages like data collection, pre-processing,
word cloud representation and finally sentiment analysis. Figure 1 depicts the work flow
model used by this research to perform sentiment analysis.

Fig. 1. Work flow of the system

3.1 Data Collection and Pre-processing

For this research the paper considered “reddit_vm.csv” dataset which is publicly avail-
able on Kaggle Dataset [30]. It has 1487 posts related to vaccination with eight columns.
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Table 1 illustrates the column names and their type. Out of the eight column names, three
belong to integer type and five belong to object type. Figure 2 represents the sample of
the data set considered for this research. Out of the eight columns title, id, url, body and
time stamp are categorical whereas scores, comms_num and created are non-categorical.

Table 1. Table captions should be placed above the tables

S. no Column Datatype

1. title object

2. score int64

3. id object

4. url object

5. comms_num int64

6. created int64

7. body object

8. timestamp object

Fig. 2. Sample records of the reddit dataset

The next step is to perform data pre-processing so that the NLP techniques applied
for sentiment analysis become more effective. Data Pre-processing usually contains
activities like checking for duplicates, checking for null values, remove punctuation,
remove numbers and converting the text into lower case and Stop Word Removal. The
dataset did not contain any duplicate rows. The ‘url’ column has approximately 1036 null
values where as the ‘body’ column has nearly 366 null values. The rest of the columns
do not contain any null values. Figure 3 represents a visualization of the number of posts
published on reddit related to the topic ‘vaccination’. This research used seaborn and
matplotlib package of the python programming language for generating visualizations
of the data. Figure 4 represents the heat map generated for ‘score’,’coms_num’ and
‘created’ columns that are non-categorical in nature. A heatmap is generated to see the
correlation between non-categorical features. This research used Pearson Correlation.
The next is to remove stop words from the data set. Frequently occurring words in the
posts are identified and removed as they increase the processing overhead. Articles,
pronouns found in the posts are identified and then removed. This research uses the
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“stopwords” list already present in the nltk library of python programming language to
remove the stopwords present in the dataset.

3.2 Word Cloud Generation and Statistical Analysis

The next step is to generate word clouds from the data present in the pre-processed
dataset. The words that frequently appear in the posts will have bigger size in the cloud
when compared to the words that have less frequency. In this paper, two word clouds
are generated on the data present in the dataset. Figure 5 represents a word cloud where
the column “title” was focussed and Fig. 6 represents a word cloud where “body” was
the focussed column name. One can observe that words like “Vaccine”, “Vaccination”,
“Vaccinate”, “Vaccinated”, “Anti”, “Vaxxer”, “covid”, “measles”, “children”, “cause”
e.t.c appear with large fonts in Fig. 5. Similar results are found in Fig. 6.

Fig. 3. Visualization of monthly published posts in a year related to topic vaccine

Fig. 4. Heat map of correlation between categorical values
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Fig. 5. Word cloud on ‘title’ column

Fig. 6. Word cloud on ‘body’ column

3.3 Sentiment Analysis

The next step is to perform sentiment analysis of the text present in the dataset. Tradi-
tionally there exists three type of sentiments, viz. negative, positive and neutral. This
research uses “TextBlob” package to perform sentiment analysis. Sentiment analysis is
performed by finding out subjectivity and polarity of the text. Traditionally subjectivity
refers to the metrics that are used to gauge personal opinions, emotions or judgments.
It is a float value that ranges between [0, 1]. Polarity lies between [−1, 1] where in −1
represents negative sentiment and 1 represents positive statement. 0 represents neutral.
The following results are obtained from the sentiment analysis performed. Out of the
total reddit posts 9.21% were positive posts on vaccinations, 6.92% of the posts carried
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negative sentiment and 83.86% were neutral. Figure 7 graphically represents the sen-
timent analysis performed on the vaccine data set. The analysis found that a majority
of posts were neutral. Government authorities can target the people who have posted
these neutral posts and convince them towards vaccination. This will contribute to the
betterment of the global health.
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Fig. 7. Sentiment analysis on vaccine related reddit posts

4 Conclusions and Future Work

After performing this research the following conclusions related to vaccines are drawn
out. It is observed that there is a lot of information and misinformation about vaccines
on social networking sites like reddit, twitter, facebook and watsapp. This makes it
absolutely necessary for authorities to monitor social media posts for effective imple-
mentation of vaccination strategies. An automatic system that effectively extracts and
analyses the text related to vaccination on social media platforms is to be developed.
Machine Learning based sentiment analysers are effective while dealing with current
challenges. Due to induction of artificial intelligence, detection of sentiment polarity
towards vaccination on social media posts has become easy and cost effective. This
research analysed the sentiments of reddit users with respect to vaccines using NLP
techniques and found out that a majority of users have a neutral attitude towards vacci-
nation and they can be influenced by using concepts like target marketing. In a total of
1487, 83.86% were neutral reddits and 6.92% of them were negative reddits. As a future
scope, the sentiment analyser can be equipped with tools to detect the origins of nega-
tive & neutral posts. Once location of such posts is detected health care professionals
can plan vaccination drives more effectively in such areas. In future this research intends
to analyse posts from twitter, facebook and watsapp.
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Abstract. Component identification is an important task in evaluating and assess-
ing the reusability of software components. Earlier various approaches were pro-
posed for the component identification process. An exhaustive literature review
is conducted and identified the relevant respective research gap on the evaluation
and assessment of reusability of software components. In order to fill the identified
gap, CREA-Component Reusability Evaluation Assessment with an algorithmic
perspective is proposed to overcome the identified limitations and realized the pro-
posed approach andmetrics by evaluating and assessing the reusability of software
components. Experimental results were presented with the desired dataset con-
sisting of 24 mobile applications to prove the proposed work by analyzing the
component reusability score and summarizing the components assigned with the
highest score that will need less effort to reuse.

Keywords: Component reusability score · Method invocation · Component
interaction · Method direct call · Static methods

1 Introduction

Software Reuse has been extensively deliberated more than the past four decades. This
must be the clue to authorize the software industry to attain remarkable enhancements
in productivity and quality that is essential to convince expected increasing challenges
[1, 2]. Failure to take up appropriate reuse approach may lead to cost, schedule and
assets overrun and may build running uncertainly but not willing to attempt it repeatedly
[3]. In other words, if a certain organization does not accept software reuse before its
competitors, it will probably be out of the market. Frakes et al. [4] have analyzed that
enough advancements has existed on software reuse and domain engineering numerous
notable issues stay afterwards. One of the main issues is scalability, which is the issue
of applying reuse and domain engineering. One main concern is how to construct finest
use of reusable components for systems of software. At any moment, the latest projects
are taken ahead, afterwards the appropriate components must be required for the devel-
opment process. The project proposals need to be evaluated by a batch comprising of
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skilled analysts and further individual from component department organizing a soft-
ware component board. Everybody must be required to determine either the suggested
components are existed and essential to be evolved or not. If it is opted to build the
component, it is redirected to component building with a time limit. When prepared,
it is enumerated to the component repository, whichever next grabs an updated variety
situation as showed in the Fig. 1. As component is utilized, the software component
batch must examine its desirability. Which component is extremely utilized? Which are
not utilized atmost? How ample you acquire across the existing legacy components?
This examination assists to develop the component system [5]. This research leads to
the problem of Component Identification from the repository. This research problem
scopes to the identification of components from the existing components in a repository
as per the customer’s requirements rather than the developing of components from the
scratch.

Fig. 1. Component management representation

The rest of the paper presents the literature review on component identification and
evaluation in Sect. 2. In Sect. 3, an elaborative process of component identification with
its structure and flow of the process is presented. Section 4 explains the algorithmic
approach and various metrics for evaluation and assessment of reusable components.
An experimental setup with desired data set is presented for evaluating the proposed
approach and identifying the respective easily reusable components inSect. 5 is discussed
with its preliminary results. In Sect. 6, the conclusion and further work is presented with
clear directions.
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2 Research Review on Component Identification and Evaluation

Cai, Zhen-gong, et al. [6] had stated that the Component Identification as a NP-Complete
problem.Many addressed frequently constructing over a matrix study, mainly addressed
depend on graph-based [7], clustering analyses [8–10], evolutionary approach [11–13]
to identify components and [14, 15] have evaluated the software components only by
considering the coupling and cohesion factors. Ani et al. [16] presented the evaluation of
Use Case Points (UCP) based framework to evaluate the reusability representation. But
this structure consists of QMOODmetrics for analyzing the levels of reusability. In [17]
presents architecture from software execution by identifying a group of components but
fails to identify the interaction between classes. Aggarwal Jyothi et al. [18] presented to
identify aggregate the main reusability factors for component based systems but could
not able to identify the mainly reusable software for generating a latest software system.
After the exhaustive literature review, the research gap analyzed from the above works
is that various methods utilize corresponding a plan of component kinds to structure
a component and a-few choose to setup components without a preplanned form. As
presented in [14–17] does not consider the interaction and invocation of among the
components for the assessment and evaluation of reusability of the components. To
fill this research gap, there is a dire need to propose an approach for the component
identification by considering the interaction among the components by evaluating and
assessing the reusability of components.

3 Component Identification Process

In Fig. 2, the component identification process has been explored. In this process, as
per the requirements of the customer the developer will identify the respective software
components as per the required specifications. The input of requirements is given to
the repository so that the components interaction information may be gathered. From
this component interaction information, the component reusability score may be gen-
erated by the proposed algorithm for component reusability evaluation. This algorithm
evaluates the reusability of components by considering the static methods and pair-wise
similarity method with class correlate, method direct call and method indirect call. With
the generated reusability score of components helps in the reusable component forma-
tion. From this step, it is easy to identify the components as per the requirements of the
customer. A Requirements based evaluation will be carried out after the identification
of the components in conjunction with the needs of the requirements of the customer.
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Fig. 2. Component identification process

4 Component Reusability Evaluation Algorithm (CREA)

The proposed algorithm fills the identified research gap of considering the interaction of
components for evaluating the component reusability score. The Component Reusability
evaluation algorithm (CREA) is as follows:

//Procedure Component_Reusability_Rating_( MI, CC, MDC, MIC)

1. Input: MI (x,x)←methods with similarity matrix and ‘x’ is the number of methods
in a class of a component

2. CC (j.m) ← similarity of ‘j’ classes of for each method in a component
3. MDC (p,p) ← similarity of ‘p’ static methods of each component
4. MIC (q,q) ← similarity of ‘q’ final methods through a component
5. Output: Reusability Score of a component
6. For each method do
7. Wt1 ← MethodInvocation(MI)
8. End for
9. For each method do
10. Wt2 = ClassCorrelate(CC)
11. Wt3 = MethodDirectCall(MDC)
12. Wt4 = MethodIndirectCall(MIC)
13. End for
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14. For each method do
15. Mcoup_weight ← Wt1
16. Mcoh_weight ← 1

3

∑n
I=0 Wt1

17. End For
18. Mreusability_score ← Mcoup_weight

Mcoh_weight

19. Creusability_score ←
∑n

i=1 Mreusability_score(i)
n

20. Return Reusability Score for a component
21. End procedure

4.1 Component Reusability Score (Creusability_score)

The investigated outcomes acquired across the result of method cohesion and method
couplingwere utilized to compute themethod reusability_score. Themean of themethod
reusability_score of the methods in the component are calculated as the component
reusability_score. The aim of the suggested reusability evaluated approach is to estimate
components established on the scope of effort to be ready to merge these and transform
them as a system, such that the methods and classes inside a component fulfill the
reusability measures of coupling and cohesion. Usually, the component designated with
best score will need the less effort for reuse. The various metrics has been proposed to
evaluate the reusability score of the components.

Mreusability_score ← Mcoup_weight

Mcoh_weight

Creusability_score ←
∑n

i=1Mreusability_score(i)

n

The method level reusability score is analyazed by the Mreusability_score metric
and the component level reusability score is analyzed by the Creusability_score metric.
But the Mresubility score is purely depending on the invocation of methods as per the
method calls which includes the direct call and indirect calls of methods.

5 Results Discussion

The experimental work is carried by collecting the samples of mobile applications
includes the data set of software components. The evaluation was performed on 24
popular mobile applications are drawn out from the repository. The particulars of the
mobile applications are listed in the Table 1. The number of classes are calculated as
number of methods in the component. Similarly, the number of static methods and final
methods in the various components of the available mobile applications are listed below.
But the final methods are not considered for the reusability evaluation as they are not
applicable to re-implement and inherit the classes and methods for import purpose. Only
static methods are applicable for the considering the reusability evaluation aspects. The
direct method calls and indirect method calls will also helps in invocation and interaction
of components.
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Table 1. List of mobile applications with their static and final methods

Application name Total number of methods Number of
static methods

Number of final
methods

HR portal application 1193 345 121

E-post office
system

956 123 78

Library management system 1284 476 295

E-travel system 1956 1322 445

Payroll system 682 245 93

Hotel management
system

1354 962 324

E-voting system 1894 1157 422

Budget approval
systems

2234 1325 388

Product master
maintenance system

1542 922 295

Recipe management system 895 223 94

Defect tracking system 1473 922 425

E-separation system 928 344 181

Effort tracker system 1233 844 235

Appraisal tracker
system

1879 1160 322

Knowledge management
system

1723 993 422

Lost articles reconcillation
system

1825 1123 388

Online auctioning
system

1456 822 292

Online course coordination
system

1535 985 184

Point of sale system 1276 732 221

Resource management
system

1342 921 384

Resume builder system 1856 1118 456

Speed cash system 1922 1393 298

Secure banking system 2184 1548 842

Online testing system 1154 642 191
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5.1 Method Interaction

Methods Interaction (MI) is a relationship between methods in a component which acts
formethod imports. The pair-wise relationship betweenmethods is calculated as follows:

MI(Mi, Mj) =
{
1, if method Mi imports Mj,
0, Otherwise,

(1)

where Mi, Mj are methods within a component.
Table 2 presents the interaction among the methods and designated the matrix with

the above computation.

Table 2. Methods interaction matrix

Methods m1 m2 m3 m4 m5

m1 0 0 1 1 1

m2 1 0 0 1 1

m3 1 1 0 1 0

m4 1 1 0 0 1

m5 1 0 1 1 0

Relativity Property is put in to MI Matrix, since module imports persuade rela-
tive relationship as both are related so importing the properties of the methods. The
representation is in Table 3.

Table 3. Method interaction after applying the relativity property

Methods m1 m2 m3 m4 m5

m1 0 0 1 1 1

m2 1 0 0 1 1

m3 1 1 0 1 0

m4 1 1 0 0 1

m5 1 0 1 1 0

The slanting part in the import matrix are filledwith 1, because everymethod imports
itself. The relative property is put in to the MI matrix, such that the method m1 imports
method m2 and module m2 imports m3, then it is indirected that the module m1 imports
module m3 exclusively. Succeedingly putting in the relative property, MI matrix is
shown in Table 3. The MI is standardized so that the count of the calculated entries in
each row is 1. Figure 3 shows the number of invocations of methods i.e. direct calls,
indirect calls and components interaction. Table 4 shows the Reusability Score of a
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Component (Creusability_score) by considering the parameters of a mobile application
such as total number of components, number ofmethod invocations, i.e.method coupling
weight, method cohesion weight and Method Reusability Score (Mreusability_score).
Usually, the component assigned with highest score will need the less effort to reuse. It
has been identified that out of 24 applications considered for the reusability evaluation
only application components has the highest score on a scale of 5.These application
components will takes less effort to reuse in other applications.

Fig. 3. Components interaction and method invocations

Table 4. List mobile applications with the component reusability scores

Application
name

Total
number
of
components

Number of
method
invocations

Method
cohesion weight
(Mcohe_weight)

Method
reusability
score
(Mreusability
Score)

Component
resuability score
(Creusability_score)

HR portal
application

84 4985 1661 3.001 35.72

E-post office
system

56 3278 1093 2.99 53.39

Library
management
system

48 2783 928 3.09 64.37

E-travel
system

37 1189 397 2.99 64.3

(continued)
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Table 4. (continued)

Application
name

Total
number
of
components

Number of
method
invocations

Method
cohesion weight
(Mcohe_weight)

Method
reusability
score
(Mreusability
Score)

Component
resuability score
(Creusability_score)

Payroll
system

63 2897 966 2.99 47.4

Hotel
management
system

91 5894 1964 3.001 32.97

E-voting
system

51 1978 660 3.29 64.5

Budget
approval
systems

49 2896 965 3.001 61.24

Product
master
maintenance
system

58 1998 666 3.00 51.7

Recipe
management
system

67 1894 631 3.001 44.79

Defect
tracking
system

45 1987 662 3.001 66.6

E-separation
system

73 4589 1530 2.99 40.9

Effort tracker
system

67 3428 1142 3.00 44.7

Appraisal
tracker
system

81 3891 1297 3.00 37.03

Knowledge
management
system

78 3722 1240 3.001 38.47

Lost articles
reconcillation
system

56 2893 964 3.001 53.58

Online
auctioning
system

45 2112 704 3.00 66.66

(continued)
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Table 4. (continued)

Application
name

Total
number
of
components

Number of
method
invocations

Method
cohesion weight
(Mcohe_weight)

Method
reusability
score
(Mreusability
Score)

Component
resuability score
(Creusability_score)

Online course
coordination
system

61 3879 1293 3.00 49.18

Point of sale
system

77 4009 1336 3.0007 38.96

Resource
management
system

81 5018 1673 2.999 36.91

Resume
builder
system

89 6091 2030 3.000 33.70

Speed cash
system

75 4319 1440 3.000 40.00

Secure
banking
system

69 3142 1047 3.000 43.47

Online testing
system

63 3890 1297 2.999 47.46

6 Conclusion

The purpose of this proposed work is to present a technique to evaluate and assess the
reusability of themobile applications. This has been achievedby the proposed component
reusability evaluation algorithm. Here, the Method Interaction matrix is designated by
considering the relative property among the methods. CREA Component Reusability
Evaluation and Assessment has been proposed in an algorithmic perspective which leads
towards identification of software components as per the requirements of the customer.
The proposed algorithmic approach and respective metrics are validated by generating
the component reusability scores for about 24 mobile applications. It has been identified
that highest score of component reusability will leads towards the less effort to reuse
components.
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Abstract. Frequent Itemset Mining(FIM) aims to generate itemsets
having their frequency of occurrence not lesser than minimum support
specified by the user. FIM does not consider the itemset utility which
is the it’s profit value. High-utility itemset mining(HUIM) mines high-
utility itemsets(HUI) from data. HUIM is a combinatorial optimization.
With HUIM algorithms, the time required to search increases exponen-
tially with an increasing number of transactions and database items. To
address this issue an efficient algorithm to mine HUIs is proposed.

The proposed algorithm uses a compact form of chromosome encoding
by eliminating the itemsets with low transactional utilities. The algo-
rithm employs methodology of self mutation to reduce generation of
unwanted chromosomes.

Experimental results have shown that the proposed algorithm finds
HUIs for a given threshold value. The proposed algorithm consumes less
time as compared to another HUIM algorithm HUIM-IGA.

Keywords: High utility itemset mining · Frequent Itemset Mining ·
Data mining · Genetic Algorithm · Algorithm

1 Introduction

Quick and accurate information is always a necessity to make efficient decisions
[2]. The knowledge discovery process(KDD) aims to discover hidden patterns of
knowledge from data [1]. One major step of the KDD process is data mining.
FIM is an important task in data mining for finding the most occurring itemsets
from transactional databases [3]. In FIM itemsets are mined based upon the
frequency of occurrence of itemsets in the database only [4,5]. The information
about the quantity of the items and profit values associated with the items are
not considered [6,7].

HUIM mines itemsets based upon their utilities. Itemset utility is the profit
that it offers [8,9]. In this study, the itemset utility is a function of the quantity
and profit of the items contained in the itemsets.

The process of HUIM generates a large number of itemsets in the intermediate
stages. The itemsets are searched to generate the HUIs. HUIM is a combinatorial
c© Springer Nature Switzerland AG 2022
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optimization problem. The time required to generate HUIs is proportional to the
number of items [10,11]. Genetic Algorithms(GA) have the potential to address
this issue.

GAs avoid generation of all the candidate itemsets in the intermediate stages.
GAs encode itemsets as chromosomes. They generate a set(population) of item-
sets, evaluate them for their fitness and perform operations to generate fit item-
sets from the weaker ones. The efficiency of GAs in searching new HUIs is low
and can be enhanced.

Hence, we propose an efficient version GA to generate HUIs from transac-
tional database, which encodes itemsets as chromosomes where in the genes are
identified based upon the utilities of the corresponding item in the database.

2 Related Work and Motivation

2.1 Genetic Algorithm

GAs are used to solve NP-Hard problems [12]. GAs encode itemsets in the form
of chromosomes, also called as individuals, which are made up of genes. Each
gene represents an itemset. In the initial step GA generates a set of individuals
whose fitness(utility) are evaluated to identify the HUIs. In case the required
number of individuals are not generated then it performs three types of opera-
tions on the generated population. The operations are selection, crossover and
mutation. The selection operator selects fit individuals. The crossover opera-
tor recombines two of the selected individuals with each other by exchanging
their bits of pre-identified genes. The mutation operator alters bits of a single
individual to generate a fit individual from it.

2.2 High Utility Itemset Mining(HUIM)

The process of HUIM mines itemsets from transactional datasets which have high
utility. The utility is a profit value associated with the it. HUIM was proposed
in [14]. The algorithm proposed in [15] is a two phased algorithm which, in
the intermediate stages, generates a huge set candidate itemsets. This issue was
addressed in [16] which avoided generation of candidate itemsets. The major
issue with most of the algorithms in HUIM is huge set of candidate itemsets
generated in the intermediate phases. This led to the introduction of GAs in
HUIM.

The first GA to mine HUIs was proposed in [10]. Several algorithms thereafter
were proposed. The algorithm HUIM-IGA discovered HUIs by using the strategy
to improve population diversity [13].

The proposed algorithm stores the HUIs in the form of binary tree which
increases the efficiency of searching for an existing HUI. It also maintains bit-
vectors of each item which stores information about the ids of the transaction
containing the item. This bit-vector enable quick identification of the transac-
tions containing all the items of the itemset and calculation of the itemset utility.
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3 Problem Definition

3.1 Preliminaries

Let I = x1, x2, ..., xm be the set of literals, called items. D = {T1, T2, , ...Tn}
represents the database containing n transactions, where Tj represents itemset
in transaction j. i is the unique identifier of the transaction and Tj ⊆ I.

The external utility of item xk ∈ I is the profit value denoted as μ(xk).
The internal utility denoted as νj(xk), of item in a transaction is the purchase
quantity of the item in that transaction, where xk ∈ I is the item in transaction
j.

Utility of xk ∈ I in Tj is

uTj(xk) = μ(xk) ∗ νj(xk) (1)

Utility xk ∈ I in D is

uD(xk) =
n∑

j=i

uTj(xk), n = |D| (2)

Utility Tj in D is

uTj =
∑

xk∈Tj

uTj(xk) (3)

The transactional utility xk in D is

u(xk) =
∑

xk∈Tj

uTj (4)

Utility of X in Tj is

uTj(X) =
∑

xk∈Tj∩X

uTj(xk) (5)

The utility of itemset X in database D is defined as

u(X) =
∑

X⊆Tj

uTj(X) (6)

X is HUI if u(X) ≥ s0, where s0 is minimum utility value given by the user.

3.2 Problem Statement

Generate high utility itemsets for a database D of transactions, given the mini-
mum utility, s0, and external utilities of items.
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4 Proposed Algorithm

The proposed algorithm works in the following steps.

4.1 Database Pruning

The algorithm generates an new database Dbit from the transactional database
D. The transactions in Dbit are bit representations of transactions in D. The
columns in Dbit represent each item in I. If the item is in a transaction in D then
the bit for the corresponding item in the transaction in Dbit is set to 1 otherwise
is set to 0. The algorithm then identifies the items with their utilities less than
s0. The columns pertaining to these items are deleted from Dbit. This reduces
the number of comparisons required to generate and search for itemsets in the
database. Each column in Dbit is a vector of bits containing the transaction ids,
in D, to which the item pertaining to the column belongs.

4.2 Initial Population Generation

Each itemset is encoded as a chromosome of length l same as the column count
of Dbit i.e. the count of items with their utilities not less than s0.

Let Np be the size of the population. The algorithm generates the a set of Np

chromosomes in the following way. While generating an individual, all the genes
are randomly assigned values 0 or 1. The operator AND is performed between
the vectors of columns on each item corresponding to the genes which are set
to 1. The position of the 1 valued bits in resultant bit-vector contains the ids
of the transaction in Dbit containing all the items of the itemset encoded as the
new individual (chromosome). The utility of the newly generated itemset is the
total of the utilities of all these transactions. If the utility of the itemset is not
less than s0 then the generated individual is added to HUIS as an HUI.

After repeating the process for all the individuals, HUIS contains high utility
itemsets.

There are two challenges involved in this step. The first challenge is the
generation of duplicate HUIs. In this case, the newly generated itemset will have
to be searched for in the existing set HUIS. In order to make this search efficient,
the set HUIS is maintained as a binary tree of length l + 2. The root node is
empty. Each branch represents an HUI(individual). The other nodes store bits
representing the genes of the individual. When a new HUI is inserted into the
tree, the first bit is inserted as a root node child. If gene value is 0 then the node
is created as a left child. If value of the gene is 1 then node is created as a right
child. If the corresponding child node already existed then nothing is done. If
the value of the gene is 0 then the algorithm considers the left child node for the
second gene node creation. Otherwise the right child node is considered.

Similarly, for the second gene, the child node is created at level 3 in the binary
tree base on the value of the second gene in the same way as done for the first
gene. The process is repeated till all the genes are processed and a new branch of
nodes of depth l+1 is added to the tree. If a new branch is not created and there
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already existed a branch for the itemset then it implies that the HUI has already
been created before. Thus there is no extra step required to check whether an
HUI has been already created. This tree structure also avoids comparison with
individual HUIs in the set HUIS while searching for an itemset.

The second challenge is that not all the individuals generated during this
process will qualify to be high utility itemset. If this happens then the number
of HUIs in the set HUIS will be less than Np.

In both the cases, i.e. if the generated itemset is already existing in set HUIS
or the itemset is not an HUI, then itemset is made to undergo mutation and a
new itemset is created by exchanging values of randomly selected two genes such
that both the genes have different values. The new itemset is evaluated for its
fitness and checked whether it has been already included before in set HUIS. If
not, then it also undergoes mutation.

4.3 Time Complexity

The algorithm has the time complexity of Np ∗ l + N2
p ∗ l, where Np is the size

of population and l is the length of the chromosome.

5 Experiments

The performance of the proposed algorithm was compared with HUIM-IGA. The
algorithm proposed in this paper was implemented using C++. The experiments
were conducted on a 64-bit Intel Core-i5 processor system having 8 GB RAM
and Windows 10 operating system.

The dataset used is a synthetic dataset which as generated using the IBM
synthetic generator. Size of the population is 20. The number of fitness calcula-
tions is 30K. The value of s0 was set to 40%.

Figure 1 shows the convergence of both the proposed and HUI-IGA algo-
rithms with respect to the count of HUIs generated.

The convergence of the proposed algorithm is faster than the convergence of
HUIM-IGA. The number of HUIs with lesser fitness evaluation calculations in
the proposed algorithm are more as compared to that in HUIM-IGA.This is due
to the intersections of the item bit-vectors at the time of generation of a new
individual.

Figure 2 shows the execution time of both, the proposed and HUI-IGA algo-
rithms with respect to the minimum utility threshold s0.

For lower values of s0 the proposed algorithm requires more time than HUIM-
IGA. The proposed algorithm is better in terms of time efficiency as compared
to the HUIM-IGA for higher values of s0. Since the proposed algorithm stores
the HUIs in the form of a tree which avoid unnecessary comparisons required
for searching HUIs, the execution time is lower than that of HUIM-IGA.
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Fig. 1. Convergence with s0 = 40%

Fig. 2. Execution time vs s0
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6 Limitation of the Study

The proposed algorithm has been experimented on one and only synthetic data.
Experiments on multiple dataset and real datasets will enhance the experimental
study.

There are possibilities that the proposed algorithm may enter infinite loop
while generating a new individual out of duplicate HUI or an unfit individual
in the initial population generation stage. A control strategy to avoid repetitive
generating of new individuals forever is needed.

Only one algorithm has been considered for comparison. The performance
has not been compared with other algorithms. Also, the observations are true
for the current dataset used. Whether the same trends will or will not be followed
for other datasets has to analysed.

7 Conclusion

HUIM aims to discover itemsets having high utility. HUIM algorithms generate
large no of itemsets out of which the HUIs are discovered. This issue has been
addressed by Genetic Algorithms. GAs generate a set of individuals and evaluates
their fitness. In case of an unfit individual, operations such as mutations and
crossover are performed to either convert a weak individual into a fit one or
generate a new individual from two parents. In case of high utility itemset mining
the individuals represent the itemsets. GAs also have to maintain and search
large number of itemsets in their intermediate steps.

A GA which stores HUIs in the form of a tree has been proposed in this
paper. This reduces the unnecessary comparisons thereby improving the search
efficiency and reducing the overall execution time. The algorithms also maintains
the bit image of the transactional database which enables quick calculations of
utilities of itemset by performing AND operations between the bi-vectors of
items.

The proposed algorithm was implemented in C++ to perform experiments
to compare its performance with the state-of-art GA algorithm HUIM-IGA. As
per the experiments the proposed algorithm is efficient in mining HUIs for high
s0 values.

A limitation of the proposed algorithm is that the process of generating a new
HUI from a duplicate HUI or low utility itemset may enter an infinite loop. The
strategy to prevent it from entering an infinite loop is required. Only synthetic
data were used in the experiment. A better insight about the performance of the
algorithm would be possible using real datasets. Our future work will focus on
these issues.
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Abstract. Advancements in genome sequencing technologies have generated
massive amount of biological data. Data driven research leads to better under-
standing and interpretation of complex dimensional data. Objective of a data
driven approach in research is to explore approaches for hypothesis generation.
To understand complex genomic data, it is important to understand organization
of genomes. The organization and interactions among elements of genomes form
some kind of patterns and behavior. For example, gene regulation (process to turn
gene ON/OFF) is caused by some proteins which is also a pattern. Using these
patterns, complex genome data can be understood. Genomic data visualization
tools provide insights in understanding building blocks of life and relationships
among them. This paper first discusses importance of hypothesis generation using
visualization tools for genomic data. Paper discusses graph’s hierarchical data rep-
resentation and clusters of similar nodes or community in a graph mathematically.
Also then proposes a technique of detection of clusters or communities of similar
genome elements based on sequences shared by them using graph data structure.
This helps in understanding organization of genome’s structure and relationships
among genome elements.

Keywords: Genome visualization · Human genome visualization model ·
Relationships among genome elements

1 Introduction

Genomic visualization provides patterns among distribution of its elements. Interpreta-
tion of this data leads to hypothesis generation for new research [1].Genomecomprises of
different building blocks which can be categorized in several entities. Analyzing genome
gives insights about the sub-blocks and their interactions. Genomic data visualization
tools can be categorized into several formats - Linear and Circular layouts which imple-
ment different arrangements like parallel, serial and orthogonal arrangements. Linear
layout technique emphasizes on exploration of a part of genome at a time while circular
layout has focus on whole genome at once. Having a number of dimensions (genome
elements) in genomic data, circular representation [2] gives brief insights about the data..
Multivariate data representation [3, 4] (Higher dimensional data) is a concept This paper
explores ways to represent genomic data in hierarchical format. This also leads to finding
patterns among the data elements which eventually leads to hypothesis generation for
new research.
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2 Literature Review

2.1 Linear Layout Based Tools

In such layouts, multiple parallel tracks showcase a section of genome at a time. These
tools are often known as Genome Browsers which usually have 3 elements to show -
a reference genome, annotations and tracks. These tools enable comparing sequencing
data to reference genome or comparison of a sequence to reference genome. These
genome browsers have their own limitations such as some show a single chromosome
at a time while others predefine some zoom levels. UCSC Genome Browser [5], NCBI
Genome Data Viewer [6], Savant Genome Browser [7], MochiView [8] and XENA [9]
are such tools.

2.2 Circular Layout Based Tools

Formulti-dimensional data, such an arrangement provides an overviewof entire genome.
These showcase all the elements and their interconnections at a global scale. Following
are the tools implementing circular layouts for whole genome visualization.

1. Circos [10] creates plots for visualization of genome. It’s written in perl language.
This can be accessed at https://circos.ca. It showcases relationships among genomic
data elements. Genomic data visualization and similarities among 2 or more genomic
sequences can be explored using this tool.

2. JCircos [11] - is a JavaScript based implementation of CIRCOS. It uses circos for
visualization. It has several rings where outermost ring represents chromosomes while
gene expression and fene fusion can also be seen.

3. Interactive Protein Sequence Visualization [12] - It enables sequence conser-
vation, amino-acid properties and mutational profiles. This tool uses JCircos for error
checking, duplicates and matched sequences.

4. CircosVCF [13] - Genome-wide variant data is described in vcf files using cir-
cos plots.It showcases Genomic relations among genomes and identification of specific
meaningful SNPs regions.

5. BioCircos.js [14] - Ya Cui et al. presented this tool which implements web based
applications for biological data visualization and interactions among various subparts
of the data.

6. BioNetComp [15] - One of the ways which can represent biological data is using
networks. This means explanation of how nodes are connected using edges of a certain
graph. This tool compares interactomes using different metrics and data visualization
with the help of command line interface.

Apart from these tools, Community detection is a way to identify group of vertices
of graphs into small parts of graph called as community or clusters. Communities are
categorized into two types - NonOverlapping Community andOverlapping Community.

A Non Overlapping community is a community where each node is present into
only one community. There exist various algorithms to detect such communities like
Louvain algorithm [16, 17], Random neighbor Louvain (RNL) algorithm [18], Random
self-adaptive neighbor Louvain (RSNL) algorithm [19], Parallel Louvain algorithm [20].

https://circos.ca
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Overlapping Community is one where one node is shared by more than one com-
munity. There exist many algorithms for detecting these as well like LinkLPA algorithm
[21], DEMON algorithm [22] and CoreExp algorithm [23].

Graph: A graph is a mathematical term used to represent relationships among
structures/objects.

A graph representation has nodes at the center of the application. These are the
places where objects are placed. Edges are connections between these nodes. A graph
can be represented using various formations as per the relationships among nodes. To
find relationships among them that how these are connected, there are graph theory
algorithms and concepts. A cluster is similar type of nodes connected with other nodes
having common properties. Clustering is also termed as community. The objective is to
divide the data in sub parts with each having some common properties or connected in
some predefined manner.

Hierarchical Community Detection in Graph:
Given a graph G= (V, E) where V is set of vertices and E is set of edges. Hierarchy and
Community are two problems to analyze.

i) a hierarchy of communities H such that

H=
{
C1,C2, . . . . . . . . . . . . . . . . . . . . . ,CL

}
where

Ct = {Ct
1,Ct

2,……,Ct
k} are clusters at level t in hierarchy

Vt = Ụk Ct
k   and  |c1| < ….. |ct| …….|cL|                (1)

ii) A hierarchy of clusters in this graph form super graphs G1,…., Gt,….GL where Gt
= (Vt, Et) represents the relationships among the clusters (nodes in Gt) at t-1 level in
hierarchy. This defines the interaction at each level of graph among clusters/communities.

Above two statements when implemented on Human Genome graph data set, this
needs to design the hierarchy.

Genomic Structure and Its Elements
Human genome has 4 bases A, T, C, G which form sequences in some specific
arrangements. These specific arrangements are named as per their composition and
role. These also play important role in genome organization. These are chromosome,
biological_region, pseudogene, lnc_RNA, exon, pseudogenic_transcript, ncRNA_gene,
miRNA, gene, mRNA, five_prime_UTR, CDS, three_prime_UTR, snRNA, ncRNA,
unconfirmed_transcript, snoRNA, scRNA, rRNA, V_gene_segment, D_gene_segment,
J_gene_segment, C_gene_segment, scaffold and tRNA. These elements form are con-
nected with each other in some format. Human genome has a total of 24 chromosomes.
Genome is also categorized into coding and non-coding regions. In current paper, dis-
cussion is focused on how these are connected and their formation with each other using
some graph methods.
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3 Dataset Tools and Method

3.1 Dataset

GenomeResearchConsortium is an institutewhich has released various species genomes
sequences and keeps updating them as per the latest developments in research. This paper
used annotations file of human genome version GRCh104 in gff3 format.

3.2 Tools

For this analysis, Tools used are python, pandas, numpy,matplotlib, plotly, scipy and net-
workx libraries along with Anaconda environment supported jupyter notebooks Dataset.
Use Foxit pdf reader to zoom output generated in exploring the data graph. For data anal-
ysis, explored on various exploratory data analysis techniques based on statistics. Code
files are attached and github link is also given. The resultant graphs are quite dense so
to view the results, a tool is needed which can zoom at large scale. Results are analyzed
with Foxit Reader which has zoom functionality upto 6400%.

3.3 Methods

For this analysis, Data in genome is comprised of several columns. Origin/Source of all
the sequences in genome is also mentioned here as

array([’GRCh38’, ’.’, ’havana’, ’mirbase’, ’ensembl_havana’, ’ensembl’,
’havana_tagene’, ’ensembl_havana_tagene’, ’insdc’], dtype=object)

One can easily see along with other sequence ids, chromosomes are also present
(Fig. 1).

Fig. 1. Above figure represents unique sequences present in dataset.

All these are present among these sequences. To use this data as per our requirements,
this dataset is converted into dictionary format (Fig. 2).
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Fig. 2. Above figure represents unique sequence ids present in dataset.

1.    seqids = df.seqid.unique()

ids = []

for i in seqids:

ids.append(i)

2.                           chr = {}

t={}

sub=[]

for k in ids:

k1 = df[df.seqid == k]

chr[k] =k1.type.unique()

3.   

genome={}

for k,v in chr.items():

temp2 ={}

for i in v:

temp2[i] = 'leaf'

genome[k] = temp2

genome 
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This creates the dataset in hierarchical format where each sequence id has respective
type of genome elements.

3.4 Representation Logic

To analyze relationships of elements inside a genome, first dataset is converted into
graph implementation of genome structure. For converting the data into a hierarchical
dataset, here using columns, all the unique sequence ids are extracted to place them as
nodes. Next all the unique elements of the TYPES column inside those sequence ids are
placed. The data structure used here is nested dictionary so that proper hierarchy order
can be managed. NetworkX is a python library for graph exploration. Several types of
graph formation are created using NetworkX.

Graph: It is most basic type of graph. It is undirected graph which supports self-loops
but does not allowparallel edges. Relationship betweenHumanGenome sequences types
are shown in the below image.

1. Create the graph template

networkx as nx

G = nx.Graph()

g3=nx.from_dict_of_dicts(genome, create_using=G)

2. import matplotlib.pyplot as plt

import matplotlib.cm as cm

import numpy as np

f = plt.figure()

f.set_figwidth(60)

f.set_figheight(50)

x = np.arange(219)

ys = [i+x+(i*x)**2 for i in range(219)]

colors = cm.rainbow(np.linspace(0, 1,   len(ys)))

nx.draw(g3,node_color=colors, with_labels = True)

plt.savefig("r1.pdf")

In the code above, first libraries needed are imported. Then initialized the graph with
data dictionary created before. Next using matplotlib, the graph images are created.

4 Output and Results

Graph: Using above code, generated graph shows some clusters of genome elements
and sequence types (Fig. 3).
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Fig. 3. Graph representation of human genome annotations dataset using dictionary.

Scaffold sequences are clustered on top of the image as a kind of flower. Just below
this, overlapping communities can be noticed. Here biological region and scaffolds share
sequence types. tRNA is only connectedwithMT (Mitochondria) chromosome. ncRNA-
Gene has also shared multiple connections with chromosomes, biological regions and
scaffolds. D_gene_segment, C_gene_segment, J_gene_segment and V_gene_segment
are also seen with some connections purely with chromosomes.

MultiDiGraph: These are directedgraphswith self-loops andparallel edges.This graph
has more enhanced views on relationships among elements of genome and sequence
types. All genome elements are shown on edges and sequence types are shown as
nodes connected with genome elements. Cluster of scaffolds is clearly visible along
with biological regions as well. Both share some sequences (Fig. 4).

Fig. 4. MultiDiGraph representation of human genome annotations dataset using dictionary.
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Circular Graph: This is an undirected graph supporting self loops and parallel edges
both. In this graph, all the available items are put in circle. Here all the sequence ids and
sequence types are arranged in a circular manner and how do they connect with each
other is represented by making a connection with them (Fig. 5).

Fig. 5. Circular Graph representation of human genome annotations dataset using dictionary.

Digraph: This type of graph is directed graph. Here also self loops are allowed but
parallel edges are not allowed (Fig. 6).

Fig. 6. DiGraph representation of human genome annotations dataset using dictionary.

This above graph also represents the nodes and edges in an understandable format.
All the sequence types are surrounded with sequences associated with them. One cluster
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depicts sequence ids connecting scaffolds and biological region. Cluster of chromosomes
is also connected with all the sequence ids which contain part of chromosomes inside
them.

Multipartite Graph: A multipartite graph is a graph whose vertices are or can be
divided into n different subsets of independent sets. Implementation of this algorithm
on dataset, several subsets can be identified. These are sequence types as subset origin
and all the sequence ids are connected with these. Sequence ids are shared by all these
subsets (Fig. 7).

Fig. 7. Multipartite Graph representation of human genome annotations dataset using dictionary.

Here in representation, the above graphs conclude that how the type of elements
inside genome are distributed across sequences and their connections with each other.
Almost all the sequences starting with K are containing scaffolds. A cluster of these can
be seen just like a flower in the graph image. These also share some sequences with
biological_region which also shows a cluster of sequences. Next come Exons. These are
also connected with K series sequence names sharing connections with biological region
sequences. Also these share connections with Y chromosome and MT chromosome.
All other chromosomes are highlighted in centre of the graph which contain dense
connections with almost all the elements of genome.

All the results canbe found at github repo: https://github.com/aarunbhardwaj/human-
genome-graph-representation.

5 Conclusion

Using above code, generated graphs shows some clusters of genome elements and
sequence types. DiGraph plots all the sequence types surrounded with sequences asso-
ciated with them. Multipartite graph represents subsets like scaffolds at center, biologi-
cal_region, chromosomes and other sequence types of human genome. This community

https://github.com/aarunbhardwaj/human-genome-graph-representation
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detection makes clear understanding of distribution of genome sequences over different
genome element types. Also one can understand how the elements of human genome are
connected with each other. This relationship can further help in exploring the complex
structure of human genome and life. In future, hierarchy of genome elements can get
further deep. This can get really high on data size and computation resources.
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Abstract. An intelligent and smart transportation system aims at effective trans-
portation andmobility usage in smart cities. In recent years, modern transportation
networks have undergone a rapid transformation. This has resulted in a variety of
automotive technology advances, including connected vehicles, hybrid vehicles,
Hyperloop, self-driving cars and evenflying cars, aswell asmajor improvements in
global transportation networks. Because of the open existence of smart transporta-
tion system as a wireless networking technology, it poses a number of security and
privacy challenges. Information and communication technology has long aided
transportation productivity and safety in advanced economies. These implemen-
tations, on the other hand, have tended to be high-cost, customized infrastructure
systems. To address these challenges, a novel machine learning method devel-
oped for a transportation system is reused for making it more generic and smart
for intelligent carriage. This type of transfer learning enables rapid progress on
the task with enhanced results. In this work, together with domain adaptation,
a novel weighted average approach is used to build models related to the smart
transportation system. A smart system comprising of interconnected sensors along
with the gateway devices can lead the way to a more efficient, viable and robust
city centers. Finally, in this paper also provides a view of current research in smart
transportation system along with future directions.

Keywords: Smart transportation · Transfer learning · Spatial and temporal
characteristics · Connected world ·Machine learning models · Homogeneous
and heterogeneous transfer learning

1 Introduction

An intelligent transportation system refers to advanced application that helps to provide
novel services related to various modes of transport along with traffic management,
allowing consumers to be better educated and making the use of transport networks
safer, more coordinated and smarter. In the recent years, many deep learning models are
developed and have become an integral part of realizing the intelligent transportation [1].
This includes transportation traffic, the complex interactions and environmental elements
and so on as shown in Fig. 1 below. Transfer learning helps in this smart transportation
system through model features that are learned in diverse tasks by making them general:
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Intelligent transportation system (ITS) includes a variety of services like traveller
information systems, road traffic management, public transit system management and
autonomous vehicles [2].

Fig. 1. A typical intelligent transportation system scenario

While smart transportation applications have been empowered by unprecedented
progresses in computing, sensing and wireless technology, they will also have a wide
variety of problems due to their scalability and varied quality-of-service requirements,
as well as the enormous volumes of data they will generate. During the recent times,
Machine Learning (ML) methods have gained significant attention in this field enabled
by different technologies, including cloud- and edge computing [16]. ML has been used
by a varied applications set, similar to ITS services, having awide range of requirements.

In specific,MLmodels such as reinforcement and deep learning have been beneficial
tools to explore underlying structures and configurations in big datasets for forecast and
precise decision-making [3]. The different benefits of smart transportation system and
ML approach to it are detailed below.

A. Communication

Intelligent transportation system helps create interconnected transport systems with
the help of open communication that happens between different devices and vehicles.

B. Vehicle management

Managing traffic systems that in turn helps to keep the public transportation on time
without any delay.
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C. Real time information

Citizens have access to different real time information about the vehicularmovement,
traffic and other public transportation conditions.

Different sensors are used for collecting the data from the vehicles and are processed
using machine learning algorithms for prediction and feedback purposes. Supervised
learningmethodsworks by inferring a regression or classification froma labeled database
[4, 17]. Unsupervised learning approach on the other hand infer data without using any
labels. Reinforcement Learning works towards learning to make a sequence of actions
for maximizing the rewards in a given environment. Deep learning models uses artificial
neural networks which consists of interconnected nodes offering non- linearity, high
flexibility and data-driven model building.

Data is one of the important commodity that is extracted from the smart systems.
ML try to further discover knowledge from this data. Classification, Regression, cluster-
ing, prediction and decision-making are the different features provisioned by ML that is
capable of enhancing ITS and being foundations for the ITS application’s. Data prepro-
cessing, feature extraction and modeling are the main stages in the ML pipeline. Smart
transportation system consists of four main components. It starts with the traffic data
collection which uses devices like road cameras, GPS devices and vehicle identifiers for
gathering the data in real time. The collected information provides details on speed of
the vehicle, location of the vehicle and traffic conditions. Data transmission is the second
stage in the pipeline which helps to transmit the data collected by the sensors to the net-
work or the processing center where it is further treated and forwarded to applications.
Data is further analyzed and the feedback is provided for the end users.

The different internet of things use cases related to thiswork include connected cards,
vehicle tracking system, public transport management and traffic management. All of
them involves usage of machine learning algorithms either at the source place where
the data is collected or in the cloud. Since each use case involves multiple modules and
most of them can be shared across applications with minor changes, hence use a new
transfer learning approach for smart transportation system is proposed.

Transfer Learning (TL) is an artificial intelligence approach to the problem of learn-
ing where a prototype is reclaimed as the initial point for the new task that is already
created [5, 18]. Developing a prototypical approach and a pre-trained model are the
two common methods used for TL. In first approach need of selecting the source task is
important to develop the source model, reuse the model and tune it as per the application.
In the latter approach, select the source model and reuse the model and tune the model.
This is very commonly used in the deep learning field.

The rest of the paper is organized as follows: Sect. 2 discusses the methods relevant
to this work in the literature, Sect. 3 describes the data-based modelling of the intelligent
transportation system, Sect. 4 deals with proposed transfer learning architecture, Sect. 5
shows the experimental outcomes and as a final point Sect. 6 concludes the work with
further scope of study related to this topic.
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2 Related Work

Emerging technology and the processing of big data have enabled the collection, analysis,
storage and processing of multi-source data by systems. Cars, pedestrians, and even
utilities will collect and exchange information in this area using a peer-to-peer procedure
or a telecommunication network. Vehicle-to-vehicle (V2V), vehicle-to-infrastructure
(V2I), pedestrian-to-infrastructure (P2I) or vehicle-to-pedestrian (V2P) interactions or
knowledge transfer are all possible in this model. The authors [6] have reviewed the
present trends in smart transportation applications along with insights in to connected
vehicle environment for these systems.

When using the double loop detectors now used in traffic control centers, traffic
practitioners prefer to calculate the time mean value rather than the space mean speed.
The authors [7] feel that the relationship between the two speeds is important in smart
transportation systems and hence have developed a probabilistic technique for appraising
the space mean value from the time mean speed. They have also experimented the idea
near Barcelona in real time and able to prove that the methodology can estimate with
comparative fault as low as 0.5% through the proposed model.

With deep neural networks, TL begins with the process of preparing the base system
on a given data set and then moving the structures to a target data set on the second net-
work. The generalization capabilities of the deep neural network get improved with this
approach. They are also useful in the time series classification problems. The researchers
[8] investigated on how to handover the deep neural networks for the time series task.
UCR archive that is publicly available and containing 85 datasets is used as the TSC
benchmark for evaluating the potential of the transfer learning in this work. They have
pre-trained a model for every dataset that is present in the archive, which is later fine-
tuned on other datasets to construct different deep neural networks. At the end of the
experimentation, the authors could prove that the TL can improve the predictions of the
prototype depending on the transfer dataset used.

In various real-world applications, data mining along with machine learning tech-
niques are used. Most approaches to machine learning demand that data from training
and testing come from the same domain, which makes the space of the input function
and the characteristics of the distribution of data the same. This assumption does not
hold well when the training data is expensive to collect or unavailable. Hence high per-
formance learners that can get trained with the data collected from different domains is
needed. The authors [9] have surveyed different transfer learning process available in
the literature along with their applications. The survey is made independent of the size
of the data and can be useful for big data processing.

The majority of previous heterogeneous models of TL methods investigate a cross-
domain feature plotting based on a small cross-domain instance-correspondence between
different feature spaces, with these instances assumed to be characteristic in the source
and target domains. The bias issues in this approach makes the assumptions to not hold
good. As a result, the researchers [10] developed a new transfer learning method called
Hybrid Heterogeneous Transfer Learning (HHTL), which allows for bias in either the
source or target field in the resultant events across domains. The relationship between
the source and the target has a significant impact on the effectiveness of transfer learning.
The source side brute force leveragingwill decrease the performance of the classifier. The



166 S. Krishnamoorthy

authors [11] have hence devised an approach that makes use of extending the boosting
framework for knowledge transfer from different sources rather than just one. Task-
TrAdaBoost and MultiSource-TrAdaBoost are the two different algorithms discussed in
this work which on experimentation proved that the performance is greatly improved
by reducing the negative transfer. This is a fast algorithm enabling rapid retraining over
new targets.

Utpal Paul et al. have conducted a measurement analysis with the help of large-scale
data set that is collected through 3G cellular data network [22]. Individual subscriber
behaviour is analysed and a significant variation in network is studied by the authors. The
different implications with respect to protocol design, pricing parameters, resource and
spectrum management are described in detail in this work. Different mobile networking
networks havebeendeveloped in recent times in such away that theyhavehighly complex
infrastructure and advanced range of related devices alongwith resources, aswell asmore
diverse network formations, due to the firm development of current industries focused
on mobile and Internet technology. As a result, Xiaofei Wang and others have discussed
artificial intelligence-based methods for developing heterogeneous networks [23], as
well as the current state of the art, prospects, and challenges.

The wireless communication techniques advancements along with mobile cloud
computing, intelligent terminal technology and automotive domains are driving the evo-
lution of automobile networks into the Internet ofVehicles paradigm. The vehicle routing
problem hence gets changed based on the static data that is towards the real time traffic
prediction. In this research, the authors Jiafu Wan et al. first address the classification
of cloud-assisted IoV from the perspective of the service association between IoV and
cloud computing [24]. After that, they assess traditional traffic prediction, which is used
in both V2V and V2I communications.

The numerous traffic-related accidents that occur on expressways in a developed
world are calculated to be closely related to previous traffic conditions,which are actually
time-varying. To predict the likelihood of crashes, volume, speed, and occupancy-related
parameters are used. These parameters are invalid for roads where traffic conditions are
estimated using speed data. A dynamic Bayesian network model is designed by Jie Sun
and others which models the time sequence traffic data and they have also inves tigated
the relationship between dynamic speed condition data and the crash occurrence itself
[25]. The authors have collected and used 551 different crashes data along with their
corresponding speed related information from the expressways present in Shanghai,
China. They developed the DBN models using time series speed condition data as well
as different state combinations. The experimentation results from the authors show that
the proposed DBN model offers a prediction exactness of 76.4% with a failure rate of
23.7% with only speed condition related data along with the nine traffic state blends.
The results of the transferability verification show that the DBN models discussed are
suitable for other related expressways, with a crash prediction accuracy of 67.0%.

With the ever-increasing global number of road traffic accidents, street traffic safety
has become a serious issue for smart transportation systems. The identification of high-
probability locations where major traffic incidents occur, so that precautions can be
implemented efficiently, is a crucial step toward improving road traffic safety. The major
limitations in this solutioning includes location accuracy and data availability.
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To address these issues, researchers Lanyu Shang, Yang Zhang, Daniel Zhang, Yi-
wen Lu and Dong Wang created RiskSens, a multi-view learning method that uses
social data and remote sensing data to identify dangerous traffic locations [26]. This is
shown in Fig. 2 above. The authors’ experimentation findings show that the RiskSens
approach proposed in this paper significantly outperforms other state-of-the-art baselines
for identifying different risky traffic locations in a region.

In developing countries, a lack of reliable data is a significant impediment to sus-
tainable growth, disaster relief, and food security. Poverty data, for example, is typically
scarce, labor-intensive to obtain, and has limited scope. Remote sensing data is becoming
gradually available and low-priced as well. However, such data is highly unstructured,
and there are currently no tools for extracting valuable insights to inform policy deci-
sions and guide charitable efforts. A TL method [27] has been discussed by Marshall
Burke, Neal Jean, David Lobell, Michael Xie and Stefano Ermon, where night-time light
power is used as a data-rich substitute. The authors trained a completely convolutional
neural network (CNN) model to predict night time lights using daytime imagery while
studying characteristics that can be used to predict poverty. The researchers show that
these learned features are extremely useful for poverty plotting, even precluding the
prognostic presentation of field-collected survey data.

Fig. 2. RiskSens scheme

3 Data Based Modeling for Smart Transportation System

For implementing an intelligent transportation application, five different data processing
stages have to be considered. Figure 3 below shows the different functional requirements
for a smart transportation system. It is a list of possibilities that can help to make a model
actionable and it includes usability, self-sustainability, application context, traffic theory
and transferability.
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1) Data collection through devices and sensors

Together with state-of-the-art and sophisticated microchip, RFID (Radio Frequency
Identification) and low-cost smart beacon sensing technologies [12, 19], technical
advances in information technology and telecommunications have strengthened pro-
cedural capabilities that will simplify motor safety assistance for smart transportation
systems worldwide. Such sensing systems for smart transportation include infrastruc-
ture and vehicle based networked systems. These infrastructure sensors are long-lasting
instruments that are fixed or installed in the driving road or surrounding path as required.
They can bemanually distributed by sensor injectionmachinery for fast positioning or by
preventive road erection maintenance. Vehicle-sensing strategies include the placement
of electronic communications beacons for vehicle-to-infrastructure and infrastructure-
to-vehicle and can also deploy video-based automatic number plate segmentation or
vehicle magnetic signature recognition technologies at preferred intervals to improve
continuous monitoring of vehicles operating in sensitive world zones. The data col-
lected through such sensing systems needs to be pre-processed and stored before further
analysis.

Fig. 3. Functional requirements for a smart transportation system

2) Data Pre-processing

The data comes from the sensors and devices in different forms and formats which
needs pre-processing before modelling [13, 20]. Also, the corrupted instances present in
the captured data can distort the databased model outputs and hence an actionable data
pre-processing must emphasis not only on refining the captured data quality in terms
of regularity and completeness, but also on giving valuable insights about the essential
phenomena yielding corrupted, missing and/or outlying data, along with their effects
on modelling. The study of possible pre-processing stages of data using experiential
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knowledge of domain features can be used as a method to increase the performance of
the target learner, in addition to resolving inconsistencies in the domain varying step
for dissemination. The heuristic knowledge will be characterized by a set of complex
rules or connections that traditional transfer learning methods cannot explain. In certain
instances, this heuristic knowledge will be exhaustive for each domain, resulting in no
standard solution. If such a pre-processing phase, however, may lead to better target
learner performance, then the effort is probably worth it.

3) Modelling

Modelling phaseworks towards extracting knowledge from the pre-processed data by
constructing a model [14] that characterizes the distribution of the data. If this modelling
can be generalized through transfer learning, then it can be used across domain rather
than limiting to a particular domain.Machine Learning algorithms are hence put in to use
in this stage which allow for modelling automation for instance, to understand patterns
relating to the input data to a set of supervised outputs directing to automatically label
unseen new data, to forecast future values based on the previous inputs, or to examine
the output formed by a model when processing the data that is provided as input. In our
use case, where the goal is to model data communications within complex systems such
as transportation grids, the modelling choice routes to groups of diverse learner types.

A key feature of this modelling is the generalization of the established model to
new unforeseen data. So the design goal would be to find the trade-off between the
generalization and the model performance. For smart transportation, the accuracy in
prediction can be improved by analysing different models and picking the right archi-
tecture or by combining different models for the new system. Optimization needs to be
taken care when different models are combined together thereby increasing the system
computational complexity.

4) Adaptation

A real time ITS environment is provided for the trained model to see how it adapts
and behaves. Actions taken from the outcome result of a data-based model can aid for
tactical, strategical or in operational decision making [15]. The output of the prior data-
based modelling stage can be used to quantitatively evaluate the fitness or quality of the
system. Finally, the suggested actionable data handling workflow contemplates model
adaptation as a new processing level that can be applied over various modelling stages
in the pipeline. Adaptations can be observed from two standpoints: automatic versions
that the system is prepared to do when some circumstances happen, or the adaptations
that are derived due to user changes.

Different models for following the vehicle patterns in the same lane can be studies
through Gazis-Herman-Rothery (GHR) model. In this model, a vehicle fast-tracks in
reaction to the velocity and front vehicle distance. The GHR model in its most general
form is represented as:

an(t + T ) = α
vmn (t)

(Xn−1(t) − Xn(t))I
(Vn−1(t) − Vn(t)) + Kian−1(t) + K2an(t) (1)
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where an(t+ T) refers to the speeding up of next car at any given time denoted by t+ T,
T = Actual Time
Vn = Following car velocity
Vn−1 = Leading car velocity
Xn = Follower car longitudinal position
Xn−1 = Leading car longitudinal position
A = Acceleration at any given time t for both cars
Alpha, m, l, k1 and k2 are the other related parameters.
Thismodel provides a general stimulus response and it is observed that the follower’s

acceleration is relational to the comparative speed between the trailing vehicle and the
leading vehicle, whereas the actual data analysis is again inversely proportional. This
model is derived from different basic prototypes such as G-H-P model, C-H-M system
and basic GHR model.

The purpose of the calibration technique is to reduce the discrepancies between
the driving behaviour simulated and the driving behaviour measured. This measured
difference is referred to as the relative error, which is defined in Eq. 1 below, with
variable ‘a’ designated as the error dimension.

When comparing the calibrated variables, it is important to evaluate the compas-
sion of various constraints of the objective function, which is how much the value of
the objective deviates when adding a slight adjustment to the original parameter. Data-
driven modelling along with simulation technique is a noteworthy research focus. Com-
pared to traditional knowledge-based modelling and mechanism modelling approaches,
it demonstrates numerous advantages in operability and accuracy. Nevertheless, when
implementing such modelling methods in practice, it is still doubtful since data-driven
display is occasionally bad in description and data noises can also cause additional errors
during modelling.

4 Proposed Transfer Learning Architecture

The case of smart transport domain usage that is considered defined by the letter ‘D’
and has two parts: a function vector space denoted by X and a marginal distribution
of probability of the same by P (X). Here X = {x1,…,xn} X. If the machine learning
algorithm can classify defects and each software metric in the algorithm is considered a
function, then xi is the i-th feature instance conforming to the i-thmodule in the software,
n is the total number of feature vectors present in X, Y is the space of all likely feature
vectors, and X is a particular learning sample in this environment.

Once the source area is trained for a certain application, now that can extend the
same for a different transportation related application through transfer learning instead
of training it from scratch. This new transport domain is represented by DS with the
resulting source task TS, along with the target area DT with the analogous TT task. TL
refers to the procedure of refining the target projecting function fT() with the help of
related information from TS and DS, where TS = TT or DS = DT. This symmetric
transformation mapping is represented in Fig. 4 below.
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Fig. 4. Symmetric transformation mapping between source and target domains

If the distributions of the transport area are not found to be identical, then additional
steps for domain revision are required. The type of data transfer is another essential
feature of this transfer learning technique. This include four categories namely transfer
learning through instances, learning through features, learning through shared param-
eters and finally transfer information created on some distinct association among the
basis and target areas. This is presented in Fig. 5 below:

Fig. 5. System architecture for transfer learning

The proposed architecture of transfer learning addresses the following: What kind
of data should be transferred between tasks, when to transfer this data and how to
transfer it effectively without increasing the complexity of the system. The proposed
algorithm takes advantage of the source domain’s inductive biases to improve the target
task effectively. Depending on the application, the learning could either be self-teaching
or multitasking. It is suggested the use of four different forms of transfer, including the
transfer of instances, the transfer of feature representations, the transfer of parameters
and the transfer of relational information. The algorithm infers a mapping from the
trained examples set. The inductive bias or conventions can be classified based on a
variety of variables, including the hypothesis space within which it confines the method
and the search procedure within that space. Hypothesis biases have an effect on how the
algorithm has learned from the model on a particular mission.
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D. Homogeneous transfer learning

The homogeneous TL categories can be built on parameters, instances, asymmetric
features, symmetric features, relational or hybrid (both instance and feature based). The
source data will be labeled while the target data can be labeled, unlabeled or partially
labeled. So, the requirement here is to bridge the gap among the basis and the target
domains. Proposed Strategies for this problem is

(a) Correct the marginal distribution differences in such a way that (P (Xt) = P (Xs)).
(b) Correct the conditional distribution differences in such a way that (P (Yt|Xt) = P

(Ys|Xs)).
(c) A hybrid method of correcting both the above mentioned distribution differences.

In this method, reweight the samples collected in the source domain that helps to
precise the marginal distribution changes. It uses these reweighted occurrences for train-
ing in the target domain. The conditional distribution should remain same in both the
domains for better performance. The weights are adjusted based on the statistical values
such as themean and variance of the data that is under test.MaximumMeanDiscrepancy
is a distance metric that is applied on the probability measures space which has found
different applications in nonparametric testing and machine learning, as shown in the
following Eq. (2).
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Based on the statistics and their contributions to the classification accuracy in the
target domain, part of the source domain labeled data can therefore be reused in the
target domain as well after re-weighting.

E. Heterogeneous transfer learning

Different feature spaces are used to describe the basis and target areas in the case of
heterogeneous transfer learning. The characteristics are used for learning by reducing
the difference in the latent space between the various distributions. Data label obtainabil-
ity is one of the functions of the primary application. Heterogeneous transfer learning
solutions aims towards bridging the gap between the different feature spaces and change
the problem to a homogeneous transfer learning one where additional distribution that
could be either conditional or marginal differences will need to be modified. Machine
learning algorithms have already shown promising results in the transportation indus-
try, where it has demonstrated better performance compared to the traditional solutions.
Nevertheless, the transportation issues are still rich in relating and leveraging machine
learning techniques and need more attention. The fundamental goals for these models
are to decrease congestion, increase safety and reduce human errors, optimize energy
performance, lessen unfavorable environmental influences, and progress the productiv-
ity along with surface transportation efficiency. The machine learning pipeline and the
interaction between ITS and ML is shown in Fig. 6:
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Fig. 6. ML pipeline and interaction with ITS system

The raw data could also be obtained, apart from the sensors, by triangulation pro-
cess, vehicle re-identification, GPS-based methods and rich monitoring based on smart-
phones. Mobile operators across the world are also are becoming an important player in
these value chains as they provide dedicated apps which can be used for making mobile
payments, provide insights in to data and navigation tools, offer discounts and incentives
to the end customer, and act as a digital e-commerce medium as well.

Theproposed systemhas twomodels namely the convolutional base and the classifier.
The convolutional base consists of a pooling stack and convolution layers. Development
of image features is the main objective of this convolution base. Typically, the classifier
used in this method is generated by completely linked layers. Using the detected features
and classifying the image is the main objective of the classifier. A completely related
layer is a layer whose neurons have a total effect on all previous activation of the layer.
Once the system is trained with the model, it can re purpose a pre-trained model by
removing the actual classifier and then introduce the new classifier that fits the ITS
purpose and fine tune it through one of the following strategies:

(a) Train the full model: the pre-trained model’s design is used and trained as per
the ITS dataset in this case. The model is learned from scratch and thus needs a
considerable amount of dataset.

(b) Train some layers while leaving the rest frozen: The general features are referred
in the lower layers which are problem independent and the higher layers refer to
precise featureswhich are problemdependent. Theweight of the network is adjusted
and the frozen layer present in the model does not change during the training stage.
If there are large number of parameters and the dataset is small, then there will be
more frozen layers to avoid the problem of overfitting. On the other hand, if the
dataset is huge with lowered parameters, then by training more layers to the new
task, that can increase the model output as the issue of overfitting is not a problem.

(c) Freeze the complete convolutional base. This situation relates to the serious state
of the freeze and train trade-off. In this method, the key concept is to maintain
the convolutionary base as such and then re-use only the output as input for the
classifier. Feature extraction happens through the pre-trained model and it is useful
when the computational power is low, the provided dataset is small, or when the
pre-trained model can solve multiple problems.
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Since it is a hyper-parameter that is dependent on the weight change in the network,
the learning rate associated with the convolutional component must be carefully chosen.
In general, the high learning rate can make the system to lose the previous knowledge
while the small learning rate is good to use. This will also make sure that the weights
are not adjusted too often in the system.

The system model is presented in Fig. 7 where a set of vehicles on the road are
equipped with different sensors to collect the raw data and transmitted through a mobile
network to the edge computing device. Data accumulation provides the strength for
analyses to capture some data insights that would not be conceivable from single sensors.
The sensed data is transmitted frequently and the vehicles interacts with the gateway
devices on every transmission. Based on the intended service, the gateway device will
collect and handle the data accordingly. Transportation efficiency, vehicle security, travel
safety, environment monitoring, are just few samples of types of services that can be
offered. Before the feedback is provided to the vehicles or the end users, the machine
learning algorithms can be run either on the edge computing system or on the cloud.
The concept of transfer learning is also realized on the gateway device or on the cloud
depending upon the application.

Fig. 7. System model for smart transportation system

For the purpose of smart transportation system, select the pre-trained model of con-
volutional neural network (CNN) which has a 4-layer architecture and then deep-belief
network (DBN)modelwas employed to distinguish between the various associated activ-
ities. The dataset used for experimentation in this system is divided into three diverse
groups such as speed limit overrun, immediate line overrun and yellow-line driving.
This method can be used for different category features for different kinds of vehicles
without training them independently.

Size similarity matrix is one which control the different choices in the system. Based
on the size of the dataset, this matrix helps to classify the computer vision problem. This
matrix is also useful for fine-tuning the model and repurposing the previously trained
method. We have also performed weight transfusion based experiments, in which only
a pre-trained weights subset of the system is transferred, with the remainder of them
being just initialized randomly.While comparing the convergence speeds of theseweight
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transfused models with full transfer learning, it is observed that the reuse of the extracted
features are happening only at the lowest layers of the system.

The transfer learning scenario can be considered as a set of segments of the road “n”
that are built with speed sensors. Each of the sensors “i” can provide the traffic speed
at any given point of time “t” and is represented as vi[t]. Transfer learning is applied to
this use case in order to predict the future speed of traffic at a given time. Historical data
can be generally used for future value prediction but when such values are not available,
then the concept of transfer learning helps.

The model proposed in this work will exploit this dataset for some source areas and
then will build a prediction model for target location where there is only little or no
available data. The data format consists of the road network represented through links
and nodes. Each node in the network characterizes the latitude and longitude properties.
Every link in the network will help to connect nodes andmost streets consists of multiple
links. The average traffic speed is given by the row values of a particular link at any given
point of time. Different spatial and temporal features are extracted from the given data
which will act as the essential constituents of the proposed approach. Once the features
are extracted, differentmachine learningmethods such as support vectormachines, linear
regression, convolutional neural networks etc. are used for training the system followed
by testing on a new dataset not related to the training as such.

For smart transportation networks, various types of wireless communications tech-
nologies have been proposed. Radio mobile communication on VHF and UHF frequen-
cies are extensively used for long and short range communication within ITS. This
proposed intelligent transportation system based on transfer learning can be applied
for various use cases, including Controlling traffic flow (traffic lights, measuring traffic
flow, analysing traffic flow, and controlling guidance equipment), and managing pub-
lic transportation (highway and tunnels, parking lots, expressway, railway and subway,
bus, taxi and truck), Publication of Traffic Data (LED plate release information, SMS,
radio station and television, terminal and website for public inquiry), Control of Traffic
Offenses (over speed, red light running, wrong direction, occupied lane), Management
of the Vehicle and Driver (vehicle information, driver information, driving route trac-
ing, violation record and penalty), Statisticians and research (record demand, log, user
management and simulation), daily tasks and emergency management (command cen-
tre, resource dispatch, pre-plan and daily task management) as well as real-time traffic
status monitoring (accident, traffic jam and abnormal status).

5 Experimentation and Results Discussion

The availability of models developed for the source task and also tested is one of the
significant criteria for the successful use of transfer learning. There are several advanced
deep learning frameworks for TL and research purposes available across domains. Dif-
ferent pre-trained prototypes are typically shared in the parameters/weights form which
is attained while being qualified to a stable state. For smart transportation system, the
popular computer vision models include VGG-19, VGG-16, XCeption, Inception V3
and ResNet-50. One of the such model for training and testing is used in this method.
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The identified Dataset is first divided into two categories — namely the training set
and the testing set. Three different scenarios namely the no transfer task, cross transfer
task and the local transfer task are considered for testing. The first one will predict the
future speed based on the history of the data, second one will build a model first and
then test on another target region that is not completely related while the last one will
also have model training with the exception being testing from the same set.

Freight management, arterial and freeway management, transit management sys-
tems, regional multi modal and traveller information systems, incident and emergency
management systems, and informationmanagement systems are allmajor areas of intelli-
gent transportation systems in metropolitan deployments. Its applications are not limited
to highway traffic alone, with electronic toll collection, highway data collection, traffic
management systems, vehicle data collection, and transit signal priority being among
them.

Open source library for machine learning purposes which includes grid based search
tests and helps us to find the best performing model along with the appropriate hyper
parameters.Our systemhas: 6Hidden layers, 6Neurons per layer, learning rate is 0.01and
minimum error is 0.01.

Wireless communications, inductive loop detection, sensing technologies, bluetooth
detection, computing technologies and video vehicle detection are some of the enabling
technologies used in this research. During the initial stages, the larger networks needs
more number of epochs to fit the data. Conversely after some number of epochs, it
exceeds the smaller ones and achieves the best score.

When it comes to transfer learning, the proposed network is first pre-trained using
simulation and then applied on the real data. When compared to the control network,
these approaches workwell. The convergence time is alsomuch faster with this proposed
approach. Some iterations are required for the random initialization network in order to
fit the newweights in it. The complexity of the neural network, the predictive capabilities
and the size of the gap between the simulation and real data will decide on the success of
the different approaches discussed. An empirical study was conducted in South Indian
districts, using three types of traffic datasets: floating cars, annual average daily traffic
and public transportation routes.

Table 1. Comparison of transfer performance

Location RMSE MAE

Bellary 10.63 7.62

Parbhara 5.74 4.33

Hampi 4.91 3.04

Guntur 8.11 5.65

Jaina 11.32 8.92
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There are two metrics used in this work to calculate the precision of continuous vari-
ables, namely themean absolute error and the root-mean-square error. The first one deals
with the error average magnitude in the prediction set without direction consideration.
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The latter one called as the Root Mean Square Error is a quadratic scoring rule. It
also helps to measure the average magnitude of the error. This is calculated as the square
root of the average of prediction and actual values squared differences.
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The average model prediction error is expressed through these two metrics MAE
and the RMSE. They can range between 0 to infinity. They are both indifferent to the
error direction. The lower the value, the better the output, and so on, as both scores are
negative. RMSEwill give more importance to large errors due to squaring of errors when
compared to MAE. Table 1 gives the transfer performance across different locations in
Karnataka, India in terms of MAE and RMSE. From this table, we observed that larger
regions that has different kinds of links gave us better performance when compared to
the other locations nearby. This is also represented through a graph in Fig. 8 below.

Fig. 8. Performance comparison across locations
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Below shows the results and summarized statistics along with the error rates for
the proposed method vs. other architecture for ITS in the literature that resorts to DLT
features. The proposed transfer learning based smart transportation system outperforms
in terms of performance when compared to simple pre-train CNN system that uses PCA
in the same selected dataset (Table 2).

Table 2. Results for 60, 120 and 240 vehicles based on latency and error rates

Vehicles Method Average latency Error rate

65 Fixed Random 72.68 s 14.36 %

Dynamic Random 57.1 s 18.26%

Proposed Method 20.40 s 0.70%

120 Fixed Random 86.85 s 24.48%

Dynamic Random 67.5 s 18.99%

Proposed Method 24.90 s 1.0%

240 Fixed Random 187.62 s 42.80%

Dynamic Random 128.19 s 44.85%

Proposed Method 71.37 s 6.45%

It is clear from the above table that both the error ate as well as the average latency is
very less as compared to the existing approaches.While the average rate for the proposed
method is ~ 1%, the other two approaches have well above 15% which is not acceptable
in case of a smart transportation system and hence unusable. The empirical cumulative
distribution function is shown in Fig. 9 below.

Similarly, the error rate across methods is shown in Fig. 10 below. It is clear that
through an appropriate selection of full nodes, it is plausible to achieve consistent ledger
updates or in other terms low errors, thus making feasible the use of IOTA to provision
intelligent transportation system.

During our experimental assessment, all the full nodes had typically a low compu-
tational load. However, results indorse that the node selection is quite relevant. As an
additional validation of this claim, in our initial tests we tried to feat a heuristic, substitute
to those offered in the previous section. The idea here was to find the best N full nodes,
in terms of existing resources, and use them to provide or validate the transactions. A
gateway can also be used to employ an edge computing model as an alternative solution
which would be an interesting future work.
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Fig. 9. Empirical cumulative distribution function

Fig. 10. Error rate analysis across methods
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6 Conclusion and Future Directions

Intelligent transportation applications include warning systems for emergency vehicles,
automated road compliance, variable speed limits and systems for crash avoidance. It
involves the collection and processing of collected data for the purpose of providing
information, control the actions of drivers, fleet operators, travellers and network man-
agers. It provides a better understating of the transport network, providing new methods
to manage the network and services to the public as well. ITS can be beneficial on
its own or supporting other measures. It is not so easy to train the system for each of
these applications related to transportation. Transfer learning helps simplify this task
through pre-trained models used for other tasks. In this research, the proposed uses a
new transfer learning architecture which is optimized for smart transportation system
without compromising on the performance. ITS provides speed control devices that
are not aimed at prosecutions like speed activated signs and displaying registration of
speeding vehicle. In several transfers learning-based applications, the domain adapta-
tion process focuses on either changing the conditional distribution differences or the
marginal distribution differences between the source and target domains. Due to the lack
of target data labels, modifying the conditional distribution differences is a difficult task.
Drivers always wanted more information andmore reliable journeys.We have addressed
these expectations and issues in this work and moving forward, we would like to address
the other issues associated with the marginal distribution differences as well.
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Abstract. Heart plays essential part in living creatures. Heart disease
is one of the most major causes of death in the world today. Prediction of
this cardiac disease is most difficult part in the field of medical data anal-
ysis. Diagnosis and forecast of heart linked disorders need greater accu-
racy, perfection and correctness since a small error may create tiredness
issue or death of the person, there are countless death cases connected
to heart and their counting is rising geometrically day by day. As the
outside world is developing a lot but why have not the software that
many people have developed are not showing good performance, then
with a lot of research we have found that machine learning is the correct
way which serves our purpose. Machine learning has been demonstrated
to be successful in aiding in generating judgments and predictions from
the huge amount of data generated by the healthcare business. Various
research provide merely a peep towards forecasting heart disease using
ML approaches. Here, we construct a model that aims at detecting key
characteristics by using machine learning methods resulting in enhanc-
ing the accuracy in the prediction of heart disease. There are various
methods to perform this job effectively, but how effective are they? Our
major target is to provide an increased performance level with the excel-
lent accuracy level via the prediction model for heart disease using the
SVM, Naive Bayes, Extreme learning machine, logistic regression and
Random Forest techniques.

Keywords: Accuracy · ML models · Heart disease · Prediction · Web
application · Graph

1 Introduction

Heart Disease is extensively known all over the world and it is a series of disorders
that arise when heart and blood arteries aren’t performing the way they should.
It is estimated that on an average over 17 million people die of cardiovascular
illnesses each year, which is nearly one third of overall fatalities throughout
the world. In our day-to-day life we say many people who are suffering from
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this heart disease. Doctors can treat these kind of disease after they were being
encountered. But so many scholars around the world are developing various
software for early detection of these kind of diseases. Before developing a software
with different models we have seen so many models for our idea of understanding
about how the diagnosis process is being done and what all the methods are being
used by the people around different parts of world. In the present methods,
early diagnosis of probable cardiac illnesses is not more feasible and effective use
of different obtained data is time intensive and the projections are frequently
erroneous. We strive to anticipate any possible cardiovascular hazards ahead
and thereby averting dangerous scenarios. We also assess several ML models and
their performances in fulfilling the objective. The main objective of the project
is to implement a methodology in which we use different algorithms to predict
the heart disease. The results that are obtained include accuracy, precision of
that particular model used. Also we showcase the accuracy graphs where we can
find out the difference in between the models used.

1.1 Literature Survey

[1] Introduces a new data mining model with the help of random forest classi-
fier, also here the authors were successful in predicting the risk factors related
to the heart disease [2]. Here in this study, the authors have decided in produc-
ing the best rules in the view of diagnosis of heart disease. The authors have
used “Particle Swarm Optimization algorithm” whereas the random rules are
being generated at the starting and then they are being optimized. Later on
the achieved results are being compared with “C4.5 algorithm” [3]. Mainly in
this study, the authors have compared various models as they have implemented
“HRFLM model” which means it is a combination of both the linear method
and random forest classifier. They achieved good accuracy with that algorithm
while compared to other models. Also they have used the “Cleveland dataset”
and they have plotted the graphs of the models that they have worked with
[4]. Artificial Neural Network named “ANN” was introduced for this diagnosis
of heart related disease whereas with the help of this ANN, authors were able
to produce the best results and overall this model have delivered a great per-
formance [5]. In this study, the new tool named “TPOT” was being introduced
where this was an “automated tool of machine learning”. Automatically pick-
ing of the suitable algorithm is the specialty of this tool and then it fits that
algorithm to the data. Also they have confirmed that, the algorithm is still in
the phase of development but it gives good accuracy which solely depends upon
problem statement. Here also the authors have compared various models includ-
ing this new tool that they have introduced [6]. Mainly as per the study, a novel
approach based on back propagation Network of MLP has been used. Here also
the same Cleveland dataset has been used which consists of 13 attributes for
predicting the disease [7]. Here in this paper, the authors gives us a brief that
there are very less methods in finding the connections and all these kind of sev-
eral patterns in the data. So, the introduction of some data mining methods are
being introduced in here. In machine learning the volume of the dataset plays
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very important role. Various data preprocessing and dimensionality reduction
the approaches discussed in [8–27] exhibits promising results.

Fig. 1. System architecture of our software.

2 System Architecture

Generally there are so many prediction methods for various diseases in the field
of this health-care. As we are daily seeing or hearing that most of the people
around us are suffering from this heart disease, but there are doctors on field
for this diagnosis and treatment of the disease. But examining the dataset and
predicting the heart disease is difficult for the doctors to perform. So as more
number of researchers contribute their work towards in this field, we also have
decided to develop a web application in which we have used several models
to predict the disease and also to find the model’s accuracy for that particu-
lar dataset. Here we have developed a web application using flask framework
and in that our software consists of nine modules in which at uploading of the
dataset, then that particular dataset consists of raw data, whereas we use data
preprocessing techniques to preprocess that raw data i.e. the data which does
not contain numerical values are being discarded. Then after the clean dataset is
being achieved after all this, then the main task of training and testing the model
will take place where in that we train eighty percent of data from the cleaned
dataset, the other twenty percent of the dataset is used for testing the model. So,
we train the test different supervised learning models which are “SVM, Näıve
Bayes, Logistic regression, ANN, Hybrid model of the combination of random
forest and linear method, Extreme learning machine model”. Figure 1 presents
teh system architecture. Whereas Fig. 2 presents the flow diagram. All the accu-
racy that is being generated by the model is plotted with the help of accuracy
graphs where we can directly examine which model is performing well.
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Fig. 2. Flowchart regarding the flow of our web application.

3 Implementation and Results

The implementation of our system is explained clearly here. Here, mainly the
dataset we used for this purpose was “Cleveland heart disease”. The dataset
contains so many records which are non-numerical, so our primary goal is to
discard all these records and only retain the numerical values. To discard the
values, we use data preprocessing techniques where we remove the values that
are non-numerical. Then, we move the entire dataset which we got finally into
another file and then use that dataset in the new file for all the prediction and
all. At first after data preprocessing we have to split the dataset into two halves,
where we use majority of the data for training purpose where the minority of
the data is used for testing purpose like 80% for training purpose and 20% of the
data for testing. After this, we have to build the model and then train the model
with our dataset which we have split. Then we can test the model and then
we also generate the accuracy graphs, classification reports and all. As we have
developed the web application using flask framework, we can easily generate the
graphs. Also while comparing all the models that are being developed “hybrid
model which was a combination of linear method and random forest” has given
good accuracy which is consistent. Also extreme learning machine shown good
accuracy when compared with the other models. Finally after this completion of
the work we can come to a conclusion that both the “extreme learning machine
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method” and the “hybrid method” has given us good accuracy. Also we have
generated the accuracy graphs by which we can analyze the model.

Fig. 3. User interface of our application.

Fig. 4. Data prepossessing.
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The steps involved are as followed:
Step 1: Dataset Collection.
Step 2: Performing Data preprocessing on the dataset as it consists of non-

numerical values.
Step 3: Train and test split of the dataset.
Step 4: Training the model.
Step 5: Evaluating the model with the help of the test split dataset.
Step 6: Predicting the heart disease as it shows predicted value if disease is

positive (1) or it shows (0).
Step 7: Generating the classification report.
Step 8: Finding the accuracy of the model.

Fig. 5. Performance of algorithms with classification report.

All the above steps that are being followed in our project for predicting the
disease and finding accuracy of the models can be better explained using the
following screenshots of our product.

3.1 User Interface of Our Application

The user interface for the prediction of heart disease using machine learning
algorithms is shown in Fig. 3.
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Fig. 6. Accuracy Graph which shows the performance of different algorithms.

3.2 Data Prepossessing

The interface for data prepossessing for the prediction of heart disease using
machine learning algorithms is shown in Fig. 4.

3.3 Performance of Algorithms with Classification Report

The interface for Performance of algorithms with classification report for the
prediction of heart disease using machine learning algorithms is shown in Fig. 5.

3.4 Accuracy Graph Which Shows the Performance of Different
Algorithms

The Accuracy Graph which shows the performance of different algorithms for
algorithms used in the prediction of heart disease using machine learning algo-
rithms is shown in Fig. 6.

4 Conclusions

By identifying the entire process that the raw data related to this heart disease
is going through, this particular approach will help in saving lives and also detec-
tion of these heart diseases are done somewhat early. Mainly with the help of
these particular machine learning techniques that are being used in our project,
these help to process the raw data and then provide a good approach in predic-
tion of the disease. As we know that prediction of heart disease is more important
and also with the early prediction of heart disease death rate can be slightly con-
trolled because measures that are used for prevention can be employed in the
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next step. Also more and more variety of algorithms should be equipped as we
have used several algorithms to compare and find out which one is more accu-
rate. While building such predictive models, it’s necessary to ensure the data
we feed our models is of very good quality because it is essential to train the
models to perfection and we need to ensure we leave no stone unturned since
we’re expected to deal with a 100% accuracy and nothing less.
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Abstract. Entity resolution is a process to identify all objects/entities
referring to the same real-world object. The standard process to extract
matches is to compare every entity with all the available entities
using some similarity computation technique. It results into inefficient
quadratic time complexity for huge datasets. To reduce the number of
comparisons for entity pairs, blocking techniques thus become necessary.
The objective of this research is to provide an approach for entity reso-
lution to overcome the challenges like scalability of big data, reduce the
time for matching process and making it cost effective. An efficient imple-
mentation for entity resolution can be achieved by combining the use of
blocking and distributed computing framework for massive datasets. The
proposed hybrid blocking approach uses the MapReduce model because
of it’s particular partitioning technique along with the solution to the
data skew problem associated with traditional blocking approach.

Keywords: Entity resolution · Blocking · MapReduce · Partitioning

1 Introduction

Entity Resolution is a complex problem and has a great impact on data quality
and data integration. The entity resolution process identifies matches and merges
records that correspond to the same entities from several data sources. The
entities in this process can be humans, such as students, customers, authors, or
travelers, along with this various consumer products, research publications and
citations can also be used as entities. In entity matching process, we generally
match combination of all possible record pairs with the help of various similarity
measures, e.g., Hamming distance, N-gram, Edit distance, Jaccard Comparison
and judge whether there is any similarity among entities [1].

Entity resolution can also be defined as entity matching, duplicate identifi-
cation de-duplication, or record linkage. Generally, structured or tabular data
is processed by entity resolution and it compares that structured data (either
entity or database record) with existing entities present in the knowledge base.
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Entity resolution is considered as a significant challenge in various data analy-
sis technique like information retrieval, database management, natural language
processing, machine learning and statistics. Entity resolution is a problem of
cleaning, extracting, matching entities stored in structured and unstructured
data. Various domains are highly affected by accuracy and speed of entity reso-
lution process like security, commercial and scientific domain. In this era of big
data, the requirement for high-quality and highly efficient entity resolution is
emerging to clean, integrate and match a large amount of data. In many cases,
ER is performed in a static mode or in batch processing form where all matching
operations are performed at once. ER can also be carried out in real-time, where
a query is given to the task to find the most similar record(s).

The most significant use case of entity resolution is the quality maintenance
of bibliographic databases. To create and maintain bibliographic databases lot of
efforts are required and have to deal with several challenges. Ever increasing the
size of these databases is one major problem, as some of the larger publications
databases containing well above 25 million publications. The biggest problem is
that it is a very common situation that a database can have several researchers
and scholars with the same surname and the same initials, or some even working
in the same research domain. Even after providing full given names, it is still not
easy to identify if two research publications were authored by the same person
or not. Also, sometimes conference and journal names are written in short-form
and they do not adhere to a standardized format. Hence, it is possible to find
many variations of the reference of same research publication in a database.

The standard technique to find duplicates in n input records is to compare
each record with all other records. However, it produces intolerable execution
times for large datasets with the quadratic complexity of O(n2). Thus to decrease
the number of entity/record comparisons with ensuring match quality, blocking
techniques have become necessary. Despite the use of blocking, it is observed
that ER is a costly process with high execution time. Due to the data skew
blocks, it may take many hours or days to end up processing. Load imbalance
is a major issue engaged with entity matching because of skewed data blocks.
The matching process performs for all the entities inside the block and skewed
blocks will take more execution time to finish. Therefore a better solution for
an efficient entity resolution with load balancing and reduced running time is
required.

ER is a computationally expensive process that can take large amount of
time, which can be either in hours or sometimes in days for matching large data-
sets in Big Data applications. With the growing size of modern databases, it
becomes necessary to increase the computation power and storage resources for
deduplicating or matching. Here, the modern parallel and distributed computing
environments come into the picture. The employment of parallel programming
environments is capable of reducing the time needed to perform large-scale data
matching.

MapReduce(MR) model is one among many parallel programming models
which is part of Hadoop- a distributed processing paradigm. MapReduce is a
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best suitable framework for the parallel execution of complex task like entity
resolution. MapReduce model is a programming paradigm based on python and
java presented by Google in 2004 [2]. MapReduce provides a platform for parallel
& distributed data-intensive processing in cluster environments having several
nodes. The MapReduce framework makes use of the concept of split and redis-
tribution of data [3]. Entities are defined in the form of (key, value) pair. Com-
putations in MapReduce paradigm are performed with the help of two function
which can be defined as [4]:

The standard entity resolution workflow can be easily implemented with
MapReduce framework. In the MapReduce based ER, map function is used to
implement blocking phase reduce function is used for similarity computation
phase. Blocking key is generated by map function for every input entity. Map
function produces output in the form of a (blocking key, entity) pair. These
blocking keys are given as input to the partitioning function that distributes
key-value pairs to various reducing tasks. Same reducer task is assigned to all
entity pair with the same blocking key. Lastly, for every reducer task, similarities
for every entity pair within that reduce block are computed . The effective load
balancing between the all available nodes is a major factor to get the higher
performance and productivity of MapReduce implementation. The biggest chal-
lenge here to prevent from data skew, because it may lead to memory bottlenecks
and it may result in more computation complexity by the node under execution.

This rest of the paper is organized as follows: Work already done in the field
of MapReduce and entity resolution is discussed in Sect. 2. Proposed approach of
entity resolution using the concept of hybrid blocking key is described in Sect. 3,
followed by Implementation Results and finally the last section concludes the
paper with some future aspects to our work.

2 Related Work

Various researchers have studied the Blocking techniques for entity resolution.
Newcombe et al. [5] proposed the idea of blocking key. It divides the full Cartesian
product of record comparisons into mutually exclusive blocks. The target of their
approach is to minimize the number of comparisons in similarity computation
step, without missing any possible similar entity pair. These blocking aims cause
a trade-off and make blocking phase a difficult task.

Elmagarmid et al. [6] described a “naive” approach for detecting similar
records in a database. In this approach they computed hash value for every
record in the database using a hash. Authors have given an alternative wherein
the algorithm for duplicate detection is executed multiple times and they used
a different blocking key for each iteration. This approach reduces the false posi-
tivity rate at the cost of slight increment in the execution time.

Hernandez et al. [7] described the popular sorted neighborhood approach.
This approach has three major steps: create key, sort key and merge. A blocking
key for each record/entity in the input list is generated by retrieving the relevant
attributes or parts of attributes. Using this blocking key the entities in the entire
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dataset is then sorted. Sorting of records is based on a key that is defined as a
segment of some attributes or a series of substrings from the available attributes.
Further, a window of fixed size is slid on the sequential list of records. This
process reduces the comparisons as each record is compared only with records
present in that window.

Monge et al. [8] tried to improve the quadratic time complexity based on an
assumption that duplicate detection is transitive. They described the problem of
matching records in a database under the assumption of transitivity. According
to them the duplicates can be described as connected components in an undi-
rected graph. This approach can decreased the total number of record matching,
if an entity p is not identical to an entity q present in the same block, then entity
p will be dissimilar to all the entities in that block.

Aizawa et al. [9] presented a technique for blocking for huge scale record de-
duplication. This method is known as suffix array blocking. This is an efficient
and less time consuming blocking method for huge amount of data. Suffix Array
blocking follows a procedure to insert values of blocking key and associated
variable length suffixes into an inverted index structure based on suffix array.
Vries et al. [10] presented an improved version of the Suffix Array blocking
technique. The authors performed a deep analysis, effectiveness of their method
is proved for both natural and processed data.

Baxter et al. [11] presented a comparison of new blocking techniques with
the existing method on the basis of accuracy and execution time. They used
Standard Blocking as existing blocking technique, the Bigram Indexing, Sorted
Neighborhood and Canopy Clustering as new blocking methods. These blocking
techniques are compared with TF-IDF. Many blocking techniques are evaluated
and compared by Christen et al. [12]. They proposed modifications in two of
them. When the same data set is used for testing of different blocking methods,
the experimental results showed that different techniques generate a different
number of truly matched candidate record pairs. It was also determined that
most of these methods showed unstable behavior with the selected parameter
values. It had resulted that n-gram based indexing could achieve better-blocking
quality results than both Sorted Neighborhood and standard blocking approach.

Kolb et al. [13,14] presented a Hadoop MapReduce based easy to use tool for
parallel entity resolution with many functionalities, blocking methods and simi-
larity computation strategies. Dedoop provides support for several high level load
balancing techniques to handle the data skew issues and assures an improved
performance. They presented analysis for 20 ER strategies. The result shows
the effectiveness of Dedoop to solve challenging match tasks. Kolb et al. [15]
investigated the parallel execution of Sorted Neighbourhood blocking and entity
resolution using MapReduce Paradigm. The presented approach required par-
ticular partitioning criteria of the MapReduce paradigm and implemented a
accurate sliding window assessment of entities. The authors described how the
MapReduce framework can be used for the implementation of workflow of stan-
dard entity resolution, wherein blocking and similarity computation phase are
executed in parallel.
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Kolb et al. [16] proposed two load balancing methods, BlockSplit and Pair-
Range. These methods are compatible with the widely available MapReduce
framework and provide parallel blocking-based entity resolution. Kolb et al. [17]
have shown the effective parallelization of single and multi-pass Sorted Neigh-
borhood blocking. The authors presented 2 single pass Sorted Neighborhood
implementation on the basis of MapReduce paradigm and a demonstration of
their scalability and efficiency in evaluating the real datasets was given.

A load balancing approach named BlockSlicer is presented by Mestre and
Pires [18]. This method showed compatibility with distributed computing envi-
ronment e.g. well-known MapReduce framework and provided parallel entity
matching. The proposed method is to provide efficient load balancing method
to an entity resolution process for large datasets.

Hsueh et al. [19] proposed an algorithm to provide a solution for the entity res-
olution process incorporating the concept of big data analytics, using the Hadoop
MapReduce model. The usage of multiple blocking keys by different attributes
of entities is presented and utilized them for effective key based blocking. Their
approach has the issue of comparing an entity pair multiple times, also enumer-
ation of every probable combination of title words increases the space and time
requirement of the algorithm.

3 Proposed Work

The main objective of this work is to provide load balancing and thus, decrease
the memory bottleneck problem. The impact of the key based skew can be
reduced and balanced partitions can be generated by selecting an efficient par-
titioning function that is capable of assigning a different number of keys to
the individual reduce tasks. Hadoop has functionalities like InputSampler and
TotalOrderPartitioner that allow sampling the output of a MapReduce job. By
estimating a suitable partitioning function p, it can avoid diversity in the size of
map output partitions and ensures totally sorted keys.

The presented approach consider particular partitioning requirements of the
MapReduce paradigm and some internal optimization to find similar entities on
the bases of distance based learning. The implementation of partitioning method
with TotalOrderPartitioner was done and found that generated partitions were
balanced and not vulnerable to data skew problem. To reduce the number of
candidate records matching some optimization thresholds were applied while
calculating distance between different attributes of various records. In this work
a combination of workflow of standard entity resolution, consisting a blocking
and similarity computation phase, with a distributed computing framework for
the parallel execution on large bibliographic data is demonstrated.

Key Points of this work are:

– A modified traditional blocking technique by applying TotalOrderedParti-
tioner to assign multiple keys to the individual reduce tasks to overcome the
key skew problem was presented.
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– A combination of traditional blocking with sliding window in mapreduce
framework was given. The obtained results shows that the execution time
taken by this combination is less than the traditional blocking.

– To avert irrelevant computations an internal optimization is performed by
avoiding the execution of the rest of the matchers, if the similarity value
computed by the execution of the first matcher was very less (i.e. θ ≤ 0.5) in
order to reach out the combined similarity threshold.

In this paper the issue of entity resolution (de-duplication) for one source is
considered. The input dataset E = {ei} consist set of entities ei, which are finite.
The objective is to detect all entity pair P = {(ei, ek)|ei, ek ∈ E} which are con-
sidered as similar pair. Figure 1 depicts a proposed entity resolution workflow.
This consists of a blocking and a similarity computation phase. Blocking seman-
tically divides a data source E into disjoint balanced partitions (blocks) Bi, with
E = ∪Bi . In the Fig. 1 for example a data source S has 15 records to be checked
whether they are duplicate or not. Initially given input will split into 3 parts
and each will assign to individual map tasks. Mapper’s output will be a blocking
key for each individual entity with a value as entire record or entity. Mapper’s
output will assign to totalorderpartitioner function,which will generate equally
distributed balanced blocks sorted across all partitions. Here, 2 partitions are
generated and assigned to 2 reduce tasks for parallel matching. In the reduce
phase for example if records with the same key are equal to or more than 4 then
a sliding window of size 3 will apply for matching, otherwise each record will
match with each record as in traditional blocking.

Fig. 1. Entity resolution workflow
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In the Fig. 1 all the entities with the same blocking key for example “aa”
will compare with each other in sliding window manner to find matches. All the
other entities with same blocking key e.g.“bb”, “cc”, “dd”, “ee”, “ff”, will match
each other without sliding window.

In this work a publications dataset consists of Title, Year, Venue and Authors
have been used. So four matchers are applied on individual attribute value for
entities pairs and average of all matchers have been calculated to get similarity
value. The match decision will be taken on the basic of computed similarity
value.

In mapper function for proposed approach the concatenation on first two
words of Title is used to generate blocking key. In reducer function the first
threshold is used to decide blocking technique. In this work θ1 = 5000 is taken,
if there are more than 5000 records with same key in a partition then blocking
with window size 100 will apply otherwise traditional blocking will apply. Here,
another threshold is used, in which if an average similarity score for entity pair
is at least θ2 = 0.75 then it will be regarded as match.

4 Implementation Result

Our experiments are conducted in a cluster of three nodes. Each node run
Ubantu-14.04LTS (64 bit), 7 openjdk-amd64 and Hadoop 2.7.1. Each node is
equipped with an Intel Core i5(3.20 GHz), 3.7 GB RAM. The DFS block size is
set to 128 MB.

The input DBLP data-set [20] for the experiments contains about 749817
publication records. To compare two publications four matchers were (edit dis-
tance on title, venue, year, authors) executed and calculated the average of the
four results. A threshold value of 0.75 was set as matching score. It means entity
pairs were considered as duplicates if they have an average matching value of at
least 0.75. An internal optimization is performed by avoiding the execution of
the second, third and fourth matchers, if the matching value computed by the
execution of the first matcher was very less (i.e. θ ≤ 0.5) in order to reach out the
combined similarity threshold. To assemble similar entities into blocks the lower-
cased first two words of the title as blocking key were used. Total 30 balanced
partitions using TotalOrderPartitioner of whole data-set were made and assigned
each partition to one individual reduce task to perform matching. The experi-
ments on two frameworks named as TSB-TOP(Traditional Blocking with sorted
blocks using TotalOrderPartitioner) and TSB-SW-TOP (Traditional Blocking
with sorted blocks and sliding window using TotalOrderPartitioner) were per-
formed. Execution time comparison for our experiments for 749817 records is
shown in Fig. 2 for 3-node environment. To check the efficiency and feasibility
of proposed approach, an experiment to find duplicate records in 27438 records
using Cartesian Product was also conducted. It was surprising to see that for only
27438 records Cartesian Product (sequentially) computation took 17628.785 s
which was much higher than MapReduce based computation.
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Fig. 2. Execution time comparison for TSB-TOP & TSB-SW-TOP

5 Conclusion and Future Work

The problem with standard blocking method is that, blocking keys generated
using the erroneous records might place records into the wrong block. In this
work blocking key was chosen very carefully to overcome the above mentioned
situation. Another issue with traditional blocking technique was data skew, to
reduce the impact of data skew we applied a partitioner which generate almost
equal sized partitions and thus less vulnerable to memory bottleneck. In future
this work can be extended to build a custom partitioning function similar to
TotalOrderPartitioner and prepare an efficient evaluation environment using
machine learning algorithms.
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Abstract. The reliability of any identification systems depends on the level of
security provided to the storage of sensitive data. These identification systems
provide information about people working in any organization which is intended
to help the organization keep track and monitor their activity. Databases of such
systems need to be fast, reliable and highly secured. Apart from providing autho-
rization layer to the databases the data itself can be encoded and stored in a simple
as well as easy form such that the data itself is secure and does not go through
lossy transformation. In this paper, the data is encodedwith the help of DAE (Deep
Autoencoder) models and these encoded data are then merged with the images
of respective people using RDH (Reversible Data Hiding) which is then stored
as a simple image data. The data is then retrieved when required and decoded
using the same autoencoder mode and checked for loss in the data. This helps us
to easily store and send the data as a simple image and improves the security of
the system. The models perform good on all datasets with simple autoencoders
gives the best result with a loss of only 1.5% loss in data as compared to 3% and
7% by deep autoencoder and convolutional autoencoder respectively Keywords:
Identification system, authorization, security, Deep Autoencoder, Reversible Data
hiding, storage, transformation.

Keywords: Autoencoders · Convolution Neural Networks · Data hiding · Text
vectorization

1 Introduction

National Common Identification Cards are used to tie all sensitive and personal informa-
tion about a person, their fingerprints and other biometric data together which increases
its vulnerability to security attacks. From using IC chips in plastic cards to using
encrypted digital certificates [3], considerable work has been put into it over the years
to make identification systems more secure [8]. But these methods were still prone to
security attacks ranging from physical attacks to attacks that exploit weakness of the
card’s software or hardware [13]. Usual goal of these attacks was to expose the private
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encryption key and then read/manipulate the user’s data. Securing such databases is an
increasing concern proven by the evident rise in the count of reports of loss of valuable
data or unauthorized access to vulnerable information. As the volume and sensitivity
of important data collected, stored and shared via channels expands, the requirement to
upgrade their security expands [21].

At its base, database security is responsible to ensure that no unauthenticated users
perform any unauthorized activities at unauthorized times. It counts the systems, group
of processes, and sets of protocols that safeguard a database from any form of suspicious
activity. The Defense Information Systems Agency (DISA) of the US Department of
Defense (DoD), guides the database Security, has clearly stated that database security
system should be able to provide “Restricted and protected access to the information of
your database while, preserving the integrity, consistency, and overall quality of your
data” [21]. While understanding that database security involves a wide range of security
and control topics, notwithstanding, physical and network security, encryption as well
as authentication, our work aims at improving the encryption process by including deep
learning methods and data hiding techniques simultaneously, this gives more control
to the end parties over their data, hence increasing the security [22]. This paper puts
one step forward in this domain with the help of data hiding and encoding using deep
learning algorithms and techniques, thus creating a highly advanced and secured system
for identification [28].All relevant data of an individual canbekept secure in an encrypted
form and can only be accessible by authorized personnel and its data should be retrieved
and stored in a safe way using data hiding techniques which are discussed in this paper,
Dataset which we used for our research is an amalgamation of two separate open-source
datasets from Kaggle (“LFW-People Face Recognition” and “People Wikipedia Data”).
The former dataset consists of several images of various personalities labelled with their
names [35], while the latter dataset contains URIs, names of people and text from their
Wikipedia [34] pages. The two datasets are employed to serve the following objectives:

– Using deep learning-based Convolutional Neural Network approach for improving
data hiding and data security.

– Designing an AI-based Deep Autoencoder for encryption as well as decryption of
vulnerable images.

– Implementation of Reversible data hiding contains two steps, encoding the images
and de-coding the merged image.

The research paper is organized into multiple sections, starting with Sect. 1, the
introduction. Section 2, related works summarize the previous research methodologies
and solutions provided in data security, followed by Sect. 3, materials and methods that
give a brief idea about models used in this research. Section 4 explains the proposed
methodology that presents the workflow of the research, model architecture and devel-
opment. Further, Sect. 5 presents the results and discussions of the proposed method,
with a significant comparison between the different models developed. Finally, Sect. 6
concludes the purpose and the results of the researchwork discussing the scope for future
advancements.
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2 Related Works

Several Research works and studies have been put forth on encoding the data to secure
them in a better and efficient way. These findings are discussed in this section of our
study of securing identification databases. [5] and [6] discussed and approached image
encryption and decryption models originated from improved logistic chaotic map and
phase-truncated short-time fractional Fourier transform and hyper- chaotic system to
suppress interference. Algorithm possessed infinite key space, plus the key sensitivity
is high, which results in the resistance to the attack through the exhaustion method
analysis. The STFrFT (short-time fractional Fourier Transform) with relatively higher
concentration and in absence of cross terms could provide concrete support for the sig-
nals while eliminating any interference. The feedback system in the diffusion operation
enabled the encryption algorithm to suppress interference.Meriwani [9] proposed a deep
autoencoder based deep neural network enhancing model on small datasets since neural
networks start to have issues like noise and overfitting. Overfitting is resolved and the
accuracy increases with a deep autoencoder. Accuracy for the model that used encoded
input was higher for heart attack and Autism Diagnosis while it was -4. Malekzadeh
[10] proposed a replacement autoencoder model which is a privacy algorithm on sen-
sory data analysis on time-series data in order to provide utility while protecting user’s
privacy. Since Replacement Auto-Encoder (RAE) was trained to transform blacklisted
sections into same-size sections that were very similar to gray-listed activities, therefore
only non-sensitive gray-listed activities can be inferred. Number of false positives was
near zero which increased QoS. RAE can automatically transform features correspond-
ing to black-listed data while retaining the features corresponding to white activities
unchanged. Kaur [13] and Juneja [14] discussed steganography for linking data into
images to form a stego image so as to develop efficient and accurate steganography
algorithms either by combining the existing techniques or by developing new techniques
and detecting suspicious activity over the web. In this, basically Video steganography
techniques were discussed. All the techniques discussed by them are able to secure the
hidden data. Some algorithms, on the contrary, have a very high time complexity and very
less amount of data stored in the images. The researchers in [17, 18] and [16] proposed
a reversible data hiding algorithm to retrieve the original image from the stego/marked
image without loss of data after the data has been extracted. Reversible Data Hiding in
these cases achieved higher embedding capacity and better image quality on retrieval.
The proposed scheme can hide the secret data in layers that improved the hiding capacity.
The proposed method can achieve a hiding capacity of more than 4 bpp with a PSNR
value greater than 51 dB for all cover images. After the secret data has been extracted,
original image can be recovered without any distortion from the stego image. The above-
mentioned research works were a breakthrough in the field of data encryption. Thus, the
paper presents an improved method for implementing data hiding for embedding secret
message bits in the least significant byte of non-adjacent and random pixel locations.
The model developed in this research is derived from previous works done in this field.
Also, the paper presents a meticulous comparison between the three models developed
over the dataset.
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3 Materials and Methods

3.1 Autoencoders

Autoencoders are mainly used as an algorithm for dimensionality reduction (or
compression) with some of the important properties:

1. Data-specific: Autoencoders efficiently compress data using unique training tech-
niques than the standard zipping algorithm of data compression. These encoders are
trained on the selected features, filtered out from the training dataset.

2. Lossy Algorithm: Another property of autoencoders is Lossy compression. Here,
the input data or information gets reduced due to the preprocessing of encoders, the
output is not the same as the input.

3. Unsupervised: Autoencoders follow an unsupervised learning technique. These
encoders learn and compress information only when raw input data is provided
to them. Another way to look at these encoders is that they follow a self-supervised
learning technique where they develop their labels from the training data (Fig. 1).

Fig. 1. A simplistic representation of autoencoder

The first step is feeding the input to the encoder, which is a fully connected ANN
(Artificial Neural Network), to produce the code. The decoder, which has similar ANN
architecture, decodes the output by using the code. This process aims at retrieving the
output similar to the input. The only requirement is that the dimensions of our inputs
and received outputs need to be equal. The rest of the parts of the model in the middle
can be modified according to need. There are four hyperparameters to fine-tune before
training an autoencoder:

1. Code size: It is the count of nodes in the middle layer. The smaller size of the nodes
results in more compression.

2. The number of layers: layers to the autoencoder can be laid according to our
requirements. In Fig. 1, we have two layers in encoder and decoder.
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3. The number of nodes per layer: This value decreases with every layer of the encoder,
whereas it increases in the decoder. Also, the layer structure of the decoder is
symmetric to that of the encoder.

4. Loss Function: This depends on the input value, as if it is in the range of [0,1], then
we apply cross-entropy and, for the others, mean squared error.

3.2 Simple Autoencoder

The autoencoder is the three layers network, which is a neural network with only one
hidden layer, which is the simplest conceivable autoencoder. The input and output are
identical; hence the model must be learned to reconstruct the input using the Adam
optimizer and the mean squared error loss function. Because the hidden layer dimension
(1024) is smaller than the input, autoencoder is used (99974). Our neural network is
forced to learn a compressed representation of data as a result of this limitation. In
the model we separate the encoder model as well as the decoder model in Deep fully-
connected autoencoder (Fig. 2).

Fig. 2. Architecture of a simple autoencoder

3.3 Convolutional Autoencoder

Convolutional Autoencoder is an Autoencoder variant of Convolutional Neural Nets
that are utilized as tools for unsupervised learning in case of convolution filters. They
generally are utilized in the task of image reconstruction in order to minimize the errors
by learning from the optimal filters. Once they are trained for this particular task, they
can be applied on any input data in order to extract and select features. Convolutional
Autoencoders are designed as a general-purpose feature extractor and vary from general
autoencoders which completely ignore the fact about 2D image structure. To implement
a deep convolutional autoencoder, our encoder will be composed of stacks of both
Conv2D and MaxPooling2D layers. The decoder will have the stacks of Conv2D and
UpSampling2D layers. To train our model, we had to use the dataset with shape (shape
= (22, 106, 1)), and we had to normalize pixel values between 0 and 1.

3.4 Reversible Data Hiding

Reversible data hiding contains two major steps, encoding the images and decoding the
merged image. Encoder: The channels of each pixel that is red, green and blue in an
image is represented by an 8-bit value. To make our secret image discrete, we hide it in a
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cover image. We substitute the n least significant bits of the cover image pixel value with
the same amount of most significant bits from the secret image pixel value. Example,
using 3 hidden bits:

– Cover pixel: (167, 93, 27) = = (10100111, 01011101, 00011011).
– Secret pixel: (67, 200, 105) = = (01000011, 11001000, 01101001).
– Output pixel: (162, 94, 27) = = (10100010, 01011110, 00011011).

The pixel of the output is almost unidentical and different from the cover pixel, but
holds extra information to extract of the value of hidden pixel, which is then padded
with 0 bits to cover for the absent bits, so comes out to (64, 192, 96) == (01000000,
11000000, 01100000). Using a larger number of hidden bits not only to produces a
higher-quality concealed image, but it also makes it much easier to detect the hidden
image.

Decoder: The decoding part in data hiding is fairly simple but not obvious when first
encountering an image. To gather the two original images, we again go through the three
RGB channels and retrieve the n lest significant images. This data is then again divided
in two arrays giving us the cover images and secret image.

4 Proposed Methodology

4.1 Working and Architecture

In this section, the research work is explained in detail. Initially, the personal details
that are the name, mobile number, address, email etc. of a total 4000 people dataset is
an input to the model. After the analysis of data, the data gets Text vectorization and
Transformation for the three different autoencoders: simple autoencoder, deep fully-
connected au- to encoder and deep convolutional autoencoder. After that, pass through
their respective encryption function to encode the data and save the encrypted data
separately. After the encryption, we change the data to a suitable QR code for easy
image on image reversible data hiding algorithm and use data hiding techniques. After
hiding the encryption, we created a smart card. This card had a photo and barcode where
our data was hidden. After that we scan the photo or barcode to extract the hidden data.
After extraction we decrypt the data for the respective autoencoder. After decryption we
compare with our original dataset and create a data loss table and compare the result
(Fig. 3).
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Fig. 3. Flow of the research

4.2 Model Architecture

This is the simplest implementation of the model in which two dense layers are inserted.
According to the shape of the vector obtained after the vectorization step, an input layer
of compatible shape is defined using the keras library, and then two more dense layers
are added to the mode to adjust the weight and biases assigned to the parameters of the
input vector. These two dense layers act as the encoder layer of the autoencoder model.
The figures given below give the summary of all the layers in the models i.e. the simple
autoencoder, fully connected autoencoder, and convolutional autoencoder (Fig. 4, 5 and
6).
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Fig. 4. Architecture of autoencoder model

Fig. 5. Architecture of fully connected autoencoder model
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Fig. 6. Architecture of convolutional autoencoder model

4.3 Dataset Description

The two datasets that are taken in this study are LFW-people (Face recognition) dataset
and people Wikipedia data dataset freely available on Kaggle repository. LFW dataset
contains labelled images of various individuals which in our case will be considered
as ID images of people. The people Wikipedia dataset in our case is considered as the
data of the people and its ‘Text’ field is assumed as the sensitive data to be encoded
and later merged with the image. The people Wikipedia dataset is utilized in training
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the autoencoder models and the encoder model is applied on the text field which is then
merged with lfw image by using the reversible data hiding algorithm.

4.4 Text Vectorization and Transformation

Machine learning tools and approaches operate on numeric features, which are input as
a 2D array with rows representing instances and columns representing extracted features
in this phase. To run algorithms, we must first convert our text data to a vector format.
This is referred to as vectorization. There are text files for the dataset’s name, address,
and email address, among several other items. From a sequence of words to a set of
points in a high-dimensional semantic space. Points in this area can be packed tightly or
uniformly distributed, and they can be near together or far apart. As a result, semantic
space is mapped in such a way that documents with similar interpretations are kept
closer together and those with different interpretations are kept farther apart. The bag-
of-words model is the simplest way to encode a semantic space, with the main concept
being that meaning and similarity are both encoded in the vocabulary. We use three
different types of autoencoders in this paper, with deep-convolutional being the most
complex and basic autoencoder being the simplest. A data compression algorithm in
which the encoding and decoding functions are data-specific, follow a lossy algorithm,
and are learned automatically is known as an auto encoder. The vectorization function
is applied to the dataset’s text field, which converts it to vector format. A feature array
of the vector function is also retrieved in order to later transform the vector form back
into text form in order to test the model’s efficiency.

4.5 Model Optimization and Metrics

After the data preparation the data is reshaped and divided into test and training dataset.
The training data set is used to train our subsequent models that are simple autoencoder,
fully connected deep autoencoder and convolutional autoencoder, the hyperparameters
of these models are fine-tuned to get the best results and a best suitable optimizer is
selected to get better learning curve. Adam optimizer is used and the loss function used
is binary cross entropy. The metrics used in the same compile function are accuracy,
precision, recall and mean squared error. These metrics can be used later to discuss the
performance of themodels on the data andmonitor any case of underfitting or overfitting.
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4.6 Data Hiding and Retrieval

The encoded Data is converted to a QR code to that the proposed image on image data
hiding can be done. Image from dataset of pictures is taken and is treated as the cover
image whereas the QR code is taken as the secret image and hidden using the cover
image’s least significant bit in each pixel. The merged image can be sent across the
channel which when received can be decoded and split into the QR code and the cover
image by the authorized user at the receiving end.

5 Results and Discussion

After training the three models their subsequent accuracies, mean square errors and
precision as well as recall were recorded for each epoch in the following table. The
epochs were increased until a stagnation in the improvement of the model was observed.
The above table tells us some important information about themodels. The simplemodel
although didn’t perform well in initial cycles but its performance saw a continuous
improvement even up to higher number of cycles. Other models could only manage to
given number epochs before reaching stag- nation in improvement. In all these models
simple autoencoder perform the best (Table 1).

Lets further have a look at the different values of metrics for each model graph ically
(Fig. 7, 8, 9 and 10).

The graph clearly shows that even though the simple autoencoder has lower learning
rate. Its performance improved after multiple cycles and ends up performing better than
other two models. Now we move to the more important part, encoding the data using

Table 1. Training of autoencoder models

Model No of epochs Accuracy (%) Mean square error Precision Recall

Simple
autoencoder

5 60.17 0.11 0.12 0.06

15 70.22 0.08 0.31 0.38

25 90.25 0.09 0.28 0.39

50 94.5 0.08 0.45 0.56

100 97.2 0.03 0.60 0.63

Fully-connected
autoencoder

5 91.23 0.17 0.12 0.14

15 92.01 0.13 0.11 0.17

25 92.03 0.14 0.12 0.18

Convolutional
autoencoder

5 89.23 0.41 0.32 0.21

15 95.44 0.28 0.31 0.24

25 95.55 0.21 0.35 0.26
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Fig. 7. Accuracy vs no. of epochs

Fig. 8. Mean squared error vs no of epochs

Fig. 9. Precision vs No. of epochs
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Fig. 10. Recall vs No. of epochs

both autoencoder and data hiding algorithm. The original data looks something like this
(Fig. 11, 12, 13, 14 and 15):

Fig. 11. Secret data to encode

After preprocessing and data preparation the above data looks like this.

Fig. 12. Data after going through data preprocessing
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Above data is easy to pass through the model and gives following encoded data.

Fig. 13. Encoded data

The given encoded data is still unable to be used as an image because of its numerical
array form. Conversion to QR code is a great solution to implement an image-on-image
data hiding algorithm.

Fig. 14. QR code of encoded data to be used as secret image
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After this a cover image is taken and then these two images are merged using the
reversible data hiding technique. Giving the following merged image will be sent on the
channel to the authorized end user.

Fig. 15. Merged image after data hiding

After the decoding of above image, the QR code is obtained again and is used to
get the encoded data which is then passed through the autoencoder’s decoder to get the
original data. This data is then compared with the original data to check for loss in the
encryption and is recorded in the following table (Table 2):

Table 2. Loss of information in each autoencoder model

Above table gives the good idea about how good the encoder and decoder part of the
simple autoencoder to minimize the loss of data as compared to the other two models.
Clearly simple autoencoder serves as the best model along with data hiding algorithm
to send encrypted data across any channel without any intrusion.

6 Conclusion

The field of data security requires innovations to improve the secure data transfer of
sensitive information across any network. Countless cryptographic algorithms are in the
making to encode data in a unique and secure form to avoid any unauthorized access. Our
researchwork aimed at contributing towards this field by employing deep learning in data
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hiding techniques. Themodel worked over a combined dataset containing an image of an
individual alongwith the identification data. For secure transmission, the data was turned
into a single merged file for transmission to an authorized end-user. This data can be
safely decoded back to its original form. The autoencoder models employed for reducing
the dimensions of the datasets and intrusion detection in a system performed appreciably.
Simple Autoencoder performed better than deep and convolutional autoencoder in terms
of performance metrics. The simple autoencoder with reversible data hiding algorithms
suffered the lowest loss value with only 1.5% whereas, the other two models had a loss
value of 3%and7%.Hence the best combination that implemented two-level encodingon
our dataset was simple autoencoder and RDH algorithm. Although this study performed
exceedingly well on a given dataset, the loss for such vulnerable and valuable data is
significantly high,which canbehighlydisadvantageous for organizations associatedwith
it. This research has an opportunity for advancement in future, as specific designing of
data can be performed to train the model well, and parameters of models can be modified
to suffer minimum or no loss at all, thus, improving the accuracy and precision. Also,
the combination of other data hiding techniques can be employed where the difference
between the dimension of the cover image doesn’t need to be larger than the dimension
of the secret encoded image without going any loss of data while decoding the encoded
data from the merged image.
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Abstract. In today’s modern medical fields, the emerging trends are wearable’s,
which are connected to IoT (Internet of things) & thus helps in the process of
patients monitoring. The main advantages of wearable devices are continuous
tracking of the health status of the patients wearing them. Thereby, ultimately it
results in better treatment by having an insight for the doctors about health status of
the patient. Also there in the real time approach results in lower cost of operation&
increased chances of improvement in patient’s health. With the advancement in
the field of Cloud, AI (Artificial Intelligence) & IoT, it is now possible to track the
health parameters of the patients by the doctors. This has resulted in proactive and
timely alerts available to remotely located person by measuring their live record
being fed to the cloud server via internet. After systematic analysis of this datawith
medical history & finding the best possible treatment can be administered using
various Machine Learning (ML) techniques. Critical situation can be avoided as
forecasted in the beginning is possible. It assists the health workers & family
members to monitor & controls the health criterion of patients in an efficient way.
This review paper, focused on analysis of IoT based wearable devices used for
continuous health monitoring, benefits, challenges, future scope, & applications.

Keywords: Health monitoring · IoT ·Wearable devices ·ML · Cloud

1 Introduction

In good old times, the sole method to diagnose sickness was through a physical examina-
tion of the figure in an exceedingly hospital. This forced the patients to remain physically
in hospital for treatment, increasing care and prices. Also the diagnosis of human body
can only be possible through physical examination by the doctor. Health care costs
increased many folds because the exhaustion of health facilities in rural & remote areas.
The technological advances achieved over the years made it attainable to diagnose var-
ious diseases & monitor health with miniaturized devices like good watches. The tech-
nological progress achieved over these years now permits the identification of varied
diseases & health management with miniaturized devices such as smart watches. Vari-
ous clinical tests (O2 level, blood pressure, glucose level etc.) are allotted and monitored
without the assistance of a medical professional. In addition, advanced telecommunica-
tion services will facilitate delivery of clinical knowledge and care facilities in remote
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areas too. These communication services along with advanced technologies such asML,
data analytic, cloud computing, IoT & wireless sensing has improved the accessibility
of medical facilities.

IoT advancements over the past few decades have made healthcare systems acces-
sible even in remote areas and improved the overall health of the individuals. IoT based
technology is advancing rapidly in healthcare system. Because the health sector expands,
it expects to have direct identification that permits simple observation &management of
the knowledge. The futuristic goal is to integrate IoTwith emergency services, residential
areas & hospitals [1]. With the assistance of artistic movement algorithms & protocols,
the IoT has become a crucial contributor to world communication because it connects
various wireless sensors, household appliances & electrical devices to the network [2].
The applications of IoT can also be observed in the field of agriculture, automotive,
household & healthcare. The growing quality of the IoT is because of its capability
of displaying more accurate, lower cost, & AI based data analytics. In addition, better
data of package & applications, the advancement of mobile & computing technologies,
the easy accessibility of wireless technology & the rise of the digital economy have all
contributed to the speedy revolution of the IoT [3]. IoT devices like sensors & actuators
are integrated with physical devices to observe & share data through numerous com-
munication protocols like Bluetooth & Wi-Fi etc. Especially in healthcare applications,
sensors are mostly employed to collect physiological information such as temperature,
heart rate, and pulse rate from the user’s body [4]. In addition, outside information such
as temperature, humidity is also recorded. This knowledge facilitates to draw mean-
ing & precise conclusions regarding the patient’s state of health. The stored data in the
IoT system from various sources such as sensors, applications & mobile phone plays
crucial role. The information from the detection device is created accessible to doctors,
nurses & approved parties. Knowledge with care suppliers via cloud or server permits
speedy identification of patients &, if necessary, medical intervention. Continues trans-
mission between the user and medical employees is assisted. However, the most concern
in developing an IoT system is embracing the confidentiality of data exchange, secu-
rity, cost, responsibility & availability. This paper covers IoT-based health systems &
provides a scientific summary of the basic technologies, services & applications.

Fig. 1. (A) Wearable gadgets (B) IoT based wearable gadgets used in health monitoring
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2 System Analysis

There are various components for the system architecture such as input, information
processing, ML, decision making, & output. By using this type of portable system &
sensor, healthcare surveillance of a patient living in a remote area can be performed
as it would have been not easy for the patients to visit health cares or have regular
check-ups. This system will minimize risk of life & improve a person’s health. Various
types of motion sensors are used for sending the information, which will measure body
temperature, blood sugar, pressure & pulse [5].

Wearable technologies such as the wireless Body Area Network (BAN) have been
used in health-related research. Real-time condition monitoring by handheld gadgets
operate the classification approach for series of time analysis. Previously, Zigbee was
used for communication between mobile systems & physiological gadgets. Recent
research studies in this area shows that a far-flung of IoT-facilitated gadgets, wear-
able bracelet sensors, watches & fabric are operated. Many of the research reports
achieved using various techniques for routing such as Bluetooth, Wi-Fi, ZigBee, RFID
for real/actual-time healthcare surveillance in wearable gadgets. Generally this kind of
research uses fitness trackers, smart jacket, shoes & gloves, etc.

2.1 Methodology

Step1: Collection of information & preparation of information
This will include the gathering of measured physiological wave using portable

gadgets with motion sensors.
Step2: To Develop a ML Algorithm for healthcare surveillance
AML algorithm is developed using automatic Artificial Neural Networks (ANN) to

calculate judgment with reference to the patient’s health status. The ANN is chosen as it
has ability to create a vigrious classifier, as the information to be created is in the form
of series of time & also has great notion effects that allow it to continuously classify
original information.

Step3: Training & Experimenting with information sets
Healthcare surveillance model, which is a ML algorithm, is trained on information

set to accurately perform health surveillance & then inform the patient.
Step4: Implementation & analysis in real/actual life scenario

3 Devices

With the onset of 21st century, wearable devices such as wrist mounted devise, head
mounted, body cloths & body sensory control devices have made health services per-
sonalized.With the development ofmicroelectronics and communication technology the
wearable devices are miniaturized and made portable. These portable wearable devices
are deeply embedded in our day to day life as shown in Fig. 2 below.
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Fig. 2. Wearable healthcare devices

3.1 Portable Gadgets

Wrist-mount gadgets for physiological observation are developed commercially. This
helped improvement in battery life and miniaturization and are able to convert signals
from human body to real-time communication data. Physiological indicators like BP,
heart rate are most important indicators of an individual’s health status. Conventional
sensors are bulky and ergonomic. With the advancement in technology, devices that can
be worn on the wrist have been developed. New age fitness bands & smart watches come
loadedwith tiny sensors to check pulse rate, blood pressure&various other physiological
indicators.With the technological advancement sensors areminiaturised, increasing their
scope of usage.

Head-mounted devices such as accelerometers, gyroscopes, altimeters & GPS can
be placed in nose pads of a smart glass. Smart goggles are equipped with computer
and sensors to continuously monitor & display users health status during activities likes
running or riding.

Smart fabrics are being developed which are capable of monitoring human physio-
logical signals, biomechanics & physical activities. This smart fabric generally consists
of a conductive devices & clothing materials. An example to smart fabrics are smart
clothing, head gear & shoe being developed for defence forces to monitor soldiers
physiological traits & biomechanics in real time.
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3.2 Attachable Devices

These are considered as next generation portable personal healthcare devices with skin
like adaptability features & flexibility thereby offers accurate sensing even without hin-
dering natural movement & comfort. Wearable Patches with sweat, cardiovascular &
temperature sensors are gaining popularity as ideal wearable’s due to their accuracy
in sensing data and ease of wearing. Latest advances in sensors technology, micro-
electronics & data analysis are enabling manufacturing of cost effective advanced & real
time data capturing devices. These smart devices are important components in health
monitoring systems. These devices use wide range of sensors such as piezoelectric,
resistive & capacitive sensors to gather physiological to BP, heart rate & body tempera-
tures. Smart contact lenses enable physiological monitoring of the eyes, non-invasively.
These smart contact lenses uses optical an electrical inputs to monitor the eyes. These
sensors analyses the chemical nature of tear fluid and reflectivity of primary diffraction
light.

3.3 Implantable and Ingestible Devices

MEMS technology fusion with biology and chemistry has made wireless medical mea-
surement possible. These devices are used in diagnosing and treatment of diseases by
detecting the possible changes observed in body.

An implantable electronic device includes pacemakers, ICDs & deep brain sim-
ulators. These devices are made of batteries for power and biocompatible materials
embedded as pre-programmable circuitry.

The ingestible pill contains sensors that are capable of passing the lumen of diges-
tive track & reach organs around the abdomen. These sensors can monitor enzymes,
hormones, electrolytes, microbes and metabolites and delivers biometric information.
Figure 3 depicts the application of smart pill and patches.

Fig. 3. Ingestible pill system (smart pill & Patch)
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4 Benefits of IoT in Healthcare

4.1 Monitoring and Reporting

Connected devicesmake it simple to draw the attention of professionals towatch patient’s
heath, conjointly period observance can be rescued the lives during healthcare emer-
gency. Appreciate polygenic disorder attack, heart failure, asthma attack, & so forth
by means that of an intelligent healthcare device are connected to apps. Assembling
healthcare data & alternative necessary medicative data isn’t a challenge if connected
properly. IoT devices gather & transmit medicative data such as BP, element & level of
glucose, weight & ECG. The info gathered by the devices is stored within the cloud &
may be accessed by a certified Individual who can also be doctor, company of insurance,
health care company, or outside consultant, no matter location, time, or device used.

4.2 Assortment of Data and Its Analysis

Without application of cloud, it is not possible to deposit massive amounts of knowledge
gathered from smartphone devices & health care apps. In addition, it’s quite rugged for
healthcare employees to gather information from numerous gadgets & sources. In such
type of situation, the IoT gadgets will gather, report & data analyzation in actual time
[6].

4.3 Tracking and Alerts

The circumstances which are life threatening, timely warnings become very important.
For addressing such kind of state, healthcare IoT gadgets & apps can collect critical
information & broadcast it to experts & medical staff for monitoring in real or actual
time, the critical conditions of the patient regardless of place & time.

4.4 Far-Flung Healthcare Assistance

Reaching a doctor remote is almost not possible for lonely patients in an exceedingly
medical emergency, howeverwith the appliance of IoT in tending&alternative connected
devices, it’s possible. Workers also can monitor patients to observe diseases on the way.

4.5 Reduction in Cost

By exploitation IoT-facilitated gadgets, clinicians will keep an eye on the patients in real
or actual time. Therefore,methodof period of timeobservation in numerous locations can
facilitate patients scale back supernumerary doctor visits, hospital stays & readmissions.

4.6 Enhanced Treatment

The information collected by IoT gadgets helps doctors & clinicians build informed,
proof-based choices & offers total transparency.
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4.7 Speedy Diagnosis of Disease

Due to continues patients watching & time period information tracking, doctors will
diagnose sickness in the beginning or maybe before disease really evolves supported
symptoms.

4.8 Reduction in Error

The information generated by connected gadgets facilitates to form correct & effective
selections & conjointly guarantee sleek operation with fewer errors, rejections & costs.

5 Applications

Medical services /concepts are employed to create various IoT based health system.With
the advancement of IoT technology,microelectronic&communications, economical and
user friendly implantable, ingestible, and wearable sensors and devices have emerged.
These systems can be used to gather data, diagnose and track patient’s heath. It can also
send out alarms in case of any medical emergency. This part will look at some of the
most recent commercially available gadgets.

5.1 Monitoring of ECG

Heart muscles atria and ventricles functions in rhythms which are represented on elec-
trocardiogram (ECG). The observed electrical activity, which takes place because to
basic heart muscles rhythm will depicts cardiac abnormalities. The IoT technology aids
in early detection of cardiac anomalies. The IoT based ECG analysis consists of wireless
data acquisition module with a receiving processor. This detects cardiac anomalies in
real time. A low-power & portable ECG monitoring system built into fabric has been
proposed in [7]. It contains a biopotential chip to gather ECG data & transmit to end
users. In [8] the author have attempted to solve the power consumption problem through
compression detection [9] using a cloud & mobile application. It is designed to provide
real-time monitoring of patients.

5.2 Monitoring the Glucose Level

Diabetes is one among the foremost common human diseases inwhich blood sugar levels
in the body remain high for a long time. Generally there are, three types of diabetes
are found (i) type I diabetes, (ii) type 2 diabetes, & (iii) gestational diabetes. These are
identified by three tests (i) the random plasma glucose test (ii) the fasting plasma glucose
test, & (iii) the oral glucose tolerance test. The IoT technologies uses several handheld
blood glucose meters that are non-invasive, comfortable, convenient, & safe instead of
widely used diagnostic method i.e., finger prick followed by measuring the blood sugar
level. A non-invasive IoT-based glucometer to monitor blood sugar levels in real time
was proposed. Here, wearable sensors & healthcare providers are wirelessly connected.
In another study the IoT architecture for measuring glucose levels in human body uses
optical sensors [10].
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5.3 Monitoring of Temperature

Human body maintains a particular temperature. A slight change of body temperature
could be considered signal for some diseases hence temperature is one of the most
important indicator of human body health. Tracking changes in temperature over time
helps clinicians draw conclusions about the patient’s health. The traditional method of
temperaturemeasurement is to use a thermometer.Comfortability&high risk of infection
are always a problem with this method. IoT-based technologies have suggested several
solutions to this problem. In [11] an infrared sensor based 3D-printed wearable device
is proposed to measure the core temperature of human body. The integrated device can
be influenced by environmental factors & other physical activities. In [12] another study
used portable & lightweight sensors to measure infant body temperature in real time.
You can also warn parents if the temperature rises above a critical level.

5.4 Monitoring of BP

Measuring blood pressure (BP) is one of the mandatory diagnostic procedures. The
integration of IoT & sensors has changed the way the BP was monitored previously. In
[13], a portable cuff-less device has been proposed that can evaluate systolic as well as
diastolic pressure. The data can be saved and retained in the cloud. Also, ECG & PPG
is used for the measurement of BP. In [14] microcontroller module is used to calculate
BP and cloud storage is used to record the data.

5.5 O2 Level Monitoring

Saturation of Blood oxygen is considered as an important parameter for health analysis.
Previously Pulse oximetry test is used to measure blood oxygen saturation. A non-
invasive tissue oximeter resulting from the mixing from IoT based technology has been
proposed to measure blood oxygen saturation alongwith pulse rate. The recorded data
can be transmitted to medical authorities. In [15] another study patient can be warned
regarding their oxygen saturation level by an alarm system. In [16] an inexpensive remote
monitoring system for patients with low power consumption has been suggested.

6 Challenges

6.1 Data Privacy and Security

As the IoT gadgets & smartphone apps will gather & send information in real/actual
time, there is a risk of privacy of data & protection being compromised. In healthcare,
the majority of IoT gadgets lack standards & data protocols. The data is vulnerable to
theft, cybercrime & fraud, putting doctors’ & patients’ personal health information at
danger [17].

6.2 Devices and Protocols

Various gadgets surely act as barrier in the deployment of IoT in the healthcare arena.
This is because of the absence of standards & networking communication protocols. As
a result, regardless of whether gadgets are connected, there will always be a discrepancy
in communication protocol, which complicates & inhibits the entire process.
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6.3 Data Overload and Accuracy

Data aggregation becomes complicated due to the many standards & protocols. It is
challenging for doctors to make timely quality decisions due to massive volume of
information acquired by smartphone apps & IoT-facilitated gadgets.

6.4 Price

In many ways, IoT is ahead of the other economical packages, but it is still not as
economical for the average person as it is for large healthcare organizations.

6.5 Connectivity

IoT gadgets rely on & run on the internet, a lack of Wi-Fi access in the locations where
IoT is desired the most will cause the concept of IoT devices to fail. It is still feasible
for hospitals to go without internet access, but there is no guarantee for patients.

6.6 Availability

IoT devices are supposed to work round the clock. It sets the responsibility of healthcare
institutions to provide maintenance round-the-clock& if they don’t, it will be impossible
to receive accurate information from patients on time.

7 Future Scopes

7.1 Home Healing

With the advancement of technology & the development of IoT health monitoring sys-
tems, healing at home has become a viable option. Patients do not need to be beneath
the hospital’s roof because of the collaboration of real/actual time monitoring & numer-
ous specific modules. As a result, the technology has a bright future ahead of it, giving
independent & monitoring health by gadgets while minimizing stress of having to see
experts & other healthcare professionals.

7.2 Remote Health Monitoring

IoT enables continues monitoring, recording & tracking the changes in various health
parameters of remotely located patients. It enhances the access of patient’s health data
to medical authorities to prevent any emergencies and readmissions. This monitoring
minimizes the routine checkup and hospital stays. The accuracy and reliability of the
data provides better precision in treatment. The IoT technology comprising of various
sensors installed in the house or on the patients collects real time health parameters
sending alarms in event of any crisis.
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7.3 Taking Medicines at the Appropriate Time

Howmany times have you forgotten to acquire your medications when they were due? If
you answered “many times,” you are correct. IoT surveillance gadgets that will maintain
track of patient’s recommended drug habit has solved this problem. The technology has
been shown to be most effective for patients with Alzheimer’s or dementia disease. For
example, Med Signals’ IoT operated solution. A novel solution using a pill cases that
lights up when it’s time for the patient to take their medicine.

8 Conclusion

In this paper, the role of real time health monitoring wearable devices in medical field &
their technological up gradation are studied. The emphasis is on IoT involved in these
different medical devices used for sensing & sending patient health conditions to any
location connected via server. Overall timely & continuous tracking by medical experts
results in lesser fatal cases & better health conditions with overall reduced maintenance
health cost. It results in an increase of medical services accessibilities. This paper gives
a look on all the advancement going on IoT based medical technologies up to date. Also
the concept of HIoT & its various perspectives are also included with their involvements
in various applications.
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Abstract. Healthcare has come out as an emerging field for technolo-
gies like IoTs, cloud computing, big data, etc. lately. However, keeping
the healthcare records secure and private is still a big issue. Due to this,
its widespread adoption is something that might take a few more years.
For past few years, blockchain technology has shown its capability to
be a preferred technology to provide better security and privacy. Recent
breakthroughs in various technologies have improved medical transac-
tions, health insurance claims, and secure records keeping, with the help
of its decentralized and distributed nature. In this paper, several algo-
rithms and methods are proposed to improve limitations in the current
healthcare system using blockchain technology. It further proposes archi-
tecture and tools to measure the performance of the system. Finally, the
results and future directions for the research in the healthcare domain
are discussed.

Keywords: Blockchain · Electronic Medical Records · Healthcare ·
Ethereum · Binance Smart Chain · IPFS

1 Introduction

For past few years, the evolution of technologies like the Internet of Things
(IoT), etc. has created a smart ecosystem where various entities interconnect
to facilitate capturing, storing, sharing, and communicating the information.
Technologies like Bluetooth, wi-fi, RFID, etc. have been a major catalyst in
the transformation and improvements of traditional systems into smart systems
[1–4]. With this advancement, all the major sectors like education, agriculture,
transportation, etc. are shifting from transitional approaches to smart systems [5,
6]. Similarly, the healthcare industry is also developing into a Smart Healthcare
System (SHS) where all the participants are interconnected to achieve holistic
and ubiquitous healthcare facilities. This transformation has led to expansion
in investments and awareness leading to becoming increasingly competent at
enabling faster identification, handling large chunks of data, determining illness
at a faster pace, with suggestions and treatment comparisons [7].
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The Healthcare industry has come a long way over the years and has seen
some major technological changes from Healthcare 1.0 to the current Healthcare
4.0 [8]. Started in the 1970 s the Healthcare industry has gone from using paper-
based records to blockchain-enabled Electronic Medical Records (EMRs). The
Fig. 1 shows the features of all 4 versions of the industry. The current era aims
at enhancing virtualization and enabling personalized healthcare in real-time by
building blockchains with a focus on convergence.

Healthcare data contains the private data of its patients, so it is obvious that
it needs a high level of privacy and security. This requires a formation of stan-
dards and a trust among healthcare providers with the creation of agreed policies.
Various security standards like Health Insurance Portability and Accountabil-
ity Act (HIPAA), Digital Information Security in Healthcare Act (DISHA), and
Control Objectives for Information and Related Technologies (COBIT) have
been introduced to tackle this issue [8]. Healthcare security is of utmost impor-
tance to protect patient’s private data. Access control management of the infor-
mation, modification and removal of the previously stored data, and safety from
unauthorized users, etc. are included in this [9]. With the increase in healthcare
databases, the need for security mechanisms to safeguard the data has also been
increased a lot.

Fig. 1. Versions of healthcare industry

1.1 Blockchain Technology

In recent years, due to the increase in popularity of cryptocurrencies like Bitcoin
[10] and Ethereum [11], research related to blockchain or the distributed ledger
technology has gained worldwide popularity. Blockchain can be defined as a
decentralized, distributed, and immutable ledger technology that provides data
transparency and simultaneously, user privacy, removing middleman and not
requiring a central dependency for checking transactions [12–14]. The concept
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of blockchain is based on the peer-to-peer system where the blocks (data) are
connected to each other using chains (cryptographic techniques). There is an
absence of central authority and the transactions or the immutable ledger is
open to everyone connected to the network. All the valuable and invaluable
information can be stored in the form of blocks where each block will have its
own unique hash. These hashes are created on the basis of stored data inside
them, therefore tampering is not possible since, with a change in data, the hash
will also be changed [7].

1.2 Blockchain in Healthcare

The Healthcare sector, with this rapidly increasing data, is struggling with chal-
lenges like access to data, security, and access of the data outside the healthcare
facility [8]. Blockchain can be one technology that can help in improving the veri-
fication and integrity of the data. Its decentalization, distributed, and immutable
features can help healthcare industry transform.

The main contributions of this research are described as follows. Firstly, using
distributed ledger technology, a Binance blockchain-based system to store EMRs
in an immutable ledger form to provide better security, privacy, and decentral-
ization is proposed. The proposed system works on patient-centric approach
where the records can only be accessed by using the unique IDs given to the
patients and at a registered medical facilities. The rest of the paper is organized
as follows: Sect. 2 examines the previous works. Section 3 presents the proposed
system architecture, followed by the proposed algorithms. Section 4 describes the
results and analysis, and, finally, Sect. 5 provides conclusions and suggestions for
future work.

2 Review of Existing Work

Quite a few schemes have worked on blockchain-based Electronic Medical
Records systems and many have succeeded to some level. Vora et al. [15] pre-
sented a blockchain-based approach for efficient storage and transfer of EMRs.
In their results, the authors found out a trade-off between complete encryp-
tion of patient’s records and maintenance of ease of use and concluded that
both cannot go hand-in-hand. Kaur et al. [16] proposed a solution and gave a
future direction to store heterogeneous medical data in cloud environments on
a blockchain-based system. The cloud environment is incorporated to mitigate
the scalability issues which come with storing the data on the blockchain itself.
Chen et al. [9] proposed a blockchain-based novel system for medical information
sharing with a complete business process. In the proposed system, the informa-
tion systems were combined with blockchain technology in which authorized
users could jointly maintain the information in the network using a consensus
mechanism. Li et al. [17] presented a novel data preservation system (DPS) that
provides a reliable storage solution to ensure the stored data’s primitiveness and
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verifiability while also users’ privacy preservation. The proposed system could
deal with situations of data loss and tampering.

Tripathi et al. [7] proposed a Secure and Smart Healthcare System (SSHS)
framework, based on blockchain, to provide a healthcare system which is secure
and private. The authors took the various IoT devices into consideration and
proposed a framework to constantly monitor the patient’s health and store the
data in the blockchain.

Sun et al. [18] proposed a blockchain-based EMR system that enables doc-
tors to add and encrypt patients’ data with access policies and then upload the
encrypted data to IPFS. For searching particular encrypted data records, key-
word index searching is also employed. Tanwar et al. [8] proposed a distributed
ledger system architecture and algorithms for a patient-centric approach to pro-
vide an access control policy to different healthcare providers. The authors were
successful in eliminating the centralized authority and a single-point of failure
in the system. Usman and Qamar [19] presented an EMR preservation system
based on blockchain, providing efficient, reliable, and secure storage, to better the
availability and accessibility of medical records. In the proposed system, patients
can actively manage their records and control access to their data. Huang et al.
[20] presented a blockchain-based scheme for privacy preservation. The scheme
employs the secure sharing of healthcare or medical data between entities like
patients, doctors, research institutions, and semi-trusted cloud servers. The main
contribution to the research is the employment of Zero-Knowledge proof which
helps in verification of whether the patient’s medical records meets the require-
ments proposed by research institutions without revealing the patient’s data
or records to achieve data availability and consistency among both parties.
Shamshad et al. [21] presented a novel blockchain-based protocol managing the
privacy and security of patient’s health records for improved diagnosis and effi-
cient treatments in Telecare Medicine Information System (TMIS). Pandey and
Litoriya [22] presented challenges faced during the implementation of health-
care services on a large scale (specifically India) and proposed AarogyaChain,
based on blockchain technology. The authors employed Hyperledger fabric to
form a model to store patient’s EMRs and tested the throughput of the system
analyzing the scalability of the system.

After extensive research, it was found out that blockchain is indeed a rising
technology that can help in improving the healthcare sector to a significant level.
Table 1 shows the comparison of the proposed model with existing models based
on similar principle.

3 Proposed Methodology

In this section, a blockchain-based approach for EMR sharing is introduced.
Consequently, the blockchain-based system architecture for EMR sharing is also
proposed.
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Table 1. Comparison of the proposed system with similar models

S. No. Paper Patient

centric

Access

control

IPFS used Performance

evaluation

Blockchain used

1 Sun et al.

[18]

✕ ✕ ✓ ✓ Ethereum

2 Vora et al.

[15]

✓ ✓ ✕ ✕ Ethereum

3 Tanwar et

al. [8]

✓ ✓ ✕ ✓ Hyperledger

fabric, Composer

4 Tripathi et

al. [7]

✓ ✓ ✕ ✕ Public and private

blockchain

5 Usman et

al. [19]

✓ ✓ ✓ ✕ Hyper ledger

Fabric, Composer

6 Omar et

al. [23]

✓ ✕ ✕ ✕ Not specified

7 Proposed

system

✓ ✓ ✓ ✓ Binance Smart

Chain

3.1 System Architecture

In the proposed system, there are 3 main entities: (1) The deployer, (2) the
doctor, and (3) the patient. Unlike the traditional system, where all the rights
of adding, updating, and deleting the records were with the administrator of
the system, here, the patient is the sole owner of his/her records. Whereas the
deployer is responsible for deploying the smart contracts on the blockchain net-
work, the doctors is responsible for adding new patients and records to the
system. In the proposed system, underlying blockchain technology enables the
EMR to be distributed with other entities. In the proposed system, various smart
contracts are defined, which are: HospitalContract, and PatientContract.

The system workflow is easy to use and access. Doctors are registered in the
network by the deployer using a password and the public address of the doctor.
After registration, the doctor is then given the authority to create new patients
and add/view records. Whenever a doctor creates a new patient, the initial data
of the patient is added to the blockchain network returning back a unique ID
(in a form of QR) which will be the permanent key of the patient.

Whenever creating a new record, the doctor can add multiple values which
then are sent to the IPFS [24] which returns a unique hash which will, from here
on, be used to access these stored records. The records will not be available to
everyone on the network but can only be accessed using the patient’s unique ID.
The system architecture is shown in the Fig. 2.

3.2 Technology Stack

The public blockchain Ethereum-based framework, called Binance Smart Chain
is used to develop the proposed electronic medical records system. Ethereum is
an open-source, permissionless Distributed Ledger Technology (DLT). Ethereum
provides transparency, security, and immutability to the system. Binance Smart
Chain is a clone of original Ethereum blockchain, but provides better security,
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Fig. 2. Proposed system architecture

scalability, and lower transactional costs. The coin used in the BSC (Binance
Smart Chain) is called BNB. The proposed system uses BSC as the main
blockchain. To handle all the transactions and the functions in the proposed
system, smart contracts are required. The proposed system uses Solidity pro-
gramming language which is a high-level, an object-oriented language for imple-
menting smart contracts and governs the behavior of accounts and nodes within
the Binance state [25].

To perform any task on the Binance platform, the user has to call the function
corresponding to the required action. If the function call results in a change of
state on the blockchain network, then the function call is treated as a transaction.
To mine a transaction into a blockchain network, some amount of BNB, in the
form of gas, is required. Gas is a denomination of Ether or BNB, also known as
wei (smallest denomination of BNB) and its value is 10–18 BNB. To handle all of
these transactions effectively, a browser extension Metamask is used. Metamask
is an Ethereum based wallet that helps in handling and signing transactions [26].
But since testing of the model requires a lot of transactions, using real BNBs
doesn’t sound feasible.

For the testing purposes, the proposed system uses Binance Testnet which
provides us the capability to test our dApps without using real cryptocurrency.
The proposed system uses Reactjs [27], a popular Javascript library to create
front-end user interfaces, and web3.js [28], a collection of Ethereum Javascript
API libraries that enables the front-end to connect to the smart contracts on
the Binance blockchain. Since the proposed system is not tied to any particular
storage system, IPFS is used to store patient’s final records.

3.3 Proposed Algorithms

This section presents details of the algorithms proposed in the system. The
precise execution and creation of the doctor is shown in Algorithm 1. The initial



238 S. Sharma et al.

requirement for doctor creation is that the node registering the doctor needs
to be the deployer. The main requirement for the doctor creation is the public
node address. Every doctor needs to have a node address to get registered on
the blockchain network. If every added information is up to the standards, the
doctor will be registered as an authorized participant in the blockchain network.

authAddress[doctor′sNodeAddress] = true (1)

The process to create a new patient in the blockchain network is shown in
Algorithm 2. Here, the initial requirement is the authorization of the doctor’s
node. After granting access, the doctor now can input the basic details for the
patient. Here, the algorithm uses the combination of the patient’s name, blood
group, age, current timestamp, and the current block difficulty to create a unique
ID for the patient. The block difficulty is a metric that calculates the average
time to create a block in the network. Here, these values are encoded and hashed
using hashing algorithm, keccak256, to create a unique hash ID for the patient.

patient′sID = Keccak256(block.timestamp, block.difficulty, name, dob, bGroup) (2)

Algorithm 1. Pseudocode to add a new doctor
BEGIN
if user == contract deployer then

if doctor’s ID does not exist then
if password == entered password then

enter doctor’s initial infomation
enter node address of the doctor

end if password is incorrect
else doctor already exists
end if

else user needs to be the deployer
end if
New doctor created
END

From here on, the previous records of the patient can easily be accessed using
the patient unique ID. The process to add new records to the blockchain network
are depicted in Algorithm 3. For input, the patient provides his/her QR Code to
the doctor which lets the doctor gain access to the patient’s previous records. An
authorized doctor can add a request to add new records to the patient’s node.
After adding, the data is converted into a JavaScript Object Notation (JSON)
file and is sent to the InterPlanetary File System (IPFS). IPFS stores the data
and returns the hash address to the system. This hash is then stored in the
patient’s node as a new record address.
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Algorithm 2. Pseudocode to add a new patient
BEGIN
if doctor == authorized node then

Enter patient’s details
Generate patient’s unique ID using keccak 256
Data stored in Struct
map the patient’s unique ID to his struct address

else patient cannot be created
end if
New patient is created
END

Algorithm 3. Pseudocode to add records
BEGIN
Enter patient’s ID access patient’s node
if the patient exists then

Request to create new record created
Add data to the patient’s node
Convert the entered data into a JSON format file
Send the file to the IPFS and fetch the hash address returned
Store the hash in the blockchain and show final records

else the patient doesn’t exist
end if
New records added
END

4 Results and Discussion

In this section, the proposed system is evaluated and results are compared with
the transaction costs of various functions involved in the system.

4.1 Simulation Settings

For the test runs, a dataset of 15 diseases is used. Every disease is given a serial
number, a name, a summary, and cures prescribed by the doctor. Once the
smart contracts are compiled, all the functions and variables are converted into
low-level assembly opcodes which can be read by Ethereum Virtual Machine
(EVM). These opcodes are then imported into the React framework using the
web3 module allowing it to connect to the front-end of the application. Every
transaction is recorded in Metamask and mined in the blockchain provided by
Binance testnet.

4.2 Experiment

To get a better idea of the transaction costs or gas prices involved in the exe-
cution of the functions, gas requirements are obtained and then their costs are



240 S. Sharma et al.

estimated. The experiment is performed on BNB testnet where the gas price to
perform the transactions was 10 Gwei or 1010 wei. It must be noted that 1 Billion
Gwei is equal to 1 BNB and the price of 1 BNB at the time of this experiment
(November 2021) was around $634.

Table 2 represents functions, the gas costs, and the average transaction costs
involved (in USD). Deploying the contract is a one-time process. In the test runs,
the cost for deploying the contract came out to be an average of 0.017 BNB or $
10.77. Adding the doctor is also a one-time process. For this, the deployer needs
the public address of the doctor. In the test runs, the average cost for creating
a doctor came out to be 0.000908 BNB or $0.57. Adding a patient is also a
one-time task. In the test runs, the cost for adding a new patient to the network
came out to be 0.009476 BNB or $6.003. Adding a new record to IPFS returns a
unique hash that costs 0.0016 BNB or $1.01 to be saved on the blockchain. This
means that a patient can get new records entered into his node with a minimal
amount of 0.0016 BNB or $1.01, neglecting all the one-time functions.

Fig. 3. Transaction costs comparison between blockchain and IPFS

Based on these gas costs, the proposed system is compared with the tradi-
tional systems where the data was stored on the blockchain itself. Table 3 shows
the comparison of transactional costs between both of the scenarios. As there
can be multiple tuples in a single record, the transaction cost in the Fig. 3 is
increased proportionally to the number of tuples. But after using the IPFS, the
transaction cost came out to be really low. In our results, we found out that
for a record with 15 tuples, the transaction cost will remain the same as for the
record with 1 tuple.
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Table 2. Gas costs and transactions costs for the functions in the proposed system

S. No. Function Gas cost Cost estimate (in

BNB)

Cost estimate (in

USD)

Number of times

to be repeated

1. Deploying the

contract

1736649 0.017 10.77 One time

2 Add a new

doctor

90823 0.000908 0.57 One time

3 Add a new

patient

947639 0.009476 6.003 One time

4 Store the

record hash

from IPFS

144816 0.0016 1.01 Once for each

record

Table 3. Gas costs and transactions costs for record storage comparison

Patient records Gas cost Cost estimate

(in BNB)

Cost estimate

(in USD)

Number of times to

be repeated

On blockchain 129122 0.001291 0.81 Once for each tuple

On IPFS 144816 0.0016 1.01 Once per record

4.3 Discussion and Analysis

Blockchain has revolutionized the creation, storage, and management of data. Its
decentralized, distributed, and immutable nature of storage provides a significant
upgrade to the traditional centralized system of storage and can help in situations
of catastrophic and disaster. This is a huge advantage, considering the fact that
data can easily be lost in Medical institutions. In the proposed system, use of
multiple contracts ensures improved privacy and security. Because of this, no
unauthorized entity will be able to access records of the patient without going
through initial contracts.

As discussed in Sect. 4.3, IPFS provides a significantly low cost for the stor-
age of patient’s records compared to the scenario where records are stored on
the blockchain itself. Storing a hash address is cheaper than storing the whole
record of the patient. IPFS also provides added security and avoids the reduced
bandwidth problem in the blockchain network, as the major amount of data will
be stored off-chain. Thus, IPFS provides a major advantage over the blockchain
network.

5 Conclusion

Blockchain technology, combined with other modern technologies, plays an
important role in medicine and can transform the current healthcare industry.
In this paper, current challenges and issues faced by the healthcare industry
are discussed. The proposed system defined algorithms and architecture for an
EMR system that achieved privacy, security, and immutability of patient’s data.
The proposed system is implemented and evaluated using blockchain technology.
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The involvement of blockchain eliminates the central authorisation or middle-
man from the system and is saves the network from single point of failure. The
use of IPFS saves the bandwidth of the system and makes the transactions fast
and cheap. For future works, researchers can include smart contracts to add more
functionalities like billing, transportation, reports, etc. to create a full-fledged
healthcare management system. The researchers should also focus on different
blockchain technologies, like Ethereum 2.0 which is estimated to use very low
transactional costs with faster mining on the network. Beyond this, researchers
can also extend the proposed work by implementing it in a real-time environment
by adding real participants to the system.
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Abstract. With the deployment of Internet of Things systems now becoming
much more large scale, there arises a need to see beyond cloud as the number
of IoT devices are increasing exponentially which in turn are generating huge
quantities of data which needs to be processed in real time. Edge computing
provides the required support to handle such huge volumes of data by providing the
cloud services at the network edge; which improves the response time, bandwidth
consumption, efficiency, reliability of any IoT application. IoT systems can greatly
benefit from having cloud-like computational facilities closer to the source of the
data. Hence, this paper mainly focuses upon analysing the collaboration of IoT
and edge in IoT based air pollution monitoring applications. The survey further
provides a comparison between edge-based and cloud-based systems, drawing
attention to the advantages edge computing has over cloud computing.

Keywords: Air pollution monitoring · Cloud computing · Edge computing ·
Internet of Things

1 Introduction

The concept of ‘Internet of Things’ came into existence when Kevin Ashton first pro-
posed it in 1999 [1]. Ever since, its conception, it has transformed the face of networking.
İt has provided the world with a dynamic framework where almost everything that can be
equipped with sensors, actuators, processors, communication modules can be regarded
as a uniquely identifiable ‘thing’ in this enormous heterogenous network [2]. IoT, in
the past decade has been put to use by technologists in almost every sector with an
aim to enhance the quality and improve the efficiency in various domains, be it health-
care, agriculture, sustainable cities and infrastructure, autonomous cars, environmental
monitoring, supply chain, manufacturing, industry 4.0 and more [3]. This has led to an
exponential growth of Internet of Things with millions of devices (things) being added
to the network every day. After analysing the current trend and the future potential, it
has been estimated that by the end of 2025, there will be approximately 41.6 billion IoT
devices. This number is nearly double the previous estimation made by Gartner in 2014
where 26 billion IoT devices were expected to be added by the end of 2020 [4]. These
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41.6 billion devices are further expected to generate nearly 79.4 zettabytes (ZB) of data,
in other words, trillions of gigabytes of data will be generated worldwide [5].

The advent of a wide range of enabling technologies, such as low-power smart sen-
sors, highly efficient processors, communication protocols (2G/3G/4G/5G,GPS,Wi-Fi),
cloud computing, support for security, privacy, data storing, processing and visualiza-
tion tools, application software have revolutionised Internet of Things. İt is the fastest
growing trend and will continue to rise with such advanced technologies at our disposal.
These technologies have allowed Internet of Things to offer interconnectivity, hetero-
geneity, interoperability, scalability, safety, energy management, data management and
much more [6]. A typical IoT architecture is a layered structure with sensing layer at
the lowest level, followed by communication layer, cloud layer and finally the appli-
cation layer [3]. The sensing layer constitutes of smart devices that collect information
in real-time, which can be regarding air quality, motion, temperature, humidity, pollu-
tant concentration, etc. These devices can be standalone sensors or sensors attached to
microcontroller boards which have some memory of their own to be able to locally store
some data. These devices are also equipped with communication module, so that they
are able to transmit the collected data through gateways to cloud (datacentres) where the
data can be analysed and processed for further use.

IoT devices produce a huge amount of data and that data in the raw form do not
denote much meaning. Hence, there is a need to process and analyse the collected data
by applying appropriate machine learning or artificial intelligence algorithms, so that it
can be utilised to highlight patterns, trends and can even be used for predictive analysis
[7]. As a result, cloud computing has always been an integral part of the core IoT
architecture as it provides a centralized storage space where all data obtained by the
heterogenous network of devices is sent for further processing [4]. Cloud computing
provides the users with shared services which are generally broadly categorised as,
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a Service
(SaaS) [8]. However, with the rapid increase in the number of IoT devices and the amount
exploding beyond billions of gigabytes, it becomes hard to send all the data to the cloud
which could physically be thousands of miles away. The data pipeline traffic increases
and so does the cost of centralized storage and analysis of data which is contrary to
the main objective of IoT applications, i.e., is faster real-time response. Hence, this
calls for local processing of data such that the latency and connectivity issues of IoT
devices can be alleviated [5]. This is where edge computing can play a major role as
it basically means, processing data at the ‘edge’ of the network. Edge computing has
the capability to transform the way data obtained from billions of devices is stored,
processed and analysed, as it ensures much faster and reliable service [9]. İn this paper,
the contribution of edge computing in the field of Internet of Things has been explored
in detail. The main objectives of the paper are as follows:

• To understand in detail the concept of edge computing and its distinct characteristics.
• To examine the role of edge computing in the field of Internet of Things.
• To compare cloud-based and edge-based computing with respect to IoT-enabled air
pollution monitoring frameworks.
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The rest of the paper has been organised into various sections. In the second section,
the concept of edge computing, and its distinct characteristics have been elaborated,
which is followed by the third section where the role of edge computing in Internet of
Things has been examined. In the fourth section, a comparison has been done between
cloud based and edge based IoT frameworks for air pollution monitoring with an aim
to highlight the significance of edge in IoT applications that generate large amounts of
data. The last section briefly concludes the paper.

2 Edge Computing

2.1 Definition and Characteristics

Edge computing can be regarded as an upgradation of cloud computing which allows
storing and processing of data at the edge of the network without having to send the
entire data stream to the centralized serves for computational purposes [10]. The ‘edge’
in such a network is any device that is sitting between the source of the data and the cloud
data servers [11]. Figure 1(a) depicts a traditional IoT-cloud architecture and Fig. 1(b)
shows a modified architecture with an additional edge layer in between the IoT devices
and the cloud. An edge device can be considered as a link between the cloud and the
end devices as it has the capability to work on data coming from the cloud as well as the
IoT devices [11]. However, the main task of an edge is not only to transfer the data, but
infact to store, process and compute the consumed data. İn other words, edge computing
has the capability to bring the services facilitated by cloud computing much closer to
the end user [10] which results in smaller response time and efficient processing of data,
as the data is handled locally instead of being transferred all the way to the cloud [12].

Characteristics of Edge Computing. The exponential growth in the number of devices
connected to the network and in turn the data being produced by them has reached
unprecedented volumes [9]. İn addition, with the growth of 5G networks data generation
is further expected to increase. Transferring such huge volumes of heterogenous data
to the cloud leads to latency, bandwidth, security and reliability issues. Devices these
days are more than capable of merely gathering and transferring data, they are equipped
with storing and computational capabilities as well [13]. This gives scope to relocate
processing tasks closer to the network edge. Hence, there have been numerous studies in
the recent times which have utilised edge computing paradigms viz. fog computing [14],
cloudlets [15], mobile edge computing [16] in real -time applications to dig up trends and
patterns, perform predictive analysis and deep learning tasks. Thus, edge allows one to
exploit the connected devices to their maximum potential. Although, edge computing as
of now is in its infancy phase as there are various open challenges associated with it like,
heterogeneity, standard protocols, availability, mobility, scheduling and load balancing,
trust and authentication, pricing [17, 18], etc., but it is estimated that by the end of 2025,
75% of data will be handled at the edge (in today’s time, the figure is nearly 10%) [9].
The following are certain unique characteristics of edge which make it an optimal choice
for near-real processing of data:
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Fig. 1. (a). Typical IoT-cloud architecture (b) edge-cloud IoT architecture

Reduced Latency. Reduced latency is the prime characteristic of edge computing due
to its very nature of performing local processing of data closer to the end devices [19].
It increases network performance as the data doesn’t have to travel far and allows delay-
sensitive applications to collect and analyse data faster and trigger the required action
[20].

Optimized Bandwidth. Normally the data produced by devices is sent back to the cen-
tralised servers where analytic tools are applied to draw inferences. However, in majority
IoT based applications, thousands of devices are deployed and each device continuously
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sends data packets to the cloud; the network bandwidth becomes clogged and causes
delay and sometimes loss of data as well. Thus, edge computing performs the essential
task of pre-processing and filtering out the data first and sending only necessary and
compressed data to the cloud, in turn optimising the bandwidth [21].

Enhanced Security. Security management is one of the most critical aspects of any
network. Cloud computing architectures are more vulnerable to security attacks and
breaches on data since the data travels larger distances to reach centralized server.
Although, edge is equally prone to security attacks but the amount of data at risk is
considerably less. Owing to the distributed nature of edge architecture, if a single device
is compromised, it does not bring down the entire network [18, 21].

Geographical Distribution and Location Awareness. Most IoT applications involve
wide-spread sensor networks which demand distributed edge device deployment so that
location-based services are readily available. For instance, an environment monitoring
system can have sensors deployed over a larger geographical area which might need
faster and near processing of data obtained [22]. Furthermore, there are applications
which might require location specific data, for e.g., vehicular monitoring or disaster
management, here edge architecture allows the end devices to communicate with the
nearest edge-node available with the help of GPS (Global Positioning System) like
technologies.

Mobility Support. The variety of devices available have tremendously increased rang-
ing from smart phones, tablets, wearables to various other handheld devices which are
capable of running computation-intensive applications. These resource-intensive appli-
cations often rely on servers for storing and processing purposes. With this increase in
the number of mobile devices, arises the need for mobility support in networks. Edge
architecture has the ability to provide the necessary support, by enabling direct link of
communication between the end devices and the edge device [10, 18, 23, 24].

3 Role of Edge in IoT

IoT is a network which consists of millions of heterogenous devices and networks that
are linked by a wide spectrum of supporting technologies like Radio Frequency Iden-
tification (RFID), Wireless Sensor Networks (WSNs), cloud computing etc. [25]. The
advances in sensors and communication technologies have led to deployment of wide
scale smart IoT systems owing to their ability to transmit and analyze the data. The
applicability of IoT in areas like healthcare, manufacturing, infrastructure sustainable
development, autonomous vehicles, smart cities, pollution monitoring and many more,
make it a multidisciplinary interest. As a result, its use is becoming widespread as
more and more companies, enterprises, businesses, governments are building intelligent
systems for the various abovementioned fields.
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3.1 Significance of Edge

The idea behind Internet of Things is a simple concept where sensors are used to obtain
physical world data and this data is transmitted to web-based servers (cloud) for storage
and processing to further draw inferences and make intelligent decisions for the next
course of action. The IoT devices are generally resource-constrained and hence rely
on cloud services for computation-intensive tasks [26]. However, with the increase in
number of IoT devices and the variety of data collected by them, it is becoming difficult
for the cloud to meet all the requirements [23]. Transmission of such huge volumes
of data consumes excessive network bandwidth and that increases the associated costs
of cloud services [27]. Another issue with traditional cloud computing is the longer
response time [26]. Majority of the current IoT applications require computing in real
time with minimum possible latency, such that as soon as the data is perceived, the
actuation process can be triggered. Applications like heath monitoring where the delay
in response can turn into a matter of life and death or applications like industrial and
environment monitoring expect a low response time [20].

İn such scenarios, edge computing proves beneficial as it delivers computing services
closer to the IoT devices with decreased response time and increased efficiency [7]. Edge
acts as a small data centre that is physically near the IoT device and provides cloud-
like services [28]. İt also promotes efficient data management by pre-processing of data
and filtering out the necessary data that needs to be sent to cloud for further analysis
[23]. IoT devices are battery powered and by nature have a smaller lifetime; however,
edge helps to extend the battery life of IoT devices since the communication between
the both happens over a shorter distance. Also, short distance communication reduces
the risk of enroute security attacks on the data, hence enhancing the reliability of the
network. Edge offers more resilient data communication due to its distributed nature as
the failure of a single edge node does not hinder data transfer by IoT devices [7, 27].
Further because of this decentralized storage and processing, edge encourages scalability
in IoT networks. Hence, edge computing allows efficient, reliable, secure, cost-effective
computing facilitating large scale IoT implementation.

As of now, there are not many IoT applications that depend entirely on edge com-
puting, but lately more and more devices are connecting to the network, making edge
computing an important enabler of IoT. Other than reduced latency and bandwidth, local
storage and processing, there are still many unknown benefits of edge which are being
discovered with the wide spread growth of real-time IoT applications.

4 IoT Enabled Air Pollution Monitoring

Rapid industrialization and urbanisation have had deteriorating effects on our envi-
ronmental health. The global air quality is worsening due to the pollution created by
industries and transportation. Air pollution has been listed as one of the highest risk
factors and is responsible for millions of premature deaths each year [29]. The harmful
pollutants released into the air by vehicles, industries, buildings have detrimental health
impacts and prolonged exposure to these pollutants can cause serious complications
such as respiratory issues, reduced lung capacity, asthma, cardiovascular diseases, skin
and eye infections and many more [30]. Air pollution also has poor effect on plant and
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aquatic life. Nearly 90% of the world’s population is breathing the air whose pollutant
concentrations are more than the standards issued by WHO [31]. Hence, it is absolutely
necessary tomonitor and control air pollution at a large scale. Governments and pollution
control boards have installed stationary air quality monitoring stations; however, these
traditional stations are bulky and expensive to install. Moreover, there is usually a single
monitoring station in a city, and sometimes these are out of function [32]. A problem
as serious as air pollution requires real-time widespread monitoring. There is a need to
monitor and control air pollution at street level. This is where, Internet of Things with
its wide range of technologies can play an important role. Researchers have undertaken
many studies to propose various frameworks that are cost-effective, efficient and can
help monitor air pollution in real time.

A typical IoT based air pollution monitoring system has sensors deployed at the
lowest layer, which can accurately obtain pollution data, the collected data is then sent
to local gateways or cloud for further processing [33]. The next subsection discusses
some of the proposed models in the recent years and the technologies utilised by them
to monitor and control air pollution.

4.1 Existing Frameworks

İn the recent years, many IoT enables frameworks have been proposed for real-timemon-
itoring of air pollution worldwide [34–39]. A wide range of technologies [33], includ-
ing sensors (such as, MQ-series, MICS- series, SEN-series, particulate matter sensors
for sensing wide range of pollutants like carbon dioxide, carbon monoxide, oxides of
sulphur, oxides of nitrogen, particulate matter etc.), microcontroller boards (Arduino,
Raspberry Pi, NodeMCU etc.), communication technologies (RFID, Bluetooth, Wi-Fi,
Cellular etc.) and cloud platforms like (AWS, Microsoft Azure, ThingSpeak, MongoDB
etc.) along with machine/deep learning techniques have been utilised in the proposed
systems [40]. Air pollution systems generate a lot of data which needs to be stored and
processed to take necessary actions. Hence, in recent times, there have been studies
which are utilizing the benefits of edge computing to manage the data more efficiently
[39, 41, 42]. The pollution sensors used are battery operated with a limited lifetime, and
are continuously sensing the environment, their lifetime can be increased significantly
by introducing edge computing. Edge also allows quick decision making by applying
machine learning on the data where it is generated. Furthermore, cloud and edge have
together been used for more advanced systems where the benefits of edge and cloud
both can be exploited for developing real-time applications that not only monitor the
data, but also generate trends and patterns of pollution data which can prove helpful to
curb and control air pollution [37, 38, 43, 44]. Detailed findings of some of the recently
proposed systems have been enlisted in Table 1.
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Table 1. Summary of various IoT-enabled air pollution monitoring frameworks

Study Cloud/Edge Objectives/Findings/Contribution Limitations/Future scope

[36] Cloud A low-cost, low-power system
which monitors various pollutants
via sensors and sends collected data
to cloud for better management of
data
Stored data is then used to take
necessary actions by the authorities
to curb air pollution

The collected data can be used to
discover long-term pollution
patterns and relationship between
various pollutants utilizing cloud’s
resources

[45] Cloud A wireless smart air quality
monitoring system that uses
low-cost sensors and cloud storage
to store the records of air pollution
in an area and sends message to
user whenever unhealthy air quality
is observed
Easy to install system provides real
time web-based application that
displays pollution data

Real time functionality dependent
on the availability of wireless
communication for cloud storage
Network communication area
needs to be explored for wider
application

[35] Cloud Portable low-cost system proposed
for real time monitoring particulate
matter with high spatial resolution
The system developed produces
statistically equal results when
compared to existing high-cost
stationary monitoring stations

İmprovements in data reliability
can be done and power
consumption of sensor nodes can
be reduced
Further, street level resolution can
be provided such that pollution
sources are identified and
predictions can be made

[46] Cloud An environment monitoring system
which uses LoRa (long range)
wireless communication
technology to facilitate
communication over larger area
State-of -the-art sensor
technologies used to improve
sensing reliabilities and extend
battery life and reduce system costs

Higher accuracy of sensor data
can be achieved by applying
machine/deep learning algorithms
Distributed architecture can be
implemented to further extend the
area being monitored

(continued)
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Table 1. (continued)

Study Cloud/Edge Objectives/Findings/Contribution Limitations/Future scope

[34] Cloud A cloud-based air quality
monitoring system which shows the
concentrations of certain pollutants
in the surrounding area to the user
via a mobile application
Designed for visualising real time
data on geographical maps from
anywhere in the city

A dedicated cloud server has been
deployed for the obtained data;
however, more processing can be
performed on the data to draw
meaning and generate trends
instead of just storing the data

[39] Edge Reduced computational burden of
battery powered sensing nodes up
to 70% with edge computing
Data transmission strategies applied
to minimize network traffic
Power consumption reduced to up
to 23% with minimum cost

Supports only static sensor
networks

[38] Edge-cloud Real-time pollution monitoring in
highly polluted areas on the city by
deploying low-cost edge devices
with sensors
On location processing done to find
out any patterns in air pollution
gives contextual information

Some issues related to edge need
to be addressed, for e.g., number
of IoT devices connected and their
power limitations
Restrictions on communication
protocols utilized for sending data
to the cloud

[41] Edge High accuracy, low cost. Real time
pollution monitoring and prediction
system using edge reducing
dependence on cloud
İncreased accuracy of pollution
sensors by application of Kalman
Filter algorithm on edge
Putting machine learning on the
edge reduces transmission delay
and enhances better decision
making

Edge layer designed to be too
centralized, hence any disaster can
lead to data loss
Early warning mechanism of the
edge layer can be improved
further by considering external
environmental factors

(continued)
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Table 1. (continued)

Study Cloud/Edge Objectives/Findings/Contribution Limitations/Future scope

[43] Edge-cloud Air quality monitoring
methodology proposed where
sensors collect data and transfer to
the fog nodes for quick service
Non-actionable data is refined at
fog nodes and sent to cloud for
longer storage (months, years)
duration and batch analytics
Algorithms applied to decrease
network traffic and power
consumption

Data worth years of monitoring
can be put to use by applying
better analytics and visualization
techniques to understand the trend
of air pollution over the years and
make predictions

[37] Edge-cloud Combination of edge and cloud
computing to develop intelligent air
pollution monitoring system
İntegration of various technologies
such as OpenStack, Kubernetes,
Docker, and Ceph to implement
edge monitoring architectures
System collects memory, network
information to monitor power
consumption

İntegrating more open-source
software for better edge
implementation, for IoT devices
Machine learning and deep
learning technologies can also be
integrated to enhance efficiency of
systems

[44] Edge-cloud Architecture for both static and
mobile sensor networks
Basic processing of the data
performed at the edge by sensors
and more complex processing is
carried out at cloud on the
aggregated data

Real time statistics can be applied
on the aggregated data to make
sense out of it for future use

[42] Edge A quick responding system to air
pollution in remote areas with low
bandwidth availability
Applies hybrid prediction
architecture by implementing
machine learning algorithms at the
edge to achieve a balance between
accuracy and speed
İmplementing edge helps get a
quicker response in areas with poor
internet connection

Evaluation prediction performance
should be focussed upon
Samples of pollution data can be
reduced from 8-h format for better
prediction
Multiple nodes performing local
and prediction processing can be
deployed for distributed
computing
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5 Conclusion

The paper explores the use of edge computing paradigm in Internet of Things appli-
cations. Edge computing has gained a lot of attention in the recent years due to the
benefits it offers in implementation of IoT based systems. In this paper a survey has
been conducted on IoT enabled air pollution monitoring systems and it has been found
that in the past three to four years, there has been an increase in the number of studies
which are relying more on edge computing paradigm due to its ability to address some
of the most prevalent problems in existing systems, such as latency concerns, bandwidth
costs, IoT devices battery life. A lot of systems still depend on cloud for computing
purposes; however, the use of edge has seen an upward trend in the recent years. It has
further been observed that in a few studies researchers have suggested the use of hybrid
edge-cloud systems to enhance network performances, improve computational capa-
bility where edge provides real-time analysis and cloud offers centralized services for
large scale analysis. For future work, the aim is to propose a robust real-time edge-cloud
assisted air pollution monitoring system for large scale implementation.
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Abstract. Speech Emotion Recognition aims at perceiving the hidden emotional
state of an individual from their speech signals, regardless of the semantic con-
tent. This paper presents deep learning techniques to classify emotions. Audio
recordings from the IEMOCAP (Interactive Emotional Dyadic Motion Capture)
Dataset and RAVDESS (Ryerson audio-visual dataset of emotional speech and
songs) are used as speech signals. MFCC (Mel Frequency Cepstral Coefficients)
features are extracted from speech signals and used as input features for training
the deep learning models. Models such as CNN, LSTM are generally a better
fit in performing tasks like emotion recognition. However, considering the spatial
features of audio will better predict the emotion which can be achieved using Cap-
suleNets. On comparing the CNN-LSTMmodel with CapsuleNets and evaluating
them using metrics such as accuracy, precision, recall, and F1-score on IEMO-
CAP and RAVDESS datasets, CapsuleNets attained an accuracy of 94.01 & 84.2
respectively. Additionally, Loss and Accuracy curves are analyzed to understand
the learning performance of models over time.

Keywords: Speech emotion recognition · CapsuleNets · CNN · LSTM · Spatial
features · MFCC

1 Introduction

Signal processing techniques have enabled systems to reply to people via speech sig-
nals, but their inability to identify the emotional state remains to be a concern. Thus,
Emotion Recognition emerged as an active field of research to promote human-machine
interaction.

Speech emotion recognition is a system that uses speech signals to interpret emotions.
One of the most natural means for humans to convey their emotions is through speech.
Variations in the autonomic nervous system can impact a person’s voice in an indirect
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manner, and technology can use this data to discern emotion. This technology i.e., Speech
emotion recognition can be utilized in a variety of areas. For example, it can assist call
center agents in perceiving emotions of their customers. Also, most of the youth are
suffering from emotional distress, causing suicides. Speech emotion recognition allows
us to recognize an individual’s emotional state and thereby take appropriate action [16].

Interpreting emotion through speech signals is a challenging task as it involves
diverse languages, contexts, accents and sometimes humansmight exhibit multiple emo-
tions in the same speech signal [17]. Another issue with speech emotion recognition is
determining input features that would best reflect the underlying emotional state. Speech
signals comprise numerous frequencies associated aspects that are spectral features, out
of which MFCCs (Mel Frequency Cepstral Coefficients) are usually utilized in speech
emotion recognition with remarkable accuracy [18].

In this study, proposed models include CNN-LSTM and CapsuleNets. This blend of
CNN and LSTM is particularly effective since it incorporates capabilities of both neural
networks. However, CNN is unaffected by spatial or orientational information. Recently,
CapsuleNets have been recognized to address the limitation of CNNs in capturing spatial
features [19]. Therefore, comparing these two models allows us to select a suitable
architecture for performing speech emotion recognition.

The rest of the paper is organized as follows: Sect. 2 discusses similar researchworks;
Sect. 3 describes the datasets used. Section 4 explains the methodology, implementation,
results and offers a comparative study. Section 5 summarizes the research work and
presents the future scope.

2 Literature Review

CNN is capable of modelling two-dimensional inputs such as voice and picture well
which are difficult to describe adequately using conventional models such as SVM. It
presents a comparison of CNN with SVM, with SVM serving as the base model. Anger,
sadness, fear, surprise, and happiness are five emotions that are identified. SVM has
a 94.17% accuracy and CNN has a 95.5% accuracy in image recognition where CNN
gave better accuracy comparatively and required less time [1]. Excitation parameters
such as immediate fundamental frequency, excitation intensity, and excitation energy of
speech were taken into consideration for calculating Kullback-Leibler distance which
determines deviations between neutral and emotional speech on IIIT-H and EMO-DB
database. Kullback-Leibler distance is used to compare the correlation between neu-
tral and emotional feature patterns [2]. CNN and LSTM were integrated to develop
a novel spontaneous SER technique and AFEW 5.0 and BAUM-datasets were used
for evaluating the implemented model. CNN model is used to generate high-level seg-
ment characteristics from image-like spectrograms, and these are used to model long-
term temporal dependency by LSTM [3]. The K-means algorithm is used to choose an
optimal speech pattern, which uses the STFT algorithm to convert into spectrograms.
Using Resnet, discriminative and significant features are extracted from spectrograms of
speech signals, normalized them, and input them into BiLSTM to discover hidden pat-
terns, detect the end state of pattern, and identify the emotional state. Standard Datasets
such as IEMOCAP, EMO-DB, and RAVDESS which achieved accuracies of 72.25%,
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85.57%, 77.02%. respectively were used for determining the model’s reliability [4].
Novel approach for recognizing emotional states is developed, which is based on deep
and acoustic features. spectrograms and acoustic features are retrieved from speech sig-
nals, and deep features are extracted from the retrieved images of spectrogram using six
popular CNN Algorithms: ResNet50, VGG16, ResNet101, ResNet18, DenseNet201,
and Squeeze Net. ReliefF can be utilized to identify features from a hybrid vector space
composed of deep and acoustic features. This model is then tested on the IEMOCAP,
RAVDESS, andEMO-DBdatasets using SVM for classification and accuracies achieved
by IEMOCAP, RAVDESS, and EMO-DB datasets were 79.41%, 90.21%and 85.37%
[5]. Multiple CNNs are utilized to learn deep segment level binaural interpretations from
the Mel spectrograms which are extracted images. Block based temporal feature pool-
ing technique is introduced for combining learnt segment-level characteristics into fixed
length utterance-level features and these features served as the basis for using SVM for
emotion recognition. Experiments on the AFEW 5.0 and BAUM-1s datasets were used
to assess the model’s efficiency [6].

A speaker and text independent emotion identification system is developed to rec-
ognize emotions using a novel technique which is a combination of a Gaussian mixture
and deep neural network model. On the “Emirati speech database,” this novel classifier
was tested for emotion identification with different emotions. The performance of this
classifier which has achieved an accuracy of 83.7% has been compared to support vector
machines andmultilayer perceptron classifiers which achieved accuracies of 80.33% and
69.78% respectively [7]. Deep Learning is a relatively latest study domain in machine
learning that has received a lot of focus in recent years. Deep learning approaches for
SER provide a lot of benefits, such as the capacity to identify complicated structures and
features without requiring feature extraction and optimization manually. The categoriza-
tion of various environmental emotions such as happy, joy, sorrow, neutral, boredom,
disgust, surprise and fear are used to illustrate these deep learning approaches and associ-
ated layer-wise structures. Deep learning approaches have several drawbacks, including
a complex layer-wise internal structure, lower accuracy for dynamically changing input
data [8]. CNN is recognized as the better model compared to various other models.
The proposed model distinguishes between a female and male voice and recognizes
various emotions such as sad, neutral state, happy, surprise, anger etc. It obtained an
accuracy of 71% [9]. Features of speech such as Zero crossing rate, Fundamental fre-
quency, MFCC, Linear Predictive Coding are considered to classify the emotion. SVM
model is applied and is evaluated on three different linguistic databases namely Japan,
Thai, Berlin databases [10]. This study [11] gives an overview of various methods used
to extract audio features from a particular speech sample and different classifiers like
SVM, HMM (Hidden Markov Model), KNN (K-Nearest Neighbors), AdaBoost Algo-
rithm whose accuracy depends on the classification algorithm used, combination of fea-
tures extracted, and speech database used. This paper [12] takes in each audio file from
Berlin Database, that were split into 20 ms audio segments and each of these were used
to train the deep neural network which is optimized using Stochastic Gradient Descent.
The model classifies the audio samples into 3 classes namely sad, neutral, angry. A study
on SER using CNN [13] for which spectrograms were fed as input obtained from Berlin
emotions dataset. The model classifies the speech into seven distinct emotions. Also, a
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pre-trainedAlexNetmodel was used to assess the efficiency of transfer learning. Another
experiment done as a part of this study compares finely tuned models and freshly trained
models.

3 Dataset

In this paper, RAVDESS (Ryerson audio-visual dataset of emotional speech and songs)
and IEMOCAP (Interactive emotional dyadic motion capture dataset) are used. The
description of these datasets are as follows.

3.1 IEMOCAP

The IEMOCAP dataset [14] contains two kinds of dialogues: improvised and scripted
and is often used for emotion recognition by speech. The audiovisual data set contains
12 h of audio, speech, facial motion, videos, and text transcriptions. Each session in the
dataset has two actors (one female and one male) recording a script that depicts emotion
which is 3–15 s long and has a sample rate of 16 kHz. There are five such sessions.
Surprise, sad, anger, neutral, happy, excited, frustrated, fearful and disgusting emotions
are classified in each session and annotated by three experts. Pronunciations that two
experts agreed on after individually labelling the data are used. It compares the system
to happiness, neutral, anger and sadness emotions, which are commonly utilized in the
literature (Table 1).

Table 1. Frequencies and percentage of participation of each emotion in IEMOCAP database.

Emotion Frequency Percentage of participation (%)

Happy 1636 29.58

Anger 1103 19.94

Sad 1084 19.6

Neutral 1708 30.88

3.2 RAVDESS

The RAVDESS dataset [15] is an enacted dataset which is widely utilized for dialog
reactions and expressive music. The dataset consists of 24 actors (12 female and 12
male) exhibiting 8 emotions namely: Surprise, sad, anger, neutral, happy, fearful and
disgusting with 60 trials per each actor. There are 1440 audio files in total: 60 trials per
actor × 24 actors = 1440 with 48000 Hz sampling rate (Table 2).
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Table 2. Frequencies and percentage of participation of each emotion in RAVDESS database.

Emotion Frequency Percentage of participation (%)

Happy 192 13.33

Sadness 192 13.33

Neutral 96 6.667

Anger 192 13.33

Fear 192 13.33

Surprise 192 13.33

Disgust 192 13.33

4 Proposed Methodology

4.1 Implementation

4.1.1 Combination of CNN and LSTM

The Long Short-Term Memory (LSTM) network is possibly the most successful RNN
(Recurrent Neural Network) because it conquers the challenges of training a recurrent
network and is being used on a wide range of applications. LSTMs and RNNs in general
have been successful with NLP (natural language processing) (Fig. 1).

Fig. 1. CNN-LSTM architecture
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This includes patterns of speech, text and patterns of language represented in the form
of time series. ForLSTMs, to derive insights fromhigh-dimensional data is a tedious task.
Convolutional Neural Networks (CNNs) are handy in bringing down the dimensionality

Fig. 2. CNN-LSTM model summary
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by retaining the important features. The suggested model is a combination of CNNs and
LSTM.

This model (Fig. 2) constitutes four convolution layers with ELU (Exponential linear
unit) as the activation function which helps to bring down the dimensionality followed
by an LSTM network. The dimension of the input is 128 × 128 x 1. The convolution
layers in front of the CNN’s fully linked layers are sliced and appended to a 256-cell
LSTM layer. As a result, following the convolutional portion, the 128× 128× 1 input is
scaled to a 128 × 1 feature vector and finally passed on to layers of LSTM. The LSTM
output is fed to the Dense layer with SoftMax as an activation function giving out the
predicted emotion as the output label.

4.1.2 CapsNet

Viewpoint invariance can be attained in the activities of neurons, a capsule is a better
depiction of neurons than convolution. Capsule Networks (CapsNet) are networks that
can retrieve spatial information and other key properties in order to avoid data loss during
pooling operations. A vector is produced by a capsule which represents a generalized
related attribute, whereas a neuron produces a scalar. A capsule tries to capture many
characteristics of an object inside an image, such as velocity, position, texture, size,
deformation, angle of view and so on, in order to determine the likelihood of the existing
entity. When compared to ConvNets, CapsuleNets need less data to train.

In this model, the input is fed into a conventional Convolution layer followed by
the primary capsule Layer (Conv2D layer with “squash” as activation function which is
represented as Equations below where cij are coupling coefficients and transformation
matrix being wij).

vj = ‖sj‖2
1 + ‖sj‖2

sj
‖sj‖ (1)

sj =
∑

i

ciju
∧

j|i, u
∧

j|i = wijui (2)

The Primary capsule layer is connected to the digit capsule layer where the dynamic
routing between the capsules happens(routing-by-agreement). During training, the
decoder receives the output of the digit capsule layer, which is masked with the origi-
nal labels. That is, all vectors except the one corresponding to the correct label will be
multiplied by zero. Thus, only the correct digit capsule can be used to train the decoder.
The same output from the digit capsule layer will be fed into the decoder during testing,
but it will be masked with the longest vector in that layer (Figs. 3 and 4).
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Fig. 3. CapsNet architecture

Fig. 4. CapsNet model summary

4.2 Comparative Analysis

This section presents a comparative analysis between CapsNet and CNN-LSTM. Each
model is trained and tested on IEMOCAP and RAVDESS dataset. Among the models
CapsNet has achieved higher accuracy i.e., 94.01%, 84.2% on IEMOCAP, RAVDESS
datasets respectively. However, the CNN-LSTM model has proved to be less accurate
with 63.94%, 62.02% on IEMOCAP, RAVDESS datasets respectively. F1-score being
a descriptor for both precision and recall tells us that the CapsNet model is substantially
better than CNN-LSTM (Fig. 5 and Table 3).
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Table. 3. The performances of proposed models for SER with IEMOCAP and RAVDESS
datasets.

Model/Metric Dataset Accuracy Precision Recall F1-score

CapsNet IEMOCAP 94.01 95.75 98.1 96.91

CNN-LSTM IEMOCAP 63.94 82.48 79.91 77.48

CapsNet RAVDESS 84.2 83.65 85.31 84.47

CNN-LSTM RAVDESS 62.02 59.55 56.3 57.88

Fig. 5. Comparison of proposed models with existing models on RAVDESS and IEMOCAP
datasets.

4.3 Results

A model is said to be good fit if the training loss plot declines until it reaches a point
of equilibrium and the validation loss plot reaches a point of steadiness, with a tiny gap
between it and the training loss.

On comparing the results from both the models, the CapsNet model performed better
in comparison to the CNN-LSTMmodel, with the increase in epochs the CapsNet model
validation loss curve tends to approach training loss curve in a steady fashion. On the
other hand, CNN-LSTM model is not as stable as the CapsNet model in all aspects
(Figs. 6 and 7).
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Fig. 6. Loss & accuracy curves - CNN-LSTM.

Fig. 7. Loss & accuracy curves -CapsNet model.

5 Conclusion and Future Scope

In this research, CNN LSTM and CapsuleNets models are implemented to predict the
emotion of an individual from their speech datawith an accuracy of 84.20 and 94.01 using
the RAVDESS and IEMOCAP datasets respectively. As CapsuleNets have achieved
state-of-art performance over Image data, it out-performed traditional models consider-
ing the impact of Spatial features in Speech data as well. This prediction analysis can
assist individuals in analyzing their emotional state using their voice input. This CapsNet
model is consistent in performing better over the other models despite the nuances in the
dataset. CapsuleNets are potential in handling the realistic data with higher accuracy.

This approach may be applied to several situations, including customer service
and marketing contact centers, voice-based virtual assistants or chatbots, and linguis-
tic research. An accurate implementation of the speech pace can be investigated to see
if it can assist the model perform better. In some circumstances, the display of emo-
tion is contextual rather than vocal, so taking a lexical features-based approach to SER
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and combining an ensemble of lexical and acoustic models will increase the system’s
accuracy.
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Abstract. Internet Of Things (IoT) based wireless technologies have gained a
lot of popularity recently all around the world and 5G technology has emerged
as a particularly difficult and intriguing research field. This article examines 5th
Generation (5G) wireless technologies based on IoT. Internet in 5G is the coming
future. Cutting-edge Wi-Fi infrastructure and automation will be enabled by this.
Recent cellular networks, such as LTE, will be insufficient or inefficient inmeeting
the needs of connection to more than one devices with higherrate of data trans-
mission, increased capacity, and lower latency. High-quality service with minimal
disruption. 5G technology is the most promising solution to these all issues. This
paper gives an in-depth study of the obstacles and future objectives of several
communication businesses in the context of 5G. Many features of 5G systems are
thoroughly discussed and examines in depth emerging and enabling technologies,
which enables the IoT. Control techniques, wider area with low power networks
and security considerations are also considered. This paper discusses the role of
augmented reality in the 5G future. It also goes into details of IoT application
areas in 5G.

Keywords: IoT ·Wireless sensor network · 5G system · Security · LTE

1 Introduction

IoT is a system in which physical objects-gadgets are connected to each other and can be
remotely controlled. Here vehicles, different structureshaving hardware, programmable
sensors and system connected tonetworks are involved. All this helps to collect and
analyse information. The IoT allows items to be sensed and give access to control
them at a remote location across connected system foundation, making them available
for more reconciliation of physical things into digital based infrastructures and giving
better proficiency, accuracy, precision at lower costs [1].

1.1 Basics of IoT

Devices containing sensors, computer power, software, and other technologies are
referred to as IoT. These devices may connect with one another through the Internet
or another communication network. IoT is now being used in 5G system research. In
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this study, a wireless sensor network was analyzed in order to make decisions based on a
trained network. In order to create a dependable and adaptable solution for 5G wireless
system, the study employs wireless network model for 5G system in the current IoT
system [2, 3]. The main constituents of IOT are shown below in Fig. 1.

Fig. 1. Major components of IoT

1.2 Need of IoT

Sensors and other IoT devices are most often utilized in the industrial, transportation,
and utility sectors. They have also found uses in agriculture, infrastructure, and home
automation, contributing to the digital transformation of certain organizations [4]. Secure
and pleasant environment is the goal of IoT [5]. This aspires to connect every possible
object to the internet, as much as feasible, the IoT links us all.The various networks
connected via IoT are shown in Fig. 2.

Embedded computer equipmentwouldbe affectedby the internet.A recent developed
universe of Information Technology (IT) has been created by IoT. In the server room,
PCs, and PDAs, data mechanization has not slowed down. Currently, it can be found in
every object around us. The vast majorities of the devices we use every day are either
now linked or will be in the near future. Many different types of valuable data will be
available for them to discover and sell with the help of technologically smart program.
The use of media, databases, and apps in our daily lives is becoming more pervasive.
Our lives will be covered in a type of technological net or skin as a result. Unexpectedly
one may even claim, “No Net, No Planet.



Application of IoT in 5G Wireless Communication 271

Power Supply

IoT Board (WSN)

Driver circuit 

Access Point

Appliances RF Module

Sensor 
Module

Cloud PC Terminal

IoT 
Server 

Cloud

Fig. 2. IoT with network

1.3 Sensor Network Using Wireless Systems

Sensor network with wireless systems or WSN is a network that are scattered over a
large area and monitor and record environmental parameters before transferring data to
central point [6]. Humidity, wind speed, and temperature and direction are just a few of
the variables that WSNs can track. A network of sensors that collect and transfer data on
physical or environmental components like sound pressure,motion velocity, or pollutants
to a central location is characterized as a self-configured and infrastructure-free wireless
sensor network.

Sensors with built-in Wi-Fi may keep tabs on a variety of environmental parameters
and relay that data to a central location for analysis [7]. WSNs may be used to collect
data on environmental parameters as noise levels, pollution levels, humidity levels, and
wind speeds.

2 Applications of 5G in Various Wireless Systems

2.1 Terrestrial Microwave

Wireless microwave networking technique, terrestrial microwave employs line-of-sight
communication between transmitters and receivers which are on earth using 5G network
[8]. For cost reasons, microwave transmitter and receivers are often located far above
the earth on towers or mountaintops.terrestrial microwave link is shown in Fig. 3.

Fig. 3. Terrestrial microwave

In order to transfer data, pairs of Earth-based transmitters and receivers employ
line-of-sight communications to establish a terrestrial microwave network.
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2.2 Cellular and PCS Systems

For those who want a wireless phone service that is both personal and mobile, PCS (per-
sonal communications services) is the answer [9]. “Digital cellular” has been coined to
describe it (although cellular systems can also be digital). To provide adequate coverage
for a large region, PCS, which is also designed for mobile users, utilises a plethora of
antennae. The signal from the phone of a user is received by an antenna in the vicinity
and sent them to the base station of that network as the user travels about. The phone is
slightly smaller than a cellular phone. There are now more than 230 million users who
can access PCS, according to Sprint. Figure 4 shows a block diagram of cellular and
PCS systems.

Fig. 4. Cellular & PCS systems

2.3 Radio and Spread Spectrum Technologies

Telecommunications and communication using radio frequenciesuses techniques of
spreading a signal with a given bandwidth in the frequency domain, creating a sig-
nal with a broader bandwidth [10, 11]. Thus signal structure resembling noise is used to
widened a low band signal on a wide frequency band in a spread spectrum approach as
shown in Fig. 5.
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Fig. 5. Radio & spread spectrum technologies

2.4 Free Space Optical (FSO) Communication

Data may be sent wirelessly across long distances using a modulated optical beam
aimed towards free space, without the need of conventional optical technologies such as
fibre optics. Light (or smoke) signals were employed in ancient times to communicate
information [12]. Infrared laser light can be used to build point-to-point optical commu-
nications in free space, but LEDs can also be used for low-data-rate communication over
short distances [13]. Communications between spacecraft can be made using free-space
optics depicted below in Fig. 6.

Fig. 6. Free space optical communication

This type of free-space optical communication is known as InfraredDataAssociation
(IrDA).When it comes to opticalwireless communications applications, FSO technology
is included [14].

2.5 Communication Satellite

One kind of communications satellite is a transponder-based artificial satellite that trans-
mits data from a remote transmitter to a receiver located in another part of the world.
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Communications satellites are used for television, telephone, radio, the internet, and
military purposes [15]. Passive satellites and active satellites are the two main types of
communication satellites. Satellites using passive technology don’t use their own sent
energy to amplify reflected signals, so that a part of the complete energy is received
by thereceiver. Due to the satellite’s high altitude and consequent free-space route loss,
the radio signal it transmits is quite feeble when it reaches Earth. On the other hand,
active satellites boost the received signal before sending it back to the ground station.
Despite being the first satellites for communications, passive satellites are now rarely
used. Figure 7 shows a communication satellite.

Fig. 7. Communication satellite

3 Challenges and Vision oF 5G IoT

As cellular technology has progressed over the years, it has becomemore common. Since
1G was introduced, there have been a number of challenges in design of physical &
network layers and the areas in which they are used. In light of all of these issues with
current networks, 5G has ushered in a major shift in wireless technologybased on IoT
[16]. The research difficulties on 5G technology, according to the study, are mostly
focused on the following topics.

• In order for real-time networks to function, data must be sent at a rate of 110 GBPS,
which is ten times faster than existing technology.

• As opposed to LTE networks, latencymust be 10 times lower in order for it to function.
• Using MIMO antennas and millimetre wave technology, 5G networks may achieve
high bandwidth and spectrum efficiency, while cognitive radio allows users to access
both licenced and unlicensed spectrum bands, respectively [17].

• Forlow-cost sensors and devices, as well as low-cost deployment, should be part of
IoT.

• As technology improves so will the amount of power it consumes, demanding greater
battery storage and backup.

• Energy usage in 5G networks, which are capable of massive connections and high
data speeds, might fall by over 90% if green technologies are adopted [18].

Wireless communication firms and academic institutions are launching & collabo-
rating, research initiatives in many areas of 5G in response to the seven primary concerns
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listed above. 5G wireless technology is expected to be widely available by 2025 thanks
to research and field testing by some of the world’s major cellular, semiconductor, and
service companies. At a number of world-class research organizations, 5G research and
experimentation is taking place. Long-distance communication, longer battery life, the
capacity to talk to billions of devices, and faster internet speeds are all anticipated to be
satisfied by new cellular technology advances. IoT in a 5G framework has the potential
to be most transformative technology in information technology industry, according to
experts. 5G technology is expected to be widely available by 2025, a study has shown.

4 Latest Research Work

An in-depth talk by Ali A. Zaidi was given on the aspects of NR OFDM numerology
that are required for eMBB, IoT, andMBSFN. The 3rd Generation Partnership Project is
presently standardising NR (3GPP). It has been authorised using 3GPP in NR physical
layer architecture to accommodate a wide range of situations and deployments.

His presentation at the Mobile World Congress focused on the impact of PTM on
5G network slicing, which allows for network resources to be dynamically adjusted
accommodatingvarious services while considering user density.It is possible that 5G
PTM broadcasts may be designed to break with the present paradigm of 4G Long Term
Evolution, where firstly PTMbroadcast transmissions were planned as an additional and
pre-positioned service.

Morteza Hashemi presented a mmWave design operating at less than 6 GHz. Our
technology takes advantage of the spatial correlations between the mmWave and sub-
6 GHz interfaces for beamforming and data transfer. Because of spatial correlations with
the sub-6 GHz frequency region, our extensive tests in both indoor and outdoor envi-
ronments show that analogue beamforming may be implemented in mmWave without
incurring a substantial overhead [19].

By using 5G millimetre wave installations, Dmitrii Solomitckii claims that amateur
dronesmight be trackedWebelieve that the projected 5G infrastructure contains all of the
components essential for drone monitoring and identification. It’s consequently impor-
tant to consider density of base stations as well as their directional antennae & available
bandwidth when designing new technologies and systems. Our ray-based modelling
techniques are used to quantify the effects of these variables [20].

LTE, which uses OFDM for synchronous communication, and machinetype DUE,
which use a differentwaveformwhen executing asynchronously, were the focus of Conor
Sextan’s study. In the synchronous OFDM case, offset-QAM achieves an average rate
marginally higher than the baseline case and around 43% higher than the asynchronous
OFDM situation [21].

Specifically, Godfrey A. Akpakwu focused on 5G mobile networks, which are pre-
dicted to manage exponential traffic growth and allow the Internet of Things, in a thor-
ough analysis of emerging. When developing a context-aware congestion management
mechanism, the constraints & open research paths relevant to deployment of large-scale
to crucial IoT applications are also highlighted [22].

To help people better comprehend the current stage of IoT development, Jie Lin gave
a discussion. Also, it studies the relationships between IoT and fog/edge computing, as
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well as the difficulties related to this type of IoT. Cyber-physical systems and IoT play
a crucial role in achieving an intelligent cyber-physical world, which is the focus of this
research study. This is followed by a discussion of the current state-of-art in Internet
of Thing designs, technology, and security and privacy concerns. To better understand
fog computing-based IoT, authors of this study look at the connection between fog
computing and IoT as well as some of the challenges associated with this kind of IoT
[23].

Energymanagement and smart city issues were briefly discussed byW. Ejaz. Finally,
they provide a single framework for Internet of Thing based smart city energy-efficient
scheduling and optimization. For example, they address how to prolong the life of low-
power gadgets using energy harvesting in smart cities and its associated issues. Two
examples are given. One focuses onmaximising energy efficiency in smart homes, while
the other addresses wireless power transmission for IoT devices in urban environments
[24].

New mobile technologies on cloud-based IoT systems have unique security and
privacy requirements. Hence, J. Zhou created an efficient aggregation without public
key homomorphism encryption. Finally, number of intriguing open issues & possible
concepts are presented to stimulate more study in this burgeoning fields [25].

Research and design challenges for IoT and machine-to-machine communications
necessitate fundamental network paradigm shifts to meet the predicted high traffic and
low latency requirements. The massive deployment of tiny cells in the millimeter-wave
spectrum is one of these possibilities. 5G will be the most intelligent and dominating
wireless technology yet as a result of the many smart features and applications that will
be included into future wireless networks [26].

5 Research Gaps

5G technology is designed to deliver data rates up to 20 Gbps andmuch lower latency for
a more immediate response. Even with the users moving around, it provides an overall
more uniform user experience so that the data rates stay consistently high. 5G offers
downloading speed of 20 Gb/s (gigabits per second) and uploading speed of 10 Gb/s
respectively. Significant problem that the emerging nations suffer is security manage-
ment.With uncertainty about existing safeguards, the cybersecurity protections available
to citizens and governments amid 5G rollout is a matter of concern. The existing stud-
ies reveal that providing security reduces overall performance by 7% to 20%. Another
issue is its accessibility 24 × 7. Presently, users need access to information any time
at any location. Another key challenge with 5G is its short range. Trees and buildings
cause significant signal obstruction, necessitating numerous cell towers to avoid signal
path losses. The present work aims at improving the performance of the network by
expanding the capacity of 5G connectivity and addressing signal path challenges.

6 Future Scope

In the future, academic institutions and the telecoms industry will focus on 5G and
beyond initiatives. IoT research might improve social services in low-income nations
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and the rest of theworld. These study categories includemillimeter wave communication
technologies as well as other 5G physical layer research areas like as security and data
traffic management. For our analysis, we have included NR, LPWAN networks, as well
as high-tech sensors capable of supporting 5G networks. Additional numerology values
are included in the physical layer specification for 5GNew Radio (NR) in addition to the
standard values. Cloud computing and augmented realities, along with the ramifications
for 5G (IoT), have also been discussed in detail. Cyber security and privacy are major
problemswith 5G networks.We looked at the rise in cyber attacks and the corresponding
decrease in cyber security and privacy measures in-depth.

7 Conclusion

The integration of 5Gwith IoT enables to connect asmany devices as possible into single
network. Several applications that have fueled the Internet revolution include smart agri-
culture, internet-enabled vehicles, smart manufacturing, smart healthcare, smart cities
and many more. NR, MIMO, millimeter wave connectivity and cloud computing are
proposed in the 5G IoT architecture. The present work provides a detailed review of IoT,
its applications in 5G technology and the upcoming issues in the technology. Several
technologies that are critical to the IoT have been overlooked in the present paper on
5G. Cyber security and privacy are major problems with 5G networks. The other issues
of concern are its accessibility, short range and reduced performance. These can be
resolved by compensating signal path losses and by incorporating effective techniques
that increases the capacity of 5G.
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