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Abstract. Previous attacks have shown that in-vehicle networks have
vulnerabilities and a successful attack could lead to significant financial
loss and danger to life. In this paper, we propose a Pearson correlation
based anomaly detection algorithm to detect CAN message modification
attacks. The algorithm does not need a priori information about the com-
munication: it identifies signals based on statistical properties, finds the
important correlation coefficients for the correlating signals, and detects
attacks as deviations from a previously learned normal state.
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1 Introduction

Modern vehicles are equipped with a large number of embedded controllers
(ECUs) and other embedded computing devices, which are interconnected with
networks internal to the vehicle (e.g., CAN buses, Ethernet), and some of these
devices also have interfaces to external networks (e.g., Bluetooth, WiFi, 4G).
The ECUs are responsible for various functions of the vehicle, some of which are
safety critical. This setup makes vehicles subject to cyberattacks, whereby mali-
cious actors may try to interfere with the behavior of the vehicle by accessing its
internal components via its aforementioned external interfaces. The feasibility
of such attacks on road vehicles have been demonstrated by researchers as a
proof-of-concept [10], and there have been some real cases as well [16]. Unfortu-
nately, attacks affecting safety critical functions may result in potentially fatal
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accidents. Hence, it is clear that vehicles must be protected against cyberattacks,
and the first step of this is to make them capable of detecting when they are
attacked.

An overwhelming majority of the demonstrated attacks rely on injecting fake
messages into the CAN bus. Some ECUs can be easily misled by the fake infor-
mation in those injected illegitimate messages if they overweight the legitimate
ones carrying the correct information. These injection attacks, however, are not
so difficult to detect: one can observe the timing statistics of different types of
messages and detect deviations from expected values by simple heuristic rules.
For instance, [15] introduced the idea of analyzing the rate of messages for in-
vehicle attack detection. In the normal state of vehicle operation, most message
IDs appearing on the CAN bus have a regular frequency. When an attacker
injects messages to achieve some malicious goal, the frequency of some message
IDs will unexpectedly increase, as the legitimate ECUs will still send messages
periodically with those message IDs besides the attacker’s injected messages.
Moreover, the frequency may be increased by a factor ranging from 2 to 100, as
pointed out in [15]. Hence changes in frequencies can be detected quite easily by
simple comparison to some fixed thresholds within a certain size of observation
window. Equivalently, increased frequency of a message ID can be translated
to decreased inter-arrival times for that message ID, and hence, changes in the
statistics of inter-arrival times of certain message types can also serve as the
basis for attack detection.

While the majority of attacks on the CAN bus indeed relies on message injec-
tion, this is not the only technique to achieve malicious goals. The predictability
of message ID frequencies alone is not sufficient for detecting attacks in case of
irregular or unpredictable CAN messages and in case of attacks that do not inject
new messages on the CAN bus. In this paper, we address the latter problem: we
propose a method to detect message modification attacks. Message modification
attacks are more difficult to carry out, but they are also much more difficult to
detect, therefore, attackers may consider them in the future, especially, given
that message injection attacks will likely be detected by future vehicles. Achiev-
ing a message modification attack is difficult because the built in safety features
of the CAN bus prevent a deliberate modification of a message on the fly. Hence,
three options remain: (1) either the attacker compromises the relevant ECU to
modify the message before it is even transmitted; (2) or a CAN gateway between
two segments is compromised to modify a message during the hand-off between
segments; (3) or the CAN bus is divided into two segments with a new malicious
gateway inserted, allowing for message modifications on the gateways between
the segments. The first two can be performed purely with software exploits, while
the last requires physical modification of the network. Despite the increased com-
plexity, the first and the last approaches to message modification attacks have
already been demonstrated in [16] and in [3], respectively.

Our anomaly detection solution utilizes the fact that vehicle signals are corre-
lated. The speed, the engine revolution, the current fuel consumption and many
other values change together, representing the physical changes of the vehicle
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state. The solution proposed in this paper can represent these high level rela-
tionships between the vehicle signals with the correlation values that correspond
to the normal state of the vehicle. During an attack, if a vehicle signal is over-
written by the attacker in a CAN message, some of the measured correlation
values may deviate from those of the normal state, and this can be detected as
an anomaly. An advantage of this approach, compared to previously proposed
algorithms where only a single signal value is used in the anomaly detection, is
that if the attacker does not modify all the correlating signals precisely at the
same time, the attack can likely be detected.

The rest of the paper is structured as follows. Section 2 presents the related
work. Section 3 introduces our proposed anomaly detection method and Sect. 1
summarizes its testing and validation. Finally, Sect. 5 concludes the paper.

2 Related Work

Academic papers proposing solutions for securing in-vehicle networks can be
divided into three groups: (1) a relatively large body of work (e.g., [5,18,25]) is
concerned with adding extensions to the CAN protocol, and by doing so, fixing
its inherent security weaknesses; (2) a few papers (e.g., [14]) discuss intrusion
prevention either by introducing firewalls or other techniques; and (3) another set
of papers (which we discuss in more details below) deal with intrusion detection
on the CAN bus using various approaches. Given the considerable amount of
work done in the field, a few surveys have also been published: [9,19] have the
broad scope of in-vehicle security as a whole, and [11,26,27] are more focused on
in-vehicle intrusion detection. As our work falls in the domain of anomaly-based
intrusion detection, we focus on that domain in the rest of this section.

Anomaly-based intrusion detection can take two approaches: specification-
based and model-based anomaly detection. In case of the former, the normal
behavior of the monitored system is explicitly specified. For instance, in the
automotive case, the car manufacturer can have specifications for the normal
frequency of different periodic messages at which they appear on the CAN bus.
Deviations from the specification can easily be identified as signs of attack.
In the case of model-based anomaly detection, on the other hand, no explicit
specification of normal behavior is given, but instead, a model of the normal
behavior is somehow obtained (e.g., learned by observing the system in the
non-attacked state), and deviations from this model are detected as attacks.
Different academic proposals differ in what modelling technique they use and
what features of the system are modelled.

As for the modelling technique, many papers propose to use some statistical
model (e.g., mean, variance, or entropy) of some parameter, with simple heuristic
rules (e.g., comparison to a threshold) [4,15,17,20,21] or more sophisticated sta-
tistical hypothesis testing methods [12,24] to detect deviations from the model.
Other papers (e.g., [7,13,22,23]) use some machine learning model (e.g., classi-
fier or neural network), with the corresponding model specific method to decide
if some input deviates from the learned model. Regarding the features that are
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modelled, many papers consider properties of the network traffic itself, such as
packet timing features (e.g., frequency of certain types of packets) [17,20,21,24]
and features related to the content of the packets (e.g., the time series of packet
IDs or certain signal values) [8,12,13], whereas some papers use physical char-
acteristics as features, such as voltage level and clock drift of physical signals on
the CAN bus [2,6].

In this paper, we propose a model-based anomaly detection method for the
CAN bus that uses correlations across different types of messages as features. To
the best of our knowledge the only other paper using correlation-based anomaly
detection is [1] therefore, we make a more in-depth comparison here. The method
proposed in [1] computes the correlation between two specific signals, velocity
and RPM, and detects attacks where extra messages containing incorrect val-
ues of these signals are injected into the bus. In contrast to this, our method
computes the correlation between all pairs of signals, and identifies those pairs
that have high correlation without identifying the actual signals. In addition,
we detect message modification attacks, which are more difficult to detect than
injection attacks. We simulate seven different types of modification attacks and
evaluate the performance of our method for each of them. Otherwise, both [1] and
our work use the Pearson correlation function, while in [1], the authors applied
other analysis techniques (such as K-Means and Hidden Markov Models) as well.

3 Anomaly Detection Algorithm

3.1 Attacker Model

Our anomaly detection algorithm focuses only on the detection of message
modification attacks, where the original repetition times of the messages are
unchanged. As a result only the content of the messages can be used for anomaly
detection.

3.2 Overview

We propose an anomaly detection algorithm that uses the correlation between
signals encoded in CAN messages. Under normal conditions, the correlation
between different signal pairs stays within a (signal pair specific) interval. In
case of an attack where the attacker modifies only one member of a correlating
signal pair, the resulting correlation may no longer stay within the interval, and
this can be detected as an anomaly.

In the training phase, the correlation values between signals has to be deter-
mined. We measured multiple times the pairwise Pearson correlation between
every signal pair in a one minute long time window and in a three minutes long
time window. Next, based on these measurements, we decided whether the val-
ues are produced by an actual correlation. We achieved this by fitting different
continuous probability distribution functions onto the measured correlation val-
ues. When we found a proper fit, we added the signal pair to our model. For
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every signal pair, we also calculated four thresholds to identify the boundaries of
normal behaviour: (1) two thresholds define a narrow normal interval, such that
measurement outside of this interval are considered potential anomalies for fur-
ther analysis; (2) and another two thresholds define a wider interval, such that
measurements outside of this interval are considered anomalies immediately.

In the detection phase, correlation values are determined in both a one minute
long and a three minutes long window. Then the measured values are compared
to the previously defined threshold for anomaly detection.

3.3 Data Preprocessing

In the training and testing phases we used a 31 min long CAN traffic log captured
from a middle class vehicle. The traffic contains both periodic and non-periodic
messages. This means that some messages arrive regularly with a fix repetition
times, while others are only transmitted upon specific events. Before the train-
ing, we filtered out the non-periodic messages and those periodic messages that
appear less than once per minute. After the filtering step, 92% of the original
data remained.

The next step was the signal extraction from the traffic log. For this we
used an algorithm from the Automated CAN Payload Reverse Engineering1

project. This algorithm separates the bits of the CAN data field into signals based
on bit flip frequencies, called Transition Aggregation N-Grams. The method
builds on the property that the MSB bits of a signal change less frequently
than the LSB bits. If there is a significant change in the bit flip frequencies of
two neighboring bits that shows the boundary between two signals. The same
statistical information can also be used to determine the signal encoding.

We calculated correlation values pairwise for the identified signals in different
time windows. We tested window sizes from 1 to 8 min. For every interval, we
re-sampled the signals to have two signal values per second within the chosen
window. This rarefying speeds up the correlation calculation. Our measurements
showed that the best results can be achieved by choosing 1 min and 3 min as final
time windows. This allows us to detect significant anomalies fast and smaller
anomalies in a reasonable time.

3.4 Model Training

Five matrices are calculated for both time windows for the purpose of anomaly
detection. A matrix C contains the correlation values and there are four addi-
tional threshold matrices that store two upper (Cth+,1 Cth+,2) and two lower
thresholds (Cth−,1 Cth−,2) for the detection.

Each cell ci,j in matrix C contains the Pearson correlation value calculated
between signals i and j in the given time window. The correlation value is stored
the following way:

1 https://github.com/brent-stone/CAN Reverse Engineering.

https://github.com/brent-stone/CAN_Reverse_Engineering
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– if the calculated coefficient indicates constant values then a NaN value is
stored.

– otherwise if the two-tailed p-value of the Pearson correlation coefficient is less
than or equal to 0.05, then the calculated value is stored.

– otherwise a 0 is stored.

During the training phase, we randomly select a starting point in the CAN
log and calculate the correlation values for all signal pairs for both time intervals.
Selecting the starting point randomly allows us to use the original trace multiple
times generating a correlation matrix with small differences for every starting
point. With this method, we created 300 training matrices for the threshold
calculations.

These training matrices gave us a good representation of the typical correla-
tion value for all pairs of signals. In order to find thresholds characterizing the
normal behaviour, we fitted different continuous probability distribution func-
tions onto the ci,j values of every training matrix. For every distribution, we
performed a Kolmogorov-Smirnov (K-S) test to find the distribution that fits
best the correlation values. The K-S test gave us two results: a D statistics and
a p-value. For the former, we calculated2 a critical value at significance level
α = 1% using (1) (where n is the number of samples in the dataset):

d1% =
1.6276√

n
(1)

Those distributions, where the resulting D statistic was less than or equal
to the critical value and the resulting fitted probability distribution’s stan-
dard deviation was greater than 0 and less than 0.2, we accepted the distri-
bution as a potential candidate. Then, for all these candidates, we calculated
the probability distribution’s percent-point (or quantile) function value for the
10−3, 1 − 10−3, 10−6, 1 − 10−6 probabilities. These gave us candidates for the
minimum (mini,j), maximum (maxi,j), significant minimum (sigmini,j) and
significant maximum (sigmaxi,j) thresholds.

To choose the best option from the candidates, a scoring technique was used,
which is based on the length of the normalized significant min-max interval
(sigmaxi,j −sigmini,j) and the normalized min-max intervals (maxi,j −mini,j).
The candidate with the minimum final score was selected as the final probability
distribution. We used the following function (Fig. 1 and Eq. 2) with a minimum
value of 0.6 for the significant min-max, and a minimum value of 0.5 for the
min-max intervals:

score(x) =

{
(x − min)2, if x <= min
x−min
min∗x , if x > min

(2)

Then, for the final candidate score we used formula (3):

final score = 0.65 ∗ minmax score + 0.35 ∗ significant minmax score (3)
2 https://www.real-statistics.com/statistics-tables/kolmogorov-smirnov-table/.

https://www.real-statistics.com/statistics-tables/kolmogorov-smirnov-table/
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Fig. 1. Visualization of the function used to score the normal min-max threshold inter-
vals.

The used scoring system assigns the smallest score to the candidates with a
min-max interval length closest to 0.5 and a significant min-max interval length
closest to 0.6. This approach prefers the candidates where the intervals are rel-
atively small but not too tight. Our measurements showed that these typically
used statistical constants in the calculations with this weighting gives the best
trade-off between false positive and false negative results. We used a larger weight
for the min-max score to reflect that it is more important to detect and attack
the speed of the detection.

These final chosen threshold values are stored in the threshold matrices,
given that there was at least one candidate distribution, in the following way:
the minimum values are stored in matrix Cth−,1; the maximum values are stored
in matrix Cth+,1; the significant minimum values are stored in matrix Cth−,2,
and finally, the significant maximum values are stored in matrix Cth+,2. If there
was no candidate probability distribution found, the signal pair was excluded
from the study.

In Fig. 2, we present an example of the measured correlation values of a signal
pair and the fitted probability distribution function (‘loggamma’). The vertical
blue and red lines show the determined minimum and maximum, and significant
minimum and maximum values, respectively.

3.5 Detection

In the detection phase, the current correlation values are calculated for the last
1 and 3 min of the network traffic, and then, the results are compared to the
threshold matrices in the following way:

– if a correlation value is outside the significant min-max interval, it is imme-
diately detected as an attack;
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Fig. 2. One example of a signal pair with a fitted ‘loggamma’ probability distribution

– if the value is only outside the normal min-max interval, but not outside the
significant one, we consider it a potential attack only, which will be a real
attack if our model with the other time interval also gets a similar result.

4 Evaluation of the Algorithm

4.1 Testing

In the testing phase, we took 270 1-min long samples of the original trace, which
we also used for training. We performed the detection step of the algorithm on
these samples with a previously trained model and found the following result:
the model signaled an attack in 14 out of 270 cases, resulting in a false positive
rate of 5.2%.

4.2 Validation

Infected Dataset. The validation of the proposed algorithm was performed
on an infected dataset. We simulated different message modification attacks (no
new message is added to the log) with a previously developed attack simulator3

that can take a clean CAN log and modify a selected subset (specified by ID
and time interval) of its messages according to 7 different attack scenarios:

1. const: the original data value is replaced by a given attack data.

3 https://github.com/CrySyS/can-log-infector.

https://github.com/CrySyS/can-log-infector
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2. random: the original data value is replaced by a new random value.
3. delta: a given attack data is added to the original data value.
4. add incr: an increasing value is added to the original data value.
5. add decr: an increasing value is subtracted from the original value.
6. change incr: the original data value is replaced by an increasing value.
7. change decr: the original data value is replaced by a decreasing value.

Measurements. In order to evaluate the performance of the algorithm in more
details, we divided the signals into three different groups and validated the algo-
rithm in each group separately. The first group contain signals that strongly
correlate with multiple other signals. Typically, the most important signals of
a vehicle belong to this group. The second group contains signals that have a
strong correlation with one other signal, and the third group contains signals
with only weak correlation values. We considered a correlation strong between
two signals if the mean of the absolute correlation value was above or equal to
0.9 for all the 300 training data samples.

We chose from each group 4 or 5 signal pairs for the validation. For these
signals, we simulated all previously mentioned 7 attacks on 15 randomly chosen
segments of the original trace. Each attack was performed multiple times. First,
only 8 bits was modified according to the attack description in one of the target
signals, than the number of affected bits in the upcoming test was increased
by 4 until the signal length was reached. All of the attacks were theoretical,
but based on previous real life attack descriptions. We did not check whether a
specific attack would actually have any impact in real life.

Fig. 3. Testing results for 16 bit long signal with strong correlations.

Figure 3 shows detailed results for a signal with strong correlations. The 16
bit long signal was attacked with all attack types. For each type, 3 attacks were
performed where the affected number of bits increase from 8 to 16. The two
colors of the columns indicate which time window was successful for the attack
detection. The detection rate varies between 55% and 100% with an above 90%
result for attacks modifying more than 12 bits.
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The results found in the others groups, as expected, are less accurate. The
average detection accuracy of attacks of signals with one strong correlation is
58% while this falls to 20% for the third group where the signals only have weak
correlations.

Fig. 4. Detection accuracy of high priority signals.

Figure 4 shows a summary of the results for messages with the highest priority
(based on the CAN ID field). It can be seen, that most messages with the highest
priority contain signals with high correlation, making them ideal candidates for
a correlation based anomaly detection.

5 Conclusion and Future Work

In this paper, we proposed a novel correlation based anomaly detection method
for the CAN bus with a focus on message modification attacks. We showed,
that our solution efficiently detects most of the attacks, making it a promising
candidate for real life anomaly detection. Furthermore, a significant advantage
of this correlation based detection is that it can detect even the most sophisti-
cated attacks, assuming that the attacker does not modify every related signals
consistently.

In our future work, we plan to investigate if the proposed threshold based
detection mechanism can be replaced with other potential solutions that increase
accuracy. A potential option for this is a machine learning based classification.
Moreover, the efficiency of the correlation calculation could also be increased
with better data preprocessing, in order to further improve the applicability of
our solution in real life scenarios.
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