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Abstract. A two-way communication system is modeled in this paper.
A retrial queueing system with a finite and an infinite sources is used
in the model. The system has two sources. The first source is finite,
the second source is infinite. Jobs from the first source are the primary
jobs (requests). They can be called as first order job, as well. Jobs from
the second source are the secondary jobs. They can be called as second
order job, as well. In case of an idle server, the second order customers
are called for service. This situation is said as a special search for cus-
tomers.

The non-reliable server is subject to random breakdowns. Two types
of breakdowns are considered: the regular breakdown, when the first or
second order customer under service is sent back to the orbit or the infi-
nite source, respectively, and the catastrophic breakdown, when all of the
requests at the server and in the orbit are sent back to the corresponding
sources. The novelty of this paper is to investigate the effect of catas-
trophic breakdown in a two-way communication environment. The goal
is to determine the steady-state probabilities and the system character-
istics. The system balance equations are formulated for different cases,
but the analytic solution is very difficult. A software tool is used instead.
Figures illustrate the effect of the system parameters on the performance
measures in scenarios of regular and catastrophic breakdowns.

Keywords: two-way communication * catastrophic breakdown - retrial
queues

Introduction

For modeling different types of infocommunication and computer sciences, the
retrial queueing systems are a useful and effective tool. Results can be found
in various publications [1-6]. Several models assume finite sources. It means,
that a finite number of population is in connection with the system. In some
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cases, these finite source models are more realistic and give a better description
of the considered application [2,7]. In addition, the considered real-life systems
are unfortunately non-reliable, that is the server can lose its efficiency or may
break down. There is a large literature on this types of system subject to random
breakdowns [1-6].

Sometimes the customers can not spend long time in the queue or in the
orbit. They leave the system. In order not to lose these customers, a two-way
communication system is built up. Here the customers can sign up for a special
service. The system in an idle period will call these customers for the service.
This field also has a literature. For the most interesting results see, [8-15].

This two-way communication principle can be considered as a special search
for customers, as well. With this outgoing call, the organization (business, com-
mercial etc.) can look for customers, send advertisement, and call them a per-
sonal encounter in case of interest. This way the efficiency of the system also
can be increased, the ratio of the idle periods can be optimized. Results can be
found, e.g. in [5,16-20].

In this paper, a special two-way communication system is considered. It is
called searching for customers. Two types of customers are in the system. The
organization has a small or large number of basic customers. They are called the
primary customers. They make calls (request) towards the business entity. It
can be considered as a server in the system. The principle of the retrial queueing
system is applied for these customers. In case of an occupied server, the cus-
tomer is not lost, it can wait and retry its request for the service. The customer
keep retrying until a successful service. The first (finite) source contains these
customers. During the idle periods of the server, outgoing calls are performed
towards the secondary clients. They are in the second (infinite) source. These
customers are the secondary customers, and they are reaching the system for
some special reasons. For example, answer some promotion or check some per-
sonal data. They are called at an idle period of the system, but in the time period
until arriving, a primary customer might be arrived. In this case the secondary
customer finds the system occupied. A called customer can not be sent away, so
it is placed in a priority (non-preemptive) buffer. For the next outgoing call this
buffer will be applied.

The non-reliable server might break down. The main interest of this paper
is to investigate the effect of a disaster event, which is called as a catastrophic
event or breakdown. The most characteristic property of this type of breakdown
is, that in case of the disaster event (or negative customer arrival) all of the
services are interrupted, the customers from the servers, orbit, priority buffer
are sent back to the corresponding source. There is a large literature on this
phenomenon. For example, these types of investigations are very effective for
describing the behavior of bank teller equipment. Here, several different disaster
event can be imagined. For example, some mechanical malfunction, loss of power
etc. Sometimes, the disaster is represented as the presence or arrival of a so called
negative client. In this case, all of the service is stopped, the system is blocked,
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and all of the clients are removed from the system. Results on disaster and
negative customers can be seen in [21-25], and reference therein.

The chapters of the paper are organized in the following way. In Sect. 1
the element of the system is given. It contains the stochastic description of
the system (Markov analysis), the working modes, scenarios, parameters etc.
Section 2 contains the system balance equations. The system probabilities can
be calculated from those equation. For calculation the Mosel-2 software is used.
From system probabilities the performance measures (mean waiting times, size
of orbit etc.) can be obtained. The paper ends with a summary and conclusion.

1 Description of the Model

The system is modeled by a single-server retrial queueing system with a finite
and an infinite sources. The functionality of the model is displayed in Fig. 1.

Catastrophic breakdown

1r-

Sources

Ont

Server

Fig. 1. The system model

The system has two sources. The first one is finite with the first order cus-
tomers, the number of customers is N. These customers generate a job towards
the server using the exponential law with parameter \;. For the first order cus-
tomers, there is no queue at the server. After the service, the job goes back to
the source can generate a new request again. The service time is also exponen-
tially distributed with parameter p;. When the server is busy, the incoming job
is transferred to the orbit. The size of the orbit is N. From the orbit the jobs
after an exponential random time interval with parameter v retry their request
to the server until they are served.

The model has second order customers in an infinite number of sources. These
customers generate triggered requests only. The idle server makes outgoing calls
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towards this infinite source, and the second order customers generate a request to
be served. The generation is also exponential with parameter Ay. The distribution
of service times is also exponential with parameter us. During the generation
time interval of the second order customer, a new customer might arrive to the
server. Thus, the called and incoming second order customer may find the server
busy. In this case, the following scenarios can be investigated:

— The second order customer is sent back to the infinite source,

— The second order customer is transferred into a priority buffer. In the case
of an idle server, a second order customer is called from this buffer. The size
of the buffer is one because in the case of an idle server, there is no outgoing
call when a customer is in the buffer.

In this model the single server is unreliable, it may be subject to breakdown.
Here the regular and the catastrophic breakdowns are considered. In regular
breakdown, the server stops working. The breakdown parameters are vy and v,
for idle and busy servers, respectively. 7, is the parameter of the repair. The
behavior of the customers at the time of breakdown is described below. The
considered times are exponentially distributed. During the breakdown period,
the sources can be blocked (they are not able to generate requests) or non-
blocked. In this paper, the non-blocked case is considered. The other breakdown
mode is the catastrophic breakdown. This is the situation when a disaster event
removes all of the customers from the system (from the orbit, from the buffer,
and from the server after interrupting the service). The repair of the system
starts immediately. The breakdown parameters are -y and ; for idle and busy
servers, respectively. 5 is the parameter of the repair. The considered times are
exponentially distributed. During the breakdown period, the sources are blocked,
they are not able to generate requests.

In case of a regular breakdown, a primary client can find the server down.
In this case, it is sent to the orbit. In this server state, a secondary client might
reach the system, as well. For this, the unoccupied server performs an outgoing
call. The infinite source has an inter arrival time (request generation). This time
has an exponential distribution. The parameter of the distribution is As. During
the time interval of the generation, the time between the call and the arrival of
the secondary client, the server can go wrong. Two different scenarios can be
considered here.

— The secondary client is transferred back to the infinite source,
— The secondary client is transferred into a priority buffer. In the case of an
idle server, a second order customer is called from this buffer.

In case of a catastrophic breakdown, the sources are blocked. No new request
is generated.

When the server is busy, a first order or a second order customer is under
service. A breakdown can occur in the busy sate, as well. In case of regular
breakdown, the behavior of the first order customers can be the followings:

— The primary client is transferred to the waiting facility (orbit),
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— The primary client leaves the system and goes back to the source,

— The primary client remains at the system, namely, at the server. The service of
the client will be restarting or resuming when the server is up again. (because
of the memory-less property of the exponential distribution of the service
times, restarting or continuing the service has no difference).

In case of catastrophic breakdown, all of the customers in the system, thus
the customer under service are sent beck to the sources.

In case of regular breakdown, the behavior of the second order customers
there are also some cases to be investigated.

— The secondary client remains at the server. The service will start again when
the repair is finished.
— The secondary client leaves the system and goes back to the second source.

In case of catastrophic breakdown, all of the customers in the system, thus
the customer under service are sent beck to the sources.

Let us denote O(t) and S(t) the number of requests in the orbit and the state
of the server at a given time point of ¢:

0, when no job is at the server

1, when the server is working
with a primary client

2, when the server is working
with a secondary client

3, when the server is down

The state-space of the underlying Markovian-process (S(t),O(t)) can be
described as a set of {0,1,2,3} x {0,1,2,..., N} elements. Although the sys-
tem has an infinite source, the maximum number of the customers in the system
is (N +1) (N in the orbit and one second order customer under service), there
is no stability problems regarding the system. The state space is finite.

For buffered and non-buffered models the system balance equations can be
formulated. For example, in the non-buffered case when a customer under service
is sent back to the corresponding source at a breakdown the equations are the
following.

piy = Jim P(S(t)=1,0(0) = 7),i=0,1,23and j =0,1,.N (1)
(N = j)A1 4+ X2+ jv + 0] po,j = pp1,j + 1025 + V23,5 (2)
(N =j—=DM+p+mlpr; =N —j)Apo,; + (5 + 1)vpoj+1 (3)

(N —)Ai 4+ p+7]p2,; = Xapo,; (4)
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(N = 7)Ailp3,; = vopo,; + 71P1,j—1 + V1D2,j (5)

with p1,—1 = po,n+1 = 0.
The system balance equations in the case of a catastrophic breakdown look
like this:

(N = 3)A1 4+ A2+ jv + 0] poj = pp1,; + pp2,; (6)
(N=j—DM+p+mlp,; =N —=j)\po,; + (G + 1)vpoj+1 (7)
(N = 5)A1 4+ p+7]p2; = Aapo,j (8)

Y2P3,0 = YoPo,; + V1P1,j5 + 11P2,5 9)

with p1, 1 = po,n41 =0.

The manual solution of the Kolmogorov-equations is very hard. An alterna-
tive method has to be found. For calculating the steady-state probabilities, the
MOSEL-2 software has been used. Based on the calculated system probabilities
the usual performance measures are provided by the software. Using the system
probabilities, these measures can be calculated by the following formulas, as well.

Utilization 1

Ux :ZP(LO) (10)

Utilization 2

N
Uy = ZP(Q,O) (11)
0=0

— Mean number of customers in the orbit

. 3 N
0=> > oP(s,o) (12)
o=0

s=0

— Mean number of active primary customers
M=N-0-U; (13)
— Mean generation rate of primary customers
A =MM (14)
— Mean time spent in orbit by using Little-formula

w9
N
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2 Numerical Results

The most important goal of these types of stochastic systems is to obtain the
performance measures and system characteristics. Usually, the throughput, uti-
lization, response times, waiting times, queue length are considered. Here the
utilization and response time are focused.

The manual solution of the Kolmogorov-equations is very hard. There exist
alternative methods for performing this task. For calculating the steady-state
probabilities, several software tools can be applied. Based on the calculated sys-
tem probabilities the usual performance measures are usually provided by the
software. Because solving directly the balance equations is rather difficult, the
MOSEL-2 tool is used. The system equations are solved by the SPNP (Stochastic
Petri Net Program). The following figures illustrate the most interesting numer-
ical results. The numerical values of the applied parameters in the model are
listed in Table 1.

Table 1. Numerical values of model parameters

Case studies

No. N A1 A2 1% v Yo Y2

Fig.2]100 | x — azes | 2 3 0.05| 0.1 1
Fig.3|100 |z — axes | 2 3 0.05| 0.01 |1
Fig. 4100 | x — azes | 2 3 0.05/0.2,0.5| 1
Fig.5 /100 | z — azes | 2 3 0.05/0.2,0.5| 1
Fig.6|100 |z — axes | 2 3 0.05| 0.2 1
Fig.7|100 |z — azes | 2 3 0.05/0.2,0.5| 1
Fig.8 100 | x — azes | 2 | special |0.05| 0.2 1

The table contains only the idle time breakdown parameters. For calculations,
the same values are used for the busy time breakdown parameters. The first two
figures compare two different cases for the regular breakdown:

— In case of busy state breakdown, the service of the first order and second
order customers are interrupted. The first or second order customer under
the interrupted service is sent back to the orbit or to the infinite source,
respectively.

— The service of both types of customers is interrupted. The customers are
left at the server. When the server is up again, their service will continue or
restart. Because of the exponentially distributed service time, this difference
- restart or continue - has no effect on the system characteristics.

On Fig.2 displays the difference of the scenarios mentioned above (leave
or remain). The failure rate here is rather high, thus the difference between
the scenarios is significant. The interruption is more frequent and the first order
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customers are sent back to the orbit more frequently, which results higher waiting
times. The waiting time of the ‘leave the system’ case is greater because the first
order jobs go to the orbit and they have to try again.
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Fig. 4. Mean Waiting Time vs. A1

Figure 3 displays the utilization in function of the first order generation rate.
When the failure rate is small, the difference between the two scenarios is not
significant. This figure shows the situation when the failure rate is high, thus the
differences in utilization are more significant. The utilization is greater for the
‘Continue’ scenario because after the repair the server state will be immediately
busy. While for the other scenario the server will be idle, and a retrial, first or
second order generation with an exponentially distributed time interval will take
place.
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A

Fig. 5. Mean Waiting Time vs. A1

In Figs.4 and 5 the running parameter is the generation rate for first order
customers, A1, and the considered performance measure is the mean waiting time
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in the orbit. Here only the first order customers can take place. In Fig.4 the
case of regular breakdown is displayed for two different failure rates. Comparing
the mean waiting times, a reverse effect can be observed. In case of regular
breakdown (Fig.4) for a higher failure rate, the waiting time is higher. The
reason is that the customers spend more time in the orbit or at the server in
down periods. While in case of catastrophic breakdown (Fig.5) the waiting time
is less for higher breakdown rates. Customers are sent to the sources in case of
a breakdown.

Mean Waiting Time
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Fig. 6. Mean Waiting Time vs. A1
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Fig. 7. Mean Response Time vs. A1
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Figure 6 compares the waiting time between the regular and catastrophic
breakdown at a given failure rate, 79 = 1 = 0.2. As it was expected, the
waiting time is much higher for the regular breakdown.

In Fig. 7 and 8 the catastrophic breakdown is applied. The running parameter
is A = A1, the first order generation rate. In Fig. 7 the mean response time can
be seen for two different failure rates (9 = 71 in this figure). For a higher failure
rate, lower response time can be observed because the jobs are more often kicked
off to the source.

Figure 8 displays the server utilization. Here, the service rates for first (u1)
and second order (uz2) customers are different. p; = 4 and pe = 2. This is the
reason, that the utilization is higher in the catastrophic case than in the normal
breakdown case.

Utilization

0,7

0,65

06

== Regular

05 sire= Catastrophic
0,45

04

0,01 006 011 0,16 021 026 031 036 041 046 051 056 061 066 071 076 0,81 0,86 091 096 1,01

A

Fig. 8. Server utilization vs. A1

3 Conclusion

A special two-way communication system was investigated here. First order cus-
tomers come from a finite source, while in the case of an idle server, second order
customers can reach the system via a direct call. Different cases can be consid-
ered. Failure rates are set to be equal for idle server, for server with first order
customer, and for server with second order customer. Two different cases were
considered. The system is subject to regular breakdown and catastrophic break-
down. In case of regular breakdown, the “leave the system” and the “remain at
server” scenarios were compared. Based on the numeric result, it can be stated,
the second scenario is more effective regarding the response times, waiting times,
and utilization. When the two breakdown models were compared with different
failure rates, the expected reverse effect of the breakdown parameters can be
observed.
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