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Chapter 10
Integration of AI for Clinical Decision 
Support

Shyam Visweswaran, Andrew J. King, and Gregory F. Cooper

After reading this chapter, you should know the answers to these questions:
• What are the key challenges faced by clinicians that motivate integrating AI into 

clinical decision support?
• What are the main types of AI that have been developed for clinical decision sup-

port? How does data-derived AI clinical decision support differ from knowledge- 
based AI clinical decision support?

• What are typical degrees of automation and integration of AI in clinical decision 
support?

• Describe the types of clinical tasks that can be supported by AI clinical decision 
support?

• What are the pitfalls of data-derived clinical decision support?

Clinical decision support (CDS) aims to improve health and healthcare by provid-
ing clinicians, healthcare workers, and patients with situation-specific knowledge 
that aids critical clinical activities such as risk assessment, diagnosis, prognosis, and 
selection of therapy [1]. CDS systems assist clinicians in making decisions about 
patient care in various ways, such as by providing interpretations of patient data and 
clinical images, event monitoring and alerts, and recommendations. Some CDS sys-
tems guide patients and caregivers who integrate the clinical guidance from the 
CDS with their personal preferences to make informed decisions.
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Artificial intelligence (AI) enables computer systems to perform tasks that nor-
mally require human intelligence (see Chap. 1 for detailed definitions of AI). 
Because clinical decision-making predominates in medical practice, most applica-
tions of AI in clinical care are intended to enhance the quality of clinical decisions. 
Since the beginnings of AI in the 1950s, AI in medicine has been used increasingly 
for CDS, although the type of AI that drives CDS systems has evolved over the 
decades (see Chap. 2 for a historical account of AI in medicine). In the current era, 
modern AI that leverages large amounts of healthcare data to construct computa-
tional models is increasingly being used in such systems.

This chapter provides an overview of the rapidly developing field of artificial 
intelligence-based clinical decision support (AI-CDS) and the associated promis-
ing research efforts; it focuses on CDS that is targeted to clinicians, provides the 
motivation for integrating AI into CDS, describes the types of AI that are being 
developed for CDS systems, and explores a range of clinical tasks that AI-CDS can 
support. While the potential benefits of AI-CDS are enormous, significant chal-
lenges remain that must be overcome to ensure high-quality healthcare. This chap-
ter describes some of the challenges (especially those stemming from big data), 
summarizes related regulatory developments, and closes with several predictions 
regarding future directions for AI-CDS.

 Challenges Faced by Clinicians

Excellent clinical decision-making requires (1) up-to-date, pertinent medical knowl-
edge, (2) access to accurate and complete patient data, and (3) good decision- 
making skills. CDS systems are increasingly important in aiding clinical 
decision-making due to the following key challenges faced by clinicians:

Exponential Growth of Medical Knowledge Provision of optimal care is depen-
dent on the clinician’s ability to obtain relevant, up-to-date knowledge. The body of 
medical knowledge in the era of Galenic medicine appears to have been quite static 
during the lifetime of a clinician (the Galenic era lasted for more than 1300 years 
from 300 CE to the seventeenth century, when Galen, a Greek physician, heavily 
influenced medicine). Today, however, medical knowledge is increasing in volume 
and complexity. In 1950, the doubling time of medical knowledge was estimated 
to be 50 years; it decreased to 7 years in 1980 and to a mere 73 days in 2020 [2]. 
Furthermore, the traditional histopathological classification of disease, which has 
been the way medical knowledge has been organized and taught for over a cen-
tury, is giving way to a more fine-grained molecular and functional subtyping of 
disease. The volume and rapidly evolving genomic, proteomic, metabolomic, and 
other - omic characteristics of disease and health make it impossible for a clinician 
to remember and apply them in clinical care without some form of assistance.

Rapid Accumulation of Patient Data The amount of clinical data per individual 
is rising, driven by the widespread adoption of electronic health record (EHR) 
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systems and the rapid growth of new laboratory tests, investigations, and imaging 
that are increasingly used in clinical care (see Chap. 3). For example, in critical 
care, it is estimated that a patient generates an average of 1460 new data points 
daily [3], and a clinician is exposed to an average of 4380 data points during a shift 
of 12 h [4]. The large amount of patient data has led clinicians to spend more time 
reviewing and collating data in the EHR that are pertinent to the current clinical 
context.

Increase in Inference Complexity Human clinicians have limited cognitive 
capacity and can simultaneously consider only a few variables at a time in decision- 
making (see Chap. 5). With the exponential growth of medical knowledge and the 
rapid accumulation of patient data, good medical decision-making requires the con-
sideration of many facts. With individual genomic and proteomic data becoming 
available for making decisions, inevitably, the number of salient facts to consider 
for a clinical decision will rise steeply [5]. As the number of facts to consider for 
clinical decision-making outstrips human cognitive capacity, CDS systems are 
needed to aid the clinician [6] (see Chap. 5).

Clinical Data Capture Clinicians, particularly in the United States, face an 
increasing amount of clinical documentation that reduces the time available for 
direct patient care. For example, primary care physicians spent 42% of their time 
(5.9 h of an 11.4-h workday) in the EHR, of which half the time is spent on docu-
mentation, order entry, billing, and coding [7].

 Artificial Intelligence-Based CDS

AI has a long history that traces its modern roots to the 1956 Dartmouth meeting, 
where computer scientists discussed the notion of AI with the ultimate aim of 
building machine systems that can perform human-like intellectual and cognitive 
tasks (see Chap. 2). Machine learning (ML), which has come to constitute the 
largest subset of AI in recent years, refers to AI systems that can achieve some 
aspects of human-like intelligence without being explicitly programmed by 
human authors. In particular, deep learning, an important subfield of ML, relies 
on learning large neural networks, often from massive datasets (See Chaps. 1 and 
6). Since the inception of AI, medicine has been identified as one of the most 
promising application areas. Many AI-CDS systems have been described and 
implemented for a panoply of tasks in medicine, from risk assessment and diag-
nosis to prognosis and therapeutics to patient monitoring and interpretation of 
human genomes.

The typical structure of an AI-CDS system has two main components: a knowl-
edge component that represents medical knowledge in a computable form and an 
inference component that applies the knowledge to a patient’s data to provide deci-
sion support (see Fig. 10.1). Different ways have been developed for representing 
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Fig. 10.1 The key 
components of a 
knowledge-based AI-CDS 
system include a 
knowledge base such as 
expert-derived rules and an 
inference mechanism for 
clinical application such as 
chained inference for rules. 
The key components of a 
data-derived AI-CDS 
include a model, such as a 
data-derived neural 
network, and an inference 
mechanism for clinical 
application, such as 
forward propagation in a 
neural network model

knowledge, such as rules and Bayesian networks, and a variety of inference mecha-
nisms have been created, including chained inference for rules and probability cal-
culations for Bayesian networks. Historically, the knowledge base is explicitly 
derived from human experts. With the advent of ML and deep learning, the knowl-
edge component is replaced with computational models, such as classification trees 
and neural networks that capture relations among domain concepts. Models are then 
applied to a patient’s data to provide outputs such as predicting a clinical outcome. 
Typically, models are derived from data and often big data. We can view a knowl-
edge base as constituting a model as well. By doing so, models become a unified 
representation that can be constructed from data, knowledge, or both. We will refer 
to systems in which models are derived primarily from data as data-derived sys-
tems. Similarly, knowledge-based systems will refer to systems derived primarily 
from human knowledge (see Chap. 4).

Types of AI-CDS Broadly speaking, AI-CDS can be categorized into knowledge- 
based and data-derived systems (see Fig. 10.1). Early AI-CDS systems that were 
developed in the 1970s and 1980s used knowledge-based approaches in which med-
ical knowledge represented as rules, expert constructed Bayesian networks, and 
semantic networks are stored in a knowledge base. In rule-based systems (Chaps. 2 
and 4), knowledge is expressed in IF … THEN ... expressions; for example, in a 
diagnostic system, the IF part would typically encode symptoms, and the THEN 
part would encode diseases that manifest those symptoms. Knowledge-based 
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AI-CDS enjoyed early success and AI-CDS systems were used, for example, to 
choose appropriate treatments, interpret electrocardiograms, and generate diagnos-
tic hypotheses in complex clinical scenarios. Their key advantages include knowl-
edge that is represented in a form that is easy for clinicians to comprehend and the 
ability to explain inference in clinically meaningful ways (see Chaps. 1, 4, and 8). 
However, the construction of knowledge bases is typically manual, which can be 
time-consuming and tedious, and updates to the knowledge are also manual and 
slow. Additionally, the construction of stores of numerical knowledge, such as prob-
abilities, as for example, in Bayesian networks, is tedious and difficult.

The data-derived approach to developing AI-CDS systems began in the 1990s. In 
these systems, knowledge of the earlier AI-CDS was replaced by models that were 
automatically derived from data. Typically, these models are computational objects 
that have structural and numerical components. For example, in a neural network 
model, the network architecture consisting of connections among layers of nodes 
constitutes the structure, and the weights assigned to connections constitute the 
numerical component. ML and deep learning methods (see Chap. 6) have been used 
to derive a wide range of models. ML methods have been developed to derive from 
data rules and probabilistic networks, resembling manually constructed knowledge- 
based AI-CDS models. The key advantages of data-derived AI-CDS include the 
ability to rapidly construct models that can have excellent performance. A key dis-
advantage is that the models are often opaque to human experts, and the explanation 
of inference using these models remains impenetrable to human users (see Chap. 8).

The impetus for the widespread application of ML to medical data came from 
advances in data availability, the development of a broad range of ML methods, and 
powerful and ubiquitous computing capability. First, data on health and disease are 
increasingly available and include a broad range of data types. In addition to experi-
mental data that are typically collected in research studies under controlled condi-
tions, observational data are becoming available from sources such as EHRs, social 
media, and monitoring through mobile smartphones. Second, a broad range of ML 
methods has been developed and is readily available as computer programs for 
application. Third, access to faster and ever more powerful computers is becoming 
inexpensive and ubiquitous.

Until recently, data-derived AI-CDS systems were static, implying that the com-
putable knowledge learned from data is not updated. Static AI-CDS provides the 
same result each time the same input is provided, and they do not evolve over time 
and do not use new data to alter their results. This approach has the limitation that a 
static model may become obsolete when the conditions in which it was applicable 
change, for example, changes in the characteristics of a hospital’s patient popula-
tion. This limitation has led to the development of adaptive AI-CDS in which the 
CDS is dynamic in that it can learn and change performance over time, incorporat-
ing new data and new methods for learning from data [8]. An adaptive CDS that 
predicts the risk of cardiovascular disease would refine the predictive model in sev-
eral ways: for example, the model might be slightly different at each institution 
where it is deployed, reflecting geographic or population variations, or an 
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institution’s model may be continuously updated based on more recent data from 
that institution.

Machine Learning and Data-Derived AI-CDS Systems As described in the pre-
vious section, data-derived models typically consist of structural and numerical 
components. While most models are derived automatically from data using ML 
approaches, they can be hand-crafted by human experts or constructed by a hybrid 
process where the model structure is hand-crafted, and the numerical component is 
derived automatically from data. ML models capture patterns in data, and these pat-
terns are often used to make predictions and also may lead to the discovery of new 
knowledge. ML methods can be categorized broadly into supervised, unsupervised, 
semi-supervised, deep, and causal learning (see also Chap. 6).

Supervised ML leverages data that contain cases that consist of input variables 
(such as symptoms, signs, and laboratory test values) and corresponding  output 
labels (such as the presence or absence of myocardial infarction). By analyzing the 
patterns in the data, supervised ML constructs a model that seeks to produce the cor-
rect output when provided with the input on new cases. When the output is discrete 
and has a limited number of labels (e.g., presence or absence of myocardial infarc-
tion), the supervised ML is called classification. When the output is numerical and 
has a large number of values (e.g., height), the supervised ML is called regression.

In contrast to supervised ML, unsupervised ML uses data that contain cases 
with only input variables but no output labels. Unsupervised ML infers patterns in 
the data such as clusters, outliers, and low-dimensional representations. Clusters are 
groups of cases that are similar in some way. Outliers are cases that are very differ-
ent from the other cases in the data. Low-dimensional representations represent 
cases with a smaller number of features (variables) than are present in the raw data.

Semi-supervised ML is concerned with learning from a combination of data 
that contain outputs (e.g., diagnostic labels) and data that do not. This type of ML 
extends the applicability of both supervised and unsupervised ML, which tradition-
ally can use only labeled and unlabeled data, respectively.

The current advances in ML are largely driven by deep learning, which involves 
training artificial neural networks with many layers on large amounts of data. 
Compared to the other types of ML described so far, deep learning has the advan-
tage of automatically selecting relevant features in the data, creating complex fea-
tures from simpler ones, and deriving a large number of relations, both simple and 
complex, from big datasets.

Another advance in ML that is particularly applicable to medicine is personalized 
ML. The typical ML approach is to derive a single model from training data, such that 
the model is optimized to perform well on average on all future individuals. This 
population ML approach has been quite successful; however, it may ignore impor-
tant differences among patients, such as differences in the mechanisms causing dis-
ease or in treatment response. An approach for better capturing individual differences 
is personalized ML, where the model is tailored to the characteristics of the current 
individual and is optimized to perform especially well for that individual, but not 
necessarily for all future patients [9–11]. For example, the breast cancer of a current 
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patient may have a mutation W that is highly predictive of the cancer course, although 
it is rare. A mutation X is much more common in the breast cancer population; how-
ever, it is only modestly predictive. A population model is likely to include X as a 
predictor, but not W, because mutation X is so common. That model would predict the 
cancer course of the current patient only fairly well. In contrast, a personalized model 
would likely include W as a predictor and predict the cancer course quite well.

Causal ML is concerned with modeling and discovering causal relationships 
[12, 13]. Such relationships predict the values of one or more variables after we set 
the values of other variables independently. Such predictions are important when 
making decisions to optimize expected outcomes, as is common in healthcare. For 
example, deciding on the best therapy for a patient involves making causal predic-
tions. In contrast, most of the research and methods in ML have focused on learning 
models that predict one or more variables after we observe the values of other vari-
ables. Patient diagnosis in light of existing patient information is an example of an 
observational prediction.

Sometimes correct causal and observational predictions yield the same answers, 
but other times they do not. Figure 10.2a shows a situation in which X causally influ-
ences Y, and there are no other sources of statistical dependence between X and Y. In 
this example, the causal prediction of Y given that we independently set X equals the 
prediction of Y given that we observe X. In such a scenario, we can estimate model 
parameters using observational data and apply the resulting model to make causal 
predictions. Figure 10.2b is an example in which the causal and observational pre-
dictions differ, due to the presence of a hidden (latent) variable H. Here the obser-
vational prediction of Y given that we observe X is determined by the association 
due to X directly causing Y and association due to the path from X to H to Y, which 
is not due to X causing Y. In contrast, the causal prediction of Y given that we inde-
pendently set X = x [13] involves the situation shown in Fig. 10.2c. By indepen-
dently setting X, we break the non-causal source of association between X and Y that 
goes through H, and we predict Y based only on the causal influence of X on Y [14].

For most of the past century, the predominant, formal method for causal discov-
ery in healthcare and beyond has been the randomized controlled trial (RCT) [15]. 
By randomizing the setting of the value of X (e.g., a treatment selection), its value 

YX

a

X Y

H
b

X Y

H

independently setting 
the value of X

c

Fig. 10.2 Examples of causal Bayesian networks. X and Y are measured variables. H is a hidden 
(latent) variable. (a) X causally influences Y, and there is no confounding. (b) X causally influences 
Y, and there is hidden confounding. (c) Independently setting X removes the hidden confounding 
of X and Y
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is set independently of the values of any of the other measured variables; thus, for 
example, the situation in Fig. 10.1c results, where the only dependency between X 
and Y is due to direct causation. On the other hand, RCTs are often expensive, some-
times infeasible, and frequently they study only a small, selected subset of patients, 
relative to the broader population of interest. Conversely, observational data, such as 
EHR data, are relatively plentiful, contain a rich variety of types of information, and 
more faithfully represent “real-world populations.” However, care must be taken in 
deriving causal knowledge solely from observational data. A commonly used causal 
model is the causal Bayesian network, which is a Bayesian network in which a 
directed edge from X to Y represents that X is a direct cause of Y, relative to a set of 
modeled variables (as, for example, in Fig. 10.2).

ML methods have been developed that derive causal models from data, including 
observational-only data, or from a combination of knowledge and data. For instance, 
methods exist for learning Bayesian networks from expert knowledge and data [16, 
17]. Expert knowledge could define an initial model for a system that provides diag-
nostic, prognostic, or therapeutic advice, for example. As data accumulate, the 
model adapts to represent the causal relationships consistent with the data. Causal 
modeling could also support the development of adaptive CDS systems. In the con-
text of a given clinical task, such a system could compare its causal model of a 
domain with its model of a clinician’s causal knowledge of the domain to provide 
advice to the clinician that optimally augments what he or she is likely to already 
know [18, 19].

 Degree of Automation in AI-CDS

The early AI-CDS systems were standalone; the clinician interacted with the system 
by manually providing relevant patient data as input and then incorporating the 
system’s output with their judgment to make clinical decisions. The widespread 
adoption of EHR systems has enabled increased integration of AI-CDS with such 
systems. AI-CDS may be integrated with EHR systems to a varying extent that 
enables the AI-CDS to obtain inputs automatically from the EHR, make recommen-
dations, and provide those recommendations to the clinician and output them to the 
EHR (see Fig. 10.3).

Based on the degree of automation and integration with EHR systems, AI-CDS 
can be broadly categorized into three types [20]. In conventional AI-CDS, the CDS 
system collects patient data from the EHR and provides recommendations that the 
clinician receives, clarifies and considers in making the final decision. In integrative 
AI-CDS, the CDS system actively obtains patient data from the EHR, provides 
recommendations to the clinician, and also automatically records them in the 
EHR. The clinician still makes the final decision. In fully automated AI-CDS, the 
CDS system gathers information about and from a patient, makes decisions autono-
mously, and records results in the EHR. The clinician may monitor the recommen-
dations and clarify the CDS system’s recommendations. For some clinical tasks, 
fully automated decision support may be suitable, for example, some steps in robotic 
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Fig. 10.3 Categories 
of AI-CDS based on the 
degree of automation and 
integration with EHR 
systems. (a) Conventional 
AI-CDS obtains patient 
data from the EHR system 
and provides 
recommendations to the 
clinician who makes 
decisions. (b) Integrative 
AI-CDS obtains patient 
data from the EHR system, 
provides recommendations 
to the clinician, and 
records them in the EHR 
system. (c) Fully 
automated AI-CDS collects 
information from the 
patient, makes decisions, 
and records them in the 
EHR system

Box 10.1 Example Input and Output Modalities for AI-CDS
Examples of input modalities for AI-CDS

• EHR data. Radiology reports of patients with acute traumatic injury are 
input to an AI-CDS that identifies incidental findings for follow-up care.

• Medical images. Screening mammograms are input to an AI-CDS that 
automatically identifies potential cancer.

• Health sensors. A wrist band with gyroscopic sensors worn by an individ-
ual at risk for fall provides input to an AI-CDS that automatically detects falls.

surgery or in insulin dose adjustments by an insulin pump; in many more tasks, 
however, integrative decision support will be more practical in the foreseeable 
future with the final decisions made by the clinician.

AI-CDS systems are often based on an input-process-output workflow. Inputs 
can come from various sources such as data from EHR and medical imaging sys-
tems and devices such as mobile smartphones, Fitbit, Apple, and other health track-
ers (see Box 10.1). Outputs can be delivered in many ways. Examples include 
diagnoses, recommendations, alerts and reminders, order sets, relevant medical 
knowledge, and context-aware summaries (see Box 10.1).

10 Integration of AI for Clinical Decision Support
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 Application of AI-CDS in Clinical Care

As described in the section on “Challenges Faced by Clinicians”, clinicians face 
challenges in the daily practice of medicine that arise from the exponential growth 
of medical knowledge, rapid accumulation of a diversity of patient data, and the 
increased complexity of clinical decision-making. Clinicians perform a range of 
tasks, such as assessing the risk of developing a disease in the future (risk assess-
ment and stratification), determining the presence or absence of disease at the cur-
rent time (diagnosis), forecasting the likely course of disease (prognosis), predicting 
treatment response (therapeutics), and monitoring in acute care, such as in critical 
care and during surgery, as well as outside the hospital for chronic diseases (see 
Chaps. 11, 12, and 14). The remainder of this section provides examples of areas of 
rapid progress in the development of AI-CDS.

Providing Relevant Medical Knowledge Studies have shown that clinicians have 
knowledge needs in many aspects of clinical decision-making, including diagnosis, 
prognosis, and therapy during patient encounters [21]. CDS systems have been 
developed that provide relevant medical knowledge at the right time and at the right 
place, such as the Infobutton that collates medical knowledge from the literature, 
textbooks, and other sources of information and presents knowledge relevant to a 
particular clinical context [22]. More recently, AI-CDS approaches have been 
described for generating medical evidence for treatments in a specific clinical con-
text when such knowledge is lacking in the medical literature or in published treat-
ment guidelines. One approach to this situation that has been described is to generate 
evidence from the EHR and other health utilization data of similar patients [23]. For 
a clinical question, the approach specifies the relevant population, intervention, 
comparator, outcome, and timeframe to select data from a large database such as a 
hospital’s EHR data warehouse, which is used for treatment-effect estimation and 
survival analysis. However, such estimates may be subject to bias due to idiosyncra-
sies in the hospital’s EHR data and due to hidden confounding and selection bias.

Prioritization of Patient Data In a specific clinical context, relevant patient data 
should be readily available for optimal decision-making. However, in current EHR 

Examples of output modalities for AI-CDS

• Highlighting in EHR. An AI-CDS identifies important new patient data in 
the EHR and highlights them to the clinician.

• Alerts. On detecting strokes in CT images of the brain, an AI-CDS sends 
alerts to stroke clinicians.

• Discharge summaries. An AI-CDS automatically generates discharge 
summaries to support communication during the transition of care from 
hospital to community care.

S. Visweswaran et al.

https://doi.org/10.1007/978-3-031-09108-7_11
https://doi.org/10.1007/978-3-031-09108-7_12
https://doi.org/10.1007/978-3-031-09108-7_14


295

systems, retrieval of patient data relevant to a clinical task is cumbersome and time- 
consuming, exacerbated by confusing layouts, workflows, poor prioritization, and 
weak search capabilities. Clinicians spend substantial amounts of time searching 
large volumes of data to identify clinically meaningful patterns and important 
patient details, predisposing them to information overload. AI-CDS systems are 
needed that intelligently identify and display clinically relevant patient data that 
enhance the clinician’s ability to rapidly assess the clinical context and make opti-
mal decisions. The learning electronic medical record (LEMR) system uses ML 
models to highlight data and are trained from output labels that clinicians have iden-
tified in past patient cases. In a research study, the LEMR system was able to iden-
tify and highlight salient patient information to summarize the clinical status of the 
patient for morning rounds in the critical care setting (Fig. 10.4) [24].

Risk Assessment Data-derived AI-CDS is increasingly developed to predict the 
risk of developing a disease or monitor adverse clinical events. For example, a deep 
learning strategy that combines results from cognitive testing and magnetic reso-
nance imaging (MRI) of the brain predicts the risk of developing Alzheimer’s dis-
ease [25]. As another example, an ML-based system that predicts the risk of 
hypoxemia in the near future and explains the risk factors during general anesthesia 
was developed to aid anesthesiologists in early intervention [26].

Diagnosis The application of ML and deep learning approaches for diagnosis in 
medical imaging has rapidly grown in recent years in the areas of radiology, oph-
thalmology, dermatology, pathology, cardiology, and gastroenterology. In radiol-
ogy, clinicians rely primarily on imaging for diagnosis, and deep learning methods 
have rapidly improved the performance of diagnostic tasks in images. For example, 
the automated diagnosis of common lung diseases with chest radiography [27], the 
detection of lung nodules with computed tomography (CT) [28], and the identifica-
tion of breast tumors using mammography [29] have achieved expert-level diagnos-
tic accuracies. In dermatology, clinicians rely on visual inspection of skin lesions to 
diagnose and differentiate between benign and malignant lesions. For example, neu-
ral networks can identify malignant melanomas from a single photograph of the 
lesion at a dermatologist’s level of accuracy [30]. In ophthalmology, fundus photo-
graphs are visually examined by ophthalmologists to detect and monitor various 
diseases, such as glaucoma and diabetic retinopathy. In a recent application of deep 
learning, neural network models were able to identify diabetic retinopathy at an 
accuracy comparable to that of ophthalmologists [31]. In pathology, histopathologi-
cal assessment under the microscope of biopsied specimens by pathologists is used 
to diagnose many types of cancer. Deep learning models have been shown to be 
useful in detecting prostate cancer from biopsy specimens [32, 33] and identifying 
breast cancer metastasis in lymph nodes [34]. Cardiologists use electrocardiograms 
and echocardiograms, and deep learning methods have recently been shown to per-
form at expert-level accuracy for diagnosing heart attacks, as well as cardiac abnor-
malities like hypertrophic cardiomyopathy, from electrocardiograms [35]. 
Identification of small polyps during colonoscopy is an arduous task for gastroen-
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terologists. Recently, an ML-based approach that identifies polyps in images from a 
colonoscopic camera was shown to enhance the clinician’s speed and accuracy of 
detecting polyps during colonoscopy [36, 37]. The future translation into clinical 
applications of the successful application of AI, especially deep learning for image-
based diagnosis, will significantly change current medical practice. Curt Langlotz, 
a pioneer in AI in radiology, posed the question, “Will AI ever replace radiologists?” 
then answered, “I say no – but radiologists who use AI will replace radiologists who 
don’t” [38].

Early diagnosis of rapidly developing clinical conditions is another area of abun-
dant application of ML approaches. For example, in critical care, early diagnosis of 
sepsis using ML models has been shown to be more accurate than traditional tools 
such as the quick Sepsis Related Organ Failure Assessment (SOFA) score [39].

Prediction of Clinical Outcomes Prediction of clinical outcomes with ML has 
grown rapidly with the increased availability of large volumes of EHR and health 
insurance claims data. ML models can learn the patterns of health trajectories from 
EHR and other data of a large number of individuals, and such models can antici-
pate future events at an expert clinical level. For example, accurately forecasting the 
likely clinical course in a patient with community-acquired pneumonia enables 
decision-making about whether to treat the patient as an inpatient or as an outpatient 
[11]. Similar ML-based forecasting can identify recently discharged patients who 
are likely to develop complications requiring readmission or patients who are at risk 
for prolonged hospitalization [40]. Such information can be used proactively to pro-
vide additional resources or initiate more intensive management. Furthermore, 
Bayesian networks have been developed to predict mortality, readmission, and 
length of hospital stay using EHRs from the emergency department [41], and deep 
learning applications have been developed to predict in-hospital mortality, 30-day 
readmissions, and prolonged length of hospital stay [40]. ML has also been applied 
to identify patient characteristics in the medical notes to classify cancer patients 
with different responses to chemotherapy [42].

Therapy Therapeutic CDS systems that aid in choosing the best therapy have been 
developed since the inception of CDS systems. One of the earliest such systems was 
MYCIN (see Chap. 2), a rule-based system that uses backward chaining inference 
to identify causative bacteria in infections and recommend appropriate antibiotics 
and dosages. Examples of AI-CDS are found in the field of radiomics that use 
AI-based analyses of clinical images to characterize tumor phenotypes and predict 
treatment response. For example, a deep learning approach using radiomic features 
in CT scans of non-small cell lung cancer was able to predict treatment response to 
various therapeutic agents [43].

Alerting Alerting CDS systems have been developed for a long time to draw the 
clinician’s attention to the important data at the right time. One of the earliest such 
systems was the HELP system that was developed at LDS Hospital in Salt Lake 
City in the 1960s and generated automated alerts about abnormalities in patient data 

10 Integration of AI for Clinical Decision Support

https://doi.org/10.1007/978-3-031-09108-7_2


298

[44]. Several alerting AI-CDS systems have been described in recent years. A deep 
learning approach has been developed and deployed that sends alerts to stroke clini-
cians on detecting strokes in CT images of the brain [45]. More recently, an ML 
approach for detecting anomalous patient-management decisions in the critical care 
unit was developed and evaluated at the University of Pittsburgh [46].

Patient Monitoring In-hospital patient monitoring is an essential clinical activity 
in operating rooms, intensive care units, and emergency rooms. Real-time detection 
of critical events from data generated by monitoring devices is an area where ML is 
increasingly applied. For example, ML methods can identify seizures from continu-
ous electroencephalographic monitoring [47]. As another example, such methods 
can predict hypoxemia events during surgery from continuous physiological moni-
toring [26]. These results suggest that the application of ML methods to continuous 
patient-monitoring data can achieve accurate and timely predictions, thus relieving 
information overload on clinicians.

Clinical Data Capture A significant contributor to clinician frustration and burn-
out is the undue length of time spent in documenting encounters, often at the cost of 
decreased time spent interacting with patients. Clinical scribes, who work alongside 
clinicians to translate and record information in clinical encounters, were  introduced 
to reduce the burden of documentation on clinicians. More recently, digital scribes 
that leverage speech recognition and natural language processing are being devel-
oped to capture and document the spoken portions of the clinical encounter auto-
matically [48]. Advances in human-computer interaction technologies, such as 
speech and gesture recognition and ambient listening and seeing, will likely lead to 
the development of autonomous digital scribe systems that allow clinicians to 
migrate from interacting with a standalone computer to speaking in an intelligent 
room where the environment itself becomes the automated scribe.

 Pitfalls of AI-CDS

In a recent application of ML to detect pneumonia in chest X-rays, the ML model 
performed successfully, detecting pneumonia with an accuracy of 93% when the 
model was evaluated on a different batch of X-rays at the institution where the 
model was developed. However, when the model was evaluated on a batch of X-rays 
from a different institution, its performance in detecting pneumonia fell to 73% 
[49]. It was subsequently found that the X-rays of pneumonia had been mostly taken 
from very sick patients lying down with portable chest X-ray machines, and X-rays 
of patients lying down look very different from X-rays of patients who are standing 
up, and the model had learned to discriminate between X-rays of patients lying 
down from standing up, rather than identifying features of pneumonia. This is an 
example of a pitfall of data-derived AI-CDS due to an inadvertently introduced bias 
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in the data that was used to derive the ML model. Translation of ML research into 
clinically robust AI-CDS requires mitigating a range of such pitfalls.

AI-CDS has significant pitfalls that include dataset shift, algorithmic bias, auto-
mation complacency and inscrutable explanations. We discuss each of these prob-
lems in the remainder of this section.

Dataset shift is a common pitfall in ML that occurs when data characteristics 
differ between the training phase and the application or deployment phase. It is 
common and occurs for reasons that range from the bias in the training data to the 
application of the ML system to an inappropriate clinical context. The availability 
of high-quality training data may be limited if, for example, portions of the data 
need manual review by experts, if the outcome is poorly defined, or the available 
data are a convenience sample that is not representative of the entire population. 
Sometimes, dataset shift is introduced by the process of training; for example, the 
training data may have been adjusted to contain an equal number of cases and con-
trols to maximize the performance of the ML system; however, at application time, 
it is rarely the situation in medicine that the condition of interest occurs 50% of 
the time.

Dataset shifts are common across locations and across time. Thus, ML models 
developed at one location may perform poorly at a different location because dis-
ease patterns are different across the two locations. Further, even within the same 
healthcare system, models that are developed from data on patients who attend a 
specialty clinic may perform poorly on the general population. For example, an ML 
model that is trained on photographs of skin lesions in a dermatology clinic may 
have lower accuracy when applied to patients seen in a primary care clinic where the 
appearance of lesions, and the risk profile of patients, are different.

Even at the same location, disease patterns can change over time, leading to a 
decrease in performance in the future. Models developed only from historical data 
will reinforce existing practice and may not reflect new medical developments and 
changes in policies and guidelines. For example, an AI-CDS system might errone-
ously recommend a drug after it has been withdrawn due to safety concerns or will 
not recommend a medication appropriately whose use has been expanded to the 
treatment of new conditions.

It is important to monitor and update ML models because unanticipated dataset 
shifts will almost certainly occur, and the performance of deployed models is likely 
to deteriorate. Thus, AI methods are needed to detect when shifts have occurred, 
identify the nature of the shifts, and continually update the models using more 
recent data.

Algorithmic bias refers to errors in an AI-CDS that systematically underper-
form for one group of individuals relative to others. Algorithmic bias exacerbates 
existing inequities in socioeconomic status, race, ethnic background, religion, gen-
der, disability, and sexual orientation, and it may amplify inequities in healthcare 
systems. Bias arises due to many factors; however, the common problem is that the 
data used in training ML models often do not represent the whole population, lead-
ing to poor performance in underrepresented groups. Most data used for ML are 
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observational data that are often limited by low diversity in race, gender, geographi-
cal location, economic conditions, and other important attributes. Training with 
such biased data can lead to biased ML models that are not valid for parts of the 
population, and the application of such models has the potential to exacerbate exist-
ing healthcare disparities.

As examples, ML models trained with gender-imbalanced data perform poorly at 
reading chest X-rays for the underrepresented gender [50]; and ML models trained 
primarily on light-skinned individuals perform poorly in detecting skin cancer 
affecting individuals with darker skin [51]. A recent study reviewed over 70 publi-
cations and noted that most of the data used to train ML models came from just 
three states in the United States [52], suggesting the potential for geographic bias. 
As another example, a commercial risk model for predicting future risk of needing 
complex healthcare exhibited racial bias. For the same level of predicted risk, black 
patients were found to be sicker than white patients because the model was trained 
on healthcare costs as a proxy for healthcare needs. Since less money had been 
spent on black patients who have the same level of need, the model inaccurately 
predicted that black patients are healthier than white patients [53].

Beyond problems with the data, algorithmic bias can arise at any point in the 
development of an AI-CDS system from data collection and cleaning, model choice, 
the protocol used in training and evaluation, and implementation and dissemination. 
Preventing algorithmic bias requires that the teams that develop AI-CDS include 
experts who have knowledge about how to prevent bias and not simply data scien-
tists who are technical experts in ML.  Particularly, clinicians and even patients 
should be included in the teams, as they can provide deep insights into the clinical 
context [54].

Automation Complacency With the deployment of autopilots in aircrafts and, 
more recently, in automobiles, it has been observed that pilots often failed to moni-
tor important flight indicators, and drivers in autonomous automobiles frequently 
failed to watch the road. Similar behavior has been noted to occur with clinicians 
using AI-CDS systems. If an AI-CDS system were completely accurate and reliable, 
then clearly following its recommendations would lead to positive outcomes; how-
ever, practical AI-CDS systems are not perfect and can increase errors if incorrect 
advice is followed. Over-dependence on CDS in conjunction with reduced vigilance 
in information seeking and processing is termed automation complacency, which 
can lead to errors that would not normally occur in the absence of CDS [55]. 
Automation complacency can result in omission errors in which the clinician fails 
to consider relevant medical knowledge or patient information because the CDS did 
not recommend it, and commission errors where the clinician complies with incor-
rect CDS recommendations.

For example, an AI-CDS system that aids in detecting cancers in screening mam-
mograms can increase the rate of cancer detection by uncovering those that the 
radiologist would otherwise miss. However, omission errors by the AI-CDS will 
result in cancers going undetected, and commission errors may result in individuals 
without cancers receiving unnecessary interventions [56]. Similar errors due to 
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automation complacency occur in the computerized interpretation of electrocardio-
grams [57], decision support in e-prescribing [58], and answering questions about 
clinical scenarios [59].

The factors causing automation complacency are multifactorial; they include 
complex tasks that impose a greater cognitive load, low clinician experience with a 
task, and high trust in the AI-CDS system, especially as familiarity with the system 
grows over time. Mitigating automation complacency is a challenging, open prob-
lem, and interventions, such as providing clinicians with information on the AI-CDS 
system’s reliability, have had little impact. One potential solution to this problem is 
having an AI-CDS that balances sometimes offering advice upfront with sometimes 
only offering critiques post facto.

Inscrutable Recommendations With the increasing complexity of AI models that 
underlie CDS, explanations that describe the basis of recommendations or predic-
tions are important to detect error or bias, as well as to engender trust in the system 
(see Chaps. 1, 2, and especially Chap. 8). The insight that an explanation provides 
about why a patient is at high risk of developing a disease can help a clinician under-
stand the reasoning, which helps gain trust in the AI-CDS system. In knowledge- 
based AI-CDS, such as rule-based systems, and some ML models, such as 
classification trees, the reasons for the resulting predictions can be clearly explained. 
Other ML models, such as random forests and artificial neural networks, often per-
form better than earlier models, but their black-box nature makes their recommen-
dations more inscrutable (see Chap. 8).

A wide range of methods, which can be broadly categorized into ante-hoc and 
posthoc approaches, are being developed to provide explanations for AI-CDS sys-
tems. In the ante-hoc approach, the AI-CDS system is designed to be interpretable, 
and such systems have a long tradition in medicine and are created from expert 
knowledge and employ human-AI interaction. For example, MYCIN was designed 
as a consultation system with explanatory capabilities to advise clinicians on diag-
nosing and treating bacterial infections. The MYCIN system conducts a question-
and-answer dialog to elicit relevant patient data, and the execution of the rules forms 
a coherent explanation of MYCIN’s reasoning [60].

Posthoc approaches aim to provide explanations for a specific recommendation 
and are more applicable to modern ML models that are not designed for interpret-
ability (see Chap. 8). For example, in deep learning-based AI-CDS systems for 
medical imaging, a post-hoc approach uses saliency maps. In a saliency map, the 
explanation highlights the salient regions in the image that are important to the sys-
tem’s recommendation, such as the regions on the chest X-ray or the picture of a 
skin lesion that most contributed to the recommendation. Beyond image analysis, 
model-agnostic explanatory methods that focus on explaining individual recom-
mendations of a black-box ML model have been developed. Examples of such 
methods include Local Interpretable Model-Agnostic Explanations (LIME) [61] 
and SHapley Additive exPlanations (SHAP) [62]; these methods estimate the impact 
of input features for a specific prediction from analysis of the behavior of the model 
when the inputs are varied.
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 Regulation of AI-CDS

As AI-CDS systems become more complex, automated, and adaptive, they will sur-
pass the ability of clinicians to independently verify their veracity, which makes 
regulatory oversight vital to shield patients from the pitfalls of such systems (see 
also Chap. 18). Depending on the complexity, the regulatory requirements for 
AI-CDS can range from none at all to substantial compliance burden. For example, 
in the outpatient clinic, a clinician receives a CDS recommendation to offer colo-
noscopy for a patient who is 45 years of age. The clinician can easily verify the 
accuracy of the recommendation, given the U.S. Preventive Services Task Force 
guidelines on which the recommendation is based. Such a CDS system would not 
require regulation.

In contrast, consider an AI-CDS system that uses an ML model to recognize 
cardiopulmonary instability from continuous physiological monitoring of the car-
diac and respiratory systems. Such a system may be deployed in the critical care 
unit to monitor and predict the elevated risk of cardiopulmonary instability, and a 
prediction of elevated risk may lead to decisions such as initiation of medication to 
increase the blood pressure or mechanical ventilation. In this situation, the clinician 
cannot readily assess the accuracy of the assessment provided by the AI-CDS, and 
such a system would need to be regulated to ensure patient safety.

AI-CDS systems consist of software, and software may be deemed a medical 
device if it is used to guide clinical decision-making. The U.S.  Food and Drug 
Administration (FDA) has created guidelines for regulating Software as a Medical 
Device (SaMD) that encompasses AI-CDS. The FDA guidelines are based on rec-
ommendations from the International Medical Device Regulators Forum (IMDRF), 
an international group of medical device regulators that develops guidelines for the 
uniform regulation of medical products worldwide.

There are many important factors in the regulatory framework of AI-CDS, 
including risk assessment, unbiased training, reproducibility, and whether the AI 
methods in the CDS are static vs. adaptive. The FDA provides a framework for the 
clinical evaluation of SaMD that is adopted from the IMDRF. The goal of the clini-
cal evaluation is to assess a SaMD’s clinical safety, effectiveness, and performance 
as intended by the developer of the SaMD. The clinical evaluation consists of three 
components that include scientific validity, analytical validation, and clinical valida-
tion (see Table 10.1). A SaMD must pass all three components successfully to be 
considered validated. Further, following the IMDR, the FDA stratifies SaMD into 
four risk levels based on the intended medical purpose of the SaMD (treat or 

Table 10.1 Components of clinical evaluation of Software as a Medical Device (SaMD)

Clinical evaluation
Valid clinical association
(scientific validity) Analytical validation Clinical validation

Is there a valid clinical 
association between the 
SaMD’s output and the 
SaMD’s targeted clinical 
condition?

Does the SaMD correctly 
process input data to 
generate accurate, reliable, 
and precise output data?

Does the use of SaMD’s accurate, 
reliable, and precise output data 
achieve the intended purpose in the 
target population in the context of 
clinical care?

Adapted from [63]
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Table 10.2 Regulatory requirements for Software as a Medical Device (SaMD) by the intended 
medical purpose and the nature of the patient’s condition

Intended medical purpose
Nature of the patient’s 
condition

Treat or 
diagnose

Drive clinical 
management

Inform clinical 
management

Critical IV III II
Serious III II I
Non-serious II I I

I: least regulatory requirements, IV: greatest regulatory requirements. Adapted from [63]

Table 10.3 Examples of AI-CDS that have received FDA clearance as SaMDs

Name of 
device or 
algorithm

Name of 
parent 
company Short description

FDA approval 
number Date

Medical 
specialty

Arterys 
Cardio DL

Arterys Inc Analysis of 
cardiovascular 
magnetic resonance 
images

K163253 2016/11 Cardiology

ContaCT Viz.ai Automated stroke 
detection on CT 
images

DEN170073 2018/02 Radiology

EyeArt Eyenuk, Inc Automated detection 
of diabetic 
retinopathy on retinal 
fundal images

K200667 2020/06 Ophthalmology

diagnose, drive clinical management, inform clinical management) and the nature 
of the patient’s condition (critical, serious, non-serious). A higher level of risk 
requires increased oversight, more regulatory requirements, and more evidence for 
the efficacy and safety of the SaMD (see Table 10.2).

The FDA certified the first AI-CDS system in 2016 when Arterys became the 
initial company to receive clearance to use deep learning in a clinical setting for the 
analyses of cardiovascular images. As of January 2021, a total of 71 AI-CDS sys-
tems have been cleared by the FDA as SaMDs. The largest number of AI-CDS 
systems certified by the FDA are in the fields of radiology and cardiology [64]. 
Table 10.3 provides examples of AI-CDS systems that have received FDA clearance.

 Conclusions

CDS is at a critical juncture for the safe and effective integration of AI into clinical 
care. The technical capacity to develop, implement, and maintain AI-CDS in the 
clinical enterprise is increasing by leaps and bounds, and the promise of AI in clini-
cal decision-making offers considerable opportunities to improve patient outcomes, 
reduce costs, and improve population health.

10 Integration of AI for Clinical Decision Support



304

AI-CDS is poised to advance the learning health system in which clinical 
experience and patient data are systematically integrated to provide higher qual-
ity, safer, more efficient care. Clinical trials and similar research underlie one of 
the key ways of generating new knowledge and evidence for improving clinical 
care. The clinical enterprise of treating patients and the research enterprise of 
evaluating new therapies, for the most part, are segregated into two disparate 
enterprises. However, to realize the learning health system, there is a need to 
treat patients and evaluate therapies at the same time [65, 66]. In the future, 
AI-CDS systems will support patient care and support research tasks that include 
screening, enrollment, adaptive treatment assignment, data collection, and 
dynamic data analysis.

With new approaches for measuring and analyzing a wide range of biomedical 
data, including molecular, genomic, cellular, physiological, clinical, behavioral, and 
environmental data, ML models that power AI-CDS will integrate heterogeneous 
multimodal data to provide broader, more accurate and nuanced recommendations 
and predictions. As data is generated at increasing volumes and rates, adaptive 
AI-CDS systems will grow and continuously learn and adapt to optimize overall 
healthcare. Such systems will intelligently adapt to the patient (e.g., taking into 
account patient preferences and life circumstances), to the clinician (e.g., physician 
vs. nurse vs. pharmacists, etc.), to the clinical task (e.g., diagnosis, prognosis, medi-
cation reconciliation, etc.), and to the clinical context to help optimize the overall 
delivery of healthcare to individuals and society. Current AI-CDS systems collabo-
rate very little, if at all, with clinician users, and as they begin to interact with thou-
sands of users every day, human-AI cooperative systems will be increasingly 
developed [19].

Questions for Discussion

• What are the pros and cons of knowledge-based and data-derived AI-CDS? 
Discuss how to improve data-derived AI-CDS by incorporating biomedical 
knowledge.

• The current popular paradigm is to use big data (e.g., EHRs and billing data) to 
develop AI models for CDS. Describe the pitfalls of this paradigm and suggest 
methods to mitigate these pitfalls.

• The development of a new therapeutic (e.g., a drug or vaccine) involves rigorous 
assessment and validation of safety and efficacy. Do you agree that a new AI- 
CDS system should undergo a similar rigorous assessment and validation of 
safety and performance? Why or why not? How does validating an AI-CDS sys-
tem differ from validating a new therapeutic? How does the nature of software 
complicate the application of traditional evaluation and regulation approaches?

• Hospitals typically have antimicrobial stewardship programs to monitor antibi-
otic prescribing and resistance patterns and to guide appropriate antimicrobial 
use. If you were the Chief Medical Information Officer of a large hospital that 
has deployed a large number of AI-CDS tools, propose the design for an AI-CDS 
stewardship program. What factors will you monitor and how will you accom-
plish doing so?
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Further Reading

Greenes RA, editor. Clinical Decision Support: The Road Ahead. Elsevier; 2011 
Apr 28. (Revised edition to be published in early 2023).

• This book provides a comprehensive description of the computational challenges 
in development of CDS systems and detailed discussions of their deployment.

Rajkomar A, Dean J, Kohane I. Machine learning in medicine. New England Journal 
of Medicine. 2019 Apr 4;380 (14):1347–58.

• This review provides an overview of the uses and key challenges of machine 
learning for clinical applications.

Topol EJ.  High-performance medicine: The convergence of human and artificial 
intelligence. Nature Medicine. 2019 Jan;25 (1):44.

• This article surveys the clinical applications of AI and deep-learning and 
describes their impact on clinicians, patients, and health systems.

Montani S, Striani M. Artificial intelligence in clinical decision support: A focused 
literature survey. Yearbook of Medical Informatics. 2019 Aug;28 (1):120.

• This survey of the literature found data-driven AI to be prevalent in CDS either 
used independently or in conjunction with knowledge-based AI.

Challen R, Denny J, Pitt M, Gompels L, Edwards T, Tsaneva-Atanasova K. Artificial 
intelligence, bias and clinical safety. BMJ Quality & Safety. 2019 Mar 1;28 
(3):231–7.

• This article provides an overview of short-term, medium-term, and long-term 
safety and quality issues related to clinical deployment of AI in medicine.
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