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Abstract. Brain tumor segmentation by computer computing is still
an exciting challenge. UNet architecture has been widely used for medi-
cal image segmentation with several modifications. Attention blocks have
been used to modify skip connections on the UNet architecture and result
in improved performance. In this study, we propose the development of
UNet for brain tumor image segmentation by modifying its contraction
and expansion block by adding Attention, adding multiple atrous con-
volutions, and adding a residual pathway that we call Multiple Atrous
convolutions Attention Block (MAAB). The expansion part is also added
with the formation of pyramid features taken from each level to produce
the final segmentation output. The architecture is trained using patches
and batch 2 to save GPU memory usage. Online validation of the seg-
mentation results from the BraTS 2021 validation dataset resulted in
dice performance of 78.02, 80.73, and 89.07 for ET, TC, and WT. These
results indicate that the proposed architecture is promising for further
development.

Keywords: Atrous convolution + Attention block + Pyramid features -
Multiple atrous convolutions attention block - MAAB

1 Introduction

Segmentation of brain tumors using computer computing is still an exciting
challenge. Several events have been held to get the latest methods with the best
segmentation performance. One event that continues to invite researchers to
innovate related to the segmentation method is the Brain Tumor Segmentation
Challenge (BraTS Challenge). This BraTS Challenge has been held every year,
starting in 2012 until now in 2021 [4].

The BraTS 2021 challenge is held by providing a larger dataset than the
previous year. Until now, the dataset provided consists of training data accom-
panied by a label with a total of 1251 data and validation data that is not
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accompanied by a label with a total of 219 data. This validation data can be
checked for correctness of labeling using the online validation tool provided on
the https://www.synapse.org site [5-7,12].

Among the many current architectures, UNet has become the widely used
architecture as a medical image segmentation model. Starting with use in seg-
menting neuronal structures in the EM Stack by [14], this architecture has been
developed for segmenting 3D medical images. The development of UNet includes
modifying existing blocks at each level, both in the expansion and decoder parts,
modifying skip connections, and adding links in the decoder section by adding
some links to form pyramid features.

One of the developments of the UNet architecture is to modify the skip
connection part. Modifications are made by adding an attention gate which is
intended to be able to focus on the target segmentation object. This attention-
gate model is taught to minimize the influence of the less relevant parts of the
input image while still focusing on the essential features for the segmentation
target [15].

Other UNet architecture developments are block modification as done in [1]
by creating two paths in one block. One path uses convolution with kernel size
5 x b followed by normalization and relu. The other path uses convolution with
a kernel size of 3 x 3 followed by residual blocks. Merging the output of each
path is done by concatenating the output features of each path. On the other
hand, some modify the block from UNet by using atrous convolution to get a
wider reception area [17].

The merging of feature maps which are the outputs of each level in the
UNet decoder section, to form a feature pyramid is also carried out to improve
segmentation performance as was done in [13]. The formation of this pyramid
feature was inspired by the [10] research which was used to carry out the object
detection process. This pyramid feature is also used in several studies to segment
brain tumors [18,21,22].

In this study, a modification of the UNet architecture was proposed for
processing brain tumor segmentation from 3D MRI images. The modifications
include modifying each block with multiple atrous convolutions, adding an atten-
tion gate accompanied by a residual path to keep accelerating the convergence
of the model. The skip connection portion of UNet was modified by adding an
attention gate connected to the output of the lower expansion block. Moreover,
the last modification is using pyramid features by combining the feature outputs
from each level in the expansion section, which is connected to a convolution
block to produce segmented outputs. The segmentation performance obtained is
promising.

2 Methods

2.1 Dataset

The datasets used in this study are the BraTS 2021 Training dataset and the
BraTS 2021 validation dataset. Each dataset was obtained with different clinical
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protocols and from different MRI scanners from multiple providing institutions.
The BraTS 2021 Training dataset contains 1251 patient data with four modali-
ties, T1, T1Gd, T2, and T2-Flair, accompanied by one associated segmentation
label. There are four types of segmentation labels with a value of 1 indicating
Necrosis/non-enhancing tumor, 2 representing edema, a value of 4 indicating
tumor enhancing, and 0 for non-tumor and background. The labels provided are
annotated by one to four annotation officers and are checked and approved by
expert neuro-radiologists.

The BraTS 2021 Validation dataset, on the other hand, is a dataset that
does not come with a label. The segmentation results must be validated online
by submitting it to the provided online validation site' to obtain the correctness
of labeling. This BraTS 2021 validation dataset contains 219 patient data with
the same four modalities as the BraTS 2021 Training dataset.

2.2 Preprocessing

The 3D images of the BraTS 2021 training dataset and the BraTS 2021 vali-
dation dataset were obtained from a number of different scanners and multiple
contributing institutions. The value of the voxel intensity interval of each 3D
image produced will be different. So these values need to be normalized so that
they are in the same interval. Each of these 3D images was normalized using the
Eq. 1 similar to that done in [2].

Loorm = Lorig — 1t (1)

o

where I,orm and I, are the normalized image and the original image, while
and o are the average value and standard deviation of all non-zero voxels in the
3D image. The normalization process was carried out for each patient data and
each modality-both for the BraT§S 2021 training dataset during training and the
BraTS 2021 validation dataset during inference.

2.3 Proposed Architecture

The architecture proposed in this study is developing the UNet architecture with
a 3D Image processing approach. The proposed architecture used is shown in
Fig. 1.

All modalities are used in this study, followed by a dropout layer as
regularization-the use of dropout as one of the regularization models as pro-
posed by [16]. The use of dropout as regularization is also used in several studies
with a rate that varies between 0.1 to 0.5 [3,8,9,11,19,20]. In this paper, the
dropout rate value used is 0.2 with the placement at the beginning of the layer.

The next layer is the Multi Atrous Attention Block (MAAB). There are
several levels in this block, starting with levels 1, 2, 3 and 4. Details of the
internal visualization within the block are shown in Fig. 2.

! https://www.synapse.org.
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Fig. 1. Unet3D with multiple atrous convolution attention block
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Fig. 2. Multiple Atrous Attention Block - MAAB

This MAAB block processes feature maps equipped with atrous convolutions
with different dilatation factors according to their level. The atrous convolution
function expands the receptive field area of the feature map without increasing
the number of parameters that must be studied. The deeper the downsampling
level, the greater the level of the MAAB block to increase the receptive field area
that can be covered and increase architectural performance in studying feature
maps.
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In the first level, the MAAB block contains one convolution layer with a pre-
activation strategy. For the second level, in addition to containing the first level
layer, one atrous convolution layer is also added with a factor of 2. The following
blocks contain the previous blocks with an increasing convolution atrous layer-
the order of the dilatation factors in the convolution layers 1, 2, 4, and 8. The
residual path is connected from the convolution results at the beginning of the
block with the combined output of the levels used in this MAAB block by using
the feature addition function. At the end of the block, an attention sub-block is
added to keep the focus on relevant features.

The skip connection is modified by adding an attention block before being
connected to the expansion section feature. This attention block is used to keep
the model focused on relevant features such as the initiative in [15]. The attention
diagram used in this study is shown in the Fig. 3. G in the figure is a feature that
comes from the expansion level before being upsampled, while X is a feature of
the skip connection of the contraction section. The output of this attention block
is combined with the upsampling feature at an equivalent level for subsequent
processing.

GN —> ReLU > CV

Y

Sigmoid

(<
N

Fig. 3. Attention block diagram

In the expanding section, the feature maps at each level are concatenated
together before being inserted into the last MAAB level 1 block. The feature
map at the lowest level is upsampled by a factor of four, while the second level
is upsampled by a factor of two to equal the size of the feature map at level
one. This connection forms a feature map of the pyramid and the supervision of
each lower level. The output of the last MAAB block is convoluted into three
channels representing the segmentation target (ET, WT, and TC).
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2.4 Loss Function

The loss function used during the training process is diceloss with the formula
expressed in the Eq.2. The objects detected in the image consist of 3 types,
namely Enhanced Tumor, Tumor Core, a combination of Enhanced Tumor and
Necrotic objects, and Whole Tumor, which is a combination of all tumor objects.
So that the loss function used uses the combination of the three areas with the
weighting as stated in the Eq. 3.

B 2><Pobj XYobj+6
| Povj| + [Yoni| + €

dlossep;(P,Y) =1 (2)

Loss = 0.34 x dlossgr + 0.33 x dlosstc + 0.33 X dlossyr (3)

where P represents the predicted result, Y represents the segmentation target,
€ is filled with a small value to avoid dividing by zero. Furthermore, ET, TC,
and WT represent Enhanced Tumor, Tumor Core, and Whole Tumor areas.

2.5 Experiment Settings

The hardware used in this study includes an Nvidia RTX 2080i 11GB, 64GB
RAM, and a Core I7 processor. While the Deep Learning framework software
used is Tensorflow/Keras version 2.5.

The training was carried out using the BraTS 2021 training dataset, which
contained 1251 patient data with four modalities (T1, T1Gd, T2, T2-Flair) and
one ground-truth file for each patient. The data is split into two parts, with
80% as training data and 20% as local validation data. To minimize variation in
training, a 5-fold cross-validation strategy is used.

The model was trained using Adam’s optimizer with a learning rate of le-4
for 300 epochs for each fold. Data augmentation techniques used include random
crop, three-axis random permutation, random replace channel with gaussian
distribution, and random mirroring of each axis.

Data is trained with patches of size 72 x 72 x 72 and batch size of 2 to
minimize GPU memory requirements. The 3d image patches were taken from
the area containing the tumor at random. During the inference process, the data
is processed at size 72 x 72 x 72 but with a shift of 64 voxels to each axis.
Voxels from the overlapping segmentation results are averaged to get the final
segmentation result.

3 Results

The time required for training and inference model using the five-fold strategy
as shown in the Table 1. From the Table 1 it can be seen that the average time
required for a 5-fold training with 300 epochs is 104408 s. Alternatively, per-
epoch, it takes 348,027 s. This time is needed for training 1001 data and local
validation for 250 data. The average inference time required is 1530s seconds
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as shown in Table 1. This time is used to segment the data as much as 219
data. So that processing for each data takes an average of 6.99s. Meanwhile, if
using a combination of 5 models, it will take 10054 s so that the processing of
an ensemble of 5 models for each data takes an average of 45.91s.

Table 1. Model training time on 300 epochs

Fold Training time (s) | Inference time (s)
Fold 1 |104172 1567
Fold 2 | 104258 1522
Fold 3 |104159 1514
Fold 4 |104652 1516
Fold 5 |104799 1531
Average | 104408 1530

Loss obtained during training for each fold as shown in Fig.4. From the
figure, the most stable is the 3rd fold and the 5th fold with no spikes in value in
the graph. While in others, there is a spike in value at certain times. As in the
1st fold, there was a spike value at the epoch between 50-100 for both training
and validation loss. Likewise, in the 2nd fold and fourth fold. This condition
is possible because this training uses random patches. When taking a random
patch, there may not be an object, but the model detects an object so that the
loss value will approach the value of 1.

From Fig. 4(f), it can be seen that the overall training of this model is con-
vergent. The spikes in value do not exceed the initial loss value. At the end of
the epoch, the loss values for training and validation also converge. In all graphs
(a-e), the existing convergence pattern is close to the convergent value. The val-
idation loss value is also not much different from the training loss value, so it
can be said that the model is not overfitting.

The results of the dice score performance during training are congruent with
the loss value. Assuming that the loss function used is 1 —dice. However, because
there are three objects counted in the dice, the loss value is an amalgamation
of the dice scores of each object with a weight determined in the Eq. 3. The
average dice value of each object during training for all folds as shown in Fig. 5.
The validation scores for ET and TC objects have a good pattern, with val-
ues increasingly outperforming the training score near the end of the epoch. In
comparison, the validation score for the WT object is always below the training
score of the WT. However, the score pattern of each object increases until the
end of the epoch.
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Fig. 4. Loss value during training for each fold. (a)—(e) Training and validation loss in
the first fold to the fifth fold. (f) Average training and validation loss on 5-fold cross
validation
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Fig. 5. Average dice score on 5-fold cross validation training: (a) Average dice score
for ET Object, (b) Average dice score for TC Object, (c¢) Average dice score for WT
Object.

Online validation of segmentation results using the 1st to fifth fold model is
displayed in Table 2. Five models of training results ensembled using the average
method can also be seen in the table.

Table 2. Online validation result on BraT§S 2021 validation dataset

Model Dice (%) Sensitivity (%) Specificity (%) Hausdorff95
ET TC WT |ET TC WT | ET TC WT |ET TC WT

FOLD1 75.82 | 79.51 | 88.72 | 73.42 | 76.53 | 90.19 | 99.98 | 99.98 | 99.90 | 25.53 | 17.36 | 7.35
FOLD2 73.85 | 79.76 | 87.47 | 77.91 | 82.21 | 91.17 | 99.96 | 99.95 | 99.86 | 38.11 | 19.84 | 14.46
FOLD3 75.46 | 79.69 | 86.89 | 80.75 | 81.74 | 91.57 | 99.96 | 99.96 | 99.85 | 30.98 | 20.30 | 18.86
FOLD4 74.74 | 77.32 | 85.56 | 76.73 | 76.47 | 92.09 | 99.97 | 99.97 | 99.81 | 32.91 | 18.59 | 20.35
FOLD5 76.48 | 74.72 | 87.70 | 80.47 | 76.45 | 91.34 | 99.96 | 99.97 | 99.87 | 28.41 | 28.97 | 12.10
ENSEMBLE | 78.02 | 80.73 | 89.07 | 80.51 | 80.55 | 92.34 | 99.97 | 99.97 | 99.88 | 25.82 | 21.17 | 11.78

This architecture is also tested with the BraTS 2021 testing dataset for the
challenge. The ground truth for this dataset is not provided. We only send the
codes that form the architecture and the mechanism for segmenting one patient
data individually along with the weight file of the model in a docker format. We
use five models that are ensembled into one with the same averaging method as
the ensemble model used in the Table 2. The performance results of the 5 model
ensemble applied to the BraTS 2021 testing dataset are outstanding, as shown
in the Table 3.
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Table 3. Online result on BraTS 2021 testing dataset

Model Dice (%) Sensitivity (%) Specificity (%) Hausdorff95
ET TC WT |ET TC WT |ET TC WT |ET TC WT
Mean 81.68 | 82.92 | 88.42 | 84.82 | 85.34 | 92.29 | 99.97 | 99.96 | 99.89 | 19.70 | 23.01 | 10.70

StdDev 22.30 | 25.52 | 13.29 | 22.50 | 24.45 | 9.87 | 0.05| 0.07| 0.15|70.71|73.63 | 18.54
Median 89.57 | 93.10 | 92.72 | 93.09 | 95.20 | 95.74 | 99.98 | 99.98 | 99.93 | 1.73 | 2.45| 3.61
25quantile | 79.84 | 83.86 | 88.13 | 83.51 | 85.34 | 90.66 | 99.96 | 99.97 | 99.88 | 1.00 | 1.00 | 1.73
75quantile | 94.09 | 96.54 | 95.55 | 97.05 | 98.28 | 98.04 | 99.99 | 99.99 | 99.96 | 3.61 | 7.25| 9.10

4 Discussion

In this study, we propose a modified Unet3D architecture for brain tumor seg-
mentation. Modifications include modification of each block with atrous convo-
lution, attention gate, and the addition of residual path. The skip connection
section is modified by adding an attention gate that combines the features of
the contraction section with the expansion section one level below its equivalent
level. The pyramid feature is also added to get better segmentation performance
results. Checking using the combination of 5 models on the validation dataset
resulted in segmentation performance of 78.02, 80.73, and 89.07 for ET, TC, and
WT objects.

In Fig. 4 especially in parts (a), (b), and (d) there is a spike in loss value in
certain epochs. The alleged cause of this incident is that random patch picking
will result in a volume that has no object, either ET, TC, or WT, but the model
still gets its predictions, causing the loss value to spike suddenly. However, the
exact cause needs further investigation.
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