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Preface

The present book includes extended and revised versions of a set of selected papers from
the 23rd International Conference on Enterprise Information Systems (ICEIS 2021),
exceptionally held as a web-based event, due to the COVID-19 pandemic, during April
26–28, 2021.

ICEIS 2021 received 241 paper submissions from authors in 42 countries, of which
11% were included in this book. The papers were selected by the event chairs and their
selection is based on a number of criteria that include classifications and comments
provided by Program Committee members, the session chairs’ assessment, and also the
program chairs’ global view of all the papers included in the technical program. The
authors of selected papers were then invited to submit revised and extended versions of
their papers having at least 30% innovative material.

The purpose of the 23rd International Conference on Enterprise Information
Systems (ICEIS) was to bring together researchers, engineers, and practitioners
interested in advances and business applications of information systems. Six
simultaneous tracks were held, covering different aspects of enterprise information
systems applications, including enterprise database technology, systems integration,
artificial intelligence, decision support systems, information systems analysis and
specification, internet computing, electronic commerce, human factors, and enterprise
architecture.

We are confident that the papers included in this book will strongly contribute to the
understanding of some current research trends in enterprise information systems. Such
systems require diverse approaches to answer challenges of contemporary enterprises.
Thus, this book covers such diverse but complementary areas as the IoT, blockchain
systems, big data, software engineering tools, operational research, EA adoption, project
management, and human factors.

We would like to thank all the authors for their contributions and the reviewers for
their hard work which has helped in ensuring the quality of this publication.

April 2021 Joaquim Filipe
Michał Śmiałek

Alexander Brodsky
Slimane Hammoudi
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Evaluating and Evolving the Compliance
to the Brazilian General Data Protection
Law in a Federal Government Agency

Edna Dias Canedo1(B) , Vanessa Coelho Ribeiro2 ,
Anderson Jefferson Cerqueira1 , Rogério Machado Gravina2 ,

Renato Camões2 , Vinicius Eloy dos Reis3, Fábio Lúcio Lopes Mendonça2 ,
and Rafael T. de Sousa Jr.2

1 Department of Computer Science, University of Braśılia (UnB), Braśılia, DF, Brazil
{ednacanedo,desousa}@unb.br

2 National Science and Technology Institute on Cyber Security,
Electrical Engineering Department (ENE), University of Braśılia (UnB),
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Abstract. The General Data Protection Law (LGPD) determines the
principles to carry out the processing of personal data, encouraging the
Brazilian Federal Public Administration (FPA) agencies to implement
good practices related to data privacy. To achieve compliance with the
LGPD, it is necessary to adapt the processes that involve the implemen-
tation of the digital and document compliance program, improving the
procedures and internal data flows and the control in the treatment car-
ried out on users’ personal data. This work aims to analyze an agency’s
compliance with the LGPD and verify adherence to the proposed imple-
mentation process to implement and maintain general data protection in
an agency. We carried out an exploratory study to elaborate the proposed
process and after that we carried out a survey to collect the perception of
the 54 ICT practitioners who work at the agency in relation to issues of
access, transfer, security and privacy of personal and sensitive data. The
survey also addressed issues related to data governance and the agency’s
suitability for the LGPD. Our findings revealed that access to personal
data at the agency is restricted by ICT practitioners and access is based
on their activities. Most ICT practitioners recognize that the agency is
concerned with the handling of personal and sensitive data, as well as
recognizing the existence of governance policies to ensure the privacy and
security of user data.

Keywords: Brazilian General Data Protection Law · Perception of IT
Practitioners · Data privacy · Brazilian Federal Public
Administration · Data Protection Laws
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4 E. D. Canedo et al.

1 Introduction

With the volume of data and storage and processing capacity available, organi-
zations and governments can access and manipulate any type of information that
interests them. The large collections of data available in corporations and net-
works have awakened in civil society and, as a consequence, in governments, the
need to protect citizens against violations of privacy in their personal data [1].

The European Union (EU) was the forerunner in the systematization and
regulation process for the processing and privacy of personal data. The General
Data Protection Regulation (GDPR) [9] entered into force in 2018 and contains
obligations regarding the storage, processing, collection and disclosure of data
and intends to give data subjects control over their personal data, as well as
ensuring the free circulation of personal data between EU Member States [23].
The regulation defines principles, roles and responsibilities in conducting the
process of using personal data and non-compliance with the law can incur fines
for organizations.

In Brazil, the National Congress regulated Law number 13.709/2018, called
General Data Protection Law (LGPD) [15] which was inspired by the GDPR.
Both laws address the processing of personal data, encouraging public and pri-
vate companies to implement good data privacy practices. Furthermore, it is
also possible to observe that Brazilian legislators, as well as European ones, also
chose to use aspects of responsive regulation for the application of the law [11].

As many companies have global operations, efforts to converge data protec-
tion regulatory standards is important to facilitate the flow of data, trade and
cooperation between organizations, consumers, and public authorities [11]. The
LGPD declares that the Brazilian Federal Public Administration (FPA) agencies
must comply with the rules determined by law and establishes the requirements
to be met for the secure storage of personal data, through the use of technical
and administrative measures [8].

In this paper, we present a proposal for a process to implement the Gen-
eral Data Protection Law (LGPD) in the Brazilian Federal Public Administra-
tion (FPA). The process aims to facilitate the understanding of public agencies
to implement the LGPD and become adherent to international laws. The pro-
cess was developed according to the LGPD implementation guide, developed by
FPA [5].

We have conducted a survey with the aim of analyzing an agency’s level of
adequacy and compliance with the LGPD. The survey was answered by Informa-
tion and Communication Technology (ICT) practitioners working at the agency.
Participants answered questions related to data access, transfer, privacy, secu-
rity, policies and governance, which are the axes considered by the LGPD. The
survey result will allow the agency to apply the steps of the proposed LGPD
implementation model.

This work is an expansion of the paper published in the ICEIS 2021 confer-
ence (23th International Conference on Enterprise Information Systems) [7] and
presents a new case study applying the model presented in the previous paper
in a real and potential use context.
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The main contribution of this work is to present some discussions regarding
the adequacy of an agency in the processing of personal and sensitive data. As
the law defines privacy rights over user data and penalties for those who violate
them, the agency, as well as other agencies of the public administration, need to
adapt and implement their own policies to comply with the LGPD.

2 Brazilian General Data Protection Law (LGPD)

The LGPD is a regulation that defines principles and guidelines related to the use
of the most valuable assets in the context of a society in digital transformation,
which is the database related to the members of society [17,18]. For the treatment
of this personal data, the law defines ten principles to be followed, in addition
to determining that good faith must be observed in the activities. The LGPD
has 10 principles [6,15].

In the context of public institutions, with regard to meeting the needs of
stakeholders and creating value, the citizen is at the center of these perspec-
tives. Therefore, there is a need on the part of institutions to reinforce their
commitment to individual members of society, with regard to the protection
and guarantee of fundamental human rights, which, among others, is privacy,
foreseen in the Universal Declaration of Human Rights of 1948 [17].

For data sharing within the scope of the FPA, Decree number 10,406 of Octo-
ber 9, 2019 was created, which institutes the citizen register database and the
Central Data Governance Committee (CDGC) [4]. Governance in data sharing
in the FPA needs to be understood according to the criteria of legal restrictions,
information and communication security requirements and the provisions of the
LGPD [5].

Decree 10046/2019 defines the general provisions, in which the rules and
guidelines are established with the purpose of (i) simplifying the provision of
public services; (ii) guide and optimize the formulation, implementation, evalu-
ation and monitoring of public policies; (iii) making it possible to analyze the
conditions for accessing and maintaining social and tax benefits; (iv) promote
the improvement of the quality and reliability of data held by the federal pub-
lic administration; and (v) increase the quality and efficiency of the internal
operations of the federal public administration [4].

To LGPD compliance, it is necessary to adapt several processes, which
involve, among other activities, the implementation of a consistent digital com-
pliance program, requiring investment, updating data security tools, document
compliance verification, improving procedures and flows internal data, through
the application of control and audit mechanisms, but mainly, through the change
of the organizational culture [15,17].

The CDGC, instituted by Decree No. 10,046/2019, is composed of mem-
bers of the Special Secretariat for Debureaucratization, Management and Digi-
tal Government, which presides over the Special Secretariat for Federal Revenue
of Brazil, Civil Office of the Presidency of the Republic, Secretariat for Trans-
parency and Prevention of Corruption of the Comptroller General of the Union,
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Special Secretariat for Modernization of the State of the General Secretariat of
the Presidency of the Republic, Advocacy-General of the Union and National
Institute of Social Security [4].

This committee invited the Institutional Security Office to form a technical
group, together with its members, and to prepare a document to guide the FPA in
meeting the requirements involving the topic of privacy and data sharing, where
the legal bases are mainly the LGPD and decree number 10,046. The document
received the name of Guide to Good Practices: General Data Protection Law
(LGPD), and was published in April 2020 and provides the entities that are part
of the FPA with basic guidelines, in order to guide the processing of personal
data [5].

The guide to good practices is divided into four chapters, which discuss the
main themes of the LGPD, which are the fundamental rights of the data subject,
how to carry out the processing of personal data, the processing life cycle and
good practices in security information [5]. In each chapter, the recommendations
for each step of the LGPD implementation are detailed, regarding general context
of the data and defining the steps to implement the law.

2.1 Related Works

Although the LGPD is recent, the law has been the subject of study and analy-
sis on several research fronts. Both LGPD and GPDR are referenced in existing
studies in the literature, as principles for new standards, improvements to stan-
dards already implemented and data security in Information and Communication
Technology (ICT) activities.

In this sense, we have investigated the current scenario of the application of
the GDPR and LGPD law in public and private organizations, with the objective
of proposing standards that, in the future, can be replicated. This research stage
consisted of reading the existing bibliography and adapting the proposals made
by LGPD [15], with a focus on the adaptability of data security processes in
Brazil, to the international standards proposed by GPDR [9].

Schreiber [21] analyzed the role of the National Data Protection Commis-
sion - (NDPC) in the regulatory process in electronic environments. The author
described the procedures to be adopted for the use of personal data processed
by electronic means, and how the protection of personal data in the electronic
communications sector should occur, as well as the data protection paths using
Digital Forensics. The author presented GDPR articles that are associated with
the context analyzed in the study.

Ribeiro and Canedo [8] defined security criteria for personal data and actions
to guide the University of Braśılia (UnB) in its ICT processes regarding the need
to LGPD compliance. The study was applied to UnB’s software systems. In the
construction of the proposal, the authors analyzed and understood the privacy
principles of the LGPD, GDPR and ISO 27701 [13] laws. The authors defined as
the priority requirements for personal data security the level of data protection,
the security risk, the severity of the incident and the risk of data privacy. As a
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result of the research, data privacy risks criterion was identified as a priority in
the implementation of LGPD at UnB [8].

Lindgren [14] reflected on changes in the modeling of business processes, to
adapt to the principles of GPDR, as well as their influence on the relationships of
Business Process Notation (BPN) and between Business Process Modeling Nota-
tion (BPMN). The author reported that the implementation of GPDR requires
extensive business adaptation, investments in ICT and human resources to be
able to support GPDR’s data privacy requirements. Data privacy has been iden-
tified as a hindrance for organizations that share data for their business. In
addition, the impact of data privacy in relation to the BPN model implemented
in the organization, increased the functions of the value chain and shaped the
dimensions of the business model.

Agostinelli et al. [1] stated that to ensure the applicability of GPDR, compa-
nies need to rethink their Business Process Modeling Notation (BPMN) and how
they manage users’ personal data within the business. The authors used BPMN
in a company in the telephone sector, with the objective of applying GPDR
to guarantee the privacy of users’ data, in the process of accreditation of new
users and the responsibility of data controllers about the process. To ensure that
there is no violation of the data privacy principle, the authors have proposed that
ad-hoc countermeasures should be implemented during the BPMN automation
stage in a preventive manner. The authors concluded that the design of process
modeling is important for successful implementation of the data privacy law. In
the analysis, they raised the critical points of GDPR regarding privacy restric-
tions and proposed a set of design standards to capture and integrate these
restrictions in the models represented in the BPMN.

Unlike the work carried out by Agostinelli et al. [1] in which the authors
model a business process to implement the data privacy requirements of GDPR,
analyzing a real case study, in this work, we carry out the process mapping to
perform the implementation of LGPD in an FPA, using the BPMN notation.

Teixeira et al. [23] presented some critical factors to identify enablers and
barriers to implement the GDPR and to comply the law. The authors men-
tioned as facilitators: designing an implementation roadmap; perform analy-
sis of compliance with GDPR; identify risks; document processing operations;
apply robust data management; implement adequate privacy security mea-
sures; conduct training and designate a DPO. According to the authors, these
actions would bring benefits such as proper data management, use of data
analysis, increased reputation and competitiveness, increased transparency and
awareness.

Souza Neto [22] mentioned some considerations regarding a sustainable ini-
tiative for compliance with the LGPD. The author mentioned that is necessary
to involve an integrated and synergistic action in the areas of risk management,
privacy management, ICT governance and information security management,
governance and management of personal data, ICT governance and manage-
ment and development of privacy’s culture among the organization’s employees.
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Furthermore, the author proposed a framework that contemplates this multidis-
ciplinarity, where its application is defined through a continuous cycle using the
Plan, Do, Check, Act (PDCA) methodology. The beginning of the framework
is the diagnosis of the organization’s situation regarding privacy aspects, which
are consolidated in the Personal Data Protection Impact Report. The disciplines
used in the framework described by the author were proposed with the database
of normative documentation and good practice frameworks.

Alves and Neves [2] developed a case study in a judiciary organization with
the aim of understanding the main challenges that requirements analysts face in
specifying privacy requirements that comply with the LGPD. The authors’ find-
ings reveal that there is a certain difficulty in interpreting and operationalizing
the LGPD in the context of the systems and services provided by the organiza-
tion. As a result, the authors developed a catalog of privacy standards to assist
systems’ compliance with legislation.

Menegazzi [16] has proposed a 6-step guide to support IT practitioners in
their pursuit of LGPD compliance. The steps proposed in the guide were: 1 Data
audit: this step consists of performing an audit to analyze what personal data
the organization handles, as well as defining how it is originated, obtained, pro-
cessed and stored; 2. Gap analysis: In this step, a data mapping is performed to
identify areas that do not comply with the principles of the LGPD; 3. Planning
and preparation: from the identified gaps, solution requirements are obtained
and determine what measures will be necessary to satisfy the legal obligations;
4. Action plan review: here, key stakeholders carry out a review of the plan
prepared in accordance with the LGPD; 5. Post-implementation review:
after completing all the previous steps, IT practitioners can start implementing
the controls indicated in the solution requirements; 6. Post-implementation
review: Finally, reviews and audits should be performed frequently to maintain
compliance with legal requirements.

Araujo et al. [3] developed a business process in accordance with the LGPD
guidelines to assist organizations in identifying points that are not in compliance
with legislation. The model that the authors developed, called LGPD4BP, has a
questionnaire to assess compliance with the LGPD (which allows you to assess
whether a business process is in compliance with the law), a modeling standards
catalog (composed of 9 standards that assist in modeling business processes in
compliance with the data protection regulation) and a process modeling method
(which consists of 16 steps and provides assistance in correcting models that do
not comply LGPD). Thus, the proposed model can assist companies adapt their
business processes and identify possible points for improvement.

Ferrão et al. [10] presented an overview of the LGPD and carried out a diag-
nosis of how FPA agencies and private organizations carry out the processing
of personal data in accordance with the principles of LGPD. As a result, the
authors identified that 31% of the organizations apply LGPD principles in the
treatment of personal data and 30% of them have a communication plan for
the Institutional Data Privacy Program (PPDI). Almost 50% of companies have
supervisors and 30% of them have the necessary resources to implement the
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LGPD. 26% of companies implement compliance legislation and 30% of organi-
zations have developed a Privacy Policy. The authors concluded that Brazilian
organizations are still at an early stage in the process of implementing the LGPD
and applying it in their ICT Governance processes.

3 Research Methodology

In this work we carried out a preliminary bibliographic survey to facilitate the
construction of the proposed process for the implementation of the LGPD. This
bibliographic survey can be understood as an exploratory study, with the aim of
providing familiarity with the study area and ensuring that the proposed process
is constructed in a clear and precise manner.

We chose exploratory research [25] due to the need to know and under-
stand the legislation associated with the privacy of users’ data and contribute to
the regulatory compliance practices of Brazilian legislation, applied in an FPA
agency. Thus, we performed data collection as follows:

1. Bibliographic Research: In this work, the bibliographic research [25] was
carried out with the objective of studying and understanding the works exist-
ing in the literature, to identify which principles and factors should be present
in the implementation of the LGPD, such as the legislation related to the pri-
vacy of users’ data.

2. Observation: In this work, we conducted a case study [26] at an FPA agency.
3. Questionnaire: In this work, we have conducted a questionnaire [12] with

the participants of an FPA agency to understand how user’s data is handled
by agency’s systems, as well as: 1) databases are separated or have different
treatment; 2) whether the agency is engaged in investigating and prosecuting
criminal offenses; 3) the type of data processing agent that will be defined for
the agency; 4) if it has activities that use personal data in the execution of
operations; 5) the current situation regarding the processing of personal data
before the law; and 6) the level of consent of data subject and the possible
waiver of consent for the processing of the data.

4. Interview: In this work, considering that LGPD compliance is related to
maturity in ICT governance and management, thus involving changes in
performance, organizational culture and internal controls [12,20], we have
conducted the interviews in order to understand the scenario of the FPA
agency, as well as which agency systems perform personal information: collec-
tion, production, reception, classification, use, access, reproduction, transmis-
sion, distribution, processing, archiving, storage, deletion, evaluation or con-
trol of information, modification, communication, transfer, dissemination or
extraction.

We use data triangulation to perform data analysis. The triangulation of data
aims to cover the breadth in the description, explanation and understanding of
the object of study. It starts from principles that maintain that it is impossible
to conceive of the isolated existence of a social phenomenon, without historical
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foundations, without cultural meanings and without close and essential links
with a macro social reality.

The theoretical support, complex and complete, does not make qualitative
studies easy [24]. The data triangulation technique is presented in three differ-
ent aspects: (1) User-centered product processes, (2) Elements produced by the
user’s environment (context in which he is inserted) and (3) Processes and prod-
ucts originated by the structure socioeconomic and cultural aspects of the user’s
social macro-organism.

3.1 Survey

We have carried out a survey in order to identify the level of compliance of
agencies of the federal public administration (FPA) in relation to the processing
of personal and sensitive data, as determined by the LGPD [15].

The survey was answered by employees of the Information and Communi-
cation Technology (ICT) agency’s department. In total, 54 ICT practitioners
responded to the survey. The Survey was available online for 4 weeks and the
average response time was 13 min. The survey consists of 44 questions and all of
them are mandatory. Table 1 presents the survey questions.

Table 1. Survey questions.

ID Questions

Q1 Which area of the agency are you part of?

Q2 How many years of experience with ICT do you have?

Q3 In your activities at the agency, do you have access to personal data?

Q4 In your activities at the agency, do you have access to sensitive
personal data?

Q5 Who granted you access to personal and/or sensitive data?

Q5.1 Inform the position of the person who granted you such access:

Q6 Are all personal and/or sensitive personal data to which you have
access used exclusively for the exercise of your activities at the agency?

Q6.1 Regarding all the information you have access to, is it necessary for the
performance of your role?

Q7 From the data below, mark the ones you have access to due to your
activities developed at the agency:

Q8 How well do you know about the General Data Protection Law
(LGPD)?

Q9 Do you apply LGPD in your activities at the agency?

Q10 Are there training/lectures promoted to raise awareness and
orientation of employees about the practices that must be adopted to
comply with the LGPD?

(continued)
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Table 1. (continued)

ID Questions

Q11 Have you done any training about the LGPD?

Q12 The process of processing personal and/or sensitive data by the agency
is transparent to data subjects, providing them with clear and precise
information about what is being done with their personal data, about
their rights and about the processing agents?

Q13 Do the holders of personal and/or sensitive data have free access to the
form and duration that their data is being treated at the agency, and
can they consult this information free of charge and facilitated?

Q14 Does the agency request, from data subjects, specific, free and
unambiguous consent for the processing of personal and/or sensitive
data for a specific purpose, in cases where the LGPD determines?

Q15 Does the agency have any specific policy related to governance, privacy
and data protection?

Q16 Does the agency constantly assess whether there is a legal need to keep
personal data, as well as how long it will be kept?

Q17 Does agency have information security policies accessible to all its
employees?

Q18 Does the agency maintain an inventory of all sensitive personal data
stored, processed or transmitted by its systems, in physical locations
and remote service providers?

Q19 Are the agency’s personal and sensitive data processing activities in
compliance with the LGPD?

Q20 Does the agency have a responsible sector to verify the compliance of
its activities with the LGPD?

Q21 Is there a specific professional in the agency that is responsible for
data protection (DPO - Data Protection Officer)?

Q21.1 Who is responsible for data protection (DPO - Data Protection
Officer)?

Q22 Does the agency treat personal and sensitive information for legal
purposes (according to permissions granted by legislation)?

Q23 Does the agency only use personal data for the purpose proposed and
agreed with the user, limiting its treatment to the minimum possible
for carrying out its activities?

Q24 Are the personal and sensitive data stored by the agency has accurate,
clear, relevant and are they constantly being updated to fulfill the
purpose of their treatment?

Q25 Is the sharing of stored personal and sensitive data only carried out
with agency partners, in accordance with the LGPD and when strictly
necessary?

(continued)
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Table 1. (continued)

ID Questions

Q26 Is the agency concerned with the security of personal and sensitive
data it controls, adopting effective technical and administrative
measures to provide protection from unauthorized access to this
information and from accidental or illegal situations of destruction,
loss, modification or dissemination?

Q27 Does the agency control personal data considered sensitive by the
LGPD?

Q28 Is there a different treatment for sensitive information at the agency?

Q29 Does the agency allow access to personal and sensitive data only by
authorized people?

Q30 Does the agency adopt a backup process periodically of the data
controlled by it?

Q31 Are the risks related to the security of personal data frequently
identified and documented at the agency?

Q32 Does the agency record (in logs, for example) all access to personal
and sensitive data?

Q33 Does the agency regularly review log records in order to identify
anomalies or abnormal events?

Q34 Does the agency have an incident response and
contingency/remediation plan (for data leakage situations, for
example)?

Q35 Do you have access to the agency’s incident response and
contingency/remediation plan (for data leakage situations, for
example)?

Q36 Does the agency continually discard unnecessary and excessive data?

Q37 Regarding physical documents (on paper, such as curriculum vitae),
are they shredded at the agency before being discarded?

Q38 Does the agency use encryption techniques to anonymize controlled
data?

Q39 Does the organization perform anonymization of all user data?

4 Proposed Model

The proposed LGPD Implementation process started with the study of law num-
ber 13,709 and the other laws that regulate the FPA business [4,5,15]. The aim
of this law is to understand the legal basis for processing personal data, possible
rights of data subjects, hypotheses of data processing and verification of data
processing compliance with the principles of the law and the specificities for the
processing of sensitive personal data.

Given the start of the process, 14 steps are required to implement and main-
tain general data protection in the FPA. Figure 1 shows the General Data Protec-
tion Implementation process for FPA agencies. The proposed process consists of:
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1. Process 1. Study of the LGPD and Other Related Laws That
Guide the Business – this process begins with the study of the Infor-
mation and Communications Security policy (POSIC) and the laws and
regulations related to information security, which are applicable to the con-
text from the FPA agency.

2. Process 2. Questionnaire Application – aims to carry out a diagnosis
of the agency to identify the stage that the FPA agency is in relation to
LGPD. In addition, it aims to identify whether there is any treatment that
falls under the law, even if it refers to a few data.
This process consists of the following steps: 1) Preparation to apply the
questionnaire observing the following principles: a) Identification of the
target demographic profile; b) Number of respondents required; c) Time to
send the survey; d) Form of data collection; e) Data preparation and anal-
ysis; f) Preparation and presentation of the report. 2) Analysis of results
according to the following information: a) The existence of treatment for
economic purposes; b) The organization of personal data, employees and
customers; c) The agency’s ability to respond to requests from users or own-
ers of the data; d) Professionals, whether from the agency or outsourced,
responsible for handling personal data are clearly identified; e) The agency’s
documentation and practices regarding the management of information pri-
vacy; f) The existence of information transmission with other FPA agencies;
g) The courses, seminars and training conducted at the agency in relation
to information security.

3. Process 3. Designation of the Data Protection Officer (DPO) – the
data controller must act as a communication channel between the controller,
data holders and the National Data Protection Authority (ANPD) to ensure
that the information that are under the authority of the agency will not
be accessed by third parties and used in a malicious manner. In addition,
the DPO will be responsible for advising and verifying that the agency is
complying with the LGPD in relation to the processing and treatment of
third party personal data.

In order to indicate the names of the election of data protection officer
[19], the commission must have knowledge of the nominees in relation to
the following information: 1) Experience in managing the main systems
and processes involved in the protection of the agency’s personal data; 2)
Knowledge of the agency’s culture, as well as its needs in the area of data
protection; c) Experience in implementing data protection measures and/or
frameworks; d) Expertise in the field of data protection law and practices. In
order to elect the Data Protection Officer, the following steps must be taken:
1) Presentation of the name(s) chosen to fill the data manager position; 2)
Define who can participate in the name choice vote; 3) Carry out the vote
if more than one name is indicated.

4. Process 4. Map the Data Flow and Processing – it is proposed to
structure all personal data, the purpose, the legal bases that legitimize
the treatment and the form of compliance with the rights of the holder
such as access, rectification, exclusion, revocation of consent, opposition,
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Fig. 1. Process for implementing LGPD at FPA agencies [7].
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information about possible shares with third parties and portability. To
perform this process it is necessary to identify the systems and/or files that
contain personal information.
The following activities must be carried out: 1) Analyze the systems and/or
files regarding rights to be guaranteed to data subjects. Rights arising from
the principles established by article 6 of the LGPD and in specific rights
of the holders contained in the other articles of the LGPD [15]; 2) Exam-
ine possible weaknesses in the ways of storing information; 3) Observe the
security, physical, logical and organizational of the agency’s systems and/or
personal data files; 4) Check the users’ access to systems and/or files and
evaluate the emission of logs in the case of systems; 5) Carry out advice
from the legal area to verify the adequacy of the data processing definitions
to the LGPD.

5. Process 5. Analyze/Improve Internal and External Security Poli-
cies – the objective is to survey the guidelines, norms, standards, proce-
dures, ordinances, norms and rules that can assist in the implementation
of the LGPD and how they are being followed by employees who use the
agency infrastructure. This activity should verify that security policies are
being applied at the agency. The main checks must be: 1) In the build-
ing installation, access control and data center; 2) In discontinued devices,
with malfunctioning drivers, manufacturing defects or installation prob-
lems; 3) When using any unauthorized external device; 4) Accessing folders
on a cloud server or even webmail on a home network; 5) In the use of
non-approved software for alternative instant messaging applications; 6)
Security updates for operating systems and applications; 7) In the protec-
tion software, checking if they are active and monitoring as configured and
determined; 8) Training of employees and alignment with security policies.

6. Process 6. Map the Risks – the objective is to identify threats that may
affect personal data processed in the agency’s systems and/or files, and to
take the most appropriate protection measures. In addition, it is intended
to analyze the risks that have a greater possibility of occurrence (theft or
loss of devices, information in the hands of third parties, Social engineering,
malicious codes, misuse of technology, etc.).
After analyzing the systems and/or files and the level of maturity in rela-
tion to the application of the policies, it must analyze the risks in relation
to the collection, production, reception, classification, use, access, repro-
duction, transmission, distribution, processing, archiving, storage, deletion,
evaluation or control of information, modification, communication, trans-
fer, dissemination or extraction of document numbers or tax returns, and
employee records.

7. Process 7. Formulate/Fix Data Protection Impact Assessment
(DPIA) – the objective is to constitute the agency’s data protection obliga-
tions and provide the framework for any data protection strategy to improve
service delivery, data quality, decision making, project feasibility, commu-
nication regarding privacy and protection of personal data, etc.
After carrying out the report of possible risks, a social impact report must
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be created with the information: 1) Description of the processes for process-
ing personal data that may generate risks to civil liberties and fundamen-
tal rights; 2) Analysis of information processing; 3) Identifying the controls
carried out and proposing legal, technical, physical and organizational mea-
sures; 4) Analysis of events and threats for the data subject; 5) Proposals
for safeguards and risk mitigation mechanisms; 6) Process reviews, in line
with a vision of the laws; 7) Create an impact report for the agency with
the information: a) The financial severity that can cause a data leak by
the agency; b) Damage to the name of the agency; c) The legal aspects of
data leakage and legal liability; d) Damage to the normal flow of a process
carried out by the agency.

8. Process 8. Approve Data Protection Impact Assessment (DPIA)
– the data controller must check the information submitted in the report,
perform the policy audit in the context of personal data, etc. After the
conference and with a positive result, the report is approved. If not, a new
conference, adjustments, corrections or inclusions will be proposed.
After the approval of the data supervisor: 1) Present the agency’s senior
management about the risks and possible impacts related to the leakage of
personal data; 2) Hold meetings with those responsible for systems and/or
files that contain personal data, presenting the risks and impacts raised;
3) Conduct a lecture with employees highlighting the financial and image
losses for the agency in relation to the exposure of confidential or protected
personal data; 4) Collect information, suggestions and ideas for updating,
modifying and adding to the impact report.

9. Process 9. Formulate/Fix Data Protection Policy – create or redo
the data protection policy, providing for the main issues according to the
LGPD: 1) Geographic, material, systemic and data scope; 2) General prin-
ciples, sensitive data, confidentiality, contracting and subcontracting, data
transfer and responsibilities; 3) Right of the holders in relation to per-
sonal data; 4) Actions for implementation such as governance, training and
control; 5) The relationship with the National Data Protection Authority
(ANPD); 6) Notification of violation of personal data; 7) Responsibilities
of the data supervisor; 8) Reviews, types of reports and validity.

10. Process 10. Implement/Reimplement Data Protection Policy –
the aim is to create a policy that measures the processing of personal data
collected by the agency, directly or indirectly, mainly from employees, com-
panies, consumers, contractors/subcontractors, or any third parties, with
“Personal Data”. In addition, defining data that is associated with an iden-
tified individual by means likely to be used.
In possession of data policy, the application of the policies should be ver-
ified in two areas: physical security, logical security (data network, user
computers and storage) and organizational security. Analyze physical secu-
rity and relate the requirements of the data policy in the main aspects: 1)
The level of physical security (access by people); 2) Access to the agency’s
infrastructure components (data-center); 3) Whether the agency’s facilities,
equipment and other assets are secure; 4) The documents or set of mea-
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sures and activities employed in physical security; 5) The agency’s physical
security duties and responsibilities.
Analyze the logical security and relate the requirements of the data policy
in the main aspects: 1) Whether the communication network enables the
prevention of data loss that filters the exit and entry points of the network
in relation to personal data systems; 2) The generation of reports on the
state of the data, such as what is being used, for what purpose and by whom
they are being accessed, where they are going and where they come from.
3) Check for the presence of antivirus; 4) The organization of sensitive fold-
ers and files (content, data and information tags); 5) Access management
and generation of alerts for the agency’s network administrators; 6) Con-
trol of devices, such as pen-drives and cell phones; 7) Preventing the loss
of data stored and shared on the agency’s network; 8) The identification of
anomalies in the accesses.

11. Process 11. Pos-implementation analyze of Data Protection Pol-
icy impact – the aim is the implementation of several controls, which
include routine procedures, hardware and software infrastructure, monitor-
ing of indicators, systems audit, in addition to the accurate analysis of the
environment computational and organizational.
After the physical and logical implementation of the points covered in the
data policy, it should be verified: 1) The real status of each equipment
involved in the actions of the personal data systems; 2) If it is necessary
to invest in more effective and innovative solutions; 3) Adjustment of met-
rics and performance indicators for personal data systems; 4) Reports on
management tools for the search for flaws and vulnerabilities; 5) Ways to
improve the work provided and learn about possible errors; 6) Proactive
maintenance routines, focusing on equipment with the possibility of fail-
ures; 7) Controls over the infrastructure and processes that can guarantee
the continuity of the services of the personal data systems; 8) If the data
policy fits ICT solutions effectively; 9) If the teams are in line with the
new procedures; 10) The documentation that involves the registration of
routines.

12. Process 12. Trainings – the aim is to provide at the same time an
attractive and objective communication of data security concepts and good
practices used to guarantee the privacy of user’s data, in order to change
behaviors to make people have attention on the processing of personal data
processed at the agency.
It is necessary to structure the training in modules or evolutionary cycles
presenting the following knowledge: 1) The General Data Protection Law;
2) The personal data security policy; 3) The rules and procedures that
everyone who access the company’s ICT systems and assets must follow; 4)
The interest of executive leadership in governing and actively nurturing the
security of personal data systems and/or files; 5) Behavior focused on the
security of systems and/or personal data files; 6) The level of responsibility
and prior knowledge, of the access of the data systems and the tools used
in the access; 7) Any policy violations and what are the responsibilities; 8)
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The channels for identifying security problems and the deadlines for action
and responses.

13. Process 13. New Data Conception – the objective is to foresee and
warn situations of invasion of privacy, in any proposal for new and/or
changes to the agency’s systems, products or services that use personal
data, foreseeing possible risks and adopting measures that prevent or mit-
igate threat situations.
With the request for new systems, data and changes in systems and/or
personal data files, the data supervisor must analyze: 1) If the purpose is
specified in a clear, limited and relevant way in relation to what is intended
when dealing with personal data; 2) If the information to be used to iden-
tify the data subject is minimized; 3) Limitation on use, retention and
disclosure; 4) New requests regarding security, technical and administra-
tive measures capable of protecting personal data from unauthorized access
and accidental or unlawful situations of destruction, loss, alteration, com-
munication or any form of improper or illicit treatment; 5) If the request
is incorporated into the design and architecture of the ICT systems and
business practices; 6) Possible invasive privacy events in new requests; 7)
If the new requests comply with the privacy standards established in the
data policy; 8) Inadequate privacy projects and/or inappropriate privacy
practices; 9) Negative impacts and request corrections; 10) The broader
additional contexts (other systems, files, people, etc.) based on a holistic
view; 11) If stakeholders were consulted; 12) The possibility of reinventing
current choices when alternatives are unacceptable; 13) If there is support
for standards and frameworks (according to the legislation in this item) rec-
ognized at the agency; 14) The impact of the use, incorrect configuration or
errors related to the technology, operation or architecture of information on
data privacy; 15) Clearly the risks to privacy and all the measures taken to
mitigate and subsequently document them; 16) If it is possible to guaran-
tee the confidentiality, integrity and availability of personal data; 17) If the
new order is subject to methods of secure destruction, proper encryption,
and strong methods of access control and registration.

14. Process 14. ICT Governance-driven Data Protection – the objec-
tive is to carry out a set of policies, rules and processes for conducting the
protection of the agency’s personal data. In addition, to establish actions
and strategies that bring advantages to the Information and Communica-
tion Technology (ICT) tools for the project to implement and continue the
personal data protection law.
ICT governance must guarantee or mitigate the security of personal data
circulating in the agency’s systems and/or files, and ensure the durability
and efficiency of all resources involved in this process, carrying out the main
actions: 1) Establishing actions and strategies that bring increased security
and mitigate the leakage of personal data; 2) Propose transparency and
visibility for personal data security processes; 3) Automate processes to
increase or mitigate the protection of personal data; 4) Facilitate the use of
ICT resources, which support the security of personal data, for employees;
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5) Anticipate problems and risks, in relation to personal data, that assist
in the decision-making process; 6) Verify that the Governance Program in
its rules and procedures can be complied with; 7) Adapt, propose and add
to the values, objectives and the pre-existing ICT Governance structure
(risk management, value delivery, strategic alignment, resource manage-
ment and performance measurement); 8) Perform data mapping; 9) Design
the training schedule and assertive communication on data protection.

The proposed process is generic and can be implemented at any FPA agency.
In addition, the process contains the necessary procedures to carry out the con-
trol of security and privacy of personal data in accordance with the LGPD.
Although the process has been proposed for FPA agencies, we believe it can be
applied to any private organization.

5 Survey Results

We have carried out a survey to investigate the perception of ICT practitioners
regarding some issues related to LGPD. Initially, we collected data on the profile
of respondents to understand the relationship of their work activity with the
LGPD. All 54 ICT practitioners who responded to the survey are professionals
from the Information Technology department and are linked to a Federal Public
Administration agency.

Regarding the areas of activity of the ICT practitioners who responded to the
survey. Most participants (55.8%) are research collaborators of a collaboration
project between the agency and the University of Braśılia (UnB), 23.1% are
outsourced, 9.6% are agency’s employees working in the area of ICT Governance,
5.8% work in the infrastructure area, 3.8% work in the systems area and 1.9%
work in the agency’s security area.

Regarding the length of experience of ICT practitioners, 25% of ICT prac-
titioners have more than 16 years of experience, 25% have between 11 and 15
years of experience, 23.1% have between 01 and 05 years of experience, 19.2%
have between 06 to 10 years of experience and 7.7% of ICT practitioners have
less than one year of experience.

Issues related to granting access to personal data and sensitive personal data
are presented in Fig. 2. 54% of participants said they have access to personal
data in their activities at the agency and 46% said they do not have access
to personal data (Fig. 2 Q3). Regarding ICT practitioners who have access to
sensitive personal data, 65% indicated not having access to sensitive personal
data, and only 23% reported having access (Fig. 2 Q4).

Regarding the exclusive use of personal data only in the agency’s activities,
58% of ICT practitioners stated that they use personal data and/or sensitive
personal data exclusively for the exercise of their activities at the agency, 2%
that they do not use these data and 40% do not know about the use of these data,
as shown in Fig. 2 (Q6). Among the practitioners who have access, all responded
that this information is necessary for the performance of their function.
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Fig. 2. (a) Shows the information regarding data access at the Agency, while (b) shows
who was responsible for granting access to the data.

Regarding the person responsible for granting access to personal data (Fig. 2
(b)), 51.8% said they do not have access to the data, 28.6% replied that access
was granted automatically as a result of the activities in the agency and 19.6% of
the ICT practitioners stated that access was granted by the immediate superior.
The ICT practitioners mentioned that the concession to personal data was given
by the General coordinator of the IT area.

Fig. 3. Types of accessed personal data.

As for the type of data accessed by ICT practitioners in their daily activities
at the agency, 18.6% of ICT practitioners access Name, 13% Profession, 12.4%
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access CPF, 11.3% Address, 10.2% Marital status, 6.2% Information systems
username and/or passwords, 6.2% IP address, 5.1% Geolocation data, 4% Bank
details, 1.1% Biometric data, 9% of ICT practitioners do not access any personal
user data, as shown in Fig. 3.

Fig. 4. (a) Shows participants’ level of knowledge regarding the LGPD, while (b) shows
whether ICT practitioners performed LGPD-related training.

The questions related to the level of knowledge about the LGPD and the
training of ICT practitioners in relation to the LGPD are presented in Fig. 4.
51.9% of ICT practitioners said they had an intermediate level of knowledge
of LGPD, 34.6% had basic level, 5.8% had advanced level and 7.7% of ICT
practitioners said they had no knowledge of LGPD (Fig. 4).

Regarding the application of the LGPD in the activities performed at the
agency, 65% of the ICT practitioners apply the LGPD in the activities, 15% do
not apply the LGPD and 19% of the ICT practitioners are unaware of the LGPD
principles (Fig. 4 Q9).

Regarding the provision of training for the use and compliance of the LGPD,
15% of ICT practitioners stated that there is training and provision of train-
ing/lectures to raise awareness and guidance of employees in relation to the
principles of the LGPD, 27% responded that there is no provision of train-
ing/lectures and 58% do not know if there is any provision of training in the
agency (Fig. 4 Q10). 67% of ICT practitioners reported that they had not been
informed of any training about LGPD and 33% stated that they had already
attended some training (Fig. 4 Q11).

Regarding transparency in data processing (questions Q12, Q13 and Q14
in Fig. 5), 29% of ICT practitioners stated that the agency is transparent in
the treatment of personal data with data subjects, 10% stated that there is no
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Fig. 5. (a) Shows the perception of ICT practitioners in relation to Data Handling and
Governance at the agency, while (b) shows the adequacy and compliance to the LGPD
at the agency.

transparency in the processing of personal data and 61% do not know about the
transparency of personal data (Fig. 5 Q12).

Regarding the free access of holders to their personal data, 18% of respon-
dents said that holders have free access to the form, duration and consultation
of personal data, 10% stated that holders do not have free access to personal
data and 73% are unaware of this information (Fig. 5 Q13).

Regarding the request for specific consent from the holders of personal data,
14% of the ICT practitioners stated that the agency requests specific consent,
8% stated that there is no request for specific consent and 78% stated that they
were not aware of the request for specific consent, as shown in Fig. 5 Q13.

Questions related to data governance are presented in questions Q15 to Q18
of Fig. 5. 55% of ICT practitioners stated that the agency has a specific data
governance policy, 2% stated that the agency does not have data governance
policies and 43% are unaware of the agency’s data governance policies (Fig. 5
Q15).

16% of ICT practitioners stated that the agency constantly assesses the need
to keep personal data, 6% stated that the agency does not carry out constant
evaluation and 78% of ICT practitioners do not know if the agency conducts
constant evaluation of data maintenance, as shown in Fig. 5 Q16.

Regarding Data Governance policies, 65% of ICT practitioners said that the
agency has information security policies accessible to all employees, 2% said the
agency does not have information security policies and 33% do not know if the
agency has information security policies (Fig. 5 Q17).
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14% of respondents stated that the agency has an inventory of all sensitive
personal data, 4% stated that the agency does not have an inventory of sensitive
personal data and 82% do not know if the agency has an inventory of sensitive
personal data (Fig. 5 Q18).

Fig. 6. (a) Shows the perception of ICT practitioners in relation to the agency’s ade-
quacy and compliance with the LGPD, while (b) shows the actions to guarantee the
security of personal data.

The issues related to the Agency’s compliance with the LGPD are presented
in Fig. 6. 30% of ICT practitioners stated that the agency’s data processing
activities are in compliance with the LGPD, 4% stated that the agency’s activi-
ties are not in compliance with the LGPD, and 66% are unaware of whether the
data processing activities are in compliance with the LGPD (Fig. 6 Q19).

22% of ICT practitioners stated that the agency has a sector responsible for
verifying compliance with the LGPD, 10% stated that the agency does not have
a sector responsible for verifying compliance with the LGPD and 68% do not
know if the agency has a sector specific to check compliance (Fig. 2 Q20). 4% of
ICT practitioners stated that there is a Data Protection Officer (DPO) at the
agency, 12% stated that the agency does not have a DPO and 84% do not know
if the agency has a DPO (Fig. 6 Q21).

Regarding LGPD compliance issues, 46% of ICT practitioners stated that
the agency handles personal and sensitive data for legal purposes only, and 54%
are unaware of whether the agency handles personal and sensitive data for legal
purposes only (Fig. 6 Q22).

48% of respondents stated that the agency only uses personal data for the
proposed purpose, limiting its use to the minimum possible, 52% do not know
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if the agency only uses personal data for the proposed purposes (Fig. 6 Q23).
34% of respondents said that the sensitive personal data stored by the agency
is clear, accurate, relevant and constantly updated, 66% are unaware of whether
the sensitive data stored by the agency has clarity, accuracy, relevance and is
constantly updated (Fig. 6 Q24).

36% of ICT practitioners stated that the sharing of personal and sensitive
data is only done with agency partners in compliance with the LGPD and 64%
are not aware that sharing of personal and sensitive data is done only with
agency partners in compliance with the LGPD (Fig. 6 Q25).

As for the data security policy, 54% of ICT practitioners stated that the
agency is concerned with the security of personal and sensitive data and 46% do
not know if the agency is concerned with the security of personal and sensitive
data (Fig. 6 Q26).

54% of ICT practitioners stated that the agency controls personal and sen-
sitive data according to the LGPD, 2% stated that the agency does not control
personal and sensitive data, and 62% do not know if the agency controls personal
and sensitive data (Fig. 6 Q27). 38% of ICT practitioners stated that there is a
differentiated treatment for sensitive information, 4% affirmed that there is no
differentiated treatment for sensitive information, and 58% of ICT practitioners
do not know if there is any differentiated treatment for sensitive information
(Fig. 6 Q28).

60% of ICT practitioners stated that the agency only allows access to sensitive
data by authorized persons and 40% do not know if the agency allows access to
sensitive data only by authorized persons (Fig. 6 Q29). 46% of ICT practitioners
stated that the agency adopts a periodic backup process for controlled data and
54% of ICT practitioners do not know if the agency adopts any periodic backup
process for controlled data (Fig. 6 Q30).

20% of ICT practitioners stated that personal data security risks are fre-
quently identified and documented, 6% said that reactive data security risks
are not frequently identified and documented, and 74% ICT practitioners are
unaware of whether risks relating to the security of personal data are frequently
identified and documented (Fig. 6 Q31).

30% of ICT practitioners stated that the agency logs access to personal and
sensitive data and 70% do not know if the agency logs access to personal and
sensitive data (Fig. 6 Q32). 16% of ICT practitioners said the agency regularly
reviews the log record to identify anomalies, 4% of ICT practitioners said the
agency does not regularly review the log record to identify anomalies, and 80%
of ICT practitioners are unaware of the agency regularly analyzes the log record
to identify anomalies (Fig. 6 Q33).

10% of ICT practitioners stated that the agency has an incident and contin-
gency response plan, 6% stated that the agency does not have an incident and
contingency response plan and 84% do not know if the agency has any response
plan to incidents and contingencies (Fig. 6 Q34).

2% of ICT practitioners said they have access to the ICT and contingency
response plan, 42% of ICT practitioners said they do not have access to the ICT
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and contingency response plan and 56% do not know if they have access to the
response plan to incidents and contingencies (Fig. 6 Q35).

8% of ICT practitioners stated that the agency continually discards unnec-
essary and excessive data, 6% of ICT practitioners stated that the agency does
not continually discard unnecessary and excessive data, and 86% are unaware of
whether the agency continually discards unnecessary and excessive data (Fig. 6
Q36).

22% of ICT practitioners stated that the agency shreds physical documents
before disposing of them, 4% stated that the agency does not shred physical
documents before disposing of them, and 74% of ICT practitioners do not know
if the agency shreds them. physical documents before discarding them (Fig. 6
Q37).

28% of ICT practitioners stated that the agency uses cryptographic tech-
niques to anonymize controlled data, 6% stated that the agency does not use
cryptographic techniques to anonymize controlled data, and 66% do not know
if the agency uses cryptographic techniques to anonymize the controlled data
(Fig. 6 Q38).

14% of ICT practitioners stated that the agency performs anonymization of
all user data, 8% stated that the agency does not perform anonymization of user
data and 78% of ICT practitioners are unaware of whether the agency performs
anonymization of all data of users (Fig. 6 Q39).

6 Conclusions

In this work we carry out a practical case study in a federal public administration
agency in order to identify the level of compliance of the agency in relation to
LGPD in its activities of processing personal and sensitive data.

In the first stage of the work, we carried out a literature review with the aim
of investigating the main works related to the topics covered. In the second step,
we applied a survey to identify the agency’s compliance and adequacy to the
LGPD. 54 ICT practitioners from the agency responded to the survey.

Our findings revealed that access to personal data is restricted and controlled
by managers. Most ICT practitioners recognize that the agency is concerned
with the processing of personal and sensitive data and that it needs to disclose
its personal data privacy security policies, through training, so that all ICT
practitioners are aware of the law.

The proposed implementation process will support ICT practitioners in
understanding data privacy requirements. The process can be adopted by any
agency of the Federal Public Administration and can assist organizations to con-
trol data privacy breaches, thus avoiding penalties. As future work, we will apply
the proposed process in other organizations to verify its effectiveness.
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Abstract. Taxi is a popular service in many cities and tends to improve
mobility without being the costumer directly charged by the vehicle
maintenance. A company or a self-employed person (i.e., the taxi driver)
is the one in charge with vehicle maintenance, fuel payment, insurance,
etc. The taxi service request is mainly made through mobile applications,
where costumers select payment method, origin and destination, and an
information system, aware of the taxi and costumer locations, associates
the closest taxi to the customer request. Typically, this service is ana-
lyzed from the costumer side mainly looking for travel time and fare
reductions. There is a lack of research that investigates the taxi drivers
side. In this work, we evaluate the taxi service from the taxi drivers
point of view. We have already published part of this study with the
focus on the taxi driver income on previous work and here we extended
the research to assess other features such as the impact of the vehicle
type engine (electric, ethanol, gasoline and CNG) in taxi drivers income
and expenses, the percentage of the fleet occupation given different ser-
vice demand, and the difference between traveled occupied distance and
total distance. Given a demand and costs, a simulation is proposed to
detail and evaluate the appropriate balance between drivers income and
demand scheme to keep the service viable to the drivers. Simulation was
conducted with the support of SUMO traffic simulator using as scenario,
a medium-sized city in Southern Brazil. Based on literature, city hall
documentation and Internet news, input values were chosen to make the
simulation as realistic as possible. As conclusion, we found that the city
town hall must define a maximum number of taxi licenses for feasible
taxi service. The vehicle type with regard to energy source has a major
impact in the taxi driver’s profit. Despite of high acquisition cost, electric
vehicles have a lower cost per km driven in comparison to other vehicles.
If the daily traveled distance increases, the difference between electric
vehicles and others decreases, making electric vehicles more advanta-
geous. Fleet occupancy also impacts driver’s profit. With regard to the
fleet occupancy, as demand grows, the fleet occupancy levels rise and as
well as the driver’s profit. Finally, we found that difference between total
traveled distance and occupied distance increases as the number of travel
runs increases.
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1 Introduction

One way to mitigate public transportation problems is vehicle sharing services,
and one of the well-established sharing services is the taxi. In general, taxi allows
the costumer to enjoy the mobility service without having to pay the necessary
amounts for the maintenance of the car. The vehicle owner, which is a company
or a self-employed person (frequently the taxi driver), is in charge with vehicle
maintenance, fuel payment, insurance, etc.

The request of a taxi service is usually made through a mobile applica-
tion, where the costumer selects the desired options, trip origin and destination,
including the payment method. An information system, aware of the location of
taxis, allows the taxi closest to the customer to meet the request. Typically, the
taxi service is analyzed from the costumer side, mainly looking for travel time
and fare reductions. There is a lack of research that investigates the taxi drivers
side. In this work, we evaluate the taxi service from the taxi drivers point of view.
We have already published part of this study with the focus on the taxi driver
income on previous work [8] and here we extended the research to assess other
features such as the impact of the vehicle type engine (electric, ethanol, gasoline
and CNG) on the taxi drivers net income and expenses, and the percentage of
the fleet occupation.

In this work, the taxi service is considered, with a standardized vehicle fleet.
Given a fleet size and demand, a simulation is proposed to detail and evaluate
the pricing scheme with regard to the taxi demand in a city. More specifically,
we assess taxi drivers income given a city demand and with regard to different
vehicle types engines. Thus, questions we aim answer in this paper include:
How many runs does the driver have to make per day/month to be worth it?
Considering different energy sources to the vehicle engines, what is the source of
energy most profitable? What is the impact of the vehicle energy source in the
drivers profit?

To run the simulation, we use SUMO [5], a transportation network simula-
tor with open implementation. Simulation of the service is performed in a real
scenario, the city of Santa Maria in Southern Brazil, a medium-sized city. In
the simulation, we assume that an information system manages the entire fleet
service and associates customers with taxis, according to a given demand. Since
city traffic data is not available, simulation input values (fleet size, demand, etc.)
were chosen based on literature, city hall documentation [15] and Internet news,
to make the simulation as realistic as possible.

This paper is structured as following. Related works are described in Sect. 2.
Overall simulation details are given in Sect. 3, and specific simulation details,
experiments and results are presented in Sect. 4. Finally, conclusions are pre-
sented in Sect. 5.

2 Related Works

In the literature, there are recent works that describe, from the point of view
of computer science and simulation, the behavior and the impact of the use of
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shared vehicles and taxis in transportation networks. Here we briefly describe
some of these works and their relationship to the work we are developing.

In Alazzawi et al. [1], the impact of shared vehicles was simulated with
the aim of optimizing traffic by reducing the number of vehicles circulating in
streets of Milan, Italy. The simulation combined autonomous robot-taxis, with
on-demand mobility services. Data used in the simulation include the number of
vehicles circulation on the streets and mobile cellular network usage, to model
the concentration of passengers in some areas. The simulation took into account
the following parameters: travel time, travel speed, waiting time for passengers
to board the robot taxi, emission of pollutants and taxi configurations (with
different amounts of seats). An algorithm matches robot-taxis and consumers.
According to the authors, to eliminate congestion in Milan, it would be neces-
sary to reduce by 30% the number of vehicles on the roads. To reduce demand
at peak times, a dynamic pricing system, combined with other initiatives, could
be used to motivate users to travel other time periods. According to the seats in
each car, the more seats the robot-taxi has, the longer the costumers will have
to wait and travel due to route deviations. Robot-taxis with around 20 seats are
indicated for long distance travel. Robot-taxis with two seats allow better travel
flexibility, but do not provide such a significant reduction in city traffic.

The combination of independent agent model simulators was explored in
Segui-Gasco et al. [16]. MATSim [10] generates transportation demand, associ-
ating costumers to mobility options according to their preferences and IMSim1

provides an operational execution environment for transportation networks. By
this combination, authors evaluated the impact of mobility scenarios from differ-
ent perspectives: costumers, service-operators and city hall. The simulation was
calibrated with data from London traffic control and MERGE Greenwich Con-
sortium (2017–2018). Evaluated metrics were optimum vehicle fleet size, vehicle
type (traditional taxis and ride-share vehicles), vehicle size (4 and 8 seating
places), vehicle occupancy, as well as wait and detour times for each costumer.
A main feature of the proposal was the evaluation of the trade-off between qual-
ity of service and demand. Thus, a service-operator may investigate how fleet
size and energy (or even the travel duration) affect a pricing model.

Simulation was also carried out in order to compare business models for
vehicle rental services in Perboli et al. [14]. The comparative analysis highlights
aspects of different business models and solutions applied to improve service.
Business models for vehicle rental services can be vehicle delivery-receipt or
free-floating. In the delivery-receipt model, fleet does not need to be managed
and relocated, but consumers need to travel to a particular pick-up and release
location. In the free-floating model, vehicles can be released anywhere. The free-
floating model tends to better satisfy consumers, since there is no need to travel
to a particular pick-up location. However, it requires fleet management to guar-
antee the availability of vehicles in some locations, i.e., the company needs to
take vehicles that are in points of less interest to places of higher demand. In
this scope, different costumers profiles can be defined: commuters (those that

1 http://www.talon.world.

http://www.talon.world
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travel from home to work), professional and casual. These profiles are randomly
assigned to routes. In addition, different vehicle types can be used, such as elec-
tric and combustion vehicles. With regard to the fleet management, electric vehi-
cles need more effort when compared to combustion vehicles, due to recharging
time and the need to find a charging point.

Efficient route optimization was proposed as an opportunity to increase
drivers revenues in Li et al. [13]. A vacant taxi represents wasting of both fuel
and taxi driver time. Moreover, inefficient routing can create more traffic in the
city and consequently more pollutant are emitted. Therefore, the Markov Deci-
sion Processes can be used to maximize drivers revenues by the application of
an efficient routing approach. Data from the taxi service from New York City
was used in the experiments. Simulation results shown that the proposed model
can collaborate to improve drivers income since it reduces the time a costumer
needs to find a vacant taxi.

Inturri et al. [12] analyzed the performance of a shared transport system with
dynamic response. The proposed system is responsible for the trips scheduling.
The city of Ragusa (Italy) was chosen as the simulation baseline scenario. The
experiments relied on a set of 50 different parameters settings, where fleet size,
vehicle capacity, demand levels and journey routing strategies were varied. The
authors found that for high demand scenarios, the performance of the simulated
system is superior to the conventional taxi system. However, for low demand
scenarios the proposed system performance is limited.

Charlton et al. [9] performed simulations considering a service with dynamic
response for shared taxis. Simulations were performed using the MATSim sim-
ulator. The focus of the work was rural and urban areas with low population
density in Germany. A web tool was developed to allow the visualization of
simulation results by local traffic agents. Simulated scenarios included variation
of the pricing system, presence of autonomous drivers, maximum waiting time
targets, etc.

Zeng et al. [18] assessed the impact of the pandemic on taxi service. The results
showed that despite an abrupt drop in demand for the service due to the lock-
down, demand was quickly restored, exceeding pre-pandemic levels given to the
incentive policies adopted by the government. These results suggest that continu-
ous monitoring of the taxi service is important to apply and adjust incentive poli-
cies. Furthermore, in conditions where demand is severely suppressed, taxi drivers
should be encouraged and helped to adopt more centralized modes of client-taxi
ride assignment control. Also, according to Arnott [4], as long as taxis help reduce
the number of vehicles circulating on the roads, it should be a subsidized service
since taxi service possibly mitigate the idle time of private vehicles.

Horl et al. [11] presents a simulation where individuals interact with an auto-
mated taxi fleet. The city of Zurich was used as simulation scenario. The rela-
tionship between demand levels, run prices and waiting times was explored. The
authors assumed a fare pricing system where taxi operating costs are always
covered. Experiments results showed that small fleets drove demand away due
to worse service levels, while very large fleets resulted in higher service costs,
which also end up driving demand away.
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Table 1. Summary of related works improved from Brizzi & Pasin [8].

Authors Vehicle type Scenario Simulation platform

Alazzawi et al. 2018 Both Milan SUMO/TraCI

Segui-Gasco et al. 2019 Autonomous London MATSim/IMSim

Perboli et al. 2017 Conventional Turin None

Li et al. 2017 Conventional New York None

Inturri et al. 2021 Conventional Ragusa NetLogo

Charlton et al. 2021 Shared taxis Rural and urban
areas in Germany

MATSim

Zeng et al. 2020 Autonomous Shenzhen None

Horl et al. 2021 Autonomous Zurich MATSim

This work Conventional Santa Maria SUMO/TraCI

Related works are summarized in Table 1. Unlike Alazzawi et al. and Segui-
Gasco et al., which simulate the impact of using shared vehicles in cities, seeking
to reduce the number of vehicles in circulation here, such as Perboli et al., we
are focusing on the provider side. In particular, in this work we are focusing on
the drivers income. Unlike Perboli et al. and Li et al., and as in Alazzawi et al.
and Segui-Gasco et al., we use simulation to investigate how different parameters
impact the expected results and drivers income. Similarly to Inturri et al. [12],
in this paper, we analyze the taxi drivers income for different demand scenarios,
including scenarios where demand is strongly suppressed. We regard to vehicle
type, here we consider conventional taxis and we range the taxi energy source
(electric, CNG, etc.) as well as the number of taxi runs in a journey.

3 Simulation of the Taxi Service

In this work, taxi service is considered in a simulation to detail and evaluate the
drivers income in the end of journeys. Figure 1 depicts the required Information
System (IS) to support this service. Taxis publish their locations in the IS (1) and
customers make requests (2). The IS allocates taxis according to the customers
location.

The simulation scheme, implemented in SUMO traffic simulator [5], is
depicted in Fig. 2 and consists of three main parts: scenario, input parameters
and results. The scenario presents the map of the geographic region to be sim-
ulated. The map has tow layers: a static layer and a dynamic layer. The static
layer is previously obtained through a cut in the map of Open Street Map2,
exported in .osm format.

Using the SUMO Simulator script, the osm file is converted into a transporta-
tion network, a scenario formatted to be simulated by SUMO. The network

2 https://www.openstreetmap.org.

https://www.openstreetmap.org
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Fig. 1. An Information System (IS) manages taxi fleet service and answers costumers
requests [8].

is composed by edges (street corners) and connections between edges (street
blocks). In the scenario conversion, the path to the .osm file is indicated and
additional parameters, such as the generation of sidewalks along the roads can
also be informed. After completing the stage of generating the map scenario,
the output is a file in .net.xml format (i.e., the description of the transportation
network). This map runs in a server in which other simulation parameters can
be configured. For instance, the duration of the simulation.

The simulation parameters are sent to the simulation server via Traffic Con-
trol Interface (TraCI) [17]. On the server side, the parameters are used by the
simulator generate the demand (i.e., the taxi runs) that associate costumers and
taxis. Using the randoTrips.py script, provided by SUMO, random trips are auto-
matically generated, both for costumers and vehicles. We have the possibility to
define parameters for this script such as:

– maximum distance that a costumers can walk,
– probability that a trip can start at the scene, and
– vehicle intensity flow and costumers/pedestrians flow and, in addition, to

establish which vehicle a costumer can choose to complete her/his journey
trip.

The randoTrips.py script generates a file in the .rou.xml format with valid
routes to be used by SUMO. The next step is running the simulation. The SUMO
simulations are presented by a .config file, which contains the name of the file
with the scenario, .net.xml, of the additional items, .add.xml and of the routes,
.rou.xml. When loading the simulation, SUMO searches for the information in
the files provided. Also in the .config file, it is possible to define the output to
be presented after the simulation.

With regard to our simulation, some output information can be obtained
automatically by SUMO and include, for example, the vehicle average speed.
However, some specific routines have been coded, since SUMO does not imple-
ment all the necessary routines required in the scope of this work.
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Fig. 2. Simulation scheme [8].

In general, simulation results that we are mainly investigated in our scenario
include:

– gross and net drivers incomes, with regard to the number of runs, and
– drivers incomes, with regard to the vehicle type (engine).

To summarize, the developed simulation receives the data from the simulation
files, and presents the resulting values that we discuss in more details in the
Sect. 4.

Parameters in our simulation defined according to real-world available data to
drivers/taxis include:

– price of the fuel, vehicle model, etc.,
– monthly rental amount and vehicle consumption related to the taxi model,
– formula to compute the payment for a taxi run, which is composed by a fixed

amount and the amount per km traveled,
– working hours for drivers, and
– number of available taxis.

Reference values are shown in Table 2. These values directly influence the
driver’s revenue. Parameters that can be defined in the simulation, using
city/traffic information, according to real-world observations include:

– intensity of the vehicles flow in the scenario to be defined by counting the
number of vehicles in a given simulation interval,

– average travelled distance, defined according to the behavior of costumers in
that region, and

– demand for runs, which can be calibrated using information provided by city
hall.
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At the end of the simulation, the travel cost can be computed and, therefore,
the drivers income. The travel cost depends on the period of the day and the
distance driven by the taxi driver.

4 Simulation Details, Experiments and Results

In this section, we first present the scenario setup taking into account the city of
Santa Maria, then we describe the demand generation process, i.e., the addition
of costumers in the simulation interested in riding a taxi. In the following, we
describe the simulation process, and finally, we focus on the simulation results
of our experiments.

4.1 Scenario Setup

In Santa Maria downtown, there are 14 taxi stops which are part of our simu-
lation map. We assume that half of these points have 2 taxis and the other half
have 3 taxis, resulting in a total of 35 taxis in the simulation. Figure 3 presents
a screenshot of our simulation environment in SUMO, with a set of streets in
the center of Santa Maria city.

In general, the city has a very irregular layout in its streets. Each red diamond
in the green map represents a taxi station. Each blue square represents a pick
up or an unboarding point, manually chosen for this simulation.

Fig. 3. Screenshot of SUMO simulation environment [8].
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4.2 Demand Generation

The pedestrian (costumer) demand in our simulation is generated by Person-
Flows routine from SUMO, in which people are inserted at different points on
the map. This component periodically generates pedestrians in a defined loca-
tion. Pedestrians follow a pre-defined route to reach their destination, being able
to get around on foot or using a taxi vehicle. Other vehicles are not inserted in
the simulation, but the effect on the traffic behaviour of the other vehicles (bus,
trucks and private vehicles) is due to the configured speed limitation that the
taxi can develop in the city.

The simulation in SUMO takes place so that the vehicles present in a routing
list are inserted in the simulation at the given time and after completing the route
these vehicles are removed from the simulation. In order to make it possible for
a taxi to perform multiple trips during the simulation, it is necessary to use an
auxiliary script to generate new routes for this vehicle during the simulation.
The script used for this purpose is the Demand Keeper. This script is part of the
Net Populate3 project, a set of scripts for generating and controlling demand
in SUMO experiments. Finally, Demand Keeper call is used in conjunction with
the TraCI interface, which allows to interact in real time with SUMO.

4.3 Simulation Parameters and Drivers Income

In the simulation, taxis are set to be in service from 8:00 a.m. to 4:00 p.m. Thus,
we consider each taxi service operates with three driver shifts per day, and each
taxi journey has the duration of 8 h. Each step of the simulation represents one
second of time, so the total number of steps in the simulation is 28,800 (i.e., 8
simulation hours). We run the simulation four times, each time with an average
demand for taxi rides (i.e., 5, 10, 20 and 30 rides/day in average per taxi). These
values for the number of runs were chosen for only 5 runs per day per driver to
reflect a lockdown scenario due to the new coronavirus pandemic, for instance,
and 30 runs would be a more optimistic scenario. The number of costumers in
each simulation is modeled in order to create an average number of rides per
taxi in each simulation run. For simulation purpose, we consider a standardized
vehicle fleet.

Simulation parameters are summarized in Table 2. Each taxi run starts with
an initial value called flag Bi, in which i = {0, 1, 2}, given the day of the week
and time, and the cost per kilometer traveled. The values charged by the taxi
drivers are stipulated by the city hall [3]. Driver expenses also include the fuel
consumption per litre C, the maintenance cost per kilometer traveled M , insur-
ance expenses I, and vehicle loan P .

In addition to the parameters of Table 2, we add that taxis move at an aver-
age speed of 36 km/h. For the costumer-taxi association, we use the algorithm
implemented by SUMO where the taxi closest to the costumer wins the run. In
the simulation, we calculate the gross income average obtained by taxis drivers

3 https://github.com/maslab-ufrgs/net-populate.

https://github.com/maslab-ufrgs/net-populate
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Table 2. Simulation parameters [8].

Symb. Parameter Value

B0 Flag-down fare 5.64 BRL/km

B1 Flag-down fare 1 3.36 BRL/km

B2 Flag-down fare 2 4.03 BRL/km

G Fuel price 4.50 BRL/L

C Fuel consumption tax 10 km/L

M Vehicle maintenance 0.20 BRL/km

I Annual insurance 2,000.00 BRL

P Vehicle loan (monthly) 600.00 BRL

during the 8 h of work, using Eq. 1 to compute the individual Gross Income (GI)
for each taxi driver:

GI = R ·Bi + Dt ·Bi, (1)

where R means taxi runs for the driver and Dt means the total of the traveled
distance (km). We also compute the Net Income (NI) per taxi driver, using Eq. 2,
which is obtained by subtracting the vehicle expenses from the gross amount,
given by:

NI = GI −Dt · G
C

− P

30
− I

365
. (2)

We do not consider the amount spent in maintenance of the vehicle in our
equations. However, this value should be considered in a future study. In fact,
some values such as maintenance, insurance and financing can be shared by
drivers who drive the same vehicle.

In the following, we highlight the simulation results of computing net and
gross incoming and for taxi drivers. We evaluate two different aspects: simulation
results with regard to drivers income and simulation results with regard to the
vehicle energy source.

4.4 Simulation Results with Regard to Drivers Income

Here we assess the drivers income in different scenarios, from the pessimistic to
the more optimistic. Table 3 shows the simulation results for the average travelled
distance for costumers and drivers, given different amounts of taxi runs.
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Table 3. Travelled distance with regard to costumers and total average distance, per
driver [8].

Taxi runs (R) Costumers dist. avg. (km) Drivers total dist. avg. (km)

5 7.7 12.6

10 14.9 21.5

20 29.8 45.5

30 45.2 65.8

In our simulation, the average distance traveled in each trip is 1.5 km. In the
most pessimistic scenario (5 runs), the driver drives only 12.6 km per day, and in
the most optimistic scenario, the driver drives 65.8 km per day. Considering both
scenarios (pessimistic and optimistic), Fig. 4 depicts the (average) gross and net
values (GI and NI) obtained by the drivers per day depending on the number of
runs performed.
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Fig. 4. Values for GI and NI obtained in the experiment using the parameters described
in the Table 2 [8].

In Fig. 5, income values are plotted by month, with regard to different number
of working hours. We, in particular, extrapolate the depicted values to 10 working
hours. It is clear that the more the driver works, the more she/he earns. However,
if demand is not enough, the driver is unable to pay the service costs.

From the simulation results depicted in Figs. 4 and 5, we may conclude that
it is impracticable to provide taxi service in scenarios where the demand for taxi
runs is only 5 daily. Only 5 runs results in a monthly gain of 952.24 BRL, less
than the minimum wage currently in force by Brazilian legislation, given the law
number 14,013 [7], which is 1,045.00 BRL. In contrast, if the taxi driver works
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Fig. 5. Monthly NI based on working hours [8].

in periods with demands of 10 daily taxi runs, it is possible to guarantee to the
taxi driver an income above the minimum wage working only 4 h a day.

Given these results, it is important to highlight the importance of balancing
the amount of taxi licenses allowed by the city hall and demand, in order to
guarantee a sufficient number of vehicles to serve passengers while allowing the
activity to remain profitable for taxi drivers. It is also important to observe that
in pessimistic scenarios, such as lockdown scenarios, for instance, government
contributions need to be considered for taxi service providers.

Another important observation is about the deviation pattern we computed
to the drivers income. In our experiments, the deviation was quite high, as the
routing algorithm always ends up choosing the same taxis that are closest to
the passengers while other taxis barely manage to run. For scenarios with high
demand, there is a greater turnover between taxis and traveler origin points and
destination points. Therefore, a new algorithm to associate taxis and pedestrians
needs to be proposed in future work.

4.5 Simulation Results with Regard to the Vehicle Energy Source

In addition to demand, another factor that impact the taxi drivers income is the
vehicle energy source. Here, we consider three types of vehicles, according to the
energy sources:

– flexible-fuel (flex) vehicles, which are capable of running with gasoline and
ethanol,

– bi-fuel vehicles, which engines are capable of running on two fuels: a internal
combustion engine (with gasoline or diesel), and the other alternate fuel such
as natural gas (CNG), and

– electric vehicles, which are charged through the electric power network.
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In order to keep the vehicle in good condition, the taxi driver changes her/his
vehicle for a new one every 5 years. Assuming that the taxi driver has a flex
vehicle that is completing 5 years of use and needs to change for a new one,
she/he can choose from the three types of vehicles mentioned above.

To purchase a new vehicle, we consider that the driver current vehicle is worth
30,000.00 BRL, which is used as an input for financing. The financing rate is 1%
monthly on average and the financing term is 60 months. We emphasize that in
Brazil, new vehicles purchased by taxi drivers have tax incentives that resulting
in a value up to 30% less than paid by an ordinary consumer. We also considering
that, in case of CNG as energy source, typically, a conversion kit is installed in
the taxi and allows an originally flex vehicle to be supplied with CNG. The cost
of installing a CNG kit in a vehicle is 5,000.00 BRL on average.

To allow the evaluation of energy source, we consider other values described in
Tables 4 and 5. Table 4 shows the different types of vehicles and the respective
installment to be paid. For flex vehicles, the price of the Renault Logan was
considered, presented by the manufacturer’s website in October 2020, for sale
with exemption for taxi drivers. The electric vehicle chosen to the simulation
was the one with the lowest value found for sale currently in Brazil, JAC iEV20.
The price we used was according to the manufacturer’s website in October 2020,
considering an exemption of 30% of the value for taxi drivers.

Table 4. Estimated vehicle acquisition cost [8], giving first installment of 30,000.00
BRL, 60 months of term and tax rate (1% a.m.).

Vehicle type Final price (BRL) Installment (BRL)

Electric 98,000.00 1,500.00

Flex 42,000.00 267.00

CNG 47,000.00 378.00

The choice of vehicle type in order to maximize driver profit must take into
account acquisition cost and the cost per kilometre for travel. Table 5 presents
vehicles comparison cost per travel kilometer. Values for electric vehicle con-
sumption we consider here are based on the literature [6]. Fuel price here used
is based on the price national survey carried out by the Brazilian National
Petroleum Agency4, relative to October 2020. In general, flexible-fuel vehicles
(flex) have higher maintenance cost when compared to electric vehicles [2]. In
contrast, electric vehicles have a considerably high acquisition cost when com-
pared to vehicles with internal combustion engines.

4 http://preco.anp.gov.br.

http://preco.anp.gov.br
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Table 5. Fuel comparison costs, given in kilometre per litre (Total) with regard to
vehicle maintenance [8].

Vehicle type Price Mileage Maintenance
(BRL/km)

Total
(BRL/km)

Electric 0.50 (BRL/kWh) 0.2 (kWh/km) 0.10 0.20

Flex (ethanol) 4.00 (BRL/L) 7.0 (km/L) 0.20 0.77

Flex (gasoline) 4.50 (BRL/L) 10.0 (km/L) 0.20 0.65

CNG 3.72 (BRL/m3) 12.3 (km/m3) 0.20 0.50
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Fig. 6. Drivers NI with regard to energy source/vehicle type [8].

Figure 6 depicts our simulation results with regard to the drivers NI based on
energy source/vehicle type. Among the energy sources we analyzed, it is possible
to state that CNG maximizes the NI of taxi drivers in the scenarios of 20 and 30
daily taxi runs and ties with gasoline in the scenario of 10 runs. For 5 daily runs,
gasoline provides the highest profit, with CNG being affected in this scenario by
the cost of installing the conversion kit, which reflects in a higher installment
value. Although ethanol has a lower cost per liter than gasoline, its autonomy
has resulted in a lower NI than gasoline in all scenarios.

Actually, the use of electric vehicles is not profit to taxi drivers when there
are only 5 daily runs, but as the number of daily runs increases, the difference
with regard to the profit in relation to other energies decreases. With 30 daily
runs, the electric vehicle has a profit similar to a vehicle with ethanol. Although
it has the lowest cost per km traveled among all the considered energies, the
electric vehicle still has high acquisition cost that results in large fixed expenses,
harming the taxi driver’s NI.
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Fig. 7. Taxi driver GI breakdown for 20 runs per working day.

4.6 Simulation Results with Regard to the Composition of the Taxi
Driver’s Gross Income (GI)

We also evaluate the composition of the taxi driver’s GI for the different types
of vehicles with regard to energy source, maintenance expenses, etc. Values
obtained in our simulation are shown in Fig. 7.

The comparison of vehicle types was performed in a scenario with 20 runs per
working day. It is evident that electric vehicles have lower costs with maintenance
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and energy, but the high acquisition cost weighs heavily on expenses, reducing
the taxi driver’s NI. Among combustion vehicles, the one that stands out for the
smallest portion of GI committed to expenses is CNG, as expected.

4.7 Simulation Results with Regard to the Usage Level of the Taxi
Fleet

We also evaluate the usage level of the taxi fleet for the simulated scenario. The
suitable dimension of the size of the fleet is important to guarantee a good level
of service, which makes demand continue to look for this means of transport. In
cases where the fleet is undersized, it is difficult to meet demand, resulting in
unfulfilled race requests.

On the other hand, an oversized fleet raises the cost of the service, and
consequently raises the price of the service to the user, which may scare off
demand. Thus, a balance between service availability and service costs must be
sought.

The occupancy percentage is calculated based on the sum of the time the
taxis were occupied during the simulation divided by the total time the taxis
remained in the simulation.

Figure 8 depicts our simulation results with regard to occupancy percentage.
It is possible to observe that in a scenario with 5 runs per working day, the
occupancy levels are very low. This shows how scenarios of strong suppression
of demand for the taxi service leaves the fleet approximately 96% of the time
idle, resulting in a high cost of the service without necessarily being offset by the
increase in the price charged to the consumers. As demand grows, fleet occupancy
levels rise, as expected.

4.8 Simulation Results with Regard to the Occupied Travel
Distance

Finally, we evaluated the difference between distance that taxis travel occupied
and the total distance for each demand scenario for the gasoline vehicles. Figure 9
depicts the results.

Our simulation results indicate that as the number of runs increases, the
difference between the total distance and the occupied distance gets bigger.
This difference has a great influence on the taxi driver’s net profit, as each
kilometer traveled without a passenger represents a cost to the taxi driver. In
this aspect, the strategy adopted by the run assignment algorithm has a great
influence on these results. The algorithm must, for example, prioritize taxis that
are closest to the costumers location. In this way, there is a reduction in the
total distance traveled by taxis, enabling a reduction in fuel consumption and
also in the emission of polluting gases.
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5 Conclusions

In this work, we evaluated the taxi service from the point of the view of the
taxi driver using a medium-sized city as scenario. The evaluation was conducted
with SUMO transportation network simulator. We assume the existence of an
information system to associate taxi fleet and customers requests. From a real
scenario, a simulation from a service journey was performed using as scenario a
medium-sized city.

Our simulation results indicated that the city town hall must define a max-
imum number of taxi licenses in order to ensure that the average daily travel
per taxi is not less than 10 runs. Less than 10 daily runs means the taxi drive
income does not reach the minimum wage established by the Brazilian gov-
ernment. Moreover, considering our simulation scenario and inputs, for smaller
values for average daily travel, fleet occupancy levels were really low, and taxis
were free 96% of the time. These idleness levels represent an oversized fleet gener-
ating costs and harming the profitability of taxi drivers. The minimum fleet size
allowed in a city must consider the quality of the service, so as not to compromise
the service availability to costumers.

We also verified in our experiments that the vehicle type has a large impact
in the taxi driver’s profit. Simulation results indicated that although electric
vehicles have a lower cost per km driven, the high cost of acquisition made
the taxi driver’s net profit result in lower income values to drivers than other
types of vehicle. Our experiments also indicate that as the daily traveled distance
increases, the difference of drivers income given electric vehicles and other vehicle
types decreases, making electric vehicles more advantageous.

Finally, we evaluated the difference between the distance that taxis travel
occupied and the total distance for each demand scenario considering gasoline
vehicles. In our experiments, we found the as the number of runs increases, the
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difference between the total distance and the occupied distance increases too.
This difference impacts the taxi driver’s net profit, as each kilometer traveled
without a passenger represents a cost to the taxi driver. Thus, the strategy
adopted by the run assignment algorithm has a great influence on these results.
The algorithm must prioritize taxis that are closest to the costumers to reduce
the taxis total distance traveled, and possibly contributing in less fuel consump-
tion and less emission of polluting gases.
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Abstract. In this paper we target the current problem of evolution of heteroge-
neous data sources of a data warehouse. Evolution may be caused by changes in
the structure of data sources that are often independent from a data warehouse as
well as by changes in information requirements. The solution we introduce in this
paper is based on the architecture of a data analysis system that apart from a data
highway that collects and transforms data also employs a metadata repository and
various tools that provide different kinds of analysis of stored data. The unique
feature of our solution is an adaptation component that incorporates mechanisms
for automatic discovery of changes in the structure of integrated data sets and
propagation of these changes in a data warehouse and other components of a data
analysis system. In addition to the presentation of our approach, we give details
of approbation of our software prototype in the case study system.

Keywords: Evolution · Data warehouse · Change propagation ·Metadata ·
Heterogeneous data

1 Introduction

Data warehouses have been used for decades to support the analysis of integrated data.
However, before recently, mainly structured data stored in relational databases have
been used to populate data warehouses. Due to new technological developments, cur-
rently data that should be analyzed in the decision-making process are becoming more
and more enormous and heterogeneous and traditional solutions based on relational
databases have become unusable to process all these data volumes.

Besides, changes in the structure of large heterogeneous and often independent data
sources occur more frequently, but finding a solution to problems caused by this evolu-
tion is a more challenging task for several reasons. On one hand, there is currently no
standard architecture that is commonly used to support the analysis of heterogeneous
data sources. On the other hand, data sources we are working with are often semi-
structured and unstructured and it is a complex task to detect and process changes in
such sources. And finally, in modern systems data may be generated at a higher rate,
and this means that changes should be also handled somehow immediately after they
occurred.
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The goal of our study is to develop a solution to collect, store and analyze data from
multiple heterogeneous data sources as efficiently as possible, while also processing
changes in the structure of data that occur as a result of evolution. In our approach
presented in this paper we use a well-known data warehouse paradigm and extend it
with the processing of semi-structured and unstructured data sets as well as mechanisms
for discovery and automatic or semi-automatic propagation of changes in these data
sets.

The present paper is an extended version of our paper [20]. In this paper, we provide
details of the implementation of the change discovery and propagation tool and results
of the approbation of the proposed approach in the case study system. In addition to that,
this paper includes the statistical analysis of the supported change adaptation scenarios
which demonstrates how well our approach allows to reduce human participation in the
evolution management process.

The rest of this paper is organized as follows. In Sect. 2 we review related work. In
Sect. 3 we give details of our proposed approach to evolution management. In Sect. 4,
the case study system and examples of real-world changes are discussed. In addition to
experiments, the overall statistical evaluation of the developed solution is presented in
Sect. 5. The paper ends with conclusions drawn based on the evaluation of the proposed
approach presented in Sect. 6.

2 Related Work

A great research effort has been devoted to studying the problem of schema evolution
in relational databases. The offered solutions to evolution problems in this domain can
be classified into two categories: schema adaptation and schema versioning. The goal
of approaches in the former category [1] is to adapt just the existing data warehouse
schema or ETL processes [2] without keeping the history of changes, while approaches
in the latter category [3–5] maintain multiple versions of schema that are valid dur-
ing some period of time. Another related research papers [6,7] deal with a formal
description of information requirements and their influence on the evolution changes.
All the above-mentioned approaches target data warehouses implemented in relational
database environments, thus, they cannot be utilized directly to perform adaptation of
data warehouses that integrate big data sources.

Several articles reviewing current research directions and challenges in the fields
of data warehousing and Big Data mention also evolution problems. The authors in
[8] mention dynamic design challenges for Big Data applications, which include data
expansion that occurs when data becomes more detailed. A review paper [9] indi-
cates research directions in the field of data warehousing and OLAP. Among others,
the authors mention the problem of designing OLAP cubes according to user require-
ments. Another recent vision paper [10] discusses the variety of big data stored in the
multi-model polystore architectures and suggests that efficient management of schema
evolution and propagation of schema changes to affected parts of the system is a com-
plex task and one of the topical issues.

Various recent studies have been devoted to solving the evolution problems in the
Big Data context. In the paper [11], we summarized the research made in the field of
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Big Data architectures and analyzed available approaches with the purpose to identify
the most appropriate solution for the evolution problems. The most relevant studies that
deal with evolution problems are also discussed in this section.

We have also found several studies that deal with evolution problems in systems
aimed at Big Data storage and analysis. An architecture that exploits Big Data tech-
nologies for large-scale OLAP analytics is presented in the paper [12]. The architecture
supports source data evolution by means of maintaining a schema registry and enforcing
the schema to remain the same or compatible with the desired structure.

Another study that considers evolution is presented in the paper [13]. The author
proposes a data warehouse solution for Big Data analysis that is implemented using
MapReduce paradigm. The system supports two kinds of changes. Slowly changing
dimensions are managed with methods proposed in [14] and fact table changes are
handled by schema versions in metadata. Unlike our proposal, the system does not
process changes in heterogeneous data sources.

A solution to handling data source evolution in the integration field was presented
in the paper [15]. The authors propose the Big Data integration ontology for the def-
inition of integrated schema, source schemata, their versions and local-as-view map-
pings between them. When a change at a data source occurs, the ontology is supple-
mented with a new release that reflects the change. Our approach differs in that the
proposed architecture is OLAP-oriented and is capable of handling not only changes in
data sources, but also information requirements.

There is also the latest study presented in [16] dedicated to evolution problems in
heterogeneous integrated data sources. The authors propose to use deep learning to
automatically deal with schema changes in such sources.

A tool for evolution management in multi-model databases is presented in the paper
[17]. The solution includes a multi-model engine that is a mediator between a user
and databases of various formats. The engine accepts commands of a special schema
evolution language and propagates them to affected entities in multi-model databases.
The integration of multiple databases is based on a special abstract model. In contract
to the solution presented in the paper [17], we use different architecture that physically
integrates data at different levels, as well as employs a data warehouse which allows to
perform OLAP operations.

In the paper [18] we analyzed studies dedicated to metadata employed to describe
heterogeneous data sources of data lakes and we concluded that none of the examined
metadata models reflect evolution. For our solution, we adapted the metadata model
proposed in [19] to describe data sources of a data lake. The authors distinguish three
types of metadata: structure metadata that describe schemata of data sources, metadata
properties and semantic metadata that contain annotations of source elements. In our
approach, we extended the model with metadata necessary for evolution support.

3 The Proposed Approach to Evolution Management

In this section, let us concentrate on the description of our solution to topical evolution
problems. Our approach allows to perform OLAP operations and conduct other types
of analysis on integrated data from multiple heterogeneous sources as well as detects
evolution in these sources and facilitates evolution management.



50 D. Solodovnikova et al.

3.1 Data Warehouse Architecture

Fig. 1. Data warehouse architecture for evolution management.

Our approach is based on the system architecture that is composed of various compo-
nents that provide data flow and processing from the source level to the data stored in
the data warehouse. The interaction of these components is shown in Fig. 1. A more
detailed description of the architecture is provided in the paper [21].

The central component of the architecture is a data processing pipeline that we
call data highway. We followed the idea and the concept of the data highway first pre-
sented in [14]. At the source level, data is obtained from various heterogeneous sources
(including big data sources) and loaded into the first raw data level of the data high-
way in its original format. Different types of data sources are supported in our app-
roach: structured (database tables), semi-structured (such as XML, JSON, CSV, etc.),
and unstructured data (text or PDF files, photos, videos). Then, data for each subsequent
data highway level is obtained from the previous level by performing transformations,
aggregations and integrating separate data sets. The number of levels, their contents and
the frequency of their updating are determined by the requirements of a particular sys-
tem. The final level of the highway is a data warehouse which stores structured aggre-
gated multidimensional data. Various types of analysis are provided on pre-calculated
OLAP cubes introduced to improve query performance as well as data at various levels
of the data highway.

Another essential component of the architecture is the metastore that incorporates
five types of interconnected metadata necessary for the operation of various parts of the
architecture. Schematic metadata describe schemata of data sets stored at different lev-
els of the highway. Mapping metadata define the logic of ETL processes. Information
about changes in data sources and data highway levels is accumulated in the evolution
metadata. Cube metadata describe schemata of pre-computed cubes. Adaptation meta-
data accumulate proposed changes in the data warehouse schema as well as additional
information provided by the developer required for change propagation. We give an
overview of the metadata that we maintain in the metastore to support the adaptation of
the system after changes in data sources and information requirements in Subsects. 3.3
and 3.4.



An Approach to Evolution Management in Integrated Heterogeneous Data 51

Metadata at the metastore are maintained via the metadata management tool that
integrates the unique feature of the architecture - the adaptation component that is aimed
at handling changes in data sources or other levels of the data highway. Change handling
is performed in the following steps:

– Changes are detected by the change discovery algorithm of the adaptation compo-
nent and information about them is recorded in the evolution metadata.

– Change handling mechanism of the adaptation component determines possible sce-
narios for each change propagation. The information about possible scenarios for
each change type is stored in the adaptation metadata.

– Scenarios that may be applied to handle changes are provided to a data warehouse
developer who chooses the most appropriate ones.

– The adaptation component leads the implementation of the chosen scenarios. Since
certain scenarios may require additional data from the developer, such data are
entered by the developer via the metadata management tool and stored in the adap-
tation metadata after the respective scenario has been chosen.

3.2 Atomic Change Types

Various kinds of changes to data sets employed in each level of the data highway must
be handled by the adaptation component. Based on possible operations that may be
applied to various elements of the schematic metadata model, we defined a set of atomic
change types that must be supported in our proposed solution. These types classified
according to the part of the metadata model they affect follows:

– Schematic changes: addition of a data source, deletion of a data source, addition of a
data highway level, deletion of a data highway level, addition of a data set, deletion
of a data set, change of data set format, renaming a data set, addition of a data item,
change of a data item type, renaming a data item, deletion of a data item from a data
set, change of a data item type, addition of a relationship, deletion of a relationship,
addition of a mapping, deletion of a mapping;

– Changes in metadata properties: addition of a metadata property, deletion of a meta-
data property, update of a value of a metadata property.

3.3 Schematic, Mappings and Evolution Metadata

To accumulate metadata about the structure of data sources as well as data sets included
at various levels of the data highway and to maintain information about changes that
occur in them, we use the metadata model presented in Fig. 2.

The class Data Set is used to represent a collection of Data Items that are individ-
ual pieces of data. The class Data Set is split into three sub-classes structured, semi-
structured and unstructured data set, according to the type and format. A data set may
be obtained from a Data Source or it may be a part of a Data Highway Level. Relation-
ships between data items in the same data set or across different data sets, for example,
foreign key, composition, predicate or equality, are implemented by means of an asso-
ciation class Relationship.
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Fig. 2. Schematic and evolution metadata model [18].

We introduced an association class Mapping to make it possible to follow the lin-
eage of data sets. A mapping defines a way how a target data item is derived from
origin data items by a transformation function stored in the attribute Operation of the
association class Mapping.

To represent other characteristics of data apart from their structure, we included a
class Metadata Property. Examples of metadata properties are file or table name, size,
character set, data type, length, precision, scale, or even mechanism used to retrieve
data from a data source. Each property is represented by a name:value pair to allow
for some flexibility as metadata properties of different elements may vary considerably.
If a property has been entered manually by a user, we associate such property with an
Author who recorded it.

Finally, a class Change is included in the model to store information about evo-
lution. Each instance of the class Change is associated with one of the classes in the
model which determines the element of the model that was affected by the change.
In the metadata, we store the date and time when the change took place, type of the
change and status that determines whether that change is new, already propagated or
being currently processed. If a change was performed manually by a known user, the
corresponding Author is associated with it.
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3.4 Adaptation Metadata

The metadata presented previously allow to describe the structure of data highway lev-
els and properties of data sets and to store data on discovered changes. The metadata
essential for change propagation are demonstrated in Fig. 3. The metadata model incor-
porates a class Change from the evolution metadata. Based on data in this class, it is
possible to determine the atomic change type that is used to select possible scenarios
for change processing.

Fig. 3. Adaptation metadata model.

Metadata for Change Adaptation Scenarios. The classes Change Adaptation Opera-
tion, Change Adaptation Condition and Change Adaptation Scenario Step are intended
for storing information about change adaptation scenarios and their components.

Instances of the class Change Adaptation Operation are operations that must be
performed to handle a change in the system. An operation is assigned a type that indi-
cates whether it can be performed manually or automatically. In the former case, a
textual description of what the developer must do to perform the operation is stored in
the attribute Operation. In the latter case, the name of the procedure to be executed is
stored there.

Although a type of change can be determined at the time of its occurrence, it does
not guarantee the existence of an unambiguous change adaptation scenario. There are
various conditions under which scenarios can branch out. To store these conditions,
the class Change Adaptation Condition was introduced. Each instance of this class has
two attributes: type of the condition and the condition definition. Manual conditions
allow developers choose scenarios that are more suitable for the particular situation if
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multiple change adaptation scenarios exist. If the condition is executable manually, a
textual description of the condition is stored in the attribute Condition. If the condition
is automatic, the name of the function to be executed is stored there.

Each change adaptation scenario is a series of sequential steps. The steps of each
scenario are reflected by the class Change Adaptation Scenario Step. Each step of a
scenario is associated with an atomic change type, an adaptation operation, a set of
conditions that must be fulfilled for the step to be executed, as well as the previous
step of the same scenario. Having a link to the previous step maintains the sequence
of operations and facilitates adjustments to adaptation scenarios. Multiple adaptation
scenarios correspond to each atomic change type.

Change Adaptation Operation and Change Adaptation Condition are independent
classes and their instances are actually building blocks of scenarios. At the time of the
system installation, first, all possible operations and conditions are added to the meta-
data. Then, scenarios are constructed by selecting appropriate operations and conditions
and arranging them in a sequence. This way, the classes Change Adaptation Operation,
Change Adaptation Condition and Change Adaptation Scenario Step are pre-filled with
data manually before any changes occur. On one hand, such approach allows to easily
modify existing scenarios by removing steps or inserting new ones. On the other hand,
new instances of these classes may be added later during the usage of the system if new
scenarios become necessary.

Metadata for Change Propagation. The classes Change Adaptation Process,Manual
Condition Fulfillment and Additional Datawere included in the model to support actual
change propagation. To store information about the execution of each operation during
the change propagation process, we introduced the class Change Adaptation Process
which reflects the adaptation scenario steps corresponding to each actual change that
occurred in the system. Each instance of Change Adaptation Process is linked with the
adaptation operation via the Change Adaptation Scenario Step and is associated with
a corresponding Change. To keep track of the change propagation process, the status
of the operation is also stored, as well as the date, time and the user who executed the
operation.

During the change propagation, automatic conditions can be checked before each
step since they do not require the intervention of the developer. However, when eval-
uating a manual condition, it is necessary to keep information about the decision the
developer has made. For this purpose, we introduced a class Manual Condition Fulfill-
ment.

Moreover, various additional data may be required to be provided by a developer to
perform operations and to evaluate conditions. If any additional information is needed,
it is reflected by a class Additional Data, which is associated with a particular Change
and stores information on a data type or purpose for which the additional data is used,
as well as the data itself.

3.5 Change Discovery in Data Sources

The main task of the adaptation component of our proposed architecture is to detect
changes that have taken place and to propagate each discovered change. Most of the
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atomic changes supported by our approach may be identified automatically by the
change discovery algorithm implemented as a part of the adaptation component and
described in detail in the paper [22]. Manually introduced changes are processed by
the metadata management tool, however, automatic change discovery is triggered when
any new data are loaded from data sources into the data highway by wrappers or during
ETL processes.

Initially, the change detection algorithm gathers schema metadata and properties of
existing data sources and data highway levels in temporary metadata. For metadata col-
lection, special procedures are used depending on the format of data sets. Structured,
semi-structured and unstructured data sets are handled by different procedures. To iden-
tify changes in metadata, a change discovery algorithm first processes data sources
and data highway levels, then data sets and data items, and finally mappings and rela-
tionships. For each processed element, the algorithm compares metadata that describe
the current structure and features of data used in the system with the metadata avail-
able at the metastore and identifies differences that determine types of atomic changes
occurred. The identified changes are then saved in the evolution metadata.

3.6 Change Propagation

After changes have been detected and recorded in the evolution metadata, the adap-
tation component must first generate potential adaptation scenarios for each change
and then execute scenarios according to branching conditions. We predefined adapta-
tion scenarios for each atomic change type and operations and conditions necessary for
each scenario. The full list of scenarios along with their components can be found in
the paper [20], but we will focus on the details of change handling mechanism in this
subsection.

In order to successfully propagate any change to the system, the change handling
mechanism analyzes schematic and mapping metadata as well as change adaptation
scenarios, operations and conditions predefined for each atomic change type. Based
on the analysis results, the mechanism creates metadata necessary for change handling
and leads the change propagation process by evaluating automatic conditions and per-
forming automatic operations. There are two stages of the change handling mechanism
described in detail in the following subsections.

Creation of Change Adaptation Scenarios. The goal of the first stage of the change
handling process is to determine potential change adaptation scenarios and create initial
instances of the classes Change Adaptation Process andManual Condition Fulfillment.

The high-level pseudocode of the initial change processing stage implemented as a
procedure CreateChangeAdaptationProcess is presented as Algorithm 1. First, changes
with the status New are selected. These are changes that have not been processed
yet. Then for each new change, the atomic change type is determined by the function
GetChangeType. After that, all scenario steps predefined for the determined change type
are selected and the corresponding instances of the class Change Adaptation Processes
are created. Then, manual conditions for the current scenario step are selected, linked
with the currently processed change and saved as an instance of the classManual Con-
dition Fulfillment with the status Not fulfilled. If, according to scenario definition, the
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same manual condition must be evaluated for multiple scenario steps, only one instance
of the classManual Condition Fulfillment is created. Finally, the status of the change is
updated to In progress so that handling of this change can be considered as initiated.

Procedure CreateChangeAdaptationProcess()
while exists Change C where C.status = ’New’ do

vProcessCreated ← false;
vChangeType ← GetChangeType(C);
if vChangeType is not null then

foreach Scenario step S that exists for vChangeType do
P ← InsertChangeAdaptationProcess(S,C);
foreach Condition M that exists for scenario step S where M.type =
’Manual’ and not exists Manual condition fulfillment for Change C
and Condition M do

InsertManualConditionFulfillment(C, M);
end
vProcessCreated ← true;

end
if vProcessCreated then

UpdateChangeInProgress(C);
end

end
end

end
Algorithm 1. Creation of change adaptation scenarios.

Execution of Change Adaptation Scenarios. When all initial metadata are created,
the second stage of the change handling mechanism - execution of change adaptation
scenarios is run. Scenario execution is based on condition checks and execution of oper-
ations. Manual operations and conditions require the intervention of a developer. In such
a case, the algorithm is stopped and resumed only when the developer has made his or
her decision regarding manual conditions or performed the specified operation.

The Algorithm 2 demonstrates the pseudocode of the procedure RunChangeAdapta-
tionScenario that executes an adaptation scenario for a specific change. First, the func-
tionGetChangeAdaptationScenarioSteps retrieves adaptation process steps as instances
of the class Change Adaptation Process created during the previous stage of the mech-
anism. Then for each step that has not been previously executed and has a status Not
executed, the change propagation is continued only if it is necessary to perform an auto-
matic operation, as well as the corresponding conditions are met. Manual conditions are
checked using instances of the class Manual Condition Fulfillment. For automatically
evaluable conditions, a function name is obtained from the attribute Condition of the
class Change Adaptation Condition. By running the corresponding function it is possi-
ble to evaluate the condition fulfillment. Following the same principle, the procedures
for performing operations of the change adaptation scenario are also executed. Their
names are stored in the column Operation of the class Change Adaptation Operation.
After execution of each process step, that the status of the process step is set as executed.
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Procedure RunChangeAdaptationScenario(C: Change)
Steps ← GetChangeAdaptationScenarioSteps(C);
foreach process step S in Steps do

if S.Type = Not executed then
O ← GetProcessStepOperation(S);
if O.OperationType = Automatic and ConditionsFulfilled(C, S) then

ExecuteAdaptationProcessStep(C,O);
S.Type ← Executed;

end
exit;

end
end

end
Algorithm 2. Execution of change adaptation scenarios.

3.7 Change Adaptation Scenarios

After any changes have been detected, the adaptation component of our proposed archi-
tecture must first generate potential adaptation scenarios for each change and then exe-
cute scenarios according to branching conditions. We have predefined adaptation sce-
narios for each change type and operations and conditions necessary for each scenario.

Several change adaptation scenarios for real-world changes that occurred in the
case study system are described in Subsect. 4.4, however, in our paper [20] the detailed
explanation of each scenario is given.

In general, for changes that involve addition of new data items, mappings, relation-
ships, data sets, data sources or data highway levels, the adaptation component requires
human participation to handle the change. The scenarios for these changes are mainly
semi-automatic and include operations for additional metadata definition, provision of
example data sets and/or discovery of structure of newly created elements.

However, when existing data items, mappings, data sets, data sources or data high-
way levels are deleted, usually multiple scenarios exist for each change. The goal of
such scenarios is to try to replace the missing element with others or remove it and other
dependent elements from ETL processes (so that this element is no longer updated) if
replacement is not possible. If a relationship is deleted, the scenario is selected based
on the relationship type. For foreign key, mappings that involve that foreign key are
determined automatically and a developer must modify them. If a composition relation-
ship is deleted from an XML document, the structure of that document is updated in the
metadata.

Changes that involve renaming any element are usually processed automatically and
only one scenario is available for each of such change type. The idea of the scenario is
to update the metadata with a new name of an element.

Change of a data set format is processed semi-automatically. The idea of the avail-
able scenarios is to determine mappings that define transformations for the changed data
set so that a developer can manually redefine them. If a structure of a data set changed
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along with its format, metadata describing a new structure are automatically gathered
before other operations.

If data type of a data item is changed it must be determined whether a new type
can still be used in mappings. Otherwise, the developer must manually modify ETL
processes and mapping metadata.

Finally, any changes to metadata properties require human participation. In many
cases changes in metadata properties impact the definition of ETL processes and map-
pings, however, it is rarely possible to determine dependent mappings automatically.
If it is not possible, the developer is just informed about the change and must make a
decision about the change propagation.

3.8 Implementation

We implemented a software prototype that includes the functionality of the metadata
management tool, adaptation component and metadata repository (metastore) of the
data warehouse architecture. Other components of the architecture depend on the sys-
tem that our approach is applied to. Depending on the technologies used for the imple-
mentation of the data highway of the architecture, the prototype must be supplemented
with procedures for automatic propagation of operations made by the tool in the meta-
data to the corresponding data sets. Wrappers that extract data from sources and collect
metadata about source structure must be implemented and injected into the tool. Cur-
rently, there are wrappers for gathering metadata from relational, XML and unstructured
text and PDF data sources.

For each of the automatically executable operation, we implemented a procedure
that modifies the metadata and if necessary makes changes to the structure of data sets.
We also implemented special functions that check each of the automatically evaluable
conditions.

The following technologies were used for the prototype implementation:

– The metastore is implemented as a relational database Oracle in accordance with the
designed metadata models.

– Two packages that perform metadata creation, change discovery and change treat-
ment are implemented at the database using PL/SQL.

– The application contains a web interface with back-end implemented using PHP
Laravel framework.

– For the operation of the application, Oracle database, web server and PHP engine
are necessary.

4 Proof of Concept - Publication Data Warehouse

To perform an experimental approbation of the software prototype in order to validate
the proposed approach to evolution handling, the developed solution was applied to the
data warehouse that integrates data on research publications authored by the faculty
and students of the University of Latvia. The system was appropriate for the appro-
bation since it integrated data from multiple heterogeneous data sources and several
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changes occurred in its data sources and business requirements. The goal of the case
study system is to integrate data about publications from multiple heterogeneous data
sources and to provide these data for analysis in a data warehouse. The architecture of
the developed system that includes data sources and data highway levels is shown in
Fig. 4.

Fig. 4. Architecture of the publication data warehouse [18].

4.1 Data Sources

Data for the data warehouse are collected from one structured and three semi-structured
data sources. None of the data sources contain information about absolutely all publica-
tions, so data at the sources are complementary, hence, they must be merged to obtain
the most complete view on each publication.

LUIS is a university management system implemented in Oracle database. Along
with information necessary for the provision of various university processes, LUIS
stores data about publications entered by publication authors or administrative staff.
We gather these publication data as well as data about authors and their affiliations
from LUIS.

Aleph is an external library management system that stores data about books and
other resources available at various libraries of educational institutions in Latvia. In
addition to that, Aleph contains information on papers affiliated with the University
of Latvia. Data in Aleph are entered by librarians. For the data warehouse, we gather
bibliographic data about publications in XML format using a special API.

Scopus andWeb of Science (WOS) are external indexation systems. Data from these
systems are collected in XML format using API. We use four data set types from Sco-
pus: publication bibliographic data, author data, affiliation data, and data about publica-
tion citation metrics. Only one data set type is available to the University of Latvia from
WOS. It contains citation information, limited bibliographic information and author
data (names, surnames and ResearcherID field).

4.2 Data Highway

The data highway of the publication system consists of three levels. First, data from
data sources are ingested and loaded into the raw data level. We loaded data from the
relational database LUIS into Hive tables using Scoop. For other sources, we first col-
lected data files using API and saved them in Linux file system, then transferred these
data to HDFS using a custom script.
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In level 2 of the data highway, we transformed XML files into Hive tables. Data
obtained from LUIS were not included in the 2nd level since they did not require addi-
tional transformation.

Finally, we implemented a data warehouse in Hive. Partially transformed data from
external sources were integrated with LUIS data and loaded into the data warehouse.
We also solved several data quality issues and performed elimination of duplicate pub-
lications in this process.

4.3 Metadata

Since we had access directly to LUIS data source, we embedded a procedure directly
into the data source system that collects metadata about the structure and other meta-
data properties of tables used to populate the publications system. After source data in
XML format are loaded from other data sources, we run another procedure that collects
metadata about the structure of XML documents. This procedure was already available
in LUIS, so we reused it.

Using the metadata management tool, we initially defined mappings between data
items of the three data highway levels and metadata properties that were not discovered
automatically.

4.4 Evolution

During operation of the publication system, several changes occurred in data sources,
as well as in business requirements. Changes in data sources were discovered during
the comparison of the metadata present in the metastore and structure and properties of
the data incoming from the data sources. Changes in business requirements resulted in
a manual modification of the system and metadata via the metadata management tool.
Such real-world changes include an addition of new data items and removal of existing
data items in data sources, addition of a new data source and change in a value of a data
set property. In order to practically verify our solution, we also emulated test cases for
other types of changes. Due to space limitations, in the following sub-sections we give
only examples of several real-world changes to demonstrate how they were handled
according to our approach.

Addition of a Data Source. In line with new requirements, the publication sys-
tem was supplemented by a new data source DSpace that contained full text files of
papers and metadata associated with them as tags. This change was implemented semi-
automatically using the metadata management tool.

To create a new data source, the developer first manually entered data source name
and description in the form via the metadata management tool. Then, a new record
corresponding to the new source was created in the metadata table Data Source that
implements the class Data Source from the schematic metadata model. Automatically,
a linked record in the table Change that implements the class Change with the type
Addition was created too.
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There is only one adaptation scenario defined for the addition of a new data source.
According to scenario definition, if a new data source is required for decision making,
examples of data sets from the new source must be added manually so that the metadata
collection procedures can generate the necessary metadata for the new source structure.
The adaptation component must then create the data structures according to the data sets
of the new source at the first level of the data highway. The developer must then define
schemas of other new data highway levels, ETL processes, and create the corresponding
metadata.

To handle the change, the developer initiated the change handling process in the
metadata management tool. The change adaptation process steps given in Fig. 5 were
created with the status Not executed.

Fig. 5. Change adaptation scenario for the addition of a data source.

No manual conditions were created, but according to the definition of the scenario,
the automatic condition change adaptation.dataset example added must be checked
after the execution of the operation Add dataset examples. This condition verifies that
a developer added examples of data sets in a new data source. The status of the change
was updated to In progress.

Since the first step of the scenario must have been performed manually, the devel-
oper added 4 data set examples used in the new data source. Three of the new data sets
were XML files describing properties of papers and one data set was a PDF of a paper
full text. The files were uploaded into the folder at the server, but the data about data set
examples were saved in the metadata. The metadata stored for the data set examples are
shown in Fig. 6. Then, the developer set the status of the first process step Add dataset
examples as Executed.

Since there were no manual conditions that must have been checked or verified and
the next 2 steps of the process are automatically executable, the developer launched
change adaptation scenario via the metadata management tool. The tool executed 2
procedures corresponding to the automatic process steps.

The procedure change adaptation.get dataset structure analyzed the structure of
the example files and created metadata describing the structure and properties of 4 new
data sets that correspond to the data set examples. These data sets were added to the new
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Fig. 6. Data set examples for the addition of a data source.

data source. For PDF file, the procedure also created metadata properties: file extension
(PDF) and file path at the server.

The procedure change adaptation.add dataset to 1st dhighlevel copied the meta-
data describing the structure and properties of 4 new data sets created in the previous
step to the data highway level Raw data level and created mappings from data items in
the data source to data items in the first data highway level.

The last two steps of the change adaptation process (Define other data highway lev-
els and Define ETL processes in mapping metadata) were executed manually by the
developer using the metadata management tool. After the developer performed all nec-
essary manual actions and set the aforementioned two steps as executed, he must have
launched the change adaptation process again. Since there were no more adaptation pro-
cess steps with the status Not executed, the change status was modified to Processed.

Addition of a Data Item. There were several changes of the type: data item addition in
the case study system. Let us discuss one of them. A new XML element citeScoreYear-
Info was added to the data set SCOPUS RA that represents citation metrics obtained
from the data source SCOPUS. It was composed of several sub-elements that were also
absent in the previously gathered data sets.

The change was detected automatically by the change discovery algorithm that ana-
lyzed metadata describing the existing data set and compared it with the actual structure
of the data set. The data set SCOPUS RA of the data source SCOPUS was automati-
cally supplemented with a new data item citeScoreYearInfo and its sub-elements in the
schematic metadata. Since SCOPUS RA is an XML data set, relationships of the type:
composition were created for all parent and child data items that are descendants of the
data item citeScoreYearInfo. Automatically, the record in the table Changewith the type
Addition was created too for the parent element citeScoreYearInfo, the change records
were not created for sub-elements.

In general, if a data item has been added to an existing data set which is a part
of a data highway level, mapping metadata and properties of the new data item are
created. If the developer has made this change, he or she must specify a name, type,
and (if applicable) data warehouse role of the new data item, the data set that contains
the new data item, mapping metadata, and metadata properties. If an additional data
source which was not previously used in the system is required for data loading, it must
be added by implementing the change Addition of a data source. If a new data item
has been added to a source data set, such change is processed automatically. Metadata
describing the new data item is collected by the adaptation component, and the new
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data item is added to the data set at the first level of the data highway that corresponds
to the source data set.

So, when the developer initiated the change handling process of the addition of the
data item citeScoreYearInfo, the change adaptation process steps shown in Fig. 7 were
created. As it is seen in the figure, there are 2 different scenarios for this change type.
The choice of scenario in this case depends on two automatic conditions that check to
which element a new data item was added (to data source or data highway level). One
manual condition If a new data source is required was created and associated with the
last scenario step Add new data source. The status of the change was updated to In
progress.

Fig. 7. Change adaptation scenarios for the addition of a data item.

Since in this case, the new data item was added to a source dataset, the first scenario
which was fully automatic was selected and the developer just launched the change
adaptation process. The change handling mechanism executed the single step of the
scenario change adaptation.add dataitem to 1st dhighlevel which added the new data
item along with all its sub-elements to the data set at the first level of the data highway
that corresponded to the source data set. This was done by

– copying the schematic and mapping metadata describing the new data item and its
sub-elements to the data highway level Raw Source Data;

– creating a new relationship with the type Composition which specified that the new
data item citeScoreYearInfo is a child of a data item citeScoreYearInfoList that was
already present at the first data highway level;

– creating mappings from new data items in the data source to new data items in the
first data highway level.

Since there were no more adaptation process steps with the status Not executed, the
status of the change was set to Processed.

Deletion of a Data Item. An XML element IPPList was removed from the Scopus
metrics obtained from SCOPUS data source. It was composed of several subelements
that were also absent in the previously gathered data sets.

This change was detected automatically by the change discovery algorithm that ana-
lyzed metadata at the metastore describing the data set and compared it with the actual
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structure of the same data set. The missing element and its sub-elements were discov-
ered in the data set SCOPUS RA. In the metadata, the corresponding Data Set was
marked as deleted and date and time of the change discovery was recorded. Automati-
cally, the record in the table Change with the type Deletion was created for the parent
element IPPList, but change records were not created for sub-elements.

In general, there are 3 possible scenarios for the propagation of the addition of a
data item, two of them involve human participation and one is fully automatic. If the
deleted data item belonged to a source data set, two adaptation scenarios can be applied:

– Replacement of a Deleted Data Item with Data from Other Sources or Data Sets. In
order to implement this adaptation scenario, the developer must provide additional
information on an alternative data item or a formula that calculates the deleted data
item from other data items. Since the alternative data item or other data items used in
the formula might not be present in the system, it may be necessary to add metadata
about the structure and properties of the new data items.

– Data item skipping. If the deleted data item can not be replaced by others or calcu-
lated by any formula, the adaptation component automatically determines data items
of the data highway affected by the change and modifies ETL processes along with
the mapping metadata to skip these affected data item.

If the developer has deleted a data item from a data set that is a part of a data high-
way level, the change is propagated automatically. Any other data items that have been
obtained from the deleted data item are identified by analysing the mapping metadata. If
such data items exist, the deleted data item is replaced in the mapping metadata and ETL
processes. Such replacement is performed automatically if a data source from which the
deleted data item was extracted is still available. If the data source is not available any
more, the change must be processed by one of the above described scenarios.

In case of the deletion of a data item IPPList, the change adaptation processes
demonstrated in Fig. 8 were created when the developer initiated change propagation
in the metadata management tool. As it is shown in the figure, there are 3 different
scenarios for this change type.

According to the definition of the scenarios, two automatic conditions must be
checked before the execution of the first step of each scenario. These conditions deter-
mine whether the deleted data item was removed from an existing data set which is a
part of a data source or a data highway level. Two manual conditions were also created.
If a data item gets deleted from a data set belonging to a data source, a developer must
evaluate whether there is an option to replace a deleted data item with data obtained
from other existing data items and set the corresponding manual condition as fulfilled.
This allows the change handling process execute the scenario unambiguously.

Since in this case, the data item IPPList was deleted from a source data set, the
condition change adaptation.dataitem from datasource returned true and only the first
two scenarios could be executed. As it was not possible to substitute the deleted data
item by another data item present in any of the data sources, the developer selected the
second scenario and set the condition If there are no options to replace data item with
data from another data items as fulfilled. After that, the developer just launched the
change adaptation process because the only step of it was executable automatically.
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Fig. 8. Change adaptation scenarios for the deletion of a data item.

The change handling mechanism executed the step change adaptation.
skip dependent dataitems, which set all mappings that involve the deleted data item
as well as depend on other data items that are obtained from the deleted data item as
deleted. Then, the same actions were performed with mappings involving sub-elements
of the deleted data item. As a result, the data items affected by the change would not be
updated anymore.

Since the selected scenario did not include any other adaptation process steps, the
change handling mechanism set change status to Processed.

Update of a Metadata Property Value. During the operation of the publication sys-
tem, the API request used to obtain Scopus metricswas changed. The information about
the API request was represented as a metadata property with the name API request. The
change was discovered during the execution of the script that extracts data from the API
since the script executed with errors. The change had to be processed manually since
the new API request could not be discovered automatically. The developer updated the
value of the metadata property using the metadata management tool. As a result, the
record in the table Change with the type Metadata value update was created. The val-
ues of the property before and after modification as well as the name of the property
were also added to the evolution metadata.

In general, the update of a metadata property value is an example of a change that
is handled fully manually in the following way. If change in a value of a property has
not been recorded as another change type (for example, as a change of data set format
or data item type), it must be checked whether the changed property has been used in
ETL procedures. In this case, all dependent ETL procedures must be adapted to utilize
the new value of the property.

So, to process the change in the API request, the developer initiated the change prop-
agation and one change adaptation process step shown in Fig. 9 was created. According
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to the definition of the scenario, one manual condition If changed property is used in
ETL procedures was created and associated with the only scenario step. The status of
the change was updated to In progress.

Fig. 9. Change adaptation scenario for the update of a metadata property.

Since the only adaptation scenario step must be executed manually and the condition
that must be checked before the step execution is also manual, the scenario execution
was performed by the developer. In this case, the scenario contained the instructions for
the developer to be executed to process the change. When the developer updated the
script used for data acquisition from the data source, set the condition and scenario step
as executed, the change handling mechanism set change status to Processed.

5 Statistical Evaluation of the Proposed Approach

For the 20 atomic change types listed in Subsect. 3.2, we defined 34 different change
adaptation scenarios. These scenarios were constructed from a total of 36 different oper-
ations and 46 conditions.

The distribution of scenarios by types (see Table 1) shows that 20% of scenarios
are fully automatic and only 15% of all scenarios are fully manual. Even though the
majority of scenarios still require human participation, in 85% of cases the proposed
approach to evolution management reduces the manual work.

Table 1. Distribution of scenarios by type.

Type Number Percentage

Automatic 7 15%

Semi-automatic 22 20%

Manual 5 65%

Total 34 100%

Figure 10 demonstrates the distribution of individual conditions and operations used
in scenarios by type. It can be observed that half of all operations that reflect steps
of change adaptation scenarios are automatically executable. The same indicator for
conditions is also close to the half (46%).

Figure 11 shows the proportions of automatic and manual operations and conditions
within each change adaptation scenario. The total ratio of automatic and manual parts
of all scenarios is 54 to 61, i.e. almost half (47%) of all scenario parts are executable
automatically.
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Fig. 10. Distribution of conditions and operations by type.

Fig. 11. Proportions of automatic operations/conditions.

In addition to real-world changes described in Sect. 4.4, we emulated test cases for
every atomic change type based on the data sources and data highway of the case study
system described in Sect. 4 to verify the completeness of our solution. For change types
that can be propagated following multiple scenarios, we successfully tested all scenarios
defined in our solution.

Since in our solution we mainly operate with metadata and examples of data sets
that are not usually huge in terms of volume, we have not performed separate tests on
the performance of the change propagation mechanism. The most data-intensive change
adaptation operations in our solution are those that analyze the structure of example
data sets. However, since example data sets are much smaller in volume comparing to
data sets that are used for data loading, there are no performance issues even for the
aforementioned operations.

6 Conclusions

In this paper, we presented a solution to problems caused by the evolution of heteroge-
neous data sources or information requirements of the data analysis system that utilizes
data warehouse features for analysis support. The main results of our study include:

– A data warehouse architecture that allows to integrate data of various types and
formats and analyze it using OLAP as well as other data analysis methods;
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– A metadata repository that describes structure and other features of data sets
involved in integration and analysis in a flexible way, as well as changes occurred in
these data sets;

– A list of atomic changes that may occur in a data analysis system along with multiple
automatic, semi-automatic and manual change adaptation scenarios for each change
type;

– An adaptation metadata model for flexible storage of change adaptation scenarios
that allows definition of new operations and conditions and construction of new
scenarios out of them;

– An algorithm for automatic discovery of changes occurred in the system that saves
information about detected evolution in the metadata repository;

– A mechanism for processing of discovered changes and changes performed man-
ually that generates one or several change adaptation processes for each change
according to change adaptation scenarios defined in the metadata and manages step-
by-step execution of these processes;

– A prototype of a tool for the management of metadata and change handling that
encompasses the implementation of the aforementioned algorithms.

There are several benefits of the proposed approach comparing to manual processing
of changes in data sources and information requirements:

– Changes of certain types are discoverable automatically, which is faster than a
human can detect them;

– Comprehensive information about changes occurred is available to the developer in
one place;

– Management of evolution is ensured with less human participation;
– Change processing is transparent as all operations performed and conditions verified
are available to the developer;

– The proposed approach is flexible and may be extended by defining additional opera-
tions and conditions in the corresponding metadata tables, then building new change
adaptation scenarios from them and assigning these scenarios to change types.

The possible directions of future work include development of additional automatic
scenarios for changes that currently require human involvement and preferences for
change adaptation scenarios that can be set by a developer to promote automatic change
handling. To implement this additional functionality, we are working on the metadata
that would allow to save user preferences if evolution of certain elements in the system
is probable in the future and a mechanism that would automatically propagate changes
in the data highway. Since our architecture is built based on the data lake paradigm
and source data are initially loaded in their original format, we can safely perform
change propagation. In case if any change was processed incorrectly, the system can be
recovered using the history of performed change adaptation operations available in the
metastore.
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Abstract. Vaccination is a cost-effective health practice that prevents or reduces
patients’ hospitalization, illness, and death. In case of a pandemic as the COVID-
19 outbreak, vaccination is a more challenging situation due to the urgency in
controlling the spread of a high infecting disease. Public acceptance of vaccines
is critical to the success of immunization campaigns, being affected by the poor
knowledge about vaccination and the existence of fake news. People need to know
who needs to be vaccinated, which vaccines exist, when they should get vacci-
nated, and where to get vaccinated. Governments and health agencies need to
approve, acquire, distribute, and administer the vaccines in a short period. Infor-
mation related to the vaccine lifecycle is important for decision-makers to deliver
vaccines effectively and equitably, through the development of immunization pro-
grams and their continuous improvement. Blockchain is a technology that stores
data in blocks chained together in chronological order and replicated over a net-
work. Blockchain data is decentralized, encrypted, and cross-checked, which in
turn ensures security, immutability, transparency and trust. Such characteristics
make Blockchain a reliable platform to address COVID-19 vaccine lifecycle. We
investigate how the lifecycle of the COVID-19 vaccine can benefit from an app-
roach based on Blockchain. We discuss the scenarios of vaccine research, produc-
tion, distribution, and administration, as well as monitoring of disease cases. The
main goal of the proposed Blockchain-based approach is to offer a transparent
and trustable platform for all stakeholders that take part in the scenarios related
to COVID-19 vaccines, including government entities and citizens.

Keywords: Vaccination · Blockchain · Scenarios · COVID-19 · Vaccine ·
Pandemic

1 Introduction

Vaccination is a fundamental health practice, preventing people from illness, disability,
and death. Based on the principle that prevention is better than treatment, vaccines pro-
vide the human immune system with the capacity of combating diseases [1,2]. Vaccina-
tion has contributed significantly to global health. Important infectious were eradicated
or controlled, including smallpox, rinderpest, and measles. There are also efforts toward
vaccines to prevent or modulate non-infectious diseases, such as cancer, hypertension,
and Alzheimer [3].
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Vaccines are considered cost-effective tools for improving health. Investments in
immunization programs can affect positively incomes when considering aspects as
worker productivity, children’s education, savings, and demographic structure. Healthy
workers are more productive and miss less work due to illness. Health supports the cog-
nitive development and the ability to learn of children, while aids school attendance.
Sickness leads to medical expenses, reducing people’s savings. Population age struc-
ture changes with low mortality, resulting in positive economic implications [4,5].

Among the vaccination programs, mass immunization campaigns are complex due
to the large number of doses administered in a short time. National Immunization Days
is an example of a mass immunization campaign. Fortunately, there are guidelines
to support the advanced planning and orchestration of mass campaigns, considering
aspects as target group directives, vaccine delivery strategies, and program evaluation
[6,7].

Pandemic is a more challenging situation due to the urgency in controlling the
spread of a high infecting and unknown disease. It is the case of the COVID-19 out-
break, a disease caused by the coronavirus SARS-CoV-2 [8]. Up to 10th September
2021, there have been more than 220 million confirmed cases of COVID-19 and more
than 4.6 million deaths in the world [9]. The developments of COVID-19 vaccines have
been an extraordinary success [10]. The safety of vaccines is assured by a rigorous pro-
cess with tests and licenses, before being introduced into immunization programs [11].
Regulatory authorities are the bodies that approve the use of vaccines. They need to han-
dle issues and communicate consistently during vaccine research in a timely manner. It
is also important to keep the monitoring of adverse events following immunization, in
order to detect possible abnormalities in vaccines [10,11].

Even with the rapid development of COVID-19 vaccines, public acceptance of vac-
cines is essential to vaccinate the population properly [10]. Vaccine lack of confidence
is a problem that goes beyond scientific rationale, being impacted by social, political,
and moral aspects. In order to keep public trust in vaccines, national healthy authorities
and governments have to deal carefully with the communication regarding vaccines in
case of adverse effects or changes in immunization programs [12]. The causes of vac-
cine hesitancy include poor knowledge about vaccination, bad experiences with vacci-
nation services, and inadequate perceptions about vaccination importance. So people
need to be aware of who needs to be vaccinated, which vaccines exist, when to vacci-
nate, where to get vaccinate considering accessibility and convenience, and the overall
benefit to vaccinate [13].

Beyond communicating the benefits of vaccination and the details of the immuniza-
tion program, governments have to be able to deliver vaccines effectively and equitably.
Governments need to establish principles and processes to guide decisions and actions
in vaccine procurement, distribution, prioritization, and administration [10]. Analysis
considering vaccine inventories and vaccine distribution is especially of interest for
decision-makers to support vaccination programs. Some useful information includes
vaccination facilities, human resources, patients arrivals, and patients served [14,15].
The continuous monitoring of a immunization program is also useful to identify errors
and adjustments in a way to improve campaigns. For instance, to allow enhancements
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in logistics aiming to access population (specially the hard to reach communities), and
to identify the need of extra doses to ensure a maximum protection [11].

Besides the inherent difficulties of the vaccination process, the work is aggravated
by the spread of fake news. Fake news is news or stories created to deliberately mis-
inform or deceive readers. Usually, fake news is created to either influence people’s
views, push a political agenda or cause confusion. The fake news spread during the first
six months of the COVID-19 pandemic in Brazil was characterized by misinformation
about the number of cases and deaths and about prevention measures and treatment
[16].

Other aspect that affect negatively the immunization efforts is the erosion of trust
in democracy, experienced by many countries in the past few years. For instance, the
online voting system with electronic voting hardware, one of the main pillars of democ-
racy widely used in some countries, have not earned unambiguous trust due to security
and administrative issues [17]. Shin [18] and Racsko [17] consider that Blockchain
technology is a tool for restoration of trust.

It is then of interest an approach to support every lifecycle step of the COVID-19
vaccination in a transparent and trustable way. In a previous work [19], we present
a Blockchain-based approach to aid the vaccination process for any type of disease.
We highlighted the main actors involved in the vaccination scenario as well as their
responsibilities, focusing mainly on the vaccine administration. We did not cover the
entire lifecycle. In this article, we focus on the COVID-19 vaccination and consider the
overall lifecycle.

Blockchain is a technology that stores data in batches (called blocks) that are then
chained together in chronological order. Since Blockchain data in replicated over a net-
work, there is not have a single point of failure nor the control by a single entity. Any
node on the network is able to download the Blockchain and verify new data using a
block’s hash value, providing transparency to data. Additionally, the Blockchain data
is practically immutable since it is required huge amounts of computing power to alter
data on the Blockchain. There is also a consensus mechanism among network nodes to
decide which blocks are stored in chains, contributing to trust in data [20,21]. To sum-
marizing, Blockchain technology allows transparent, incorruptible, and trustable data,
making it potentially an ideal platform to address the COVID-19 vaccination lifecycle.

In this paper, we investigate how the lifecycle of the COVID-19 vaccine can benefit
from an approach based on Blockchain. We discuss the main scenarios of the lifecy-
cle that include research, production, and distribution of the vaccine. We also detail
the Blockchain scheme in the vaccine administration process and in the monitoring
of COVID-19 cases. The main goal of the proposed Blockchain-based approach is to
offer a reliable, transparent, and trustable platform with COVID-19 related data for all
stakeholders, including government entities and citizens. The approach supports regu-
latory agencies to make more informed decisions by accessing data about the stages of
vaccine development. The approach is useful for decision-makers to improve the vacci-
nation campaign with up-to-date knowledge about the availability of the produced vac-
cines, the logistic of distribution in the country, and the tracking of new and re-incident
cases of the COVID-19 disease. The advantages for citizens include information about
vaccines’ characteristics and immunization locations, as well as the provision of a vac-
cination certificate.
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The paper is organized as follows. Section 2 presents the background of our work. In
Sect. 3, we present the scenarios, supported by Blockchain, of vaccine research, produc-
tion, distribution, administration, and monitoring. Section 4 discusses the advantages of
our approach and some concerns related to security and data privacy. Section 5 con-
cludes our work and indicates future investigations.

2 Background

COVID-19 changed many facets of the healthcare environment. Global collaboration
was established to share data, aiming to identify treatments and to develop a vaccine.
The widespread outbreak led to more agile vaccine research, for example with acceler-
ated clinical trials and quick adjustments in vaccines to respond to virus variants [22].
Government entities received the collaboration of the private sector to combat COVID-
19, for instance, the initiatives of Google [23] and Amazon [24] to aid vaccine distri-
bution. The need to monitor COVID-19 vaccination fomented the development of new
strategies, such as the V-safe [25], which is a mobile application when US citizens can
notify side effects after vaccination.

Distinct works are being developed to propose and validate strategies to aid soci-
ety and governments in the combat of the COVID-19 outbreak. Singh et al. [26] discuss
how technologies can be used in situations, such as testing, contact tracing, spread anal-
ysis, sanitization, and protocol enforcement. They suggest that autonomous vehicles
(aerial or grounded) can transfer samples to labs, while Blockchain can record the test
details. They explain that IoT and smartphone apps can identify people that have contact
with someone infected, while Blockchain can register such tracing data. Blockchain is
also mentioned to record places with proper sanitization, and transactions of protocol
violations.

Peng et al. [27] propose to use Blockchain in the supervision of vaccine produc-
tion. Nowadays, enterprises control entirely the vaccine production record, and they
send information to health regulatory agencies only in the approval phase. The idea is
to stimulate enterprises to submit production records in a timely manner, assuring data
reliability and privacy. Antal et al. [28] focus on applying Blockchain the COVID-19
vaccine supply management. They outline a general scheme for vaccine distribution
and administration and provide an implementation of smart contracts. Omar et al. [29]
propose a smart contract to handle vaccines’ procurement, in a way to promote trans-
parency and minimize purchase timeline.

Musamih et al. [30] discuss a Blockchain-based solution for distributing COVID-
19 vaccines, aiming to automate traceability and to guarantee trust in the process. The
vaccine distribution in future pandemics is studied by Verma et al. [31]. They con-
sider Blockchain to record checkpoints from vaccine production to destination, and
unmanned aerial vehicles to assist such delivery. Ricci et al. [32] investigate how
Blockchain can aid the COVID-19 combat in areas as contact tracing and vaccine pass-
port provision. They also comment about cryptographic techniques to preserve security
and privacy. Eisenstadt et al. [33] developed a mobile application, using Blockchain
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in the architecture, to emit certification of test results and vaccinations. They consider
aspects as tamper-proof and privacy preservation, explaining the use of public/private
key pairs and digital signatures in the solution.

The related work considers distinct Blockchain projects and solutions that are
emerging to address COVID-19. Each work deals with specific scenarios of the vac-
cine lifecycle. Our proposal provides a complete vision of how Blockchain can support
the COVID-19 vaccine scenarios, including research, production, distribution, admin-
istration, and monitoring. Our goal is to detail the interplay of actors and their respon-
sibilities, always indicating the benefits of a Blockchain-based solution.

3 Blockchain Scenarios Related to COVID-19 Vaccine

A vaccination program is a complex endeavor and can vary in implementation depend-
ing on the country. Motivated by the COVID-19 outbreak, here we bring a general app-
roach that can be customized according to specific demands. We present the main actors
that participate in the vaccine scenarios. Later, we detail the scenarios related to a vac-
cine, including research, production, distribution, administration, and monitoring. The
actors considered are: Government, Health Regulatory Agency, Person, Research Insti-
tute, Manufacturing Site, Purchasing Entity, Vaccination Centers, Nurse Team, Health
Entity,Officer, Testing Sites, andHospitals. Each actor is responsible for accomplishing
specific tasks. Each actor can retrieve data and/or insert data in the Blockchain.

Government refers to the entity that controls and coordinates the overall vaccination
processes of a country. Health Regulatory Agency protects the country and the popu-
lation from health, safety, and security threats. It is responsible to assure vaccination
safety, by regulating and monitoring Research Institute,Manufacturing Site, and Vacci-
nation Centers. Person is a citizen of the country who has a registry provided by Gov-
ernment. The person actor can access her/his vaccination history and public information
related to the vaccines. Research Institute refers to institutes that research and develop a
vaccine. It is responsible to conduct and register all the stages of vaccine development,
as well as vaccine quality control.Manufacturing Site produces, trades, and delivers the
authorized vaccines. A country can host national and internationalManufacturing Sites.
Purchasing Entity buys the vaccine produced by aManufacturing Site and delivers it to
Government.

Vaccination Centers are the places that immunize the citizens, following the autho-
rization of Health Regulatory Agency. Each Vaccine Center has its vaccine stock and
Nurse Team. Nurse Team is the group of professionals who interact directly with the cit-
izen in an immunization campaign. The team has professionals to identify if the person
is entitled to the vaccine, check the availability of the vaccine, and apply such vaccine.
Health Entity is an entity of Government that organizes the vaccination campaigns in
different levels as federal, state, or municipal. Its goal is to guarantee vaccines’ distri-
bution and to define directives for Vaccination Centers’ operation. Officer represents
an individual in a society who controls access of persons to facilities depending on the
inspection of vaccination certificates. An example is the safety & security officer of
an airport. Testing Sites are places that conduct testing to verify if a person is infected
or not. Hospitals are locations responsible for treatment when infected people require
medical assistance.
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Blockchain is the platform where data is stored reliably. The data can be classified
as private or public. Such classification is important to define to which data the actors
can have access. We consider that the COVID-19 Blockchain is public and it should be
maintained by all the stakeholders. We envision that additional stakeholders can be con-
sidered, such as news agencies, legislative and judiciary powers, and non-governmental
organizations.

In order to explain the benefits of using Blockchain in the vaccine lifecycle, we
employ sequence diagrams to describe how the actors interact in the various scenarios.
The diagrams present the main flow of the processes. Eventually, some alternative flows
are considered. The vaccine research diagram is shown in Fig. 1. During the vaccine
development, Research Institute must register in the Blockchain the useful information
to support the decisions of Health Regulatory Agency. These data are related to the
stages of vaccine development. The stages include exploratory, pre-clinical and clinical
development (with ‘Phase 1’, ‘Phase 2’ and ‘Phase 3’). Details on the purpose of each
stage of development can be found in [34].

The support given by Blockchain in Fig. 1 allows making the vaccine approval or
disapproval faster and reliable sinceHealth Regulatory Agency follows the updated data
directly. Health Regulatory Agency is then instrumented to make decisions of granting
license to the clinical stage and approving the vaccine. The registering of vaccine infor-
mation is critical to Health Regulatory Agency anticipate the interactions with Health
Entities, in order to plan the entire immunization program. After the vaccine approval,
Research Institute decides the start of the ‘Phase 4’ of vaccine evaluation. Moreover,
Health Regulatory Agency can continuously monitor the quality control conducted by
Research Institute. For instance, Health Regulatory Agency can be informed of possible
side effects or the need for extra doses to complement immunization.

Figure 2 presents the diagram of vaccine production. The vaccine production is per-
formed by national or international enterprise, here named Manufacturing Site. Man-
ufacturing Site accesses the information about the production of approved vaccines in
Blockchain, previously provided by Research Institute, for instance, the raw materials
and the required storage conditions. The production itself starts with a purchase con-
tract between Purchasing Entity and Manufacturing Site. Such a contract (with price
and payment conditions) is out of the scope of our proposal, being negotiated and reg-
istered out of the chain.

Manufacturing Site in Fig. 2 records data about production requests in Blockchain
(for example, vaccine type and quantity), the estimated delivery date, and the start of
production. The information is useful for auditing reasons by Government, for instance,
who needs to manage the provision of vaccines in a country. Manufacturing Site can
experience anticipations or delays in production, due to particular situations with sup-
pliers. In this case,Manufacturing Site updates the delivery estimation in Blockchain. It
is important to observe that Purchasing Entity can be a private entity or a governmental
entity. For example, in Brazil, only federal entities can purchase COVID-19 vaccines
during the crisis [35].

Purchasing Entity follows the purchase information in Blockchain, in a way to
improve planning and to adapt vaccination campaigns. At the end of production, Man-
ufacturer Site registers the shipping of vaccines and Purchasing Entity confirms the
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Fig. 1. Vaccine research supported by Blockchain.

receipt in Blockchain, allowing the detection of intentional or non-intentional cases of
misplacement. Additionally, this diagram can be extended to include the suppliers of
Manufacturer Site, which provide inputs, such as active pharmaceutical ingredients, to
manufacture COVID-19 vaccines.

The diagram in Fig. 3 presents a vaccine distribution case, considering an integrated
scenario where Government controls the purchase and the distribution of vaccines. In
Brazil, for example, we have a hierarchy of command regarding the healthy adminis-
tration that includes Federal Health Entity (responsible for the entire country), State
Health Entity (in charge of a given state), City Health Entity (responsible for a given
city). City Health Entity manages Vaccination Centers in its jurisdiction. In order to
understand the vaccines’ demand and organize their distribution, we follow a bottom-
up strategy, where Vaccination Centers reports their demands to City Health Entity;
City Health Entity reports its demand to State Health Entity; and State Health Entity
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Fig. 2. Vaccine production supported by Blockchain.

reports its demand to Federal Health Entity. The report includes information such as
the number of people to be vaccinated, storage capability, current stock, available trans-
port conditions, and geographical restrictions. The goal is to have enough information
to elaborate a complete vaccination plan. The vaccine delivery proceeds in a top-down
way, where Federal Health Entity deliveries vaccines to State Health Entity, and so on
until reaching the citizens in Vaccination Centers. Each shipping and receipt step is
stored in Blockchain, in order to enable the proper tracking of vaccines.

The diagram in Fig. 4 refers to the vaccine administration. Using Blockchain, Per-
son can access her/his vaccination history (i.e. the vaccines already received), check
information about the approved vaccines, and find vaccination centers to receive a vac-
cine. When the person arrives in a Vaccination Center, he/she presents the identifica-
tion to Nurse Team, who is responsible to check the identity in Blockchain. Nurse Team
accesses the vaccination history of Person, in a way to verify if it is possible to proceed
with the vaccination. For instance, the influenza vaccine requires an interval before the
administrations of other vaccines. In case of no impediments, Nurse Team informs Per-
son about the administration, Person authorizes it and receives the vaccine. Blockchain
keeps the information in two perspectives (of the nurse and of the beneficiary), avoiding
cases of disrupted information, such as mismatch between the number of used doses and
the number of immunized people. The information about the applied vaccines is also
useful for controlling the stock in Vaccination Center. After receiving a vaccine, Person
obtains the vaccine certification. Vaccine certification is a document that proves that a
person is immunized with a vaccine. The verification of a vaccine certification, made by
aOfficer, is useful to allow access to places as restaurants and arenas, as well as to travel
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Fig. 3. Vaccine distribution supported by Blockchain.

abroad. The diagram can be extended to support the booking of vaccine appointments.
In this work, we restrict to a case of COVID-19 vaccination. However, the diagram can
include activities to coordinate the vaccines needed by a person, in compass with the
other existing vaccination programs.

The scenario regarding vaccine monitoring includes two situations: testing (shown
in Fig. 5) and hospitalization cases (shown in Fig. 6). According to Fig. 5, Person desires
to perform COVID-19 testing, in order to check if he/she is infected. The team in Test-
ing Site is responsible to validate the person’s credential, performing the testing, and
register in Blockchain the result and other data related to the test (such as the date
and test type). The diagram in Fig. 6 considers a Person with COVID-19 symptoms,
who needs medical assistance. The team in Hospital identifies the patient and analyses
her/his medical history. The vaccination history is important to know if the patient is
already vaccinated. The testing history informs if the patient was previously infected.
In case of no recent testing confirmation registered, new testing can be conducted in
Hospital. Other steps in the diagram consider that the person really is infected. So, the
doctor informs the diagnosis and conducts the patient’s treatment. Hospital record in
Blockchain information about the case that is relevant to the disease monitoring, for
instance, if the patient is a new or recidivist, severity (i.e. moderate, severe, or critical
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Fig. 4. Vaccine administration supported by Blockchain.

symptoms), and hospitalization finalization (by patient death or discharged from the
hospital).

The monitoring information, available in Blockchain, can benefit Research Institute
to conduct the quality control of the vaccine, by exploring the effectiveness of the vac-
cine especially in recidivist cases and severe hospitalization situations. The monitoring
information in Blockchain aids Government, together with its Health Entities, to under-
stand the spread of the disease, to identify critical areas with more infected people, to
propose new treatments, to adjust the vaccination campaign, and to improve the vaccine
distribution plan. Other technological solutions can be created to anticipate the identi-
fication of new COVID-19 cases, by tracking the contacts of people with confirmed
infections.

4 Discussions

Our proposal is an initial step towards the incorporation of Blockchain as the techno-
logical platform to support the vaccine lifecycle. We highlight the scenarios of vac-
cine research, production, distribution, administration, and monitoring, explaining the
benefits of having vaccines’ information stored in a reliable way. The reliability of
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Fig. 5. Testing monitoring supported by Blockchain.

Fig. 6. Hospitalization monitoring supported by Blockchain.

Blockchain is associated with the fact that it uses distributed ledgers to record data.
The information is replicated in computers or systems across a network. Besides, only
read and write operations are authorized, avoiding the elimination or modification of
transaction records.
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Two concerns are of paramount importance in the approach: data privacy and cyber-
security. To deal with data privacy, one needs first to classify the Blockchain data into
public or private data. Public data refers to any data that does not need protection and
is intended to make the Blockchain transparent and trustable. Private data is any infor-
mation that can be sensitive or valuable for a person or entity. Considering the privacy
aspects, data must be stored in a way to avoid linkability, detectability, and identifiabil-
ity. Linkability of two items of interest allows an attacker to distinguish whether these
items of interest are related or not, for instance, the link between the person and her/his
hospitalization. Some people may prefer not to disclose that they were hospitalized.
Detectability of an item of interest means that the attacker can sufficiently distinguish
whether such an item exists or not, for instance, if the person is not vaccinated. Some
people prefer not to make public the fact that they are not vaccinated. The identifiability
of a subject means that an attacker can sufficiently identify the subject associated with
an item of interest, for instance, the attacker might identify the vaccinated people that
have comorbidities. A person may prefer not to disclosure that he/she has comorbidities
for professional reasons. This may pose a challenge if the campaign has exclusive dates
for vaccination of people with comorbidities and the date of vaccination is made public
in the certification.

The process of vaccine research has very sensitive information, for instance, those
related to vaccine components and tests before its certification. Such data can be valu-
able for other companies and generate undesired competition among Research Insti-
tutes, impacting negatively the market. The private data generated by Research Insti-
tute can be accessed by Health Regulatory Agency anonymously, under permission, for
license analysis and final approval of the vaccine. Research Institute also contributes
with public data for citizens with the information related to a vaccine, for example,
efficacy, common side effects, and the interval between doses. Another example of pri-
vate data is personal identification. The person registration is of the responsibility of
Government, but the person needs to keep updated data (such as address and telephone
number). The vaccination history, the testing history, and the eventual medical records
are all sensitive information since they can expose a person.

Besides dealing with data privacy, it is also desired to ensure the cybersecurity of
the information in the vaccine lifecycle. Considering the cybersecurity aspects, the sys-
tem in our approach must offer an authenticated and confidential channel for sending
information, where only authorized users can access or edit the data. For instance, in
production and shipping operations, although such data is important for managing and
tracking purposes, it can be used by attackers to steal the vaccines during storage or
transportation. Besides identifying all data required for the scenarios in the vaccine
lifecycle, a dedicated effort is needed then to classify and protect data, aiming to avoid
data leaks and security breaches.

A major concern about people immunization is to guarantee equal access to the
vaccine for every citizen, so every location needs to receive the right quantity of vac-
cines. To solve this problem, in Brazil, the vaccines are distributed according to the
percent of the population for each state and city, so the immunization process occurs
at the same speed for the entire country. This strategy requires Government to have the
updated population number. In Brazil, the population number is controlled by a census
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that is carried out in 10 years. As ten years is a long period, it can generate a disequilib-
rium between the needs and the offer. In our proposal, as each person is responsible for
updating her/his personal data in Blockchain, it is possible to have the same result as a
decade-long census in just a few minutes. Government, in possession of more accurate
information, can improve vaccination’s strategic plans.

The system that implements the proposed Blockchain-based approach should con-
sider accessibility and usability aspects. Accessibility refers to offer a diversity of tech-
nological interfaces, for instance, web applications and smartphone applications, in
order to address more diverse users, including disabled citizens. Regarding usability, the
system needs to be used by the distinct public, including teenagers, adults, and elderly
people. The system needs to consider easy navigation, visual clarity, engagement, and
error tolerance.

The great challenge for the adoption of the proposed approach is to manage the
orchestration of operations of all actors, ensuring security and data privacy, and at the
same time providing transparency and trust. Nowadays, we lack a pattern to store and
share information among actors. With aGovernment’s regulation, it is possible to estab-
lish such pattern and to benefit the entire vaccine related network.

5 Conclusions

The vaccine is a global tool to stimulate the body’s immune response against diseases,
being a cost-effective solution to improve human life expectancy. The vaccine lifecycle
has several stages, including research, production, distribution, administration and qual-
ity control. Such stages need to be controlled by stakeholders and supervised by health-
care authorities. The information associated to every step is critical for studies regarding
vaccine efficiency and for managing vaccination campaigns. In this paper, we proposed
an approach, supported by Blockchain, to handle the interplay among distinct actors
in the vaccine lifecycle. We consider that Blockchain technology is ideal to implement
the COVID-19 lifecycle transactions because it provides immediate, shared and com-
pletely transparent information stored on an immutable ledger that can be accessed
only by authorized users. We consider that the platform should be maintained by all the
stakeholders to avoid the control of single entity.

For each stage in the vaccine lifecycle, we present a sequence diagram with the
main actors, their interactions, and the relevant data to be stored in Blockchain. The
proposed approach aids actors to anticipate information regarding vaccines’ develop-
ment, in a way to foster approval and adoption of vaccines. Entities that are responsible
for acquiring and distributing vaccines, can develop more informed plans in order to
conduct better vaccination campaigns. Citizens can benefit from the proposed approach
by accessing the vaccine’s transparent information and her/his vaccination history, and
by identifying available locations to be vaccinated. Hospitals can record data related to
testing, hospitalization, and treatments. These data can support the monitoring of the
effectiveness of vaccines. It also helps the creation of strategies regarding treatments,
disease tracking, and pandemic control.

As future work, we intend to explore the specific data required in each scenario,
as well as to study how to guarantee data privacy in the scenarios. It is needed a fur-
ther investigation regarding security aspects, in order to identify the mechanisms to be
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added in the solution to mitigate security threats. It is of interest the development of
Blockchain smart contracts to implement the proposed scenarios and test them in prac-
tice. A continuous field of investigation is the integration of the Blockchain with other
technologies (such as IoT), in a way to improve services and the overall vaccination
program.
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Abstract. Billions of dollars in investments are expected for Industry 4.0
due to the arrival of technologies like the blockchain within the scope of
the Industrial Internet of Things. The blockchain has attracted attention
to the industrial context due to its potential to provide processes with a
functioning in which information is immutable, traceable and auditable.
Currently, the blockchain is evaluated and applied by the academy in dif-
ferent application areas. These applications helped in the development of
this technology, allowing it to be applied not only in traditional systems,
but also in industrial processes. Despite its rapid technological advance-
ment, and considering that the industrial environment presents great chal-
lenges and requirements that are different from traditional applications for
human use, the definition of a blockchain network in the industrial envi-
ronment becomes critical. Given this context, this work presents a step-
by-step methodology that presents paths to be followed, and presents and
discusses important aspects to be analyzed in order to define, implement
and monitor a blockchain network in an industrial environment. Given
the heterogeneity and complexity of blockchain systems, this methodology
becomes essential to assist in the proper choice of platforms and param-
eters for blockchain networks, providing cost reduction and safety in the
operation of sensitive industrial processes.

Keywords: Methodology · Definition · Deploying · Blockchain ·
Smart contract · DApp · IIoT · M2M · Industry 4.0

1 Introduction

Industrial networks play an important role in the industrial context of Industry
4.0, as they are the bridge for the interconnection of industrial process automa-
tion systems [24]. The Industrial Internet of Things (IIoT) expands the concept
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of industrial networks, providing greater automation and optimization, as well
as better visibility into the supply chain and logistics [17]. This integration is
generating unprecedented levels of productivity, efficiency and performance that
enable manufacturers to realize financial and operational benefits.

Despite the challenges of deploying IIoT in critical industry environments,
investments in this market could reach trillions of dollars between 2021 and
2028 [21]. In this context, it is expected that IIoT meets demanding require-
ments, enabling fast and reliable communication for industrial processes. Com-
munication design and choice of platforms and tools become crucial to securing
connectivity for even the most remote field devices.

Industrial networks have traffic and performance requirements that make
them different from traditional networks adopted by residential applications.
Thus, industrial networks are used to monitor conditions, manufacturing pro-
cesses, predictive maintenance and decision-making. In this context, these net-
works are designed to meet requirements derived from different fields of appli-
cation, but also from new fields generated by the introduction of IIoT. Time,
reliability and flexibility are the most critical requirements [6].

Furthermore, the new IIoT devices have low processing power, low mem-
ory storage space, low bandwidth for data transmission and low battery charge
[16]. To meet these device and communication performance constraints in the
industrial environment, new communication protocols were designed. Generally,
the protocols used are based on Machine-to-Machine (M2M) communication,
through an intermediary or directly between machines [11].

M2M communication protocols are designed for specific industrial envi-
ronments represented by the different Industrial Process Automation Systems
(IPAS). IPAS are widely known in the automation field as the IPAS Pyramid,
represented by a five-level hierarchy involving field devices, process control,
supervision, plant management, and enterprise management [23]. Continuous
industrial processes (e.g. oil and gas distribution, power generation and man-
agement, chemical processing, and glass and mineral treatment) are some of the
systems that use IPAS.

The integration of IPAS systems is one of the pillars of Industry 4.0, as
it has the objective of connecting different areas of an industry. To achieve
this, industrial data and information is extracted and used to make continuous
improvements across the entire production process and related support areas [7].
As industrial and business processes are diverse and involve different agents in a
factory, the concept of integration is divided into horizontal integration (which
involves the chain from suppliers to customers) and vertical (which involves the
different functions to be developed in the factory).

In this context of integration, there is a drastic change in the traditional view
of the IPAS pyramid. Systems such as business management and manufactur-
ing have communicated between different factories, while other systems will be
replaced by applications resulting from the introduction of the IIoT [18]. When
integration is automated, all information can be automatically collected and sent
from the various systems deployed in a factory to any of the parties involved.



88 C. T. B. Garrocho et al.

In this context, the blockchain can decentralize or support decision-making
across different IPAS systems, whether in a factory’s internal processes or in
external processes in a supply chain. This approach can make IPAS fully decen-
tralized and automated.

Blockchain, if applied correctly in the horizontal and vertical integration of
IPAS, can make M2M communication more secure. This application can cre-
ate an immutable IIoT data flow from the control and production level to the
decision-making levels [26]. In addition, it is important to emphasize that in
this context, data from industrial processes may be traceable, which will make
decision-making auditable and reliable. However, this application of blockchain-
related technologies to control industrial processes without careful design and
analysis can lead to wasted time and resources and even compromise time-
sensitive industrial processes.

Given this research problem, this work aims to discuss several aspects related
to the industrial environment in relation to the blockchain. In view of this dis-
cussion, a complete methodology for the definition, implementation and proper
monitoring of blockchain networks in an industrial environment is presented.
This methodology presents aspects of applicability, analysis and parameters
of blockchain networks according to specific industry contexts. This approach
facilitates the deployment of blockchain networks, avoiding waste of resources
or industrial process deadlines being compromised by the performance of the
blockchain network.

Finally, it is important to emphasize that this work is an expansion of a
methodological approach for defining blockchain networks, presented by us pre-
viously in [9]. The main differences between these works are the following: (i) in
the background, we incorporate in a more detailed way, the concepts and impor-
tant aspects related to the work; (ii) in the proposed approach, we carried out a
greater depth in the presentation and discussion of all stages of the methodology;
(iii) incorporation of discussions related to the choice of platforms, technologies
for deploying and monitoring blockchain networks; (iv) in the results, through
a proof of concept, we performed several experiments that provided new discus-
sions in the industrial context.

The rest of this article is organized as follows. Section 2 presents the basic
concepts for understanding this work. Section 3 presents the works related to
this work. Section 4 presents the challenges of blockchain technologies in the
industrial environment. Section 5 presents, in a theoretical and practical way, the
steps of the proposed methodology together with a proof of concept for applying
the methodology in a real industrial mining environment. Finally, Sect. 6 presents
the conclusions and future work.

2 Background

Industry 4.0 refers to the fourth industrial revolution that transforms manufac-
turing systems into cyber-physical systems, introducing emerging information
and communication paradigms. In this context, there is a search for complete
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automation of industrial processes, as well as the removal of repetitive tasks,
often dangerous and critical for human beings and, consequently, for [24] busi-
nesses.

Despite the lack of trust and security, the recent introduction into Industry
4.0 of disruptive communication technologies and standards leads to the com-
plete decentralization of industrial process control through the proliferation of
interconnected smart devices across the entire manufacturing and logistics chain
of factories [3].

2.1 Integration of Industry

One of the concepts of Industry 4.0 is to have greater integration between pro-
cesses and sectors in factories, exchanging information faster and more efficiently
for faster decision-making, in order to increase productivity, reduce losses, opti-
mize resources and lead to digital transformation in industries. Therefore, sys-
tems integration is one of the pillars of Industry 4.0 and aims to connect the
different areas of the factory in order to extract data and information that will
be used to make continuous improvements across the entire production process
and related support areas [29].

Each process in the factory’s dynamics generates and is provided with data
from the different levels of the IPAS. In a non-integrated environment, there is
the job of capturing all the information generated by one step of the manufac-
turing process and providing it to the next step of production; this is usually
done manually, inefficiently and analogically. The lack of integrated systems also
means that management levels have a much greater job of analyzing whether
what is being manufactured really matches the demand received and whether
suppliers and distributors are aligned with this production [18].

As industrial processes are diverse and involve different agents in a factory,
the concept of integration aligned with Industry 4.0 was divided into horizontal
integration and vertical integration. As shown in Fig. 1, horizontal integration
concerns the entire production chain (from suppliers to customers), while vertical
integration integrates the functions to be developed in the factory, represented
by the IPAS. For the best integration results, there must still be an interaction
between vertical and horizontal integrations to bring processes together and
optimize production fully.

According to [18], horizontal integration represents synchrony, loss reduc-
tion, and resource savings, as the demand from suppliers is adjusted to cus-
tomer demand, without wasting during the process. Traditionally, horizontal
integration has been through manufacturing execution systems, product lifecy-
cle management, and enterprise resource planning. However, these systems do
not allow connection with other industry partners or customers (thus requiring
additional integrations, which are often very expensive and use ad-hoc proto-
cols). Furthermore, there is a complex relationship between the strategic and
operational goals of different levels of manufacturing systems that inhibit the
realization of an intelligent manufacturing system.
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Fig. 1. Horizontal and vertical integration of industry.

Vertical integration enables the connection of IPAS, connecting data, making
influence flow between all hierarchical levels faster and more efficiently, reduc-
ing time to decision-making and improving the industrial management process.
Therefore, vertical integration occurs when, in the factory, employees, comput-
ers, manufacturing machines are linked together, automatically communicate
with each other, and their interaction exists not only in the real world, but also
virtually, in the model of the entire world. system. In this context of automation
and systems integration, the vertically integrated company in Industry 4.0 gains
a crucial competitive advantage by being able to respond adequately and quickly
to changes in market signals and new opportunities.

Therefore, when vertical integration is automated, all information can be
automatically collected and sent from the various systems deployed in a factory
to any of the parties involved. In this context, the blockchain and its related
technologies can decentralize or support decision-making in a factory’s internal
processes and external processes in a supply chain. This approach can make
IPAS fully decentralized and automated.

2.2 IPAS Hierarchy

As shown in Fig. 2, IPAS is typically based on a five-level hierarchy. This set
of systems comprises many devices, logically positioned at various hierarchical
levels and distributed over large geographic areas [23]. In the area of automation,
this hierarchy is widely known as the automation pyramid.



A Complete Step-by-Step Methodology 91

At the base of the pyramid, the field device level contains sensors and actu-
ators. Just above, the process control level contains programmable logic con-
trollers (PLC) and distributed control systems (DCS) that provide an interface
for Internet protocol-based network communication. Then, at the supervisory
level, processes are monitored and executed by factory workers through systems
such as Supervisory Control and Data Acquisition (SCADA). Finally, the top
levels of the pyramid are the corporate and factory management levels that make
decisions based on production-level data through the Manufacturing Execution
System (MES) and Enterprise Resource Planning (ERP).

At the top of the IPAS pyramid, the systems are asynchronous, while at the
bottom of the pyramid the processes are mainly synchronous and critical in real
time. At the bottom of the pyramid, control systems have evolved into a state
where they are distributed and controlled by M2M communication. Blockchain
can guarantee decentralized and reliable M2M communications, in which network
nodes do not need a reliable intermediary to exchange messages.

Fig. 2. IPAS hierarchy levels.

2.3 Blockchain and Smart Contracts

The blockchain is a sequence of blocks, which contains a complete list of transac-
tion records, like a conventional public book [30]. Figure 3 illustrates an example
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blockchain. Each block points to the immediately preceding block through a ref-
erence that is essentially a hash value of the preceding block, called the parent
block. The first block of a blockchain is called the genesis block, which has no
parent block. A block usually consists of: Block version that indicates which
set of block validation rules to follow; parent block hash; Timestamp which is
the timestamp; Nonce which is a secret number to be discovered and calculated
from the rest of the block’s content; MerkleRoot indicates the hash value of all
transactions in the block; and a set of transactions.

Fig. 3. Blockchain structure example.

The blockchain network is a decentralized P2P network, without failure
points, whose transactions cannot be deleted or altered. Blockchain is highly
scalable, and all transactions are encrypted, making them secure and auditable.
As illustrated in Fig. 4, at the heart of this technology, there are consensus
algorithms, which are protocols designed to achieve reliability in a network of
multiple untrusted nodes [1]. Currently, there are two types of consensus algo-
rithms:

– Crash Fault Tolerance (CFT): regular fault-tolerant algorithms, when it
occurs to system malfunctions in network, disk or server crash down, they can
still reach agreement on a proposal. Classic CFT algorithms include Paxos
and Raft which has better performance and efficiency and tolerate less than
a half of malfunction nodes;

– Byzantine Fault Tolerance (BFT): Byzantine fault-tolerant algorithms,
besides regular malfunctions happen during consensus, it can tolerate Byzan-
tine fault like node cheating (faking execution result of transaction, etc.).
Classic BFT algorithm includes Practical Byzantine Fault Tolerance (PBFT),
which has lower performance and tolerates less than one third of malfunction
nodes.

The biggest difference between public and private blockchain networks is
related to who is allowed to view the [28] ledger. A public blockchain network
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Fig. 4. Blockchain-based smart contracts operation.

is completely open to the public, where anyone can see the entries, including
who sent transactions to whom and how much. Ledgers on a private blockchain
are not visible to the public. In fact, the existence of the network itself may
be hidden. Viewing data on a private blockchain requires users to know about
the network, have access to the network, and also requires users to have been
given the encryption keys needed to view the data. Private approaches are more
scalable and faster, but they are more centralized. Public approaches are more
decentralized, with low scalability and speed.

As illustrated in Fig. 4, a blockchain network is composed of the following
components [25]:

– Decentralized Applications (DApps) that send transactions or queries to the
blockchain network;

– Rest API (RA) that allows interaction between DApps and validator;
– Smart Contracts (SC) which are computer protocols designed to execute a

trade;
– Ledger (LD) which is a database generally based on key/value in which trans-

actions are stored;
– Validators (VT) that are responsible for communication based on consensus

protocols between network nodes;
– Consensus Engine (CE), which is a system that maintains the reliability con-

sensus among nodes;
– Decentralized Oracle Network (DON), the chain link, that reliably connects

smart contracts to any outside party of data.
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3 Related Work

Blockchain can be the ideal solution to increase the levels of automation and
safety of industrial processes. In this sense, following the [14] protocol, a survey
was carried out to identify methodological solutions for the definition, imple-
mentation and monitoring of blockchain networks in the industrial context.
The survey was conducted between September and October 2021 in digital
libraries: ACM Digital Library, Google Scholar, IEEE Xplore, Engineering Vil-
lage, Springer Link and Science Direct. For the research, the string (methodolog-
ical AND blockchain AND smart contract AND industrial) was used. As for the
selection criteria of the articles found, only those with a full text and published
for less than six years were selected.

The results of this review showed that several articles propose methods to
facilitate the blockchain application process. The work [8] proposes a method for
the development of blockchain use cases, which uses situational methods research
and engineering. To decide which elements of a system can benefit from the use
of blockchain technologies, the work [27] proposes an approach to this task. In
the work [12], a method based on Model Driven Architecture is proposed, which
can be used to define and specify the structure and behavior of the blockchain.
Finally, a methodology for implementing the blockchain in the food industry’s
supply chain is presented by the work [4], in order to understand the product’s
life cycle.

As presented above, the related recent works have the main objectives of
presenting and discussing how to relate the product process to the blockchain
operation and analyze the benefits of this integration. Therefore, despite the
great contextualization and discussion of aspects related to blockchain network
structure and technologies, it is not presented in depth how to define, develop,
configure and deploy blockchain networks and architectures in practice. Another
important aspect is that these works do not present how to evaluate or monitor
the blockchain-based approach. As seen in recent studies [5], performance ratings
are often based on metrics such as transactions per second on the blockchain
network. However, these metrics do not consider the delays generated by data
encryption in creating transactions on devices. This evaluation can show that
there is a greater influence on system performance, so that the monitored data
can be better interpreted.

It is understood, therefore, that there are different problems that must be
analyzed before during the entire process of defining, implementing and moni-
toring a blockchain network in an industrial plant. Therefore, this work proposes
to present a methodology that safely enables the definition, implementation and
monitoring of blockchain networks in the industrial environment. Unlike related
works, this methodological approach presents the steps to be followed and impor-
tant aspects during the study for the definition of a blockchain network. In
addition, the methodology presents important parameters and technologies to
assess the performance of the blockchain network to identify the feasibility of
implementing this technology in time-sensitive industrial scenarios.
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4 Blockchain Challenges in Industry

Even though the blockchain has several advantages, there is a great challenge for
its application in industries due to the difficulty in investing in the modification
of processes and devices that already work perfectly. In addition to the financial
impact, there is the cost of time to understand the underlying business processes
and define accurate smart contracts. In this new scenario, there is still a need
for all parties involved (horizontally and vertically) to commit to investing and
applying the blockchain in the IIoT ecosystem.

Furthermore, IIoT and blockchain-based systems require investment in per-
sonnel qualification. Automation engineers and technicians are familiar with
using ladder logic and do not understand the scripting language, so they are
comfortable working with today’s industrial process control systems. These cur-
rent systems are easy to use, reliable, and proven to be functional and necessary.
Therefore, even as new technologies allow for higher levels of scalability, trace-
ability, integration, manufacturability and autonomous collaboration with other
systems, the lack of skills and understanding to exploit IIoT and blockchain will
bring challenges.

The vast array of information generated in manufacturing processes is shifting
to big data, making industrial automation [13] complex. In industry 4.0, the
ore of big data is industrial devices (sensors, actuators, switches) and M2M
communication. The intense use of IIoT has brought a huge shift in the era of
industries. Therefore, Industry 4.0 is a mix of modern technology and smart
systems that create a flood of data, which is quite challenging to handle with
classic tools and algorithms. Therefore, in addition to finding problems to invest
in infrastructure and professional qualification, there is another challenge, which
is the transfer and storage of abundant IIoT data between the systems of the
IPAS hierarchy.

To facilitate cleaning, formatting of data generated by IPAS systems, different
big data tools were designed for Industry 4.0 [20]. However, even though these
tools present an advance, the current centralized communication architectures
present high network traffic and instability due to the big data IIoT. Therefore,
the decentralization of the network and its location closer to industrial processes
becomes essential. But due to the consensus mechanisms, a blockchain-based
approach can also face more network traffic and instability than a centralized
approach.

The IPAS process control layer has been widely used for the deployment
of blockchain networks. This is justified, as it is an integration layer between
synchronous and asynchronous systems. However, this layer contains devices that
have a limited battery, where energy consumption can be negatively influenced
when processes acquire new blockchain features (data encryption, creation of
transactions, generation and storage of public and private keys) [2]. For IIoT field
devices that are deployed for long periods of time, this impact is even greater.
Therefore, it becomes necessary to develop new lightweight, efficient and robust
encryption algorithms that must be designed to reduce energy consumption in
IIoT devices.
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Recent works indicate that there are problems related to the high and vari-
able time to insert a transaction in the blockchain network, from a client request
to the confirmation between all blockchain nodes that the transaction was com-
mitted in Ledger [19]. These works point out that the problem is mainly due
to the consensus process performed by algorithms. Therefore, defining fast and
reliable consensus algorithms is the key to enabling critical, real-time process
controls for IIoT devices. However, looking for the low latency and reliability
of a concurrent consensus algorithm is challenging. The problem can be even
greater if the connectivity is wireless, being slower and less reliable compared to
wired connections assumed in traditional consensus algorithms.

Process monitoring is a time-sensitive task in the process control layer, where
there can be no delays in communication. This task, performed by shop floor
operators using HMI devices, is less sensitive, however, the deadlines from data
collection to visualization by the HMI cannot be changed, with the risk of com-
promising the entire product process. At the process control level, the PLC
device is responsible for controlling and mediating communication, requiring low
latency and tight deadlines, in which a single deadline break can compromise the
entire chain of the production process. Therefore, it is critical that blockchain-
based IIoT applications interfere with industrial processes without influencing
the deadlines of real-time systems, allowing a safe advance in the industry 4.0
[10].

Recently, several works are using an approach called outside the blockchain
network in order to reduce the delays in its operation. As a result, this approach
allows the strict time and deadlines of industrial process control systems to
be maintained. These approaches apply fog and edge computing paradigms in
communication, so that gateways close to field devices act as a communication
bridge for IIoT data collection and IIoT data hashing only for storage on the
blockchain network [26]. However, the delivery of sensor and actuator data to
higher IPAS levels may suffer delays as a new device will be added. As a result,
decision-making can be compromised by delay.

In addition to the time delay issues for the blockchain consensus, other work
has shown that some blockchain platforms, such as Ethereum, do not allow
parallel operations [22]. Serial execution seems to be necessary on this platform:
the smart contract sharing state and smart contract programming languages
have serial semantics in the current operation of the Ethereum system and its
four test networks. Although several works in the literature present new ways
to allow miners and validators to execute smart contracts in parallel, this is still
an open problem for approaches that use the Ethereum platform.

Finally, if devices are communicating while on the move, communication
with the blockchain network will face high dynamism and, consequently, abun-
dant connectivity failures [15]. This scenario will contribute to the reduction of
communication opportunities with the blockchain network, increasing the com-
munication delay between IIoT devices and the blockchain network. If process
control is within the smart contract or in higher layers, production can be com-
promised.
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5 Step-by-Step Methodological Approach

Problems become challenges for defining a blockchain network in the indus-
trial environment. Therefore, this work presents a methodological approach (see
Fig. 5) divided into three layers:

– Applicability: the first layer concerns the application qualities and the rela-
tionship with the involved parties;

– Analyze: in the second layer, the analysis of the aspects involving the indus-
trial process is presented;

– Deployment: the third layer presents the steps for developing, testing,
deploying, and monitoring the blockchain network.

Fig. 5. Step-by-step methodology for defining, deploying and monitoring a Blockchain
network for the industrial environment.

Before presenting the proposed methodology, let’s present a Dynamic Rail-
way Scale (DRS) as a proof of concept, and its problems that require the
blockchain as a solution. DRS weighs ore wagons on the go. These devices are
enclosed in closed boxes, and their maintenance cost is often expensive. In this
context, an open-source DRS would bring flexibility in hardware and software,
but also cost savings. However, the ease of making changes to the control logic
becomes a point of attention with regard to the integrity of the data measured
by the DRS and, consequently, the measurement result may not be reliable due
to the changes made.

To solve this problem, it is proposed to apply the blockchain to the immutable
record of any change in the control logic or change in the DRS calibration coeffi-
cients, making the system transparent and auditable. Thus, based on a theoret-
ical and practical approach, we propose to explain each step of the methodology
proposed in this work, presenting its explanation in an industrial mining envi-
ronment through the DRS system. Figure 6 illustrates the organization of PLC
devices in the DRS system.
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5.1 [Applicability] Does the Team Have Blockchain Skills?

Unlike centralized cloud-based architectures and other related technologies, the
blockchain needs more attention due to its distributed characteristics. So, as
simple as it may sound, this is a baseline, and it is important that professionals
involved in defining the blockchain network have a thorough understanding
of the technologies involved. Otherwise, time and resources will be lost in the
company;

DRS System: Yes. In this specific case, the iron ore mining company main-
tains academic and professional agreements with a prestigious university and
its postgraduate program in computing and engineering. Its employees are
trained in the disciplines of engineering and computing, with state-of-the-art
scientific insights. Blockchain is one of the research lines of this graduate
program, in which the DRS system is a prototype under development.

5.2 [Applicability] Are Blockchain Technologies Suitable?

Due to its working characteristics, the blockchain cannot be applied in some
cases. Therefore, an applicability research is necessary to ensure that
blockchain technologies meet and preserve all functional and temporal
requirements in the system that will be applied. For example: blockchain
databases are key/value based for shorter response times; replication of data
between blockchain nodes makes payloads with large volumes unsuitable for
storage; smart contracts communicate internally and cannot perform external
calls;

DRS System: Yes. The main objective will be to monitor the operations car-
ried out by the DRS PLC. Changes in control logic, calibration and weigh-
ing parameters are important operations to be registered in the Blockchain
Ledger. Through an IIoT device (in our case, the Raspberry Pi 4 board),
we collect the data from the PLC and register it in the blockchain network
through an intelligent contract. Data sent to the blockchain network does
not take up much storage space (about 0.5 kB payload in each transaction).
Thus, the blockchain network is used as an immutable storage system for
DRS operations.

Fig. 6. DRS system environment and equipment.



A Complete Step-by-Step Methodology 99

5.3 [Applicability] Is There an Agreement with Stakeholders?

If the blockchain is used for horizontal integration, the entire supply chain must
fulfill the inherent characteristics that the blockchain requires in the processes.
All horizontal elements will have to invest in this new approach. Smart con-
tracts are not capable, by themselves, of interacting with data external to
the blockchain. So, by design, every smart contract will need to resort to an
oracle (chainlink) to solve this problem;

DRS System: Yes. As the company only needs to record the DRS system
control information to ensure traceability and greater reliability in the mea-
surements of its cars, the integration is only vertical between the IPAS process
control and supervision levels. The agreement is done in level of system per-
missions that was done with success.

5.4 [Applicability] What Critical Requirements Must Be Met?

Generally, short lead times of 100 ms are requirements demanded by some indus-
trial processes. In this context, the smaller the interaction with the blockchain
network, the greater the chance of maintaining these deadlines. More impor-
tant industrial data can be selected for storage on demand, while less rele-
vant data can be stored in approaches outside the blockchain network, called
offchain. Another alternative is to deploy a device that monitors other time-
sensitive devices, retrieving information and reporting to the blockchain net-
work;

DRS System: In the DRS system, all time-sensitive industrial process control
logic (represented by structured text or ladder diagram) is executed by the
PLC and not by an intelligent contract in the blockchain network. Therefore,
time-sensitive control deadlines in the DRS system are not compromised. In
this way, all real-time requirements are guaranteed.

5.5 [Analyze] Where Blockchain Will Be?

The location of blockchain nodes can influence the communication delay. In this
scenario, approaches based on edge computing can be applied: depending
on the case, the blockchain network can be defined as a new communica-
tion layer and the devices are just DApps; in another case, the blockchain
network can remove delays between DApps and blockchain node, making a
device a blockchain node full. Turning a device into a full blockchain node can
represent a greater investment, but it also means less communication delays;

DRS System: The connectivity restrictions in the DRS environment indicate
that all DRS devices will be a full blockchain node, avoiding conflicts between
the legacy PLC and the blockchain network. In this way, we reduce com-
munication delays by applying edge computing concepts. Therefore, DApps
communicate directly with the Rest API of the blockchain deployed on the
IIoT device, without delay in the communication network. The investment
cost is low, in this case, as the number of devices is reduced and the hardware
that supports the blockchain system is of low cost.
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5.6 [Analyze] Is the Fault Model and Blockchain Compatible?

This is a critical step. Careful analysis of the failure model is critical, especially if
the process is time sensitive. In this context, mobility issues must be analyzed,
which can be low in some processes. In high mobility processes, however,
the main problem is the loss of connections, either due to characteristics of
the industrial environment, or due to limitations of wireless communication
technology. In this context, it is important to have a failure model so that the
system can tolerate the lack of connectivity to the blockchain network and
continue to function normally;

DRS System: Yes. DRS control devices are installed close to the tracks and
protected from rain and sun (see Fig. 5). This way, there is no mobility in any
of the DRS and blockchain devices. however, a communication failure model
is defined for eventual communication failures between the DApps and the
Rest API component of all blockchain nodes, ensuring continuity of operation
in case one of the Rest APIs stops working.

5.7 [Analyze] Which Type: Permissionless or Permissioned?

In the context of horizontal integration, the number of elements in the network
can significantly increase if suppliers and customers participate. In that case,
the blockchain network will be permissionless, but time-sensitive processes
will not be able to use this type of network due to the low performance they
provide. As for the context of vertical integration, communication is internal
and therefore, all elements are known and trusted. In that case, permissioned
blockchain networks are the best choices, providing less communication delays
that are better for real-time system requirements;

DRS System: Permissioned. There is no external communication in the DRS
environment, and all devices are known and trusted. Thus, the integration
is vertical between the DRS process control and process supervision levels.
In this case, the best choice is a permissioned blockchain network. We chose
Hyperledger Sawtooth as it has fewer internal components and better perfor-
mance compared to other platforms.

5.8 [Analyze] Which Consensus Method/Approach?

The choice of blockchain network type can affect the definition of the consensus
algorithm type. In permissioned blockchain networks, where nodes are iden-
tified, the use of a vote-based consensus algorithm is relevant, as the nodes
involved trust each other and can reach an agreement through a voting pro-
cess. Examples of such voting algorithms are CFTs. For the permissionless
blockchain network, the most appropriate distributed consensus is based on
effort. Examples of such algorithms are BFTs;

DRS System: The choice of the consensus algorithm will be a CFT-type algo-
rithm. In this case, the Raft algorithm is set to consensus. These choices
are defined because the chosen platform was Hyperledger Sawtooth and the
network type is permissioned.
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5.9 [Deployment] Which Parameters Must Be Configured?

Several parameters must be configured on the chosen blockchain platform. For
example: setting up serial or parallel transaction processing; configure time-
frames for running DApps and blockchain node components; choose between
manual or automatic key sharing; set the number of blockchain nodes;
define the categories of metrics to be evaluated, which allow you to analyze
blockchain network performance;

DRS System: Looking for less delay in block processing, a parallel processing
parameter is defined; due to the characteristics of the embedded systems, key
sharing is performed manually on each node; two DRSs are separated by a
distance of 200 m.

Each DRS has a PLC that is monitored by a Raspberry Pi 4 (Quad core
Cortex-A72 1.5 GHz, 4 GB RAM). A third device is a workstation (Intel Core
i5-4200 2.60 GHz, 8 GB RAM) for monitoring. Therefore, three blockchain
nodes are defined: two for monitoring the DRS PLC; and one for a worksta-
tion representing a blockchain network HMI device.

We define a systemic stress scenario to identify the system’s performance
in the worst-case scenario. Thus, sending to the blockchain network all
executions and measurements performed by the DRS PLC is considered.
Delays were evaluated by sending 1000 transactions from each device to the
blockchain network. Thirty executions of sending 1000 transactions were car-
ried out.

An Ethernet/IP network with a rate of 100 Mbps (measured via iPerf1) is
used for communication between all devices. Each node in the Sawtooth net-
work is configured to generate metrics and send them to the workstation that
has Influxdb2 and Grafana3. The following metrics were measured following
the Hyperledger Performance and Scale Working Group guidelines4:

– Create and submit delay : total delay for hash generation, payload encod-
ing, and transaction upload to blockchain network;

– Smart contract delay : total delay from the execution of the smart contract
to the confirmation that the transaction has been confirmed by all nodes
of the blockchain;

– Throughput : represents the rate of amount of transactions per second
(TPS) that nodes commit to the blockchain network. This metric is
defined in Eq. (1).

tps =
Total Committed Transactions

Total T ime Taken in Seconds
(1)

1 https://iperf.fr/.
2 https://www.influxdata.com/products/influxdb/.
3 https://grafana.com/.
4 https://www.hyperledger.org/resources/publications/blockchain-performance-

metrics.

https://iperf.fr/
https://www.influxdata.com/products/influxdb/
https://grafana.com/
https://www.hyperledger.org/resources/publications/blockchain-performance-metrics
https://www.hyperledger.org/resources/publications/blockchain-performance-metrics
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5.10 [Deployment] Which Blockchain Apps Must Be Developed?

Through an analysis of the characteristics of the process, the development of
DApps and smart contracts is carried out. Smart contract can be used for
different applications (e.g. communication intermediary, information logging,
etc.). In the blockchain context, DApps are the customers and the means to
directly relate to the industrial process. However, many devices are like black
boxes (in which the code is closed). In this case, the ideal is to monitor the
communication of these devices, or design new embedded devices;

DRS System: The Fig. 7 illustrates the relationship of the components that
involve the blockchain-based DRS system. There are three layers:

– DRS Control : it consists of all the infrastructure for the control of DRS,
in which it is connected by an Ethernet/IP automation network;

– Communication Interface: in this layer, IIoT devices monitor the opera-
tions performed on the PLC of the DRS;

– Blockchain Network : set of nodes that form a decentralized P2P network
that follows a consensus protocol to communicate.

DApps for monitoring and Smart contracts for receiving transactions and
secure access. DRS DApps are designed to monitor PLC operations and sub-
mit this data to the blockchain network. HMI DApps are designed to monitor
changes in the blockchain network and provide visualization to a shop floor
operator. Smart contracts are developed to receive transactions from DApps,
validate access to the device using keys and store this new state (with con-
trol logic, parameters and execution information) on the Sawtooth blockchain
network.

5.11 [Deployment] The Blockchain Is Tested? Deploy It!

The blockchain network is deployed in test mode during development, where
a consensus simulation is performed to facilitate this step. Inputting data
simulating the industrial process over long periods of time is necessary to
assess the long-term performance of the blockchain network. After testing,
the production mode is deployed, in which the chosen consensus algorithm
takes effect on all nodes of the blockchain;

DRS System: In Hyperledger Sawtooth, we use the non-consensus develop-
ment mode for developing DApps and smart contracts. Block simulations
with transactions representing control information are submitted to Saw-
tooth nodes and their behavior is evaluated by the HMI workstation using
the Grafana tool. After testing and performance analysis, the consensus is
changed to Raft, and each IIoT board receives its respective actors.

5.12 [Deployment] Are the Blockchain and All System Performing?

With the blockchain network in production mode, monitoring the status of
blockchain nodes must be performed in order to assess performance according
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Fig. 7. Blockchain-based DRS system.

to the needs or requirements of the process. If there is any performance or
functionality issue on a node, it must be identified and corrected. After the
fix, the blockchain node reincorporates the blockchain network and updates
its Ledger through the Ledger of the other nodes;

DRS System: Yes. With the Sawtooth network and all other systems in place,
the performance monitoring of each device is performed through Grafana on
the HMI workstation. Any problem, a blockchain node can be interrupted and,
after correcting the problem, the node can be deployed again and communi-
cation with the Sawtooth network is restored with all blocks being recovered.
The Fig. 8 shows the results of the benchmarks.

(a) Create and submit delay. (b) Smart contract delay. (c) TPS.

Fig. 8. Results of experiments.
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The results show that a payload implies more processing time to create the
transaction (see Fig. 8a), send and process the transaction between validator
nodes of the blockchain network (see Fig. 8b). In smart contract delay, payload
size has a greater effect as operations are replicated between the three blockchain
nodes, generating a processing-related delay and consensus time between the
validator and consensus engine components.

With payloads greater than 50 KB, it was verified a longer processing time
of the internal components of each blockchain node for the transaction com-
mit. This longer delay to commit transactions impacted throughput. Figure 8c
illustrates throughput results, which are mainly related to smart contract delay,
which negatively influences the number of processed and committed transactions
per second on the blockchain network.

Another important aspect illustrated in the results is the standard deviation
represented by the error bar in each payload size. The results show that in
the smart contract delay metric (see Fig. 8b), data variability is greater, and
also affected by payload size. Time variations in the smart contract can affect
compliance with the deadlines within which specific tasks must be completed.
Therefore, it is possible to conclude that the size of the payload that represents
the map can influence the delay of the three metrics evaluated in this section.

6 Conclusion and Future Works

Currently, the application of blockchain technologies in the industrial environ-
ment is still at an early stage. In this context, there is a great challenge in
executing changes in the industrial plant organization and processes that work
perfectly, as these changes represent a high investment in infrastructure neces-
sary for the new approaches based on blockchain.

Despite this challenge, the incorporation of blockchain in Industry 4.0
becomes essential for: more reliable operations, more democratic transactions,
optimization of processes, ease of coordination between companies, recording of
data in chronological order, cost reduction, etc. All these benefits come from
technologies that include the blockchain: consensus algorithms, ledger, smart
contract, etc.

Such benefits show that the blockchain can revolutionize the industry. How-
ever, the complexity of designing, developing, testing and deploying a system
that uses a blockchain network is a major challenge: there are several consen-
sus algorithms; different modes of operation of the blockchain network; different
categories of blockchain network; the ledger has an unconventional storage type;
etc.

Given this context, this chapter book proposed, founded and outlined a step-
by-step methodology to define, implement, test and monitor blockchain networks
for the industrial environment. This methodology is easy to follow and can be
used in industry as well as outside the industrial environment. Furthermore,
in this methodology, aspects related to the strict and specific requirements of
industrial processes were addressed.
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Through the proposed methodology, it was possible to successfully establish
a blockchain system for an industrial mining environment. As future work, we
intend to incorporate new distributed ratio technologies such as Tangle and
Hashgraph into the methodology. In addition, new proofs of concept, analyses,
evaluations, and discussions can enrich the methodology step-by-step.
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Abstract. Today’s production is challenged by disruptive technologies,
rapid changing customer needs and varying demands. Thus, produc-
tion needs to satisfy not only primary and secondary but also tertiary
objectives. Many production planning and control approaches have been
evolved and proven to comply with primary and secondary objectives
with ease. In this paper we look at the tertiary goals of production, such
as flexibility, robustness and stability. Since there is no clarity about
these terms and they are often mixed up in the literature. Using the
example of a modern self-organizing and a classically centrally planned
production, we will show the impact of uncertainty on these objectives.
This comparison of the self-organizing and the centrally planned produc-
tion includes the generation of realistic production data, as well as the
procedure to apply the same production data and uncertainty in both
the self-organizing and the centrally planned production.

Keywords: Self-organized · Production · Planning · Control

1 Introduction

1.1 Motivation

Self-organizing production planning and control systems have proven to achieve
competitive results in terms of production efficiency. Moreover, they can show
their superiority when it comes to higher uncertainties and disturbances in pro-
duction [39,51]. Uncertainties in production arise external or internal sources
[46]. Fluctuating customer orders or material shortages from supplier for exam-
ple are considered as an external uncertainty. Internal uncertainty can occur as
deviations in the processing times of operations or machine breakdowns. Cen-
trally organized productions have a particularly hard time dealing with internal
uncertainties, because the centrally organized production creates a fixed schedule
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that the production has to follow. Many approaches try to overcome this issue
and have been researched [1,30]. Self-organization was identified as one option
to deal with deviations because self-organization is designed to handle devia-
tions [51]. Previous studies have characterized self-organizing systems as highly
flexible [4,9,11,16], robust [51], adaptive [11,59] and scalable. These properties
enable self-organizing systems to respond to uncertainties and should therefore
be considered for production planning and control. But in most cases, non of
those properties have been clearly defined, sometimes some of the properties are
used as synonyms and rarely have been proven by quantitative evidence.

1.2 Objectives of Production Planning and Control

Primary Objectives. The importance of the production objectives depends
strongly on the short-, medium- and long-term goals of the production under con-
sideration. Objectives of production planning and control are based on a wide
range of measurements. In this paper, we categorized them into three types:
primary objectives, secondary objectives and tertiary objectives. Primary objec-
tives are attributed to overall profitability, which is related to the difference
between the input (manufacturing costs) and the output (product throughput
and income) in production [7]. These monetary-based indicators of a production
can be derived from one or a few easily measurable values. Examples for primary
objectives are:

– net income over a period
– investments for manufacturing divided into:

– processing cost per unit
– total setup cost per unit and/or period
– inventory cost per unit and/or period.

Secondary Objectives. Operational production planning and control also
makes use of substitute targets in addition to the primary targets, because the
primary targets cannot be used to determine opportunity costs, such as the costs
for late delivery of customer orders. Therefore substitute objective are consid-
ered and can be categorized as the secondary objectives and are time- or quality-
based measurements. These measures always have direct or indirect impact on
the primary objectives. Common metrics to evaluate secondary objectives are
[28]:

– makespan
– adherence to due for customer orders
– average machine utilization
– average setup times
– average stock level
– average waiting time of materials until processed or delivered.

Secondary objectives are used to support decisions in production planning
and control, as some of the primary objectives are not up-to-date and can only
be evaluated order-based or over a period.
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Tertiary Objectives. In addition to primary and secondary objectives for
production planning and control, further objective have emerged to evaluate
production planning and control. Such as [5,20,21,48,58]:

– efficiency
– flexibility
– robustness
– adaptivness
– stability
– scalability

In this paper we categorized these six properties as tertiary objectives in produc-
tion planning and control. Tertiary objectives are used to evaluate how quickly
and efficiently a production system detects and responds to variability and uncer-
tainty. Usually, it is desired that a production planning and control should deal
with any kind of internal and external uncertainties and keep the production sta-
ble and efficient. Some reasons to focus on tertiary manufacturing goals might
be the need for handling [3] rapid change over between different products, vary-
ing product volumes, fast ramp-up of new products and/or handling of rush
orders. In order to investigate the quality of each tertiary objective, the impact
of different levels of complexity and uncertainties need to be evaluated for each
objective.

1.3 Self-organized Production Planning and Control

Self-organizing systems are scientific discussed since 1947 [2]. In general, a self-
organizing system is one in which elements interact and dynamically achieve
a global behavior [17]. The use of an agent-based approach is common for the
implementation of self-organizing systems [22,32,50]. Agents are easily identified
as they are units that refer to an autonomous element of a self-organizing sys-
tem [29]. Two architectures for agent-based production have been evolved. The
autonomous and the mediator architecture [44]. The autonomous architecture is
a distributed architecture utilizing the environmental changes for coordination.
The mediator architecture is a decentral architecture with direct agent com-
munication and mediators for coordination of agent groups. The self-organizing
production we present is based on the mixture of both agent architectures. In
our self-organizing production each production unit, such as a resource, a storage
and a material, is assigned to a digital twin and each digital twin is represented
by an agent. Table 1 provides an overview of all existing agent types, their spe-
cific tasks, and whether they have a physical representation. Figure 1 gives an
small insight into the structure of our self organizing production and its com-
munication paths. The underlying architecture allows the system to operate in a
simulation environment with virtual or real-time as well as in conjunction with
a physical unit.

When the self-organizing production is initialized and all physical agents
are connected to it, the production is ready to take new customer orders. The
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Fig. 1. Architecture of the self-organizing production

self-organizing production creates new contract agents for each incoming cus-
tomer order. Subsequently, the contract agent starts the bill of material explo-
sion, hereby the self-organizing production assigns an disposition agent for each
material and a production agent for each material that needs to be processed.
The disposition agent takes care of temporal material requirements and per-
forms a forward and backward scheduling. Based on the information from the
disposition agents the production agents contacts the hub agents to negotiate
with the required resources for processing. The self-organizing production orga-
nizes its resources based on capabilities, and one or more resources may be
required to process one operation that requires a specific capability. Hence, the
self-organizing production is able to schedule one operation on several resources
at the same time and thus perform multi-resource scheduling [23]. To avoid
frequent setups of resources to match a certain capability, all operations are
dynamically assigned to so called buckets. The procedure of assigning opera-
tions to buckets is described in [24,26] in more detail. If a new bucket has been
created, the hub agent will spawn a new Bucket Agent for this specific bucket and
start to negotiate with the required resources based on the bucket’s capability
requirements. The buckets and resource assignments are temporary and can be
renegotiated. The renegotiation will be triggered in the event of any disruptions
in production that result in a deviating processing time. Only materials that are
ready for processing and already placed as the next material to be processed are
locked in place. In addition, the storage agent distributes all incoming materials
from the production to the disposition agent which needs them most urgently.
This material distribution is known as dynamic pegging [37] as disposition agent
is not necessarily the original material requester.
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Table 1. Overview of agent types

ytitnEksaTtnegA

Resource - manage local schedule
- create and accept proposals physical

Storage
- track material quantities
- manage material reservations
- manage purchase orders

physical

Hub - manage negotiation process
- assign operations to buckets virtual

lautrivsredroremotsuceganam-tcartnoC

lautrivtnemeriuqerlairetameganam-noitisopsiD

Production - manage operations for the production order physical

Bucket - synchronize the bucket on all resources virtual

2 Simulative Evaluation of Production

2.1 Comparison of Production Planning with Different Scopes

Production planning and control approaches differ in its behavior and execution
to create and execute a feasible schedule. To solve the scheduling problem, Leusin
differentiated between the classical, heuristic and artificial approaches [31]. The
classic approach as well as the most artificial approaches, try to gather as much
information as possible and creates a production plan upon that information.
To deal with deviations in the production process the approach is executed peri-
odically, but the synchronization of information is costly. Thus an execution is
not possible for every deviation in the plan. In contrast, a self-organizing pro-
duction acts immediately based on local information and is not inheriting a long
term production plan. The challenge is to evaluate any approaches based on
equal data and equal deviation, even if the algorithm does not inherently react
to changes. Figure 2 shows a simulation architecture [27], where the production
planning approach is embedded. The simulator requests to initiate a planning
cycle from the embedded approach (1). After finish the planning cycle the sim-
ulator requests (2) and receives (3) the schedule. The simulation executes the
schedule and incorporates deviations, which are used as feedback (4) for the next
cycle. This architecture allows to analyze the influence of new arriving customer
orders, machine break downs, deviations of processing times and many more.

The final examination after the simulation can be done based on primary,
secondary and tertiary objectives of production planning and control. Of course,
that measures can be weighted, adopted to the needs.
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Fig. 2. Abstract communication sequence to run simulation [27]

2.2 Test Data Generation

Acquiring valid test data is a common problem for scientific research. Test data
can be obtained from real production, problem library’s or from a data generator
[49]. Extracting test data from real productions suffer from inconsistency or not
qualified for public release due to compliance concerns [14]. Problem libraries
often provide only a small amount of test data, which are static and not sufficient
to test dynamic behavior. Generated data overcomes all these problems, but are
difficult to match with real data. To create master data as realistic as possible we
generate data based on statistical key measures of production, that describes the
structure of a production [25]. This key measures include the degree of complexity
(1), degree of multiple use (2), organizational degree (3) as well as the average
depth of the bill of material and the average number of operations attached to
each material.

The degree of complexity (C) indicates how many other products a product
consists of on average, where pred(p) represents the amount of products that go
into the product p [33].

C =

∑

p∈P

|pred(p)|

|P\Ppurchase| (1)

The degree of multiple use (U) describes how often a material is used in other
materials [18], where P represents the set of materials and succ(p) the set of
materials entering the materialp.

U =

∑

p∈P

|succ(p)|

|P\Psale| (2)

The degree of organisation (O) is a measure of the production type. It can
be adjusted to all values between 0.0 (pure flow-shop) and 1.0 (pure job-shop).



Impact of Self-organization on Tertiary Objectives of Production 115

In the following formula M represents the number of machine groups and πij the
probability of the transition from machine group i to machine group j [13,49].

O =
1

M − 1

M∑

i=1

M∑

j=1

(πij − 1
M

)2 (3)

In addition, the generated data includes the number of resource groups, the
number of resources for each group, and the number of tools that can be equipped
with the average setup and processing times for each resource-tool combination.
Based on this values it is possible to vary the generated data to reflect different
product and resource structures [35]. Figure 3 shows the three basic product
structures that are possible. Converging product structures, are created when
many purchase materials become processed to few end products. In contrast, a
divergent product structure produces many end products from a small amount
of purchased material.

(a) Convergent (b) Divergent (c) Mixed

Fig. 3. Different product structures

2.3 Evaluation Scenario

To accompany the development of future productions towards matrix produc-
tion, we simulate a production with four resource groups. Each resource group
consists of four machines and one operator. Each resource can equip up to six
machine-group-related tools. This configuration results in 96 possible resource
combinations. The operator is responsible for tool changes, which take 30 min
in average. The Self-organizing production combines operations with the same
resource requirements, According to earlier studies [24] the influence of the degree
of organization is negligible and set to 0.7. The degree of organization would have
a major influence if the system groups production orders to lots. Therefor, the
created operations tend to be flow-shop oriented. The average processing time of
one operation is set to ten. Recent tests have also shown that a converging struc-
ture is beneficial for the self-organizing production, due to the greater freedom
of choice in how to react to deviations. To create a converging product structure,
the degree of complexity is set to 1.9 and the degree of utilization is set to 1.3
with average structural depth of four. Based on 100 generated sales product,
on average each sales product consists of six assemblies with five operations per
assembly and an average processing duration of 300 min. The exponential dis-
tributed inter arrival time of new customer orders is used to achieve a target
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resource utilization of 80%. This prevents overloading of the product system
[45]. The due date of each customer order was set based on Blocher’s proposed
calculation of total work content [6], which multiplies the total operations dura-
tion by a self-defined tightness factor. Blocher recommends to use a normally
distributed tightness factor with a mean of ten and a standard deviation of two.
For the evaluation of the tertiary objects, we simulated three weeks of produc-
tion under the assumption that production is running 24 h a day and no breaks
are taken. In order to check whether and when self-organization in production is
worthwhile and to be able to better assess the degree of fulfilment of the tertiary
objects, we compared self-organizing with a centrally planned production. The
centrally organized production schedules all new orders every 4 h. It takes into
account feedback from production and includes all new orders. It should be noted
that the centrally planned production we used is very complex and must be con-
figured separately for each production scenario. For the present tests, we used
the standard configuration and selected the weighting of the target parameters
according to the goals of the self-organizing production, and prioritized adher-
ence to deadlines and the lot formation. The applied deviation of the operations
processing time is log normally distributed with the given operation duration as
expected value and an increasing deviation from zero to 35%.

3 Evaluation Regarding Tertiary Objectives

3.1 Efficiency

Performance evaluation is a multi-criteria subject. It is hard to create a single
indicator that reflects all performance related values. One simple measure would
be to calculate productivity by dividing the output by the input [38]. Another
approach to measure performance is developed by the logistic industry, known as
‘Data Envelopment Analysis’ that convert multiple measures into one [53]. Also
important to note is the difference between efficiency and effectiveness in produc-
tion. Efficiency measures the allocation of resources across alternative uses, that
means it is about minimizing the input for a given level of output. Effectiveness
describes the ability to maximize the return for a given level of input.[15] For
production systems it is common to use the ‘Overall Equipment Effectiveness’
(OEE) developed by S. Nakajima [40] that origins from total productive mainte-
nance and aims for an zero loss production [43]. The OEE calculation is shown
in formula 4. The calculation includes:

– Performance: as the ratio between the time a machine takes to process an
operation to the time it originally should take.

– Availability: as the ratio of resource operating time to the total available
operating time

– Quality: as the ratio of total number of units produced in expected quality
to the total number of units that were started

OEE = Performance · Availability · Quality (4)
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Figure 4 shows a decrease in effectiveness as soon as a deviation occurs. Both
systems are able to handle the deviations with ease. The OEE remains stable for
both productions. The self-organizing production is able to deal with deviations
as it partially reschedules the affected operations. In addition, it is also able
to distribute the work more evenly over the resources and produces an even
workload over time. The central planning system carries out rescheduling every
4 h and is therefore able to react delayed to deviations in production. As a rule,
centralized production planning is only carried out once per shift or day, so the
effectiveness of production might fall as the intervals between the individual
planning runs increase.
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Fig. 4. Comparison of self-organized and central production planning in terms of overall
equipment efficiency (OEE)

3.2 Robustness

Uncertainty in production stems from longer processing times, machine failures
and other disturbances. The ability to deal with this disturbances and operate
within tolerable boundaries is called robustness. In context of production plan-
ning and control, robustness can be defined for a created schedule but also for
the procedure that creates the schedule [41]. That means a production schedule
is robust if the schedule is able to absorb disturbances without the necessity of
rescheduling [41]. Robustness for a procedure is usually measured by evaluat-
ing the real results compared to the expected results [36]. McPhail categorized
different robustness metrics such as

– Expected value metrics; which are evaluated across different scenarios
– Metrics of higher order moments; such as variance and skewness, which

express the range of performance
– Regret-based metrics; where the difference between the performance of

the selected option compared to the best option is evaluated
– Satisfying metrics; which are calculated based on the range of acceptable

performance
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and provides selection criteria for robustness metrics depending on the risk of
occurrence of a deviation and its impact [36]. Jin reviewed robustness measures
with the focus on reliability in open multi-agent systems [20]. A production
system is always expected to meet the due dates of customer orders. Figure 5
shows on the left side the compliance with the due date of customer orders for
the simulated range of deviations. The diagram also shows that self-organizing
production and centrally planned production are equally robust to deviations.
However, the self-organizing production is able to make better use of the free
spaces in the schedule and meets the deadlines slightly better than the centrally
planned system, while it is able to keep a smaller distance to the due date.
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Fig. 5. Comparison of self-organized and central production planning in terms of
robustness

3.3 Stability

A production schedule is called stable if deviations do not affect the order and
resource allocation of an operation. The approach to measure scheduling stabil-
ity is to measure the changes from one schedule to another [55]. However, this
measurement does not include the increasing impact of changes to operations
that occur shortly before the current time. Therefore, an additional weight is
applied to some metrics to reflect the proximity of the change to the current
time period [45]. Heisig divided the closeness of change into short term and long
term stability [19]. Wu and Billaut discussing different methods for evaluation
of stability in time delay systems [5,54]. They point out that it is important
that process stays withing the control limits. Hence, if deviations on operations
occur consistent but the output of the system remains within a defined bounds,
the system is considered stable. A stable system can continue in a regular way
without changes to its behavior or environment.
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Fig. 6. Comparison of self-organized and central production planning in terms of
stability

In context of production planning and control is a stable system a system
that is able to continue its work and keep the production cycle time (flow) at
same rate. Figure 6 shows that the self-organizing production is stable, even with
increasing deviation of the processing time from operations it is able to reduce
the cycle time in case of deviations (left) and that with small fluctuations (right).
This can be explained, as the increasing deviation does trigger the partial plan-
ning more frequent and therefore a better basis for negotiation for scheduling is
created due to new information that might not directly influenced the negotia-
tion process before. The central planing system is less stable and shows a slightly
increasing lead time as soon as the deviation arise.
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Fig. 7. Comparison of self-organized and central production planning position

Hence, Fig. 7 shows the impact of short term changes by investigate the aver-
age number of changes per position and planning period and the average time
span of a change per position. Our analysis (left) confirms that the self-organized
production planning conducts much more frequent short-term changes to cover
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uncertainties and stabilize the production flow. However, the time adjustments
made by the self-organized production planning (right) are lower and cen-
tered around the original scheduled position compared to the central production
planning.

3.4 Adaptiveness

The ability of perform promptly reconfiguration to suite changing conditions at
short notice is called adaptivness [16]. Hence, adaptivness is an important abil-
ity to enable production planning and control handle volatile customer demands
and new products [34]. In addition to the technical requirements that enable
the rapid adaptation of the resources themselves, the underlying production
planning and control in particular must be able to cope with the fast changing
requirements to provide an efficient production planning and control [16,42].
Zaeh proposes a holistic approach and modular system architectures to create
an adaptable production systems [56], which is also capable to support adaptiv-
ness on production planning and shop floor control. In general, modular system
architectures are naturally designed to provide adaptive behavior and (self)-
adaptive manufacturing is already an established concept in modern manufac-
turing [60]. However, most production planning and control system define them
self as adaptive without any quantity measurement. Although the changeover
times are typically used to measure the adaptivness of a production system, it is
not an adequate indicator to prove the efficiency at increasing level of complex-
ity. Clark [12] postulate that the effectiveness of a complex adaptive system, is
not a measure of its complexity but what it does with that complexity. Based on
these assumptions, production planning and control should provide a steady and
well-balanced OEE, even with an increasing amount of complexity. On the one
hand, complexity in production planning and control can be scaled production
wide, by increasing the amount of resource groups, resources and setup possibil-
ities. On the other hand, complexity can be increased by the inputs such as a
higher order volume and a higher variety of product variants. In our evaluation,
we investigate how both, the self-organizing production planning and control and
a central production planning and control, cope with an increasing complexity
by increasing the number of machines and number of possible setups. Thus we
evaluate the overall equipment efficiency for each level of complexity. The results
in Fig. 8 (right) show less deviations referred to the higher complexity levels, this
is caused by the same reason the cycle-time is reduced with higher deviation.
The central planned production show an increased deviation with an increasing
amount of resources. From this point of view, we can certify a better adaptivness
to the self-organizing production planning and control algorithm.
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Fig. 8. Comparison of self-organized and central production planning in terms of adap-
tiveness

3.5 Scalability

It is vital for production planning and control systems to scale well with growing
level of complexity. Poorly scaling systems will suffer from exponentially increas-
ing cost when coping with growing level of complexity [8]. Cost can arise, i.e.
from increasing processing effort, more storage space requirement or higher cost
rates. Bondi divides scalability into three areas [8]:

– Load: the system will function gracefully without delay
– Space: allocation of resources does not exceed tolerable amounts
– Space-Time: the system will function gracefully with increasing number of

objects

Scalability of a system is more than just operate at scale, it is to operate and
make efficient use of the systems given resources [21]. A typical metric is the
measurement is the scale from a somehow calculated value of complexity to
another and the efficiency key performance indicator. For software and algo-
rithms the key performance indicator is typically the computational work. An
economic production system will always try to work at his maximum capacity,
hence an increased amount of customer order will not lead to a desired com-
parison. It would only overload the production and show how the system fail to
achieve its objectives. Space scalability is given in the self organizing production
as well as in the central organized production, just by adding new resources to
the configuration. In order to test space-time scalability we increased the group
size for each resource group by two resources for every test. That means we
added two resources to each group and adjusted the arrival rate to hit about
the same OEE for the self-organized and the central organized production. The
calculation of the required computational time for the central organized produc-
tion is done by taking just the computational time for each scheduling cycle to
explicitly exclude simulation time. For the self-organizing production we took
the time between each simulation step where a partially scheduling took place.
The results shown in Fig. 9 show an non linear increase of the computational
time by the factor two to three for both systems. Within each simulation run
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the central planned production has a much higher variance in the computation
time. What stands out is the required computational time in general which is
approximately five times higher for the central planned production than for the
self-organizing production.
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Fig. 9. Comparison of self-organized and central production planning in terms of scal-
ability

3.6 Flexibility

The Association of German Engineers (VDI) defined flexibility as the range of
a certain indicator, i.e. output rate. A flexible machine can operate within that
range without changing its structure [52]. Thus, flexibility describes the possible
number of configurations over time, but this is a machine-based definition. Marks
provided a skill-based approach to support automatic adoption of resources to
situational requirements [34]. A more broad definition is bought by Shewchuk
and Zelenovic [47,58] as they reviewed flexibility and distinguish in:

– Machine flexibility: provides the basic flexibility and is necessary for all
flexibility types. Thus, machine flexibility is given and hard to change. A
basic measurement would be the number of different operations a machine
can perform.

– Material handling flexibility: describes the ability to link every machine
to every other machine and thus enable alternative routing through the pro-
duction, mainly by utilizing different transportation systems.

– Operation flexibility, describes the ability to process materials with alter-
native operations.

– Product flexibility: describes how efficient the production is altered to
process new materials. Thus production flexibility is a key factor for rapidly
changing markets.

– Routing flexibility: describes the ability to process an operation by different
resources. Through pooling of resources with the same capability it is possible
to create flexible schedules and have a balanced load on resources [57].
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– Process flexibility: is described by the number of operations that can be
processed without setups. While each setup requires time and is negative
impacts for the production systems resource utilization, an increased number
of setups can lead to reduced lead times and a higher adherence to due.

– Volume flexibility: describes the ability of the production system to operate
efficient at different customer order volumes.

– Expansion flexibility: describes how simple a production resource can be
added to increase capacity when needed.

Billaut defined the term execution flexibility (similar to operation flexi-
bility), where all machines must have the highest loading ratio. Then, execution
flexibility is achieved when a balanced production plan exists, which is able to
meet the demand [5]. However, this would require that there are no bottlenecks
resources in the production that occur naturally. Policella suggested to rate flex-
ibility by calculating the slack of each operation, thus deviation that result in
a right shift of operations have a minor effect to other operations [41]. Another
way would be to measure how close the start of the operation is in relation
to the planned start [10]. All those flexibility measures require that an actual
schedule exists and an periodic rescheduling takes place. But the self-organizing
production is not holding a long term schedule and reacts immediately with a
partial reallocation of resources based on incoming events. The most appropriate
measure to flexibility is the amount of operations that the production is able to
process with increasing deviations on processing times. This is shown in Fig. 10.
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Fig. 10. Comparison of self-organized and central production planning in terms of
flexibility

The diagram shows clear advantage of the self-organizing production over
the centrally planned. In the range from zero to ten percent deviation processing
times of the operations, the centrally planned processes slightly less operations
than the self-organized production but that is caused by the packing of opera-
tions closer to the due date. In range of 15–35% deviation of the processing times
of the operations, the self-organized production keeps a high processing rate of
operations over the time, while the centrally planned production is not able to
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process as many operations. In this way, self-organizing production is able to
able to process the same amount of operations with increasing deviations, which
implies that it adjusts resources and routes according to the current situation.

4 Conclusion and Outlook

4.1 Conclusion and Outlook

In this paper we examined the importance of tertiary objects for modern pro-
duction planning and control systems and defined possible key indicators. Fur-
thermore, we have shown how a quantitative evaluation based on previously
defined tertiary objects is carried out and how they are applied to different pro-
duction planning approaches. In addition, we gave a short introduction to self-
organizing production, presented our self-organizing production and carried out
a competitive evaluation with centrally planned production. The self-organizing
production was able to hold its own and was in no way inferior to the central
system. On the contrary, under the influence of uncertainty, self-organizing pro-
duction showed fewer deviations than centrally planned production in all indica-
tors considered. The evaluation and development of self-organizing production
will continue and will lead towards flexible, adaptive, robust, stable, scalable and
efficient production systems in the future.
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Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-642-31893-1 1

8. Bondi, A.B.: Characteristics of scalability and their impact on performance. In:
Woodside, M., Gomaa, H., Menasce, D. (eds.) Proceedings of the Second Interna-
tional Workshop on Software and Performance - WOSP 2000, pp. 195–203. ACM
Press, New York (2000). https://doi.org/10.1145/350391.350432

9. Bueno, A., Godinho Filho, M., Frank, A.G.: Smart production planning and control
in the industry 4.0 context: a systematic literature review. Comput. Industr. Eng.
149, 106774 (2020). https://doi.org/10.1016/j.cie.2020.106774

10. Buzacott, J.: The fundamental principles of flexibility in manufacturing systems.
[No source information available] (1982)

11. Caesar, B., Grigoleit, F., Unverdorben, S.: (Self-)adaptiveness for manufactur-
ing systems: challenges and approaches. SICS Softw.-Intensive Cyber-Phys. Syst.
34(4), 191–200 (2019). https://doi.org/10.1007/s00450-019-00423-8

12. Clark, J.B., Jacques, D.R.: Practical measurement of complexity in dynamic sys-
tems. Proc. Comput. Sci. 8, 14–21 (2012). https://doi.org/10.1016/j.procs.2012.
01.008
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testdaten für die simulation von produktionen. In: Franke, J., Schuderer, P.
(eds.) Simulation in Produktion und Logistik 2021, pp. 565–574. Cuvillier Verlag,
Göttingen (2021)

26. Krockert, M., Munkelt, T., Matthes, M.: SOBA: a self-organizing bucket architec-
ture to reduce setup times in an event-driven production. In: IARIA (ed.) ADAP-
TIVE 2020 (2020)

27. Kronberger, G., Kerschbaumer, B., Weidenhiller, A., Jodlbauer, H.: Automated
simulation model generation for scheduler-benchmarking in manufacturing, pp.
45–50 (2006)

28. Kurbel, K.: Enterprise Resource Planning und Supply Chain Management in der
Industrie: Von MRP bis Industrie 4.0. De Gruyter-Studium, De Gruyter Olden-
bourg, Berlin and Boston, 8, vollst. überarb. und erw. auflage edn. (2016)
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Abstract. Optimized decisions is required by businesses (analysts) if
they want to stay open. Even thought some of these are from the know-
how of the managers/executives, most of them can be described mathe-
matically and solved (semi)-optimally by computers. The Group Modular
Choquet Random Technique for Order of Preference by Similarity to Ideal
Solution (GMC-RTOPSIS) is a Multi-Criteria Decision Making (MCDM)
that was developed as a method to optimize the later types of problems,
by being able to work with multiple heterogeneous data types and inter-
action among different criteria. On the other hand the Choquet integral is
widely used in various fields, such as brain-computer interfaces and clas-
sification problems. With the introduction of the CC-integrals, this study
presents the GMC-RTOPSIS method with CC-integrals. We applied 30
different CC-integrals in the method and analyzed its results using 3 dif-
ferent methods. We found that by modifying the decision-making method
we allow for more flexibility and certainty in the choosing process.

Keywords: CC-integral · Decision making · Generalized choquet
integral · GMC-RTOPSIS

1 Introduction

Business managers rely on the right decisions to keep their business competi-
tive. Many times a decision has to be made by multiple analysts and consid-
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TIC), PNPD/CAPES (464880/2019-00) and CAPES Financial Code 001, CNPq
(301618/2019-4), FAPERGS (19/2551-0001279-9, 19/ 2551-0001660) and, the Span-
ish Ministry of Science and Technology (PC093-094TFIPDL, TIN2016-81731-REDT,
TIN2016-77356-P (AEI/FEDER, UE)).

c© Springer Nature Switzerland AG 2022
J. Filipe et al. (Eds.): ICEIS 2021, LNBIP 455, pp. 129–148, 2022.
https://doi.org/10.1007/978-3-031-08965-7_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-08965-7_7&domain=pdf
http://orcid.org/0000-0002-8293-0126
http://orcid.org/0000-0002-3776-0260
http://orcid.org/0000-0003-1595-7676
http://orcid.org/0000-0001-6986-9888
http://orcid.org/0000-0003-2434-4302
http://orcid.org/0000-0002-1279-6195
https://doi.org/10.1007/978-3-031-08965-7_7


130 J. Wieczynski et al.

ering various criteria. This is a time consuming and expensive task. Although,
most of the time, it can be solved by an algorithm or mathematical model, like
route, supplier chain, and location problems [1,7,24], releasing the pressure of
the decision from the managers, and allow them to work on other processes of
the company/industry.

The Technique for Order of Preference by Similarity to Ideal Solution (TOP-
SIS) [12] is one of the multi-criteria decision making (MCDM) methods that
ranks the best possible solution among a set of alternatives. This approach is
based on pre-defined criteria, using the alternative’s distance to the best and
worst possible solutions for the problems, Positive and Negative Ideal Solutions
(PIS and NIS), respectively.

In 2017, the Group Modular Choquet Random TOPSIS (GMC-RTOPSIS)
[15] was introduced. The method generalized the original TOPSIS allowing it
to deal with multiple and heterogeneous data types. The approach models the
interaction among the criteria by using the discrete Choquet integral [6]. The
Choquet integral allows a function to be integrated by using non-additive fuzzy
measures [5,6], which means that it can consider the interaction among the
elements that are being integrated [9,21]. The GMC-RTOPSIS learns the fuzzy
measure associated with the criteria with a Particle Swarm Optimization (PSO)
algorithm [26].

The CT -integrals [19] is a generalization of the Choquet integral that replaces
the product operation by triangular norm (t-norm) functions [13]. The CT -
integrals are a family of integrals that are pre-aggregation functions [19]. Addi-
tionally, CT -integrals are averaging functions, i.e., the result is always between
the minimum and maximum of the input.

The T-separation measure [27] was introduced and applied in the GMC-
RTOPSIS instead of the Choquet integral. In this study, the authors consid-
ered five different T-separation measures to tackle Case Study 2 from [15]. The
problem consists of choosing a new supplier for a company by asking various
decision-makers to give their opinions with different criteria. The problem is
posed with a variety of data types, such as probability distributions, fuzzy num-
bers, and interval numbers. The paper also proposed to use the t-norm that
better discriminates the first ranked alternative to the second one by calculating
the difference of the rankings. The approach presented good results when using
the �Lukasiewicz t-norm (T �L), giving a better separation between the ranked
alternatives than the standard Choquet integral.

After introducing theCT -integrals, Lucca et al. haveproposed theCC-integrals
[18]. CC-integrals are a generalization of theChoquet integral in its expanded form,
satisfying some properties, such as averaging, idempotency, and aggregation [11].
The authors applied the CC-integral in classification problems, showing that the
function based on the minimum is the one that produced the highest performance
of the classifier. The CC-integrals have been studied in the literature by Dimuro
et al., where the properties of CMin integrals [10,16,20] were analyzed.

In this paper, we expand the analysis of the CC-separation measure study
[28] by increasing the number of CC-integrals analyzed, elevating the 11 from
the previews article to 30 in this one. We, again, apply the CC-integrals in
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an application as an example, the same used in [15,27,28]. To better visualize
the analysis by using the ΔR1,R2 difference we plotted it for each of the 30
different CC-integrals. Thereafter, in addition to using the ΔR1,R2 difference, we
also analyze the results using the mode functions to find the alternative which
most appears as first in the ranks. Finally, we introduce a new way to compare
the ranks produced by different copula functions by using a mix of the ΔR1,R2

difference and the mode function.
The paper is organized as follows: Sect. 2 introduces the basic concepts about

the fuzzy set theory and TOPSIS decision making, in addition to reviewing
the definition of CC-separation measure. In Sect. 3 we detail our experiment,
the required definitions of the decision-making problem and also introduce an
alternative approach to compare the results from different CC-integrals. Lastly,
the conclusion is in Sect. 4.

2 Background Theory

In this section, we recall the preliminary concepts necessary to develop the paper.

2.1 Fuzzy Set Theory

A Fuzzy Set [29] is defined on a universe X by a membership function μa : X →
[0, 1], denoted by

a = {〈x, μa(x)〉 | x ∈ X} .

We call a trapezoidal fuzzy number (TFN) the fuzzy set denoted by
a = (a1, a2, a3, a4), where a1 ≤ a2 ≤ a3 ≤ a4, if the membership function
μa is defined on R as:

μa(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x−a1
a2−a1

, if a1 ≤ x < a2

1, if a2 ≤ x ≤ a3

a4−x
a4−a3

, if a3 < x ≤ a4

0, otherwise.

A measure of the distance between two TFNs a = (a1, a2, a3, a4) and
b = (b1, b2, b3, b4) is defined as:

d(a, b) =

√
√
√
√1

4

4∑

i=1

(ai − bi)
2
.

The defuzzified value of a TFN a = (a1, a2, a3, a4) is given by:

m(a) =
a1 + a2 + a3 + a4

4
.

An intuitionistic fuzzy set (IFS) A is defined on a universe X by a member-
ship function μA : X → [0, 1] and a non-membership function νA : X → [0, 1]
such that μA(x) + νA(x) ≤ 1, for all x ∈ X, that is:
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A = {〈x, μA(x), νA(x)〉 | x ∈ X} .

Let μ̃A and ν̃A be the maximum membership degree and the minimum
non-membership degree, respectively, of an IFS A.

An IFS A is an intuitionistic trapezoidal fuzzy number (ITFN), denoted by

A = 〈(a1, a2, a3, a4) , μ̃A, ν̃A〉
where a1 ≤ a2 ≤ a3 ≤ a4, if μA and vA are given, for all x ∈ R, by

μA(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x−a1
a2−a1

μ̃A, if a1 ≤ x < a2

μ̃A, if a2 ≤ x ≤ a3

a4−x
a4−a3

μ̃A, if a3 < x ≤ a4

0, otherwise

and

νA(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1−ν̃A

a1−a2
(x − a1) + 1, if a1 ≤ x < a2

ν̃A, if a2 ≤ x ≤ a3

1−ν̃A

a4−a3
(x − a4) + 1, if a3 < x ≤ a4

1, otherwise.

The distance between two ITFNs A = 〈(a1, a2, a3, a4) , μ̃A, ν̃A〉 and B =
〈(b1, b2, b3, b4) , μ̃B , ν̃B〉 is:

d(A,B) =
1
2

[dμ̃(A,B) + dν̃(A,B)]

where

dκ(A,B) =
{

1
4

[

(a1 − b1)2 + (1 + (κA − κB)2)

(1 + (a2 − b2)2 + (a3 − b3)2)

− 1 + (a4 − b4)2
]}1/2

for κA = μ̃A and κB = μ̃B when κ = μ; and for κA = ν̃A and κB = ν̃B when
κ = ν.

Aggregation functions (AF) [11] are used to unify inputs into a single value
representing them all and are defined as a function that maps n > 1 arguments
onto the unit interval, that is, a function f : [0, 1]n → [0, 1] such that the
boundaries, f(0) = 0 and f(1) = 1, with 0,1 ∈ [0, 1]n, and the monotonicity
properties, x ≤ y =⇒ f(x) ≤ f(y), ∀x,y ∈ [0, 1]n, hold.

A triangular norm (t-norm) is an aggregation function T : [0, 1]2 → [0, 1]
that satisfies, for any x, y, z ∈ [0, 1]: the commutative and associative properties
and the boundary condition.

An overlap function [3] O : [0, 1]2 → [0, 1] is a function that satisfies the
following conditions:
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– O is commutative;
– O(x, y) = 0 ⇐⇒ xy = 0;
– O(x, y) = 1 ⇐⇒ xy = 1;
– O is increasing;
– O is continuous.

A bivariate function Co : [0, 1]2 → [0, 1] is called a copula [22] if, for all
x, x′, y, y′ ∈ [0, 1] with x ≤ x′ and y ≤ y′, the following conditions hold:

– Co(x, y) + Co(x′, y′) ≥ Co(x, y′) + Co(x′, y);
– Co(x, 0) = Co(0, x) = 0;
– Co(x, 1) = Co(1, x) = x.

The Choquet integral is defined based on a fuzzy measure [25], that is, a
function m from the power set of N to the unit interval, m : 2N → [0, 1], that
for all X,Y ⊂ N holds the conditions:

(1) m(∅) = 0 and m(N) = 1;
(2) if X ⊂ Y , then m(X) ≤ m(Y ).

From this, Choquet defined the integral as: Let m be a fuzzy measure. The
Choquet integral [6] of x ∈ [0, 1]n with respect to m is defined as:

Cm : [0, 1]n → [0, 1]

x →
n∑

i=1

(
x(i) − x(i−1)

)
m(A(i))

where (i) is a permutation on 2N such that x(i−1) ≤ x(i) for all i = 1, . . . , n,
with x(0) = 0 and A(i) = {(1), . . . , (i)}.

Notice that one can use the distributive law to expand the Choquet integral
into:

Cm =
n∑

i=1

(
x(i)m(A(i)) − x(i−1)m(A(i))

)
(1)

Recently, the Choquet integral was generalized by copula functions. By sub-
stituting the product operator by copulas in the expanded form of the Choquet
integral (Eq. 1), CC-Integrals [18] were introduced.

Let m be a fuzzy measure and Co be a bivariate copula. The Choquet-like
integral based on copula with respect to m is defined as a function CCo

m : [0, 1]n →
[0, 1], for all x ∈ [0, 1]n, by

CCo
m =

n∑

i=1

Co
(
x(i), m(A(i))

) − Co
(
x(i−1), m(A(i))

)
(2)

where (i), x(i) and A(i) is defined as the Choquet integral.
It is important to note that the Choquet integral, the CT -integrals, and

the CC-integrals are averaging functions, i.e., the results from them are always
bounded by the minimum and maximum of their input.
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2.2 Decision Making

The GMC-RTOPSIS [15] is a decision making algorithm that improved the clas-
sic TOPSIS [12] by allowing groups of decision-makers, modularity in the input,
multiple input types and, by using the Choquet integral, the ability to measure
the interaction among different criteria.

Figure 1 shows an overview of the decision making process with the Choquet
integral. Here three different decision-makers give their ratings for three products
based on three criteria. These ratings are then processed and inserted in the
Choquet integral, where the interaction between the criteria is calculated. After,
the results are ranked according to their highest classiness coefficient value.

Fig. 1. Image description of the decision making process using the Choquet integral.
Source: the authors [28].

To describe the GMC-RTOPSIS method let q represent the q-th decision
maker in a collection of Q ∈ N = {1, 2, 3, . . .} ones. Let A = {A1, . . . , Am}
be the set of alternatives for the problem and Cq = {C1, . . . , Cnq

} represent the
criteria set for decision maker q. With C = {C1, . . . ,CQ} = {C1, . . . , Cn}, where
n =

∑Q
q=1 nq, representing the criteria set of all the decision makers. From these

notations we can represent each of the q-th decision maker by the matrix below
(Eq. (3)), called decision matrix DM:

DMq =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

C1 C2 · · · Cnq

A1 sq
11(Y

q) sq
12(Y

q) · · · sq
1nq

(Y q)

A2 sq
21(Y

q) sq
22(Y

q) · · · sq
2nq

(Y q)

...
...

...
. . .

...
Am sq

m1(Y
q) sq

m2(Y
q) · · · sq

mnq
(Y q)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

(3)

Each matrix cell sq
ij(Y

q), with 1 ≤ i ≤ m, 1 ≤ j ≤ nq, is called the rating
of the criterion j for alternative i. Also, notice that the rating is a function
of Y = (Yrand, Ydet), which are factors that model random and deterministic
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events. Random events are modeled by stochastic processes, and deterministic
are events which are not random, like time, location or a parameter of a random
event. A fixed value x of the deterministic vector is called a state, and the set of
all states is represented by X .

In possession of all decision matrices from all decision-makers Q, the algo-
rithm can be applied. The process is quite similar to the original TOPSIS, pre-
sented in 1981. It uses the same definition of Positive Ideal Solution (PIS) and
Negative Ideal Solution (NIS) that are, respectively, the one that is closer to
the best possible solution and the one that is distant from the best possible
solution, see Eq. (4). The most significant difference is that each criterion may
use a different distance measure since each may have its own type. So, the dis-
tances of each criterion are calculated separately and aggregated afterward in
the separation measure step of the algorithm (see Fig. 2).

Fig. 2. Diagram of the GMC-RTOPSIS process. The separation measure step is where
the CC-separation measure is used. Source: The authors [28].

In order to ease the comprehension of our approach, we present in Fig. 2 the
steps of the GMC-RTOPSIS, where:

Step 0. Select a state x ∈ X not yet processed;
Step 1. Normalize all matrices;
Step 2. Select the PIS, denoted by s+j (Y ), and the NIS, denoted by s−

j (Y ),
considering, for each j ∈ {1, . . . , n}, respectively:
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s+j (Y ) =

⎧
⎨

⎩

max
1≤i≤m

sij , if it is a benefit criterion,

min
1≤i≤m

sij , if it is a cost/loss criterion,

s−
j (Y ) =

⎧
⎨

⎩

min
1≤i≤m

sij , if it is a benefit criterion,

max
1≤i≤m

sij , if it is a cost/loss criterion;
(4)

Step 3. Calculate the distance measure for each criterion Cj , with j ∈ {1, . . . , n},
to the PIS and NIS solutions, that is,

d+ij = d(s+j (Y ), sij(Y )),

d−
ij = d(s−

j (Y ), sij(Y )),

where i ∈ {1, . . . , m} and d is a distance measure associated with the criteria
data type;
Step 4. Calculate the separation measure, for each i ∈ {1, . . . , m}, using the
Choquet integral as follows:

S+
i (Y ) =

√
√
√
√

n∑

j=1

((
d+i(j)

)2

−
(
d+i(j−1)

)2
)

mY (C+
(j))

S−
i (Y ) =

√
√
√
√

n∑

j=1

((
d−

i(j)

)2

−
(
d−

i(j−1)

)2
)

mY (C−
(j))

where d+i(1) ≤ . . . ≤ d+i(n), d−
i(1) ≤ . . . ≤ d−

i(n), for each j ∈ {1, . . . , n},
C+

(j) is the criterion correspondent to d+i(j), C−
(j) is the criterion correspon-

dent to d−
i(j), C+

(j) = {C+
(j), C

+
(j+1), . . . , C

+
(n)}, C−

(j) = {C−
(j), C

−
(j+1), . . . , C

−
(n)},

C+
(n+1) = C−

(n+1) = ∅, d+i(0) = d−
i(0) = 0 and mY is the learned fuzzy measure by

a particle swarm optimization algorithm [26].
Here, the separation measure is the square root of the Choquet integral of
squared distances, and this means that it is the square root of a d-Choquet
integral [4]. Also, for each state, we may have a different fuzzy measure, which
means that the fuzzy measure is dependent on Ydet

Step 5. For each i ∈ {1, . . . , m}, calculate the relative closeness coefficient to the
ideal solution with:

CCi(Y ) =
S−

i (Y )
S−

i (Y ) + S+
i (Y )

;

Step 6. By using probability distributions in the DM, it is introduced a boot-
strapped probability distribution in the CCi values, so as a point representation
for this distribution we minimize a pre-defined risk function:
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cci = arg min
c

R(c)

= arg min
c

∫

R

L(c, CCi(Y )) dF (CCi(Y )); (5)

Step 7. If there is at least one non-processed state x, return to Step 0;
Step 8. Aggregate the cci values from all the states with ĉci = fx∈X (cci(x)),
where f is an aggregation function.
Step 9. Finally, rank the alternatives from the highest to the lowest ĉci values.

2.3 Generalization of the GMC-RTOPSIS by Using CC-Integrals

Using the Choquet integral in the separation measure, the GMC-RTOPSIS
method allows for interaction among different criteria. This is the step where
this study incorporates the CC-integrals in place of the Choquet integral.

We remind the definition of the CC-separation measure by:

Definition 1 (CC-separation measure [28]). Let Co be a bivariate copula
and m a fuzzy measure. A CC-separation measure S∗ : [0, 1]2 → [0, 1] is defined,
for all i ∈ {1, . . . , m}, by the functions:

S+
i (Y ) =

√
√
√
√

n∑

j=1

Co

((
d+i(j)

)2

, mY

(
C+

(j)

))

− Co

((
d+i(j−1)

)2

, mY

(
C+

(j)

))

S−
i (Y ) =

√
√
√
√

n∑

j=1

Co

((
d−

i(j)

)2

, mY

(
C−

(j)

))

− Co

((
d−

i(j−1)

)2

, mY

(
C−

(j)

))

where d+i(j), d−
i(j), C+

(j), C−
(j) and mY are defined as in Step 4 of the GMC-

RTOPSIS algorithm. Note that the separation measure is the squared root of the
CC-integral, which is an aggregation function as shown in [18].

3 Experiments

In this section, we present the application of the CC-separations in the GMC-
RTOPSIS. To do so, we start describing the methodology adopted in the study;
after that, the example in which we apply our approach is described, and lastly,
the obtained results are presented and discussed.

3.1 Methodology

In this study, we will apply the proposed CC-separation measure to the Case
Study 2 introduced in [15] and used in [27] to ease the comparison between the
different CC-integrals.

To perform the simulation, we used 10,000 samples from the DM. We also
applied a particle swarm optimization to learn the fuzzy measure using 30 par-
ticles and 100 interactions. The PSO is used since the original method had good
outcomes with the method.
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Table 1. Examples of Copulas [28].

(I) T-norms

Definition Name/Description

TM (x, y) = min{x, y} Minimum

TP (x, y) = xy Algebraic Product

TL(x, y) = max{0, x + y − 1} �Lukasiewicz

TNM (x, y) ={
min {x, y} if x + y > 1

0 otherwise

Nilpotent Minimum

THP (x, y) =

{
0 if x = y = 0

xy
x+y−xy

otherwise
Hamacher Product

(II) Non-associative overlap functions

Definition Reference/Description

OB(x, y) = min{x
√

y, y
√

x} Cuadras-Augé family of copulas [22]

OmM (x, y) = min{x, y} max{x2, y2} [8,23]

Oα(x, y) = xy(1 + α(1 − x)(1 − y)),

where α ∈ [−1, 0[ ∪ ]0, 1]
[2,17]

(III) Non-associative copulas, which are neither t-norms nor overlap functions

Definition Reference/Description

CF (x, y) = xy + x2y(1 − x)(1 − y) [13]

CL(x, y) = max{min{x, y
2
}, x + y − 1} [2]

CDiv(x, y) =
xy+min{x,y}

2
[2]

We highlight that we used 20 different values for the α parameter, varying it by 0.1 from −1.0 to
1.0 excluding 0.0, as the function Oα is not defined for this value.

For the risk function, given in Eq. (5), we used the squared loss (Table 1):

L(cc, CCi) = (cc − CCi)2 .

This results in the mean function being the point estimator for the process.
Also, we used the Weighted Arithmetic Mean aggregation function for Step

8 of the algorithm:

WAMi = w(S1) · cci(S1) + w(S2) · cci(S2).

For the analysis of the results from the different copula functions, we use two
different approaches. The first one is by using the Big Delta [28], defined bellow,
to see which copula function gives the biggest difference between rankings first
and second.

ΔR1,R2 = max (ĉ1) − max (ĉ2)

where ĉ1 = {ĉci | i ∈ {1, . . . , m}} and ĉ2 = ĉ1 − {max (ĉ1)}.
The latter is by using the mode function in the first of the ranks, which gives

the most appeared alternative.
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Lastly, it is important to notice that since we are only changing the Cho-
quet function in the method, it maintains the original complexity described in
Lourenzutti et al. [14].

3.2 The Decision-making Problem

This section describes the investigated problem to which we apply the GMC-
RTOPSIS with the CC-integrals.

A company needs a new supplier for a provision and is evaluating four dif-
ferent suppliers, namely A1, A2, A3 and A4. The company called three of its
managers to analyze the suppliers and give their ratings based on their criteria.

The first manager is a budget manager. He considered the price per batch
(in thousands) as C

(1)
1 , warranty (in days) as C

(1)
2 and payment conditions (in

days) as C
(1)
3 . Also, it was considered that the demand for the product is higher

in December. He modeled it by using a binary variable τ , that is τ = 0 when
the month is between January and November, and τ = 1 when it is December.
Finally, he assigned a weight for each of his criterion with a weighting vector:
w(1) = (0.5, 0.25, 0.25).

The second manager, a product manager, considered the price as C
(2)
1 , deliv-

ery time (in hours) as C
(2)
2 , production capacity C

(2)
3 , product quality C

(2)
4 and

the time to respond to a support request (in hours) as C
(2)
5 . Additionally, to

account for the reliability in the production process and what a failure in the
process could cause to the supplier’s production capacity, he let Pi be a random
variable such that Pi = 0 occurs when there are no failures in the production
process of the supplier Ai, and Pi = 1 when there are failures. Also, in December,
the production is accelerated, so the chance of failure is higher, so he modeled a
stochastic process with the help of the function:

fi(x, y) = x
(
1 + y(Pi + τ)2

)
.

Lastly, the production capacity was modeled by using ITFNs:

s213 =
(
(0.81+P1 , 0.91+P1 , 1.01+P1 , 1.01+P1), 1.0, 0.0

)

s223 =
(
(0.81+4P2 , 0.91+4P2 , 1.01+4P2 , 1.01+4P2), 0.7, 0.1

)

s233 =
(
(0.61+2P3 , 0.71+2P3 , 0.81+2P3 , 1.01+2P3), 0.8, 0.0

)

s243 =
(
(0.51+3P4 , 0.61+3P4 , 0.81+3P4 , 0.91+3P4), 0.8, 0.1

)
.

This manager selected the same weight for all criteria, i.e.,
w(2) = (0.2, 0.2, 0.2, 0.2, 0.2).

The commercial manager was the third. He considered the product lifespan
(in years) as C

(3)
1 , social and environmental responsibility as C

(3)
2 , the quantity of

quality certifications as C
(3)
3 and the price as C

(3)
4 . The weighting vector provided

by this manager is w(3) = (0.25, 0.12, 0.23, 0.4).
The Pi distribution was determined by historical data of each supplier and

it is given as follows:



140 J. Wieczynski et al.

Table 2. Decision matrices for the managers [28].

(a) Budget manager

Alternatives C
(1)
1 C

(1)
2 C

(1)
3

τ = 0 τ = 1

A1 260.00(1 + 0.15τ) 90 G G
A2 250.00(1 + 0.25τ) 90 P W
A3 350.00(1 + 0.20τ) 180 G I
A4 550.00(1 + 0.10τ) 365 I W

(b) Production manager

Alternatives C
(2)
1 C

(2)
2 C

(2)
3 C

(2)
4 C

(2)
5

A1 260.00 U(f1(48, 0.10), f1(96, 0.10)) s213 I [24, 48]
A2 250.00 U(f2(72, 0.20), f2(120, 0.20)) s223 P [24, 48]
A3 350.00 U(f3(36, 0.15), f3(72, 0.15)) s233 G [12, 36]
A4 550.00 U(f4(48, 0.25), f4(96, 0.25)) s234 E [0, 24]

(c) Commercial manager

Alternatives C
(3)
1 C

(3)
2 C

(3)
3 C

(3)
4

A1 Exp(3.5) W 1 260.00
A2 Exp(3.0) W 0 250.00
A3 Exp(4.5) P 3 350.00
A4 Exp(5.0) I 5 550.00

Table 3. Linguistic variables and their respective trapezoidal fuzzy numbers [28].

Linguistic variables Trapezoidal fuzzy numbers

Worst (W) (0, 0, 0.2, 0.3)

Poor (P) (0.2, 0.3, 0.4, 0.5)

Intermediate (I) (0.4, 0.5, 0.6, 0.7)

Good (G) (0.6, 0.7, 0.8, 1)

Excellent (E) (0.8, 0.9, 1, 1)

For τ = 0:

p(P1 = 0|S1) = 0.98,

p(P2 = 0|S1) = 0.96,

p(P3 = 0|S1) = 0.97,

p(P4 = 0|S1) = 0.95.

For τ = 1:

p(P1 = 0|S2) = 0.96,

p(P2 = 0|S2) = 0.92,

p(P3 = 0|S2) = 0.96,

p(P4 = 0|S2) = 0.90.
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Considering all the DMs, we have the following underlying factors: a random
component Yrand = (P1, P2, P3, P4) and a deterministic component Ydet = τ that
has two states: S1 when τ = 0 and S2 when τ = 1. The underlying factors can be
represented by Y = (Yrand, Ydet). The managers agreed that the state S2 was
more important, since the production is higher, so they gave it a higher weight
for it in the aggregation step (Step 8 of the method) by setting w(S1) = 0.4 and
w(S2) = 0.6.

The DMs of all managers are presented in Table 2, where the linguistic vari-
ables (W, P, I, G and E) are defined as in Table 3.

The company, considering the opinion of manager 2 more important, assigned
a weighting vector for the managers represented by w = (0.3, 0.4, 0.3). Fur-
thermore, they wanted to include some interaction between the criteria, so a
variation of 30% was allowed for each fuzzy measure in relation to the coefficient
in the additive fuzzy measure. This measure is calculated computationally by
means of the PSO algorithm [15,26].

3.3 Results

The aggregated ranked results are presented in Table 4 (mean and standard
deviations shown in Table 5). The table shows for each copula function Co, the
rank of alternatives from columns 2 to 5, with each alternative’s aggregated value
inside parenthesis. Column ΔR1,R2 shows the difference between the aggregate
values between the alternative ranked first and the second.

To ease the comprehension of the results, we provide in Fig. 3, for each con-
sidered CC-integral, the difference between the first (A3) and second (A4) ranked
alternative. Also, in that Figure, we sort the ranks from the biggest to the small-
est values of ΔR1,R2. The functions are presented in the X axis, where the value
adopted by the function is provided. The Y axis are the values related to the
difference value. Finally, for each function, we provide the value of the difference
above each line.

From Fig. 3, one can observe that the biggest difference is achieved by the
�Lukazievicz t-norm. On the other hand, the smallest difference is achieved by
the Oα, with the parameter set as −1.

Our first analysis used the ΔR1,R2 as the criterion to choose which rank one
should consider when using multiple CC-integrals. From that we can see that for
the t-norms the values are proportional to the ones presented in the study that
used CT -integral instead of the Choquet integral [27]. As in that paper, here the
T �L t-norm has the biggest difference, with ΔR1, R2 = 0.0700. Although the T �L
presented such a big difference, the other t-norms did not do so well. One can
see that only the TMN t-norm performs well compared with the copulas, such
as Oα and CF .

The second biggest difference was achieved by using the copula Oα with α
parameter set to 0.6, with ΔR1, R2 = 0.0502. The next of this family tested was
the one with α = −0.2, where it resulted in a quite lower difference value, with
only ΔR1, R2 = 0.0425. Among the other tested overlap functions from the α
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Table 4. Rank of the alternatives with each of the Co, ordered by the biggest ΔR1,R2

value.

Co Ranked 1st Ranked 2nd Ranked 3rd Ranked 4th ΔR1,R2

TL A3(0.6462) A4(0.5762) A1(0.4616) A2(0.3782) 0.0700

O0.6 A3(0.5897) A4(0.5395) A1(0.4716) A2(0.4282) 0.0502

CF A3(0.5991) A4(0.5525) A1(0.4453) A2(0.4194) 0.0466

O−0.2 A3(0.6034) A4(0.5609) A1(0.4498) A2(0.4034) 0.0425

TNM A3(0.5919) A4(0.5493) A1(0.4713) A2(0.3910) 0.0425

O0.3 A3(0.5959) A4(0.5574) A1(0.4584) A2(0.4104) 0.0385

O−0.4 A3(0.6002) A4(0.5621) A1(0.4441) A2(0.4012) 0.0382

O−0.3 A3(0.5989) A4(0.5616) A1(0.4436) A2(0.4059) 0.0373

O−0.8 A3(0.6089) A4(0.5735) A1(0.4368) A2(0.3936) 0.0354

O0.5 A3(0.5910) A4(0.5563) A1(0.4573) A2(0.4191) 0.0347

O0.8 A3(0.5847) A4(0.5502) A1(0.4546) A2(0.4082) 0.0345

O−0.9 A3(0.6096) A4(0.5752) A1(0.4252) A2(0.3930) 0.0344

O0.2 A3(0.5917) A4(0.5578) A1(0.4658) A2(0.4066) 0.0339

O−0.5 A3(0.6020) A4(0.5706) A1(0.4390) A2(0.3989) 0.0314

O0.1 A3(0.5953) A4(0.5659) A1(0.4453) A2(0.3962) 0.0294

OmM A3(0.5995) A4(0.5715) A1(0.4454) A2(0.3927) 0.0280

O−0.6 A3(0.5960) A4(0.5695) A1(0.4344) A2(0.3955) 0.0265

O−0.1 A3(0.5934) A4(0.5676) A1(0.4545) A2(0.3990) 0.0258

O0.4 A3(0.5821) A4(0.5575) A1(0.4648) A2(0.4157) 0.0246

CDiv A4(0.5234) A3(0.5016) A1(0.4868) A2(0.4250) 0.0218

O0.9 A3(0.5775) A4(0.5558) A1(0.4498) A2(0.4039) 0.0217

O0.7 A3(0.5797) A4(0.5590) A1(0.4425) A2(0.4048) 0.0207

O−0.7 A3(0.5959) A4(0.5766) A1(0.4256) A2(0.3876) 0.0193

O1.0 A3(0.5764) A4(0.5578) A1(0.4370) A2(0.4061) 0.0187

CL A4(0.5273) A3(0.5097) A1(0.4914) A2(0.4361) 0.0176

THP A3(0.5351) A4(0.5221) A1(0.5049) A2(0.4308) 0.0131

TP A3(0.5821) A4(0.5701) A1(0.4346) A2(0.3977) 0.0120

OB A3(0.5511) A4(0.5395) A1(0.4713) A2(0.4133) 0.0116

TM A4(0.5229) A3(0.5118) A1(0.4737) A2(0.4386) 0.0110

O−1.0 A3(0.5980) A4(0.5894) A1(0.4234) A2(0.3765) 0.0086

family the ΔR1,R2 differences ranged from as low as 0.0086 to as high as 0.0385,
for α = −1.0 and α = 0.3 respectively.

The copula CF had the third biggest ΔR1,R2, difference achieving 0.0466.
On the other hand, the CDiv had less than half of the CF difference with only
ΔR1,R2 = 0.0218. And lower was the CL with a difference of ΔR1,R2 = 0.0176.
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Table 5. Mean and standard deviation of the alternatives for State 1 and State 2.
The highest mean for each function and state is in boldface and the alternative with
highest mean for the criterion has an asterisk*.

State State 1 (S1, τ = 0) State 2 (S2, τ = 1)

Ai A1 A2 A3 A4 A1 A2 A3 A4

Co Mean Std.Dev Mean Std.Dev Mean Std.Dev Mean Std.Dev Mean Std.Dev Mean Std.Dev Mean Std.Dev Mean Std.Dev

CDiv 0.5100 0.0101 0.4654 0.0187 0.5139 0.0202 0.5221 0.0191 0.4713 0.0293 0.3980 0.0088 0.4934 0.0242 0.5242 0.0307

CF 0.4774 0.0181 0.4604 0.0173 0.6074 0.0858 0.5270 0.0135 0.4239 0.0194 0.3921 0.0208 0.5935 0.0710 0.5695 0.0174

CL 0.5251* 0.0082 0.4670 0.0144 0.5335 0.0058 0.5242 0.0126 0.4690 0.0427 0.4155 0.0165 0.4938 0.0186 0.5293 0.0314

O1.0 0.4339 0.0356 0.4248 0.0151 0.5802 0.0584 0.5673 0.0155 0.4390 0.0293 0.3937 0.0139 0.5739 0.0539 0.5514 0.0263

O0.9 0.4679 0.0126 0.4350 0.0100 0.5900 0.0592 0.5597 0.0088 0.4377 0.0297 0.3831 0.0156 0.5691 0.0544 0.5532 0.0269

O0.8 0.4704 0.0130 0.4357 0.0112 0.5882 0.0664 0.5581 0.0100 0.4441 0.0383 0.3898 0.0186 0.5824 0.0544 0.5449 0.0337

O0.7 0.4579 0.0203 0.4318 0.0113 0.5938 0.0625 0.5619 0.0111 0.4323 0.0382 0.3868 0.0156 0.5703 0.0564 0.5570 0.0329

O0.6 0.4852 0.0134 0.4791* 0.0232 0.5742 0.0731 0.5078 0.0108 0.4625 0.0266 0.3943 0.0165 0.6001 0.0593 0.5607 0.0214

O0.5 0.4856 0.0142 0.4466 0.0124 0.5918 0.0851 0.5455 0.0119 0.4385 0.0303 0.4008 0.0139 0.5904 0.0597 0.5635 0.0194

O0.4 0.4788 0.0130 0.4427 0.0133 0.5630 0.0678 0.5493 0.0135 0.4554 0.0284 0.3977 0.0159 0.5948 0.0708 0.5629 0.0201

O0.3 0.4688 0.0173 0.4379 0.0154 0.5952 0.0733 0.5518 0.0139 0.4515 0.0224 0.3921 0.0186 0.5964 0.0570 0.5611 0.0205

O0.2 0.4686 0.0167 0.4292 0.0152 0.5932 0.0689 0.5630 0.0133 0.4639 0.0382 0.3916 0.0213 0.5907 0.0613 0.5543 0.0308

O0.1 0.4568 0.0127 0.4282 0.0117 0.6013 0.0791 0.5656 0.0098 0.4377 0.0275 0.3749 0.0223 0.5913 0.0611 0.5661 0.0232

O−0.1 0.4585 0.0152 0.4256 0.0121 0.5993 0.0672 0.5683 0.0103 0.4518 0.0210 0.3813 0.0162 0.5895 0.0678 0.5671 0.0188

O−0.2 0.4721 0.0134 0.4311 0.0113 0.6046 0.0773 0.5631 0.0088 0.4349 0.0345 0.3849 0.0210 0.6026 0.0615 0.5595 0.0302

O−0.3 0.4708 0.0142 0.4328 0.0157 0.6056 0.0738 0.5571 0.0145 0.4254 0.0353 0.3879 0.0184 0.5944 0.0611 0.5646 0.0318

O−0.4 0.4616 0.0145 0.4256 0.0158 0.6069 0.0787 0.5649 0.0144 0.4325 0.0411 0.3850 0.0167 0.5958 0.0665 0.5602 0.0360

O−0.5 0.4637 0.0150 0.4228 0.0138 0.6218 0.0731 0.5702 0.0121 0.4225 0.0353 0.3830 0.0139 0.5888 0.0662 0.5709 0.0318

O−0.6 0.4564 0.0131 0.4228 0.0138 0.6108 0.0865 0.5686 0.0117 0.4197 0.0408 0.3773 0.0159 0.5862 0.0679 0.5701 0.0362

O−0.7 0.4291 0.0111 0.4121 0.0135 0.5998 0.0743 0.5796 0.0127 0.4232 0.0298 0.3713 0.0172 0.5933 0.0635 0.5746 0.0272

O−0.8 0.4546 0.0148 0.4174 0.0151 0.6272 0.0767 0.5739 0.0138 0.4250 0.0379 0.3777 0.0155 0.5967 0.0720 0.5733 0.0322

O−0.9 0.4347 0.0115 0.4183 0.0153 0.6194 0.0818 0.5713 0.0158 0.4189 0.0308 0.3762 0.0124 0.6030 0.0710 0.5778 0.0273

O−1.0 0.4290 0.0108 0.4030 0.0101 0.6123 0.0716 0.5921* 0.0079 0.4196 0.0354 0.3588 0.0193 0.5885 0.0664 0.5876 0.0281

OB 0.4843 0.0148 0.4443 0.0138 0.5584 0.0422 0.5487 0.0101 0.4626 0.0360 0.3926 0.0156 0.5462 0.0388 0.5334 0.0306

OmM 0.4519 0.0134 0.4218 0.0171 0.6119 0.0772 0.5668 0.0156 0.4411 0.0308 0.3733 0.0150 0.5912 0.0789 0.5746 0.0271

THP 0.4976 0.0083 0.4648 0.0141 0.5328 0.0169 0.5253 0.0125 0.5097* 0.0198 0.4081 0.0114 0.5367 0.0207 0.5199 0.0157

TL 0.4702 0.0482 0.4360 0.0116 0.6438* 0.0367 0.5588 0.0119 0.4558 0.0506 0.3397 0.0334 0.6478* 0.0477 0.5878* 0.0250

TM 0.4701 0.0478 0.4615 0.0217 0.5326 0.0018 0.5279 0.0231 0.4761 0.0270 0.4234* 0.0232 0.4980 0.0087 0.5195 0.0269

TP 0.4567 0.0120 0.4270 0.0093 0.5976 0.0655 0.5674 0.0098 0.4198 0.0396 0.3782 0.0190 0.5718 0.0605 0.5719 0.0360

Additionally, one can see that the TP t-norm resulted in one of the smallest
ΔR1,R2 differences. This may consequently introduce a doubt on which of the
alternatives is the better one, since their aggregated values are close. Moreover,
notice that when using Cdiv, CL and TM copulas the alternatives A3 and A4

change position. This is from the influence of the state 2 result, where these
functions may have weighted higher criteria for alternative A4. Furthermore,
the relative small difference ΔR1,R2 make the top of the rank prone to invert
positions.

Last, it is observable in the obtained results that the copulas THP , TP , OB

and TM obtained a similar performance in the lowest part of the table, with the
smallest separations.

Our second analysis considers the mode function applied to the ranked first
alternatives. From the 30 mix of Co functions and parameters (when necessary),
27 of them ranked first the Alternative 3 (A3) and only 3 ranks have Alternative
4 (A4) as the first one. Additionally to the alternative A3 appearing much more
in first, one can notice that the ΔR1,R2 difference generally achieves much high
degrees, being up to 3.2 times the difference to when the alternative A4 is ranked
first.
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Fig. 3. ΔR1,R2 differences between the 2nd and 1st ranked alternatives, ordered by
biggest to lowest.

3.4 An Alternative Approach to Multiple Ranks Resulted
by CC-Integrals

From the results one can see that the alternative A3 was much more preferable to
rank as first one when compared to alternative A4 because of both, the biggest
ΔR1,R2 differences and also the fact that this alternative (A3) appears much
more in the first place, when multiple Co functions are used in the CC-separation
measure. But this is not always the case, when we have alternatives much more
close together this may give agglomerate both ranks, that is, half + 1 of the
results may give alternative Au as the first one and the other half - 1 may give
alternative Av as the first in the rank. Additionally, the ΔR1,R2 = ΔAu,Av

may
be too similar to ΔR1,R2 = ΔAv,Au

for some Co functions.
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To overcome this little issue, we suggest the use of ΔR1,R2 differences’ mean
for each alternative ranked first. That is:

ΔAi,R1,R2 =
|ARi|
|AR| ·

∑

ΔR1,R2∈ARi

ΔR1,R2

where ARi is the set of ΔR1,R2 values that has the alternative Ai as ranked first
and AR is the set of all ranked alternatives.

By calculating this for each alternative that achieved first rank we can com-
pare and use the one with the biggest ΔAi,R1,R2 value.

For example, take the problem described early in this article. There we have
27 of the 30 CC-integrals ranking the alternative A3 as the first one and only
3 ranked alternative A4 as the first. Therefore we can use the above formula to
see which one to choose. For the alternative A3 we have:

ΔA3,R1,R2 =
|AR3|
|AR| ·

∑

ΔR1,R2∈AR3

ΔR1,R2 =
27
30

· 0.8301 = 0.7471.

And for alternative A4:

ΔA4,R1,R2 =
|AR4|
|AR| ·

∑

ΔR1,R2∈AR4

ΔR1,R2 =
27
30

· 0.0504 = 0.0454.

Therefore, since 0.7471 > 0.0454 we should use the alternative A3. Surely
that for this problem it was not necessary to use this method since the ΔR1,R2

and the mode had already demonstrated clearly that the alternative A3 should
be the chosen one.

4 Conclusion

The GMC-RTOPSIS is a decision method that chooses the alternative that is
closer to an ideal solution. It is capable of dealing with multiple data types as
inputs and, also, through the Choquet integral, considers the interaction among
different criteria.

In this paper, we extend the study of the CC-separation measure. That is a
measure to be used in the GMC-RTOPSIS method that utilizes the CC-integrals
instead of the Choquet integral. The CC-integrals is a generalization of the Cho-
quet integral that presented good results when applied in classification problems.

By using an example from the literature, we tested the method with 30 differ-
ent copula functions, with one of them using 20 distinct parameters. When ana-
lyzing by using the Big Delta function the results indicate that the �Lukasiewicz
t-norm is the best copula function to use in this example problem since it gives
the greatest separation between the alternatives ranked first and second. Addi-
tionally, the Overlap alpha family, with α = 0.6, the CF and the TNM also
presented good separations.
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Additionally, we demonstrated how to use the mode function as an alternative
to the Big Delta. Moreover, we introduced a solution to when some alternatives
may be too close together that both, the Big Delta difference and the mode
function may have too similar results. The solution is to use the Big Delta
means for each alternative ranked first and, then, compare its result.

By being able to verify the separation between the ranks, we can choose more
confidently the alternative that better suits the problem. Therefore, by using
multiple functions in the CC-separation measure, we can see how the problem
behaves in different situations.
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7. Deveci, M., Çetin Demirel, N., Ahmetoǧlu, E.: Airline new route selection based

on interval type-2 fuzzy MCDM: A case study of new route between Turkey-North
American region destinations. J. Air Transp. Manage. 59, 83–99 (2017). https://
doi.org/10.1016/j.jairtraman.2016.11.013, http://www.sciencedirect.com/science/
article/pii/S0969699716303337

8. Dimuro, G.P., Bedregal, B.: Archimedean overlap functions: the ordinal sum and
the cancellation, idempotency and limiting properties. Fuzzy Sets Syst. 252, 39–54
(2014). https://doi.org/10.1016/j.fss.2014.04.008, http://www.sciencedirect.com/
science/article/pii/S0165011414001699. Theme: Aggregation Functions

9. Dimuro, G.P., et al.: The state-of-art of the generalizations of the choquet integral:
from aggregation and pre-aggregation to ordered directionally monotone functions.
Inf. Fusion 57, 27–43 (2020). https://doi.org/10.1016/j.inffus.2019.10.005

10. Dimuro, G.P., Lucca, G., Sanz, J.A., Bustince, H., Bedregal, B.: CMin-integral: a
choquet-like aggregation function based on the minimum t-norm for applications
to fuzzy rule-based classification systems. In: Torra, V., Mesiar, R., De Baets, B.
(eds.) AGOP 2017. AISC, vol. 581, pp. 83–95. Springer, Cham (2018). https://doi.
org/10.1007/978-3-319-59306-7 9

11. Grabisch, M., Marichal, J.L., Mesiar, R., Pap, E.: Aggregation Functions, p. 480
(2009)

https://doi.org/10.1016/j.trpro.2020.03.134
https://doi.org/10.1016/j.trpro.2020.03.134
http://www.sciencedirect.com/science/article/pii/S2352146520303331
https://doi.org/10.1142/6036
https://www.worldscientific.com/doi/abs/10.1142/6036
https://doi.org/10.1016/j.fss.2018.04.008
https://doi.org/10.1016/j.fss.2018.04.008
https://doi.org/10.1016/j.jairtraman.2016.11.013
https://doi.org/10.1016/j.jairtraman.2016.11.013
http://www.sciencedirect.com/science/article/pii/S0969699716303337
http://www.sciencedirect.com/science/article/pii/S0969699716303337
https://doi.org/10.1016/j.fss.2014.04.008
http://www.sciencedirect.com/science/article/pii/S0165011414001699
http://www.sciencedirect.com/science/article/pii/S0165011414001699
https://doi.org/10.1016/j.inffus.2019.10.005
https://doi.org/10.1007/978-3-319-59306-7_9
https://doi.org/10.1007/978-3-319-59306-7_9


Application and Comparison of CC-integrals 147

12. Huang, C., Yoon, K.: Multiple Attribute Decision Making: Methods and Applica-
tions. A State-of-the-Art Survey. Lecture Notes in Economics and Mathematical
Systems, vol. 186. Springer, Heidelberg (1981). https://doi.org/10.1007/978-3-642-
48318-9

13. Klement, E.P., Mesiar, R., Pap, E.: Triangular Norms. Springer, Dordrecht, London
(2011). oCLC: 945924583

14. Lourenzutti, R., Krohling, R.A.: A generalized TOPSIS method for group decision
making with heterogeneous information in a dynamic environment. Inf. Sci. 330,
1–18 (2016). https://doi.org/10.1016/j.ins.2015.10.005. sI Visual Info Communica-
tion

15. Lourenzutti, R., Krohling, R.A., Reformat, M.Z.: Choquet based TOPSIS and
TODIM for dynamic and heterogeneous decision making with criteria interaction.
Inf. Sci. 408, 41–69 (2017). https://doi.org/10.1016/j.ins.2017.04.037

16. Lucca, G., Sanz, J.A., Dimuro, G.P., Bedregal, B., Fernández, J., Bustince, H.:
Analyzing the behavior of a CC-integral in a fuzzy rule-based classification sys-
tem. In: 2017 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE), pp.
1–6. IEEE, Los Alamitos, July 2017. https://doi.org/10.1109/FUZZ-IEEE.2017.
8015579

17. Lucca, G., Dimuro, G.P., Mattos, V., Bedregal, B., Bustince, H., Sanz, J.A.: A
family of Choquet-based non-associative aggregation functions for application in
fuzzy rule-based classification systems. In: 2015 IEEE International Conference on
Fuzzy Systems (FUZZ-IEEE), pp. 1–8. IEEE, Los Alamitos (2015). https://doi.
org/10.1109/FUZZ-IEEE.2015.7337911

18. Lucca, G., et al.: CC-integrals: Choquet-like Copula-based aggregation functions
and its application in fuzzy rule-based classification systems. Knowl.-Based Syst.
119, 32–43 (2017). https://doi.org/10.1016/j.knosys.2016.12.004

19. Lucca, G., et al.: Preaggregation functions: construction and an application. IEEE
Trans. Fuzzy Syst. 24(2), 260–272 (2016). https://doi.org/10.1109/TFUZZ.2015.
2453020

20. Mesiar, R., Stupňanová, A.: A note on CC-integral. Fuzzy Sets Syst. 355, 106–109
(2019). https://doi.org/10.1016/j.fss.2018.03.006, http://www.sciencedirect.com/
science/article/pii/S0165011418301015. Theme: Generalized Integrals

21. Murofushi, T., Sugeno, M.: An interpretation of fuzzy measures and the Choquet
integral as an integral with respect to a fuzzy measure. Fuzzy Sets Syst. 29(2),
201–227 (1989). https://doi.org/10.1016/0165-0114(89)90194-2

22. Nelsen, R.B.: An Introduction to Copulas. Springer, Heidelberg (2007). https://
doi.org/10.1007/0-387-28678-0

23. Pereira Dimuro, G., Bedregal, B., Bustince, H., Asiáin, M.J., Mesiar, R.: On
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Abstract. The implementation of intelligent systems in the processes
brings the industries of the mining and metallurgy sectors closer to the
context of Industry 4.0 and provides significant improvements, especially
in the production and consumption of raw materials and internal prod-
ucts. In this work, we propose an Artificial Intelligence System in Deep
Learning with Edge Computing to recognize the quasi-particles of the
Hybrid Pelletized Sinter (HPS) process in the steel industry. We train our
model with the aXeleRate tool using the Keras-Tensorflow framework
and MobileNet architecture. We then tested the model in an embed-
ded system using the SiPEED MaiX Dock board. The model validation
results were 98.60% precision and 100.00% recall. Bench-scale test results
were 100.00% precision and 70.00% recall. The results were promising
and indicate the feasibility of the proposal.

Keywords: Artificial intelligence · AIoT · Edge computing

1 Introduction

The mining-metallurgical sector is one of the most traditional productive areas
and in recent years, innovation and technology have developed new methods of
production and development [2,12,19,24,27,28]. Thus, innovative projects are
essential for the modernization of these processes, as they are of high economic
interest. In the steel industry, one of the main process parameters is the particle
size distribution of materials [35]. This concept means the size distribution of
the present particles, which allows their employability in the productive process.

When transiting through the production plant, engineers and operators need
to know the granulometric distribution continually. This information is essential
as a process parameter or for making decisions under critical conditions. Along
the steel industry process, the materials are transported using conveyor belts
in many stages. These granulometric distribution changes can jeopardize the
process if they are not within the required specifications [9].
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Thus, the implementation of an algorithm in an embedded system that clas-
sifies quasi-particles according to their particle size distribution provides a way
to solve this problem and improve the production process. Quasi-particles are
micro agglomerates of materials formed in the HPS (Hybrid Pelletized Sinter)
process [9,16]. We divided this problem into two steps: i) quickly identify the
presence of a tray containing a sample of quasi-particles in the industrial sam-
pler; ii) perform the particle size distribution of the material present in the
tray. Therefore, the objective of this work is to propose the implementation of
deep learning (DL) algorithm embedded in an edge computing device to classify
images according to the presence or absence of quasi-particles samples in a tray,
i.e., step i) of this process.

In this first conjecture, the user must photograph a sample of the material on
the conveyor belt. The result is accessible through the display and also through a
wireless network connection, which aims to classify that image as a quasi-particle
sample with or without quasi-particle in the tray, or if there is another object
causing interference. The use of artificial intelligence in edge computing devices
is still an open problem, and the use of edge AI devices allows the expansion of
deep learning to the IoT (Internet of Things) [5]. The implementation of an edge
computing solution avoids a high throughput of data transmission. This trend
takes the information and communication resources to the edge, with faster
services and responses to the end-user [5].

The fast response to detected conditions enables a better process control. For
instance, a granulometry pattern above the expected is an indicator of elevated
moisture, which can cause clogging in the material transfer chutes between the
conveyor belts. This event can paralyze the whole production process, exposing
the operators to risk conditions and losing productivity.

In the industry’s routine, this process can take a long time and does not guar-
antee quality. In many cases, this process takes substantial time changes, making
it impossible to enable quick responses due to changes in production variables. In
current applications, checking the particle size distribution of certain materials
takes place through a manual process. In this task, an operator collects a sample
of material from the production process and manually analyzes it with the aid
of a series of sieves in a laboratory to obtain the particle size distribution. This
procedure takes place several times a day, and the information obtained is used
as a parameter for making decisions about the process.

Thus, manual analysis motivated the development of a DL-based device to
detect the quasi-particle sample. We also incorporated this algorithm into a
specialized edge computing device to detect quasi-particles from the Hybrid Pel-
letized Sınter (HPS) steelmaking process.

This work consists of the extended version of the paper [21] published in the
ICEIS 2021 conference proceedings. Here, we organized the work to facilitate
the reader’s understanding of the methodological approach. As this work is an
extended version, we analyzed further related works, creating a solid theoretical
framework for our approach.

This paper is organized as follows: In Sect. 2, we review the literature and
some ground concepts of this topic. Section 3 presents some of state-of the-art
the related work. In Sect. 4, we present a description of the appliance features,
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including the Deep Learning algorithm and the specialized hardware. In Sect. 5,
we explain the employed experimental methodology. The results are presented
in Sect. 6, and we present further discussions in Sect. 7.

2 Theoritical References

In this section, we present some theoretical references about the concepts applied
to develop the proposed solution. This proposal’s main element is a Convolu-
tional Neural Network (CNN) applied to an edge computing solution. The pro-
posal relates to the usage of an application in images of dense scenes. Thus, it
is necessary to discuss both the issues related to the targeted problem itself and
the matters related to the Edge AI concept.

Some of the problems faced in this matter are similar to others presented in
the literature. For instance, we observed similar features from this work in preci-
sion agriculture appliances [11,25], and even in counting people in agglomeration
[32]. Among the presented challenges, we enforce some aspects:

– Occlusion - often quasi-particles overlap, causing partial occlusion;
– Complex background - homogeneity in the shape, texture, or color of the

background and objects;
– Rotation - images are often rotated at different angles;
– Lighting changes - images are exposed to different light levels during the day;
– Image resolution and noise - limits detection of small objects.

2.1 Deep Learning in Dense Scenes

Lecun et al. [14] state that Deep Learning (DL) is a set of techniques from
the Machine Learning universe, often referred to as Artificial Intelligence. These
algorithms’ formalization comes from the Artificial Neural Networks (ANN),
containing multiple hidden layers and massive training datasets. According to
Zhang et al. [32], DL algorithms represent state of the art on Machine Learning
techniques. Nonetheless, the detection of objects in dense scenes is particularly
challenging.

Zhang et al. [32] separate dense scenes into two different classes: quantity
dense scenes and internally dense scenes. In the first one, there is a large number
of objects of interest in the scene. The second one happens when the objects have
dense inner attributes. In both cases, labeling the data is a significant challenge,
as the classification is affected by noise and resolution on small objects detection.
According to these authors, the best DL architectures for classification in dense
scenes are VGGNet, GoogLeNet, ResNet. Also, the best architecture for object
detection are DetectNet and YOLO.

Gao et al. [7] analyzed 220 related works to understand the crowd counting
process systematically. These authors point out that the main challenge is the
detection of small objects in a scene. This trait happens as in crowd scenes,
the individuals’ heads are often too small. According to the authors, the most
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successful techniques for counting crowds based on detection are SSD, YOLO,
and RCNNs. Although these architectures had success in sparse scenes, these
networks had unsatisfactory results given scenes with occlusion, disorder, and
dense background. Furthermore, SSD is not efficient with small objects on the
images, as its intermediate layers resource mapping may dilute the detected
object’s information. For the R-CNN, Zhou et al. [33] proposed an improvement
based on PCA Jittering to enhance the detection of small objects on the Faster
R-CNN architecture.

The presented work display some of the challenges in developing Convolu-
tional Neural Networks (CNNs) capable of analyzing dense scenes with occluded
objects. This issue is more significant when the dataset complexity increases.
Developers often follow a synthetic database procedure to solve this problem,
with further validation with actual real data. The obtained results are usu-
ally good, except if there is a substantial deviation from the synthetic and real
datasets [32].

2.2 Edge AI Concepts

Another critical aspect of the solution is the algorithm persistence in edge com-
puting applications. The evolution of embedded computing technologies raises
the challenge of providing machine learning as services in edge applications with
quality. Thus, the creation of reduced models and specialized hardware create
the concept of an “Edge AI” [31]. This novel perspective targets using machine
learning in edge devices with independence from cloud applications.

Nonetheless, developing machine learning and especially DL models for edge
computing devices is a challenging task. Deep Neural Networks (DNNs) are gen-
erally computationally intensive models and require high computational power
[15]. Moving this application to the cloud requires high data throughput through
a network infrastructure. The growing number of devices can easily exceed net-
work capabilities [17].

Zhou et al. [34] state that there are some issues to solve for enabling the Edge
AI development. Among these challenges, we enforce:

– Programming and Software Platforms;
– Resource-Friendly Edge AI;
– Computational-Aware Techniques.

Another aspect to be considered when developing new edge computing solu-
tions is hardware restrictions. As mentioned earlier, most DL architectures
require high computational performance. One result of this problem is the inte-
gration of dedicated hardware to optimize Edge AI solutions [4,10,20,22].

The approach and recent availability of Edge AI solutions have contributed
to reconciling the concepts of edge computing and AI, and allow critical com-
puting and latency AI-based applications to run in real-time [1,30]. The authors
consider that edge and cloud are complementary: in the division of the AI life-
cycle workflow, we can deploy model training in the cloud and perform inference
at the edge.
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Cornetta and Touhafi [4] presented a review of the most popular machine
learning algorithms to run on resource-constrained embedded devices. The deep
learning techniques used in IoT devices were Artificial Neural Networks (ANN)
and Recurrent Neural Networks (RNN) and, for the authors, solutions based on
TensorflowLite are not yet fully implementable in embedded devices.

The work by Liu et al. [18] proposed a multisensor data anomaly detection
method based on edge computing in underground mining. In general, IoT tech-
nology is widely used in underground mining construction safety monitoring and
early warning, however, some problems are associated with data anomalies, such
as i) sensor failures, ii) environmental changes, and; iii) wireless data interfer-
ence. Other problems are associated with cloud processing: i) amount of invalid
and redundant data transmission that wastes limited network resources, ii) some
sensor data that has real-time requirements for detecting anomalies that may
be delayed, iii) latency to the cloud can be prohibitive for delay-sensitive appli-
cations and, iv) the transfer of sensitive data retrieved by IoT devices can raise
privacy issues [1,18,30].

Lin et al. [17] implemented a YOLOv3-based pavement defect detection sys-
tem in an embedded Xilinx ZCU104 system. The authors compacted the model
without significantly reducing accuracy by the quantization method, reducing
the size of the original model by 23% and comparing performance on the Xilinx
ZCU104 with an embedded Nvidia TX2 system. The running speed of Xilinx
ZCU104 was 27.4 FPS, which met the requirements of low power consumption
and real-time response.

Cob-Parro et al. [3] presented an intelligent video surveillance system to
detect, count, and track people in real-time on an embedded hardware system
with vision processing units (VPUs) modules on the UpSquared2 embedded
platform and MobileNet-SSD architecture for the task. The model achieved an
mAP (Mean Average Precision) of 72.7%. Edge AI performance on CPU was
13.93 ms while on VPU it was 8.71 ms.

3 Related Work

Given the importance of the iron ore agglomeration stage for the later stages
of the process, several studies have been carried out to control and monitor the
variables that interfere in the sintering and pelletizing processes.

Dias [6] proposed a granulometric control system for iron ore pellets by con-
trolling the water injection in the pellet drum, which, until then, was done man-
ually by the operators according to the need of the process. The results showed
that water addition tends to increase the pellets’ granulometry and that the
control tends to homogenize the pellets. However, for the controlled variable to
present stabilization, it would be necessary to study other parameters, such as
water saturation due to pellet recirculation outside the required particle size
range.

Studies on the influence of raw materials in the cold agglomeration pro-
cess of the HPS process were also studied, as shown in Januzzi [9]. The work
had the objective to characterize the raw materials, study the contribution of
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each of them in the cold agglomeration process, and adjust the parameters to
improve the process’s performance. One of the measures taken was the changes
in the granulometric distribution curves of serpentinite, limestone, and man-
ganese ore, which promoted an improvement in the quasi-particles’ average size.
Consequently, this measure causes “a positive effect on the suction pressure in
the sinter allowing the increase of layer height, gain in productivity and sin-
ter production” [9], once again demonstrating the importance of granulometric
distribution in the iron ore agglomeration process.

For the case where the manual control depended on the area operators to
obtain the adequate granulometry of the raw pellet, Passos et al. [23] developed
its work in the implementation of an advanced control system (SCAP) intending
to control the granulometry of the pellets raw materials acting on the speed and
feeding of the disks. The results showed the stability of the production process,
mainly in controlling the pellets’ granulometric distribution, the stability of the
dosage of inputs, and the hardening furnace’s increased permeability.

Souza [29] proposed the use of deep learning algorithms to identify iron
ore particles and measure their linear dimensions from images obtained in the
primary crushing operation. The authors evaluated the SSD, Faster R-CNN,
YOLOv3, and U-NET algorithms. The particles from the bench images con-
sisted of 4.8 mm to 19 mm fragments and the fragments from the industrial area
video images had dimensions greater than 200 mm. The results obtained in the
training of SSD, Faster R-CNN, and YOLOv3 networks showed low accuracy
and low assertiveness index. The U-NET network had an accuracy of 91.3%.
From the generated masks, the authors developed a routine with the OpenCV
computer vision library to generate a bounding box over the mask and supply
the side length of the box to measure the object.

Other works aimed to obtain the particle size distribution by images in iron
ore agglomeration processes. For example, to characterize ultra-fine materials
and medium-sized consumption, Gontijo [8] performed prior image processing
in a Scanning Electron Microscope (SEM). The image particles were digitized,
scaled in software, classified by color into size ranges (intervals), and, after clas-
sification, generated graphs of particle size distributions.

The work by Santos et al. [26] proposed an automatic image analysis routine
to identify the sintering quasi-particles and classify them into three classes, calcu-
late the fraction of the class area, circularity, and thickness of the adherent layer,
and, finally, quantify the mineral phases present in the quasi-particle nuclei. The
authors used samples produced in a pilot sinter plant, which were classified into
the following size ranges: >4.76 mm, 2.83–4.76 mm, and 1.00–2.83 mm, and the
size fraction of >1.0 mm was discarded.

Images were acquired by light reflected light microscopy with approximately
50x magnification and resolution of 2.05 µm/pixel. For digital image processing
and analysis, the authors used the Fiji image processing package. With the com-
puter used, the developed routine was able to process a 4.76 mm grain image in
about 6 min, while a 1.00 mm grain image took about 18 min due to the increased
number of particles.
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In the final result, the authors considered that the developed routine provided
good performance and speed, compared to human performance, as the system
was able to process 1.00 mm samples in about 20 min, while an operator can
take up to 6 h. Santos et al. (2019) concluded the work considering a future
work with the use of Convolutional Neural Networks (CNN) for segmentation,
as “CNNs can achieve high efficiency in classification and segmentation problems,
combining and sometimes exceeding performance human, as they are capable of
processing highly abstract resources” [26].

4 Edge AI Hardware

In this work, we decided to implement the solution using the SiPEED MAiX
Dock board, displayed in Fig. 1. Some performance numbers of the board are
shown in Table 1. The work of Klippel et al. [13] demonstrates the comparison
between SiPEED MaiX BiT, Raspberry Pi 3, and Jetson Nvidia Nano cards.
The authors implemented the SiPEED MaiX BiT for the detection of tears in
conveyor belts. The SiPEED MaiX Dock board is similar to the one used in this
work, and we follow the methodology proposed by Klippel et al. [13].

Fig. 1. SiPEED M1 Dock - demonstration [21].

Table 1. Embedded platform performance numbers [21].

Parameter Characteristics

CPU 64-bit RISC-v processor and core

Chipset K210 - RISC - V

Image recognition qvg at 60 fps/vg at 30 fps

Clock (GHz) 0.40

AI resources KPU

OS/Language uPython

Dimensions (mm) 60 × 43 × 5

This platform has an onboard device with artificial intelligence (AI) hardware
acceleration. MAiX is the module explicitly developed for SiPEED, designed to
perform AI. It offers high performance considering a small physical and energy
area, allowing the implantation of high precision AI and a competitive price.
The main advantages of this device are:
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– Complete hardware and software infrastructure to facilitate the deployment
of AI-based solutions;

– Good performance, small size, low energy consumption, and low cost, which
allows a broad deployment of high quality AI on board;

– It can be used for an increasing number of industrial use cases, such as pre-
dictive maintenance, anomaly detection, machine vision, robotics, and voice
recognition.

The SiPEED MAiX acts as the master controller, and the hardware has a
KPU K210. MaixPy is a framework designed for AIoT programming, prepare
on an AIoT K210 chip, and based on the Micropython syntax. MicroPython is a
lean and efficient implementation of the Python 3 programming language, which
includes a small subset of the standard Python library, and is optimized to run
on microcontrollers and in restricted environments, facilitating programming on
the K210 hardware. MAiX supports a fixed-point model that a conventional
training structure trains according to specific restriction rules and has a model
compiler to compile models in its model format. It is compatible with network
architectures Tiny-Yolo and MobileNet-v1.

The Kendryte K210 is a dual-core RISCV64 SoC with AI capability that has
machine vision capabilities and can perform low energy consumption Convolu-
tional Neural Networks (CNNs) calculations, with features for object detection,
image classification, detection and face recognition, obtaining target size and
coordinates in real-time and obtaining the type of target detected in real-time.
The KPU is a generalpurpose neural network processor with internal convolu-
tion, normalization, activation, and pooling operations. According to the manu-
facturer, it also has the following characteristics:

– Supports the fixed-point model that the conventional training structure trains
according to specific restriction rules;

– There is no direct limit on the number of network layers, and each layer of
the convolutional neural network parameters can be configured separately,
including the number of input and output channels, the width of the input
and output line, and the height of the column;

– Support for 1× 1 and 3× 3 convolution kernels;
– Support for any form of activation function;
– The maximum size of the supported neural network parameter for real-time

work is from 5 MiB to 5.9 MiB.

This work’s main contribution is the implementation of a deep learning
method on an edge device for application aimed at the industrial environment,
including practical tests on embedded hardware.

5 Experimental Metodology

This section assesses the experimental methodology used to validate the appli-
ance, given the targeted hardware. For this matter, we present the employed
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dataset, training process, and evaluation metrics. We test a pilot application
classifier’s performance and validate the model’s transfer into the desired hard-
ware.

5.1 Dataset

We did not find any available database of iron ore quasi-particles or micro-
agglomerates. Therefore, one of our contributions was establishing a method to
elaborate a dataset with real images of an industrial environment. The images
used in the classifier training were elaborated from quasi-base reals in the indus-
trial environment, and synthetic images were created on a bench scale. In the
production process, a sampler removed several of the quasi-particles in trays
with the help of an operator. These samples are taken to a nearby environment
and photographed following a pre-established pattern.

We generated a dataset with 1368 images to create a pilot appliance, contain-
ing 1140 for training and 228 for validation (80/20 ratio). The dataset has three
different classes: quasi-particle, non-category, and empty. We also added 343 syn-
thetic images produced on the benchscale for the quasi-particle class training,
as presented in Fig. 2. These images were generated to avoid the problems of
overlapping and occlusion of the particles. We also added another 343 images of
samples of quasi-particles carried out in a company in the mining-metallurgical
sector with real data to contribute to the quasi-particle training dataset.

Fig. 2. Images of quasi-particles trays (main class), in: a) real industrial image; b)
synthetic image produced on a bench scale.
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5.2 Training the Deep Learning Model

We conducted the training of the deep learning model on the Google Collabo-
ratory platform. This process was carried out using the aXeleRate1 tool. This
application is a tool for training classification and detection models developed
using the Keras/Tensorflow framework.

To perform the desired task, we chose to use the MobileNet as CNN architec-
ture. We used version 0.75 MobileNet-224 v1, configured as a classifier, with 224
inputs, two layers fully connected with 100 and 50 neurons, and a dropout of 0.5.
The training session held thirty epochs, and the learning rate adopted was 0.001.
The initial weights of the model were loaded, considering the previous training
with the ImageNet dataset. Also, data augmentation was performed during the
training.

5.3 Edge AI Construction

For training, we implemented the aXeleRaTe framework, a Keras based
framework for AI on the Edge, to run computer vision applications (image classi-
fication, object detection, semantic segmentation) on edge devices with hardware
acceleration. AXeleRate simplifies the training and conversion of computer vision
models and is optimized for workflow on the local machine and Google Colab.
Supports conversion of trained model to: .kmodel (K210) and .tflite formats.

Figure 3 displays the process of using aXeleRate, with the main steps indi-
cated by the blue circles. In (1), the dataset is loaded from Google Drive for
training in the Keras-Tensorflow framework. Then (2), the model is delivered in

Fig. 3. Training and compilation with aXeleRate [21].

1 https://github.com/AIWintermuteAI/aXeleRate.

https://github.com/AIWintermuteAI/aXeleRate
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the .h5 format for classification and returns to Tensorflow (3) to be converted
into the .tflite format (4). Thus, it is delivered to nncase (5) to be compiled into
the format .kmodel (6), which is executed by KPU (7).

We assembled a SiPEED Dock plate for the execution of the bench-scale
model with synthetic images. For this test, we used two Python scripts used for
the tests. The first to capture photos with 224× 224 resolution and storage on
the SD card. The second to test the model from the storage data set previously
stored on the SD card.

5.4 Evaluation Metrics

At first, the classification model’s performance was calculated using the Con-
fusion Matrix, which shows the classification frequencies for each class of the
model. From this data, we extract the parameters: precision, given by 1, recall
given by 2 and F1, given by 3. These parameters define how well the model
worked, how good the model is for predicting positives, and the balance between
the precision and the recall of the model.

For this matter, we followed the presented definitions: TP is a true-positive
sample, FP is a false-positive sample, TN is a true-negative sample, and FN is a
false-negative. TP occurs when the main class prediction is correct, and FP when
it is mispredicted. TN occurs when the alternative class prediction is correct and
FN when it is mispredicted.

precision =
TP

TP + FP
(1)

recall =
TP

TP + FN
(2)

F1 = 2 ∗ precision * recall
precision + recall

(3)

6 Results

We present here the obtained results from the application of this procedure. Our
preliminary results indicate the system feasibility and show the constraints to
transport the model into the Edge AI device.

6.1 Training Model Performance

The training elapsed time was 54 min, reaching an accuracy of 98.60%. Figure 4
displays the evolution of the accuracy throughout the training stage. As displayed
in the graph, the model’s training converged in just ten iterations, indicating that
the model had no great difficulty in differentiating the classes of images present
in the database.
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Fig. 4. Metrics for the training process [21].

To validate the model, we created a dataset with 228 images (Table 2). These
frames were divided into three classes, containing 76 images each class: quasi-
particle, non-category, and empty (empty refers to the same tray, but without
the presence of quasiparticles). Table 3 displays the confusion matrix considering
quasi-particles as the main class and Table 4 shows the performance indicators.

Table 2. Distribution of images in the dataset by class.

Dataset Class Number of
images per class

Source Total number
of images

Validation set quase particle 76 38 real
38 synthetic

228

non category 76

Empty 76

Table 3. Confusion matrix of model - validation set [21].

Predict

quase particle non categpry Empty

Real quase particle 76 0 0

non category 1 74 1

Empty 0 0 76
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Table 4. Trained model performance at validation set [21].

Indicator Value

Precision 98,60%

Recall 100%

F1 99,34%

The model precision was 98.60%. The application displayed problems in clas-
sifying some uncategorized images with quasi-particle and empty trays. The data
suggest a good recall, which means that the model had a small error rate in
the quasi-particles’ classification when they were indeed quasi-particles. These
results demonstrate the feasibility of the recognition process using the proposed
dataset. This value enabled a balance in the F1 score.

6.2 Model Performance at Edge AI

We also tested the performance of the classifier in the edge computing candidate
platform. After training, we loaded the model into the SiPEED Maix Dock for
testing, as showed in Fig. 5. For this matter, we tested the system using images
from the three classes (quasi-particle, non-category, and empty). Table 5 displays
the confusion matrix and Table 6 shows the performance indicators.

In contrast to the value achieved in the validation set, or recall in the test
set dropped to 70%, evaluated from the SiPEED embedded system. This result
indicates that the model had to test positively for image simulations similar
to industrial environment images, as specified in Figs. 6 and 7, although for
synthetic images with spaced particles there was no difficulty, as defined in Fig. 8.

The work of Klippel et al. [13] implemented the SiPEED MaiX BiT to detect
failures in conveyor belts. Our results for training performance are similar to the
results obtained by Klippel et al. In the test performance, we obtained a lower
recall, as shown.

The recall value in the tests does not match the results obtained in the tests
carried out by Klippel et al. [13] To justify the value of 70%, we understand that
the data set can be improved to only real images in future analyses. Also, there
is a possibility of overfitting during training. In order to verify this hypothesis,
we intend to increase the database in future works.
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Fig. 5. SiPEED MaiX Dock - test demonstration [21].

Table 5. Confusion matrix of model - test set [21].

Predict

quase particle non categpry Empty

Real quase particle 7 2 1

non category 0 9 1

Empty 0 0 10

Table 6. Trained model performance at test set [21].

Indicator Value

Precision 100,00%

Recall 70,00%

F1 82,35%

These data demonstrate the difficulty of reconciling results obtained on a
bench scale with results close to real environments.
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Fig. 6. Example of recognition of quasi-particles simulating sampling in an industrial
environment during the test using SiPEED [21].

Fig. 7. Example of error in recognizing quasi-particles simulating sampling in an indus-
trial environment during the test using SiPEED [21].
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Fig. 8. Example of recognition of quasi-particles with sample developed on a bench
scale during the test using SiPEED [21].

7 Conclusion

In this work, we implement the first stage of the pipeline to perform the recog-
nition of quasi-particle images, with the identification of the sample through
images with Deep Learning (DL). The objective was to classify trays containing
quasi-particles, allowing them to differentiate themselves from other objects and
even from empty trays. We train our model for and embed it to perform real-time
inference on specialized Edge AI hardware. The advantages are (i) the start of
the pipeline for automatic detection of industrial samples that are taken for par-
ticle size analysis, as this activity is performed manually; (ii) Edge AI embedded
hardware implementation; (iii) solution developed for real-time inferential.

In developing the solution, we implemented a Convolutional Neural Network
(CNN) to classify the images obtained in the industry and in a bench-scale
to classify three situations. The main class is the recognition of the sample
containing the process quasi-particles. The trained, validated, and evaluated
model was embedded in an Edge Computing device for testing and evaluated
again. The dataset images comprise situations such as dense scenes, problems
such as occlusion, complex background changes, and light variations. Although
there are wide applications of DL in dense scenes, there are still open questions
to be resolved in the research process.

Deep learning models are computationally intensive. To perform real-time
edge inference, we tested our application on the embedded SiPEED MaiX Dock
board. This board features hardware and software infrastructure to enhance
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Edge AI application development. Tests with SiPEED allow the detection of
quasi-particles in synthetic images without difficulties, with the spaced distri-
bution of particles and control of variability in the environment, such as lumi-
nosity. However, tests with real images had some flaws, evidenced by the drop
in recall to 70%. Overfitting may have occurred during or training or, during
tests, influences associated mainly with daylight, occlusion between particles,
color homogeneity, and overlapping between objects.

Our work contributed to the implementation and evaluation of a work devel-
oped with a dataset of real images of the steel industry. Collecting data in an
industrial environment can be challenging, and in the early stages of develop-
ment, researchers sometimes choose to obtain their synthetic data in a bench-
scale and controlled environment. From the results obtained in this step, it was
possible to raise new hypotheses of approaches to improve the deep learning
algorithm. Furthermore, the results were promising and indicate the feasibility
of the proposal. We are in development for future work on the segmentation of
quasi-particles in the samples by size classes.
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Abstract. Many real-world optimization problems are online by nature,
requiring provably-good decisions that need to be made in the present
without knowing the future. At the heart of such decisions are online
algorithms. The input to an online algorithm is not given all at once but
arrives in portions over time. The online algorithm reacts to each arriv-
ing portion while targeting the optimization objective against the entire
input. In this paper, we consider a well-established branch of online opti-
mization problems in which some input portions can be rejected by pay-
ing an associated penalty and these penalties are incorporated into the
objective function. We study the online prize-collecting variants of three
well-known optimization problems: Connected Dominating Set, Vertex
Cover, and Non-metric Facility Location, and propose online algorithms
for these variants, measured using the competitive analysis framework.
The latter compares, in the worst case, the performance of the online
algorithm to the optimal offline solution constructed given all the input
sequence at once. Furthermore, we extend the study of prize-collecting
optimizations problems to the leasing setting in which resources are
leased, rather than bought, for different durations and prices.

Keywords: Optimization · Online algorithms · Competitive analysis ·
Prize-collecting · Penalties · Facility location · Vertex cover ·
Connected dominating set · Leasing

1 Introduction

The study of prize-collecting optimization problems was first initiated in the
offline setting in which the input sequence is entirely given to the algorithm
at once. These problems have been extensively studied in both theory [7,16,28]
and practice, entailing many real-world applications, such as telecommunica-
tion networks [27], computational biology [23] and machine learning [22]. The
common aspect in these problems is the notion of penalties. The algorithm is
allowed to reject some input requests by paying a penalty associated with each
request. These penalties are incorporated into the objective function such that
c© Springer Nature Switzerland AG 2022
J. Filipe et al. (Eds.): ICEIS 2021, LNBIP 455, pp. 168–183, 2022.
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the algorithm makes a decision for each request as to whether it is worth serv-
ing it or not, and hence the name prize-collecting, where prizes are collected by
serving requests. Such a scenario appears in many real-world situations, such as
decisions made by service-providing companies for network planning. Many of
these decisions need to be made without knowing about future requests. That
is, the optimization problem instance is not known all at once, but arrives in
portions over time. At the heart of such decisions are so-called online algorithms,
or algorithms in the online setting, in which a portion is revealed in each time
step, and the algorithm reacts to each portion while maintaining the overall
optimization objective against the whole input sequence. The popularity of the
online setting in real-world prize-collecting applications has called for the study
of online prize-collecting optimization problems.

The online prize-collecting setting was first initiated in [39] in the context of
Steiner Forest problems. It is a generalization of the online setting in which all
penalties are set to infinity. Many graph optimization problems, such as vari-
ants of Steiner problems and metric Facility Location, were later studied in this
setting [13,20,32].

1.1 Our Contribution

In a previous work [34], we have contributed to the study of the online prize-
collecting setting by addressing the online prize-collecting variants of three clas-
sical optimization problems: Connected Dominating Set, Vertex Cover, and Non-
metric Facility Location. This paper is an extension of the results obtained in
[34]. Our contribution can be summarized as follows:

– We generalize the online prize-collecting setting to leasing scenarios, in which
resources are leased, rather than bought, for different durations and prices.

– We introduce the online prize-collecting leasing variants of Connected Dom-
inating Set, Vertex Cover, and Non-metric Facility Location.

– We give results for each of these leasing variants. The proposed algorithms are
evaluated using competitive analysis, the standard framework for measuring
online algorithms, defined as follows.

Competitive Analysis. In the competitive analysis framework [40], the per-
formance of the online algorithm is measured, for all instances of the problem,
against the optimal offline algorithm, that knows the entire input sequence in
advance and is optimal. Given an input sequence σ, let CA(σ) and COPT (σ)
denote the cost incurred by an online algorithm A, possibly randomized, and
an optimal offline algorithm OPT , respectively. A has competitive ratio c or is
c-competitive if there exists a constant α such that CA(σ) ≤ c · COPT (σ) + α
for all input sequences σ. We assume the oblivious adversarial model, in which
the adversary specifies all of the input at the beginning and does not know the
random outcomes of the algorithm.
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1.2 Outline

The rest of the paper is structured as follows. In Sect. 2, we give an overview of
works related to online prize-collecting optimization problems as well as contri-
butions to the theoretical study of leasing. In Sect. 3, we present the results for
the online prize-collecting variant of Connected Dominating Set. In Sect. 5, we
provide the results for the online prize-collecting variant of Non-metric Facility
Location. In Sect. 4, we give the results for the online prize-collecting variant of
Vertex Cover. In Sect. 6, we introduce the online prize-collecting leasing frame-
work and present results for the leasing variants of Connected Dominating Set,
Non-metric Facility Location, and Vertex Cover. We conclude our paper in Sect. 7
with some future work.

2 Related Work

In this section, we give a summary of online prize-collecting optimization prob-
lems studied as well as a literature overview of leasing from a theoretical
perspective.

2.1 Online Prize-Collecting

The classical Facility Location problem is known as two versions: the metric
version and the non-metric version. In the metric version, it is assumed that
facilities and clients reside in a metric space and the distances respect the triangle
inequality. The online prize-collecting variant of metric Facility Location has
been studied in [13], in which an O(log n)-competitive algorithm was proposed,
where n is the number of clients. The latter is a primal-dual algorithm based on
previous algorithms for the online variant of Facility Location [15,38].

[39] initiated the study of online prize-collecting Steiner problems by pro-
viding an O(log n)-competitive algorithm for the Online Prize-collecting Steiner
Tree problem (OPC-ST). [19] developed an online algorithm with the same com-
petitive ratio but gave a simpler analysis. They proposed a generic technique that
reduces online prize-collecting Steiner problems to their corresponding fractional
non-prize-collecting variants, by losing logarithmic factor in the competitive
ratio. This has implied O(log3 n)-competitive and O(log4 n)-competitive ran-
domized algorithms for the Online Prize-collecting Node-weighted Steiner Tree
problem (OPC-NWST) and the Online Prize-collecting Node-weighted Steiner
Forest problem (OPC-NWSF), respectively.

Many other optimization problems, such as the traveling salesman prob-
lem [6], were also studied in the online prize-collecting setting.

2.2 Leasing

The first theoretical leasing model was introduced by Meyerson [36], with the
Parking Permit problem, defined as follows. Each day, the adversary gives the
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algorithm either a rainy day or a sunny day. Each rainy day requires to be
covered by a valid permit. There are L permit types, each characterized by a
duration and cost. A permit is not valid after its expiry. The permits respect
economy of scale such that a longer permit costs more but is cheaper per unit
day. That is, if the algorithm knows in advance that, for instance, it will rain
each day for a whole week, it would be better to buy a weekly permit rather
than seven daily permits to cover the seven days. The goal of the algorithm is
to cover each rainy day as soon as revealed, while minimizing the total permits
purchased.

Following Meyerson’s work, many well-known optimization problems were
studied in the leasing setting, such as Set Cover [1], metric Facility Location [37],
non-metric Facility Location [33], and Connected Dominating Set [35]. The model
by Meyerson [36] has later been extended to include deadlines, lease-price fluc-
tuations, lease capacities, and multiple permits [9,10,12,26,31].

3 Online Prize-Collecting Connected Dominating Set
(OPC-CDS)

The Online Prize-collecting Connected Dominating Set problem (OPC-CDS) is
the online prize-collecting variant of the well-known Connected Dominating Set
problem [17].

3.1 Preliminaries

Our result for OPC-CDS is based on formulating the problem as an instance of
the Online Set Cover problem (OSC) [2], which is defined as follows.

Definition 1 (OSC). Given a universe U of elements and a collection S of
subsets of U , each associated with a cost. A subset D ⊆ U of elements arrives
over time and OSC asks to find a minimum cost of subsets C ⊆ S that cover all
elements in D.

[25] gave a lower bound of Ω(log m log n) on the competitive ratio of any
online polynomial-time randomized algorithm for OSC, under the assumption
that NP �⊆ BPP, where m is the number of subsets and n is the number of
elements. This implies a lower bound of Ω(log2 n) on the competitive ratio of any
randomized polynomial-time algorithm for OPC-CDS, where n is the number of
nodes, under the assumption that NP �⊆ BPP. OPC-CDS is defined as follows.

Definition 2 (OPC-CDS). Given an undirected connected graph G = (V,E)
with |V | = n, node-weight function w : V → R+, and penalty-cost function
p : V → R+. A sequence of disjoint subsets of V arrives over time. A subset
S ⊆ V serves as a connected dominating set of a given subset D ⊆ V if every
node in D is either in S or has an adjacent node in S, and the subgraph induced
by S is connected in G. In each step t, a subset Dt ⊆ V arrives: for each u ∈ Dt,
OPC-CDS asks to either pay the penalty pu of u or add u to a subset D′

t ⊆ Dt that
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is served by a connected dominating set, at time t. The goal is to minimize the
total weight of the connected dominating set constructed and the total penalties
paid.

To the best of our knowledge, no online algorithm with non-trivial competi-
tive ratio exists for OPC-CDS. In the context of modern robotic warehouses, [21]
studied a special case of OPC-CDS, known as the Online Connected Dominating
Set problem (OCDS), in which all penalties are set to infinity. They proposed
an online randomized algorithm with O(log2 n)-competitive ratio, where n is
the number of nodes. [35] later proposed an online deterministic algorithm for
the problem with the same O(log2 n)-competitive ratio. Unlike in this paper,
the variant studied by [21] and [35] has uniform node-weights. Hence, their
approaches cannot be applied to our problem.

In the remaining of this section, we propose the first online algorithm for
OPC-CDS and show that it has an O(wmax

wmin
log2 n)-competitive ratio, where n is

the number of nodes, wmax is the maximum node weight, and wmin is the mini-
mum node weight. Our algorithm is randomized and makes use of the determin-
istic algorithm of [2] for the Online Set Cover problem (OSC), defined earlier,
and the randomized algorithm of [19] for the Online Node-weighted Steiner Tree
problem (OPC-NWST).

3.2 Online Algorithm

The algorithm has two phases. In the first phase, we transform the given instance
I into an OSC instance I ′ as follows.

Given an instance I of OPC-CDS containing a connected graph G = (V,E),
a penalty cost function p : V → R+, and a sequence of disjoint subsets of V
arriving over time. We construct an instance I ′ of OSC as follows. The elements
of I ′ are the nodes of V . Each node u ∈ V is represented by two sets:

– a set containing u and all nodes adjacent to u, with cost wu, the weight
associated with u

– a set containing u, with cost pu, the penalty associated with u

When a subset Dt ⊆ V arrives at step t, the algorithm returns the set Pt

containing the nodes of Dt whose penalties are paid for and the set CDSt that
contains a connected dominating set of the remaining nodes Dt\Pt. Now, the
algorithm runs the algorithm for OSC, due to [2], on I ′ and adds the correspond-
ing nodes to the sets Pt and CDSt based on the sets returned by the algorithm.
Note that a node may end up covered by more than one set, meaning that its
penalty might be paid for in addition to being dominated.

Note that, any OSC solution for I ′ of cost c is a solution of the same cost c for
Phase 1 of the algorithm. Moreover, an O(log m log n)-competitive algorithm for
OSC implies an O(log2 n)-competitive algorithm for Phase 1 of the algorithm,
since the number of sets in I ′ is double the number of nodes in I (m = 2n).
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In the second phase, we connect the dominating set nodes constructed in
the first phase directly. We run the randomized algorithm for the Online Node-
weighted Steiner Tree problem (OPC-NWST) due to [19] on these nodes. The
two phases of the algorithm are depicted below.

Online Algorithm for OPC-CDS

Input: G = (V,E) and subset Dt ⊆ V
Output: Pt ∪ CDSt

1. Run the OSC algorithm on I ′. Add the nodes whose penalties are paid for to
Pt and the dominating set nodes to a set St. If t = 1, assign any of the nodes
in St as a root node r. Add all the nodes in St to CDSt.

2. Run the OPC-NWST algorithm to construct a tree that connects all the
nodes in St to r. Add all the nodes of this tree, that are not already in CDSt,
to CDSt.

3.3 Competitive Analysis

We denote by Opt the cost of an optimal solution OptI for an instance I of OPC-
CDS and by C1 and C2 the cost of the two phases of the algorithm, respectively.

Phase 1. The cost C1 of Phase 1 of the algorithm can be bounded as follows.

C1 ≤ O(log2 n) · Opt

Phase 2. The cost C2 of Phase 2 of the algorithm is the cost of the Steiner tree
nodes connecting the dominating set nodes constructed in the first phase. Let
OptSt be the cost of a minimum Steiner tree of these nodes. Since the algorithm
for OPC-NWST, due to [19], has an O(log2 n)-competitive ratio, we have that
C2 ≤ O(log2 n) · OptSt.

It remains to compare OptSt to the cost of the optimal solution Opt. The
latter is not a feasible solution for Phase 2 of the algorithm. This would have
been the case in the offline setting.

Remark. In the offline setting, algorithms that first find a dominating set and
then run a Steiner tree algorithm to connect the dominating set, have a straight-
forward approximation analysis, depending on the analysis of the Steiner tree
and Dominating Set algorithms themselves. This means that the approximation
bounds attained, in such algorithms, depend on the approximation bounds for
Dominating Set/Set Cover and Steiner Tree (see [18]).

To compare OptSt to Opt, we construct a Steiner tree S for the nodes of
Phase 1 of the algorithm, as follows. S will contain the nodes in the optimal
solution and some additional nodes. We add to S:
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– all the nodes in the optimal solution
– all the nodes added in Phase 2 of the algorithm, in addition to the nodes

added in Phase 1 (these are the terminals and so have weight 0 each)
– one additional node from the demand set Dt, for any t (this has weight at

most wmax).

The cost of S is upper bounded by: Opt+C2 +wmax. Thus, OptSt is at most
Opt + C2 + wmax. Therefore, C2 ≤ O(log n) · (Opt + C2 + wmax).

Applying asymptotic notation with simple algebra and using the fact that
Opt is at least wmin, we conclude that

C2 ≤ O(log n) · wmax

wmin
· Opt

By adding the two costs C1 and C2 of the algorithm, we conclude the following
theorem.

Theorem 1. There is an online randomized O(wmax

wmin
log2 n)-competitive algo-

rithm for the Online Prize-collecting Connected Dominating Set problem, where
n is the number of nodes, wmax is the maximum node weight, and wmin is the
minimum node weight.

4 Online Prize-Collecting Vertex Cover (OPC-VC)

The Online Prize-collecting Vertex Cover problem (OPC-VC) is the online
prize-collecting variant of the well known Vertex Cover problem [24].

4.1 Preliminaries

OPC-VC is defined as follows.

Definition 3 (OPC-VC). Given an undirected graph G = (V,E) with |V | = n
and node-weight function w : V → R+. A sequence of edges, each associated
with a penalty, arrives over time. In each step, an edge arrives: OPC-VC asks
to output a set S of nodes, such that each edge has at least one of its endpoints
in S or its penalty is paid, at the current step. The goal is to minimize the total
weight of S and the total penalties paid.

To the best of our knowledge, no online algorithm with non-trivial compet-
itive ratio exists for OPC-VC. A special case of OPC-VC is the Online Vertex
Cover problem (OVC). For the unweighted variant of OVC, in which all node
weights are uniform, there is a simple greedy algorithm with 2-competitive ratio.
As soon as an edge arrives, if it is not covered, the algorithm adds both of its
endpoints to the solution. [11] studied an online model of Vertex Cover, that is
substantially different than the one in this paper, providing competitive ratios
characterized by the maximum degree of the graph.

In the remaining of this section, we propose the first online algorithm for
OPC-VC and show that it has a 3-competitive ratio. Our algorithm is determin-
istic and is based on a simple classical primal-dual approach.
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4.2 Online Algorithm

The LP formulation of OPC-VC is depicted in Fig. 1. xi is the indicator variable
set to 1 if node i of weight wi belongs to the solution, and set to 0 otherwise. ye

is the indicator variable set to 1 if the penalty pe of edge e is paid, and set to 0
otherwise. γ(i) is the set of edges incident to node i.

min
i∈V

xiwi +
e∈E

peye

Subj to: ∀e = (i, j) ∈ E : xi + xj + ye ≥ 1
∀i ∈ V, e ∈ E : xi, ye ≥ 0

max
e∈E

ze

Subj to: ∀i ∈ V :
e∈γ(i)

ze ≤ wi

∀e ∈ E : ze ≤ pe

e E : ze 0

Fig. 1. LP formulation of OPC-VC.

The primal-dual algorithm is depicted below. Let S be the set of all edges
whose penalties are paid for and all nodes that are purchased by the algorithm.

Online Algorithm for OPC-VC

Input: G = (V,E) and e ∈ E
Output: S

1. Increase the dual variable ze of e until one of the dual constraints becomes
tight.

2. Set the primal variable corresponding to each tight constraint to 1.
3. Purchase each node corresponding to a tight constraint and pay each penalty

corresponding to a tight constraint.

4.3 Competitive Analysis

Let S be the primal solution constructed by the algorithm. Recall that S is the
set of all edges whose penalties are paid for and all nodes that are purchased
by the algorithm. We have that the dual constraint corresponding to each node
i ∈ S is tight: wi =

∑

e∈γ(i)

ze. Moreover, the dual constraint corresponding to

each e ∈ S is tight: pe = ze. Thus,
∑

e∈S

peye ≤
∑

e∈E

ze

and ∑

i∈S

xiwi =
∑

i∈S

∑

e∈γ(i)

ze ≤ 2 ·
∑

e∈E

ze.
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By the Weak Duality theorem, we have that
∑

e∈E

ze ≤ Opt, where Opt is the

cost of the optimal solution, and hence the theorem follows.

Theorem 2. There is an online deterministic 3-competitive algorithm for the
Online Prize-collecting Vertex Cover problem.

5 Online Prize-Collecting Non-metric Facility Location
(OPC-NFL)

The Online Prize-collecting Non-metric Facility Location problem (OPC-NFL)
is the online prize-collecting variant of the Non-metric Facility Location prob-
lem [14].

5.1 Preliminaries

OPC-NFL is defined as follows.

Definition 4 (OPC-NFL). Given a complete bipartite graph G = ((F ∪D), E),
where F is a set of facilities that may be opened and D is a set of clients.
There is an edge-weight function w : E → R+, a facility-opening-cost function
f : F → R+, and a penalty-cost function p : D → R+. To connect client i ∈ D
to facility j, the weight w(i,j) of edge (i, j) is paid. To open facility j ∈ F , the
opening facility cost fj is paid. In each step t, a client i ∈ D arrives: OPC-NFL
asks to either pay the penalty associated with i or connect i to an open facility.
The goal is to minimize the total penalties, the total facility opening costs, and
the total connecting costs.

To the best of our knowledge, no online algorithm with non-trivial com-
petitive ratio exists for OPC-NFL. There only is an online algorithm for the
metric version, in which facilities and clients reside in a metric space and all
distances respect the triangle inequality [13]. This property is essential to prove
the competitive ratio of the algorithm and so the result does not carry over to
OPC-NFL. [3] proposed an online randomized algorithm for a special case of
OPC-NFL in which all penalties are set to infinity, known as the Online Non-
metric Facility Location problem (ONFL). They showed that their algorithm
has O(log m log n)-competitive ratio, where m is the number of facilities and n
is the number of clients.

OPC-NFL generalizes the Online Set Cover problem (OSC), due to [2], and
this implies an Ω(log m log n) lower bound on the competitive ratio of any online
randomized polynomial-time algorithm for OPC-NFL, where m is the number of
facilities and n is the number of clients, under the assumption that NP �⊆ BPP.

In the remaining of this section, we propose the first online algorithm for
OPC-NFL and show that it has an O(log m log n)-competitive ratio, where m
is the number of facilities and n is the number of clients. Our algorithm is ran-
domized and is based on reducing OPC-NFL to the Online Non-metric Facility
Location problem (ONFL), due to [3].
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5.2 Online Algorithm

Given an instance I of OPC-NFL that contains a complete bipartite graph G =
((F ∪ D), E), an edge-weight function w : E → R+, a facility-opening-cost
function f : F → R+, and a penalty-cost function p : D → R+. The algorithm
is based on transforming I into an instance I ′ of the Online Non-metric Facility
Locatiom problem (ONFL), as follows.

– We add to the set F , a facility j and set its opening cost to 0.
– For each client i ∈ D that arrives, we add an edge from i to j and set its

weight to the penalty cost of i.

The algorithm is depicted below.

Online Algorithm for OPC-NFL

Input: G = ((F ∪ D), E) and instance I of OPC-NFL
Output: Set of penalties, facility costs, and connecting costs paid

1. Transform I into I ′, as described earlier.
2. Run the algorithm for ONFL on I ′.
3. Purchase all facilities and edges outputted by the ONFL algorithm. For each

arriving client i, pay its associated penalty if the corresponding edge in I ′ is
purchased by the ONFL algorithm.

5.3 Competitive Analysis

Let I be the original instance of OPC-NFL. Let Opt be an optimal solution of
I and let COpt be its cost. Let I ′ be the new instance of ONFL generated from
I as above. Let Opt’ be an optimal solution of I ′ and let COpt′ be its cost.

We need to show that Opt is a feasible solution of I ′: Given a client i,
whenever its penalty is purchased in Opt, we purchase the corresponding edge
in I ′; whenever a facility is opened in Opt, we open it too in I ′ and whenever
an edge is paid for, we pay for it too in I ′. This means that every time a client
arrives, it is connected to at least one facility and the connecting edge is paid for
by the solution Opt. Thus, Opt is a feasible solution of I ′. Hence, COpt′ ≤ COpt,
since every feasible solution is lower bounded by the cost of the optimal solution.

The algorithm for ONFL has an O(log m′ log n′)-competitive ratio, where
m′ is the number of facilities and n′ is the number of clients. According to our
reduction, m′ = m + 1 and n′ = n, where m is the number of facilities and n is
the number of clients in the original instance I.

Let C be the cost of our solution for I. Our solution is constructed by running
the algorithm for ONFL and thus C ≤ O(log m log n) · COpt′ ≤ O(log m log n) ·
COpt and the theorem below follows.

Theorem 3. There is an online randomized O(log m log n)-competitive algo-
rithm for the Online Prize-collecting Non-metric Facility Location problem,
where m is the number of facilities and n is the number of clients.
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6 The Online Prize-Collecting Leasing Framework

The online prize-collecting leasing framework brings together the prize-collecting
as well as the leasing aspects of optimization problems. Rather than buying
resources, the algorithm is given a number of lease types, each characterized by
a duration and price. Each request is revealed with a penalty. The algorithm
needs to make decisions about which resources to lease, when, and for how long,
so as to serve some of the demands and pay the penalties associated with rejected
demands.

The online prize-collecting leasing framework generalizes the online prize-
collecting framework and the online leasing framework, by assuming there is
one lease type of infinite length, and by setting all penalties to 0, respectively.

We dedicate this section to studying the online prize-collecting leasing vari-
ants of Connected Dominating Set, Vertex Cover, and Non-metric Facility Loca-
tion. By combining the techniques used so far in this paper with leasing algo-
rithms from the literature, we are able to give results for each of these variants.

6.1 Online Prize-Collecting Connected Dominating Set Leasing

The Online Prize-collecting Connected Dominating Set Leasing problem (OPC-
CDSL) is defined as follows.

Definition 5 (OPC-CDSL). Given an undirected connected graph G = (V,E)
with |V | = n, node-weight function w : V → R+, and a penalty-cost function
p : V → R+. A node can be leased for L different durations. Leasing a node with
lease type l incurs a cost of cl multiplied by the weight of the node. A sequence
of disjoint subsets of V arrives over time. A subset S ⊆ V serves as a connected
dominating set of a given subset D ⊆ V if every node in D is either in S or has
an adjacent node in S, and the subgraph induced by S is connected in G. Such
a subset is valid for D if each of its nodes has leases covering the time of D’s
arrival. In each step t, a subset Dt ⊆ V arrives: for each u ∈ Dt, OPC-CDSL
asks to either pay the penalty pu of u or add u to a subset D′

t ⊆ Dt that is served
by a valid connected dominating set. The goal is to minimize the leasing costs
and the total penalties paid.

OPC-CDSL generalizes the Parking Permit problem (PP) by Meyerson [36],
who gave a lower bound of Ω(L) on the competitive ratio of any deterministic
algorithm for PP, where L is the number of permit types (or lease types). This
implies a lower bound of Ω(L) on the competitive ratio of any deterministic
algorithm for OPC-CDSL. Moreover, since OPC-CDSL generalizes OPC-CDS,
in which there is one lease type of length infinity, the lower bound discussed
earlier for OPC-CDS carries over to OPC-CDSL.

Given an instance of OPC-CDSL, we transform it into an instance of the
online leasing variant of the Connected Dominating Set problem (OCDSL), as
follows. For each node that arrives, we create a duplicate node of weight equal to
the penalty associated with the node and add an edge in between. We can now
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run any algorithm for OCDSL to achieve a feasible solution for OPC-CDSL. To
output a feasible solution, we will pay the penalty of a node if its duplicate node
is leased by the OCDSL algorithm.

Given an instance I of OPC-CDSL. Let C be the cost of our solution to I.
Given an online algorithm for OCDSL, with competitive ratio r. Let Opt′ be
the cost of an optimal solution for the OCDSL instance I ′ generated from I. We
can say C ≤ r · Opt′. Let Opt be the cost of an optimal solution for I. We show
that Opt′ ≤ cmin · Opt, where cmin is the cost of the cheapest lease. To do that,
we need to show that the optimal solution for I is also a feasible solution for
I ′. We multiply each paid penalty in the optimal solution for I by the cost of
the shortest lease to derive a feasible solution for I ′. This would yield a feasible
solution, since each duplicate node associated with a penalty is adjacent to one
node only and each node arrives just once and hence the shortest lease would
suffice. Thus, C ≤ r · Opt′ ≤ r · cmin · Opt.

In case the competitive ratio r is in terms of the number of nodes n, we
note that the number of nodes is only doubled in the new instance and so the
constant 2 disappears in the asymptotic notation.

The only algorithm in the literature for OCDSL (in [35]) assumes all node-
weights are uniform and unfortunately can’t be applied here. Therefore, we con-
clude the following theorem.

Theorem 4. Given an online algorithm with r-competitive ratio for the online
leasing variant of the Connected Dominating Set problem in which node-weights
are non-uniform. Then there is an (r ·cmin)-competitive algorithm for the Online
Prize-collecting Connected Dominating Set Leasing problem, where cmin is the
cost of the shortest lease.

6.2 Online Prize-Collecting Vertex Cover Leasing

The Online Prize-collecting Vertex Cover Leasing problem (OPC-VCL) is
defined as follows.

Definition 6 (OPC-VCL). Given an undirected graph G = (V,E) with |V | = n
and node-weight function w : V → R+. A node can be leased for L different
durations. Leasing a node with lease type l incurs a cost of cl multiplied by the
weight of the node. A sequence of edges, each associated with a penalty, arrives
over time. In each step, an edge arrives: OPC-VCL asks to make sure that either
one of its endpoints is leased or its penalty is paid. The goal is to minimize the
total leasing costs and the total penalties paid.

There is a lower bound of Ω(L) on the competitive ratio of any deterministic
algorithm for OPC-VCL, due to the lower bound on the competitive ratio of any
deterministic algorithm for the Parking Permit problem (PP) by Meyerson [36].

We can formulate OPC-VCL as a primal-dual program by observing the
formulation in Sect. 4 for OPC-VC and that of the online leasing variant of the
Vertex Cover problem in [33]. The primal-dual algorithm in [33] would have a
competitive ratio of O(L) for OPC-VCL, using similar analysis as in [33]. Hence,
we can achieve the following result for OPC-VCL.



180 C. Markarian and A. N. El-Kassar

Theorem 5. There is an online deterministic O(L)-competitive algorithm for
the Online Prize-collecting Vertex Cover Leasing problem, where L is the number
of lease types.

6.3 Online Prize-Collecting Non-metric Facility Location Leasing

The Online Prize-collecting Non-metric Facility Location Leasing problem
(OPC-NFLL) is defined as follows.

Definition 7 (OPC-NFLL). Given a complete bipartite graph G = ((F∪D), E).
F is a set of facilities that may be leased for L different durations. Each facility
is associated with a weight. Leasing a facility with lease type l incurs a cost
of cl multiplied by the weight of the facility. There is an edge-weight function
w : E → R+ and a penalty-cost function p : D → R+. Clients arrive over
time and need to be connected to facilities leased at the time of their arrival. To
connect client i ∈ D to facility j, a connecting cost equal to the weight w(i,j) of
edge (i, j) is paid. In each step t, a client i ∈ D arrives: OPC-NFLL asks to
either pay the penalty associated with i or connect i to a facility leased at step
t. The goal is to minimize the total penalties, the total facility leasing costs, and
the total connecting costs.

OPC-NFLL generalizes the Parking Permit problem (PP) by Meyerson [36],
who gave a lower bound of Ω(log L) on the competitive ratio of any randomized
algorithm for PP, where L is the number of permit types (or lease types). This
implies a lower bound of Ω(log L) on the competitive ratio of any randomized
algorithm for OPC-NFLL. Moreover, since OPC-NFLL generalizes OPC-NFL,
in which there is one lease type of length infinity, the lower bound discussed
earlier for OPC-NFL carries over to OPC-NFLL.

The same instance transformation described in Sect. 5 can be used, by adding
a facility that has weight equal to 0. For each arriving client, an edge is added
to this facility equal to the corresponding penalty cost. Then, we can run the
online randomized algorithm for the online leasing variant of the Non-metric
Facility Location problem proposed in [33]. This algorithm has an O(log n log m+
log |L| log n)-competitive ratio for the online leasing variant of the Non-metric
Facility Location problem, where n is the number of clients, m is the number of
facilities, and L is the number of lease types. Using similar analysis as in Sect. 5,
we can achieve the following result for OPC-NFLL.

Theorem 6. There is an online randomized O(log n log m + log |L| log n) com-
petitive algorithm for the Online Prize-collecting Non-metric Facility Location
Leasing problem, where n is the number of clients, m is the number of facilities,
and L is the number of lease types.

7 Concluding Thoughts

The problems we have tackled in this paper appear as sub-problems in many
real-world applications. Hence, implementing the algorithms designed for these
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problems and evaluating their performance on simulated or real-world scenarios
would be an interesting next step.

Connected Dominating Set problems have been intensively studied in the
context of geometric graphs, in the offline setting [4,29]. In this paper, we have
targeted general graphs only. It would be interesting to consider geometric graph
models for these problems and possibly achieve competitive ratios that are inde-
pendent on the input size, as is the case with the approximation algorithms for
many of these variants in the offline setting.

In the online leasing setting, there is gap to close. To complete our result
for the Online Prize-collecting Connected Dominating Set Leasing problem,
we would require an algorithm with non-trivial competitive ratio for the non-
uniform node-weights version of the leasing variant of the Connected Dominating
Set problem, as per Theorem 4.

In this paper, we have considered the oblivious adversary model. One may
want to investigate other adversary models such as the stochastic model similar
to [30] or the random model similar to [29].

Moreover, the competitive analysis framework used in this paper is a worst-
case performance measure. One may want to consider other performance mea-
sures. [8] made a computational study of many online algorithms for Steiner
problems to understand their average performance. [21] studied the Online Con-
nected Dominating Set problem in robotic warehouses and implemented their
algorithm in a simulated warehouse environment. One could do the same for the
algorithms presented in this paper. Furthermore, [5] initiated the study of param-
eterized analysis of online algorithms, which uses additional parameters in the
algorithm analysis. He studied the Online Node-weighted Steiner Tree problem
in this context and showed a tight competitive ratio depending on the number
of terminals, minimum node weight, and maximum node weight. Extending this
study to our problems would generate an interesting set of open problems.
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Abstract. This manuscript proposes a five-step methodology that
enables the mapping of perceived spatial qualities. To achieve such a
goal, crowdsourcing and neural network methods were used. Crowdsourc-
ing enables gathering data from people, and neural networks facilitate
extending that knowledge to perform automatic classifications. The pro-
posed method is then applied in the implementation of two use cases:
perceived safety and perceived atmosphere of urban spaces. The use cases
were conducted in the frame of the project Streetwise with a project
partner that had the goal of creating the first maps of perceived spatial
quality in Switzerland. The results obtained from the use cases showed
that the application of the proposed methodology grants capturing the
perceptions of a collective accurately.
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1 Introduction

According to the broken windows theory, there are relationships between the
perceived and measured atmosphere and crime. This theory states that places
that exhibit signs of violence or disorder could incite more crime and anti-social
behavior [12]. This supports the idea that spaces are not neutral and they influ-
ence our coexistence positively or negatively [13].

People create mental maps of the places within a location and, with these,
an overall perception of even a large city. Such collective perception could be
studied and leveraged to understand a city’s spatial qualities better and improve
its urbanistic planning. However, converging the perception of a group of citizens
can be a tedious process. There are several methods to address that, such as the
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deployment of surveys or organizing workshops. These methods are being used.
Nevertheless, broad audiences can be reached only by investing a considerable
amount of resources.

With the advent of the internet and information technologies, reaching het-
erogeneous and large audiences is more straightforward than ever. Thus, gath-
ering the perception of spaces from larger amounts of people is feasible. While
defining what a beautiful or safe place is a complex task per se, it is still achiev-
able to ask a group of people to judge a concrete situation and amass and extend
that knowledge. Additionally, the current developments of theories such as arti-
ficial intelligence, perceptual computing, and machine learning have eased the
tasks of learning features or conditions that make a person choose one option
over another or judge a specific situation.

This article proposes a methodology to leverage the knowledge of the crowd
to build visualizations of perceived spatial qualities of places. Through a combi-
nation of crowdsourcing and machine learning, a framework that enables gath-
ering people’s perception, extending that knowledge, and presenting it in an
understandable way is outlined.

Moreover, this article is a generalization of the method used in the develop-
ment of the crowdsourcing project Streetwise presented in [6]. It was developed
with a project partner interested in developing maps of perceived spatial quali-
ties of urban spaces in Switzerland.

This article is structured in the following way: Sect. 2 presents the theories
and concepts on which this research work was conceptualized. Section 3 provides
a comprehensive description of the proposed methodology for mapping perceived
spatial qualities. Section 4 has the goal of demonstrating the application of the
proposed methodology through the implementation of two use cases. Section 5
closes the curtains on this research effort with discussion of the results and
conclusions.

2 Theoretical Background

In this section the theories used for the development of the proposed framework
are presented. Similar endeavours are revised as well.

2.1 Perceptual Computing

People make judgements based on perceptions in social and non-social situations.
For example, one can emit an opinion about other people’s kindness, generosity,
or behavior. Similarly, one can also have a formed judgement about the quality
of space, environment, or satisfaction with a particular service. Such perception
can be captured to perform computations and leveraged in the development of
systems [22].

Zadeh proposed the concept of Computing with Words (CWW) in 1996 and
enunciated it as a method in which computations are done by expressing objects
in natural language; he also stated that CWW allows understanding how human
beings think and make inferences when the information available is uncertain and
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partially true [31]. CWW can be used to make subjective judgements that could
lead to important consequences or enable the development of artifacts that work
with imprecise data, such as human perceptions.

The term perceptual computer was first used by Mendel in 2001 as a subfield
of CWW [21]. The main idea is that words are converted to a representation using
fuzzy sets; then a CWW engine performs inferences based on fuzzy set theory,
and finally, an answer is obtained [32]. Moreover, uncertainty can be considered
good since it allows people to make decisions rapidly, although conservative.

Furthermore, although the concepts of fuzzy sets are not directly applied
in this work, inspiration is taken from the world of perceptual computing, how
to use people’s perceptions and the premise of using uncertain data to perform
operations that enable rapid but valuable decisions.

2.2 Perception of Spatial Qualities

Some previous efforts that attempted quantifying the people’s perceptions of
places in cities are presented in the following.

Authors Salesses et al. [25] tried to map the perceptual inequalities of the
European cities of Linz and Salzburg and the American cities of Boston and New
York. To achieve such a goal, a person had to select the image they considered
safer or more unique from an image pair. Then, the images were scored on the
selection ration of one over the other. As an outcome, the project managed to
gather 208 738 evaluations, from 7 872 participants, and with that, maps based
on the crowd’s perception were implemented. The dataset of this project was
made public and was called Place Pulse (PP).

Inspired by [25], Dubey et al. developed a second version of the PP dataset.
The Place Pulse 2.0 (PP 2.0) was composed of about 100 988 images of 56 different
cities and 1.17 million pairwise users’ evaluations. The goal of this project was to
overcome the limitation of having a relatively low number of votes that PP had.
The researchers accomplished this by collecting data through crowdsourcing and
subsequently created an automatic classification model based on neural networks.
This artificial intelligence model selected over two images which was safer, more
liveable, and more beautiful with an accuracy of around 73%.

Similar initiatives are [26] and [20]. In the first case, Beijing’s (China) physical
quality evaluation map was produced with crowdsourced data and deep convo-
lutional methods. In the second case, it was sought to understand the features
that make a place perceived as beautiful.

Despite the related initiatives, this research work aims to provide a methodol-
ogy to perceived spatial qualities more than focusing on particular cases. To that
effect, crowdsourcing and machine learning methods are used. In the following
sections, this concepts are described in more detail.

2.3 Crowdsourcing as Data Collection Method

Various definitions are given to the concept of crowdsourcing, mainly depending
on the diverse data collection practices and on the type of this data. Estellés-
Arolas and González-Ladrón-de-Guevara [11] attempted to find an integrated
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definition and characterized crowdsourcing as a group of individuals performing
a voluntary task through some (online) platform. Knowledge is gathered, and the
participants may receive some reward for their participation, creating a win-win
situation for both parties.

Depending on the connotation, however, some existing web platforms can be
considered crowdsourced by some experts while others would not classify them
as so. For instance, Wikipedia1 is considered as an example of crowdsourcing by
Buecheler et al. [4] given that users contribute with their knowledge to conform
an encyclopedia, while Kleeman et al. [17] claimed the contrary and defined the
portal as an open-content project only.

Disregarding the nature or objective of the task, it is clear that crowds of
people can solve problems more suitably than individuals. Through crowdsourc-
ing, it is possible to create a knowledge base that does not compromise the
individuals’ privacy, is not expensive to implement, meets guidelines of digital
ethics [29], and can benefit all parties involved [2].

Nevertheless, even though crowdsourced data is a valuable source of infor-
mation, it still has to be processed to be usable. Processes such as cleaning and
creation of models shall be performed. The decision of whether to use crowd-
sourced data or not often depends on the scope and the goals of the projects.

In the particular case of this research endeavor, gathering knowledge about
people’s perceptions is crucial, and thus, crowdsourcing is one of the angular
stones in the conception of the methodology proposed.

2.4 Neural Networks

The data collected from a crowdsourcing process, besides being refined, has to
be processed to extract knowledge out of it (i.e., to build a model). Several
methods in the literature that enable this are based on artificial intelligence and
machine learning since these methods allow models to perform inferences based
on training data.

One of such methods is implementing Artificial Neural Networks (ANN) also
known simply as neural networks. These computing systems are implemented
based on how the human brain operates, meaning that a significant number of
units or neurons process information and communicate it to others so that a
more extensive process can take place [30]. ANNs can learn from previous data
to convey knowledge. Current applications of neural networks include image
segmentation and pattern recognition.

A special kind of neural network is the deep neural network. In contrast
to traditional ANNs, they are composed of a large number of layers. Another
particular type of neural networks are convolutional neural networks (CNNs),
they are similar to traditional ANNs, but they rely on convolutions to extract
features from an input, reducing the number of trainable parameters compared
to traditional ANNs. This characteristic makes them suitable to perform more
intense-processing tasks such as image and video recognition [1,27].

1 https://www.wikipedia.org/.

https://www.wikipedia.org/
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CNNs are currently widely used due to their excellent performance and
results in image processing tasks, facilitated by the development of large image
databases such as ImageNet [7] and the improved processing capacity of the
hardware. As per the evidence found in the literature, this research effort pro-
poses the application of CNNs to learn from the crowdsourced data and the
development of classification models.

3 A Methodology for Mapping Perceived Spatial
Qualities

The proposed methodology to map perceived spatial qualities was developed fol-
lowing guidelines from the literature and workshops with researchers and prac-
titioners of the smart city sector in Switzerland. It consists of five main stages:
i) data collection and cleaning; ii) crowdsourcing; ii) training; iii) scoring; and
iv) mapping. Figure 1 presents an overview of the stages and intermediate steps
performed in each of them. Further details about the stages are presented in the
following sections.

Fig. 1. Proposed methodology for mapping perceived spatial qualities [6].

3.1 Data Collection and Cleaning

To be able to gather data about peoples’ perceptions of spatial qualities, the
means used to this end has to be properly defined. Aspects such as the type
of images and what they are depicting need to be taken into account to obtain
usable data.

For this, the following aspects have to be considered:
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– Image Retrieval: For the image retrieval it is imperative to define the charac-
teristics of the images that are going to be shown to the crowd. If, for example,
the topic is perceived safety on the streets, then illustrations depicting situa-
tions on city streets have to be retrieved. Then, the provider of such images
has to be identified, and with that, licensing considerations have to be taken
into account (i.e., the possibility to publish and download the images). One
example of a street-level imagery service is Mapillary2, which allows users to
scrapping their image collection under a CC-BY-SA license. Further services
to obtain images without costs (under certain conditions) are Flickr3 and
Wikimedia Commons4. Moreover, for the purpose of building a map visual-
ization, the collected images must be associated with the coordinates of the
location where they were taken.
Besides, if the project implies specifications about geography and regions,
they should also be defined when creating the dataset for crowdsourcing.
Additionally, if it is desired that the images meet specific characteristics
regarding their composition (e.g., not many vehicles and no people in the pic-
tures), an additional selection procedure has to be performed. This process
could be performed manually by a person reviewing the images or automat-
ically using specialized software or developing programs using programming
languages such as Python.

– Image processing: The images retrieved might need some processing depend-
ing on their quality, especially if they are retrieved automatically. Some pro-
cesses that could help improve the image quality include enhancement of
contrast, brightness, and border cropping. Such processes can be executed
as a bulk process using some image processing application such as Adobe
Photoshop, GIMP, or implementing a program that eases the process.

3.2 Crowdsourcing

To have a good ground truth data regarding the perceptions of different spatial
qualities of urban landscapes from the point of view of citizens, a crowdsourcing
step is proposed. In this phase, people’s perceptions of as many cases as possible
are to be collected.

TO perform this in an effective and unbiased way, the proposition is to use a
tool were people can compare pairs of images and select in which one they per-
ceive that the researched spatial quality is more present [25]. To make this tool as
universally accessible, dynamic and usable as possible, this can be implemented
in the form of a web application.

In the iterative process of developing this application based on the design
science research framework [15], some fundamental aspects of the application
were identified.

2 https://www.mapillary.com/platform.
3 https://www.flickr.com/.
4 https://commons.wikimedia.org/wiki/Main Page.

https://www.mapillary.com/platform
https://www.flickr.com/
https://commons.wikimedia.org/wiki/Main_Page
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Firstly, participants in the crowdsourcing do not only need an introduction to
the general goals of the crowdsourcing campaign, but also some specific instruc-
tions on how to complete the task. This includes how to concretely interact with
the presented crowdsourcing interface (e.g., explain if people have to click on the
picture they want to select or if they have to use buttons or arrows), but also a
thorough explanation of the task. For example, when answering the question In
which of the two presented places would you feel safer? during the test phase of
[6], people were at first confused and wondering if they had to answer based on
the perceived situation of the road traffic, or if it had more to do with criminal-
ity. Also, they did not know if they had to answer as if they were in a car, on
a bike, or walking on the side of the presented street. This observation suggests
that in such a survey, every aspect of the context and of possible interpretations
of the posed question have to be defined and presented in a clear and exhaustive
way.

Secondly, participants’ feedback indicated that sometimes it is not possible
to select one image from a pair as having more of a certain spatial attribute
for various reasons (images are too similar, or they have simply the exact same
“vibe”). For this reason, it is important to give at least three answer options to
the posed question (i.e., the images on the left is perceived as having more of
the researched spatial attribute, the image on the right is perceived as having
more of the researched spatial attribute, and none of the images is perceived as
having more of the researched spatial attribute).

Thirdly, the used dataset for the crowdsourcing phase might contain some
poor quality pictures, due to the source of the data, or the image preprocessing.
To avoid this from affecting the results, a crowdsourced data filtering strategy
can be implemented by allowing people to flag a certain picture, which can then
be analyzed by a collaborator responsible of the dataset to eventually be removed
from the dataset.

Lastly, for the sake of obtaining a balanced dataset, the images used in the
crowdsourcing phase should be each shown to the same number of participants.
To do so, the images used in the comparisons can be associated with a counter
indicating how many times each of them has been shown to a participant to the
crowdsourcing experiment. Then each time that a new pair is selected from the
whole pictures dataset, only the pictures with the lowest number in their counter
are considered for the random selection of the next pair of images. This would
ensure that the total number of comparisons would be differing by a maximum
of one comparison between the most compared and the least compared picture.

For the crowdsourcing step, all pictures selected in the data collection phase
could potentially be used in pseudorandomly selected pairs, but if for some
reason only a subset can be utilized, then it is important that this is big and
representative enough. For example, it should contain at least 1 000 images (but
this number might vary depending on the size of the considered region), taken
in different places well distributed over the target analysis region, in order to
account for local differences in the landscape.
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Figure 2 depicts a possible interface to let people participate in the crowd-
sourcing campaign. Some form of encouragement for participants (e.g., a prize)
is strongly suggested, as it has been proven to incentivize people to participate
to the crowdsourcing experiment, potentially leading to a higher participation
ratio [16].

Fig. 2. Prototype of a possible crowdsourcing interface comparing two pictures and
allowing to select either one or none of them as having the most of the researched
spatial quality.

3.3 Training

Using repeated comparison of a picture with others with a similar context, one
can produce an overall scoring of the analyzed spatial quality in that target
image. However, to obtain statistically sound results, many of such comparisons
are needed (e.g., more than 30 comparisons per picture [14]), a number that is
most likely not to be reachable with crowdsourcing only, except in the specific
case where only a reduced dataset is used.

To overcome this limitation, the proposed solution is to develop a machine
learning model which learns to compare the presence of a certain spatial quality
in an image pair from the crowdsourced data. This allows then to artificially
replicate and extend the comparison operation of the crowdsourcing phase on
a new set of data (i.e., the same pictures paired in another way, pairs of new
pictures from the same area, or a mix of the two).

To be able to replicate the crowdsourcing task, the model has to take two
images as input, identify in each picture the visual features that characterize the
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studied spatial quality, and finally compare those to predict which picture would
be perceived as having more of that spatial quality by an average human rater.

Considering these observations, combined with the versatility and power of
convolutional neural networks (CNNs) for computer vision applications [1,27],
as well as their ability to estimate human perceptions from image data [33],
the proposed machine learning model to artificially extend the crowdsourcing
experiment is a siamese convolutional neural network [5].

The proposed network architecture is based on two identical branches extract-
ing features from each of the images to be compared, which are in turn merged
and fed into a block of fully connected layers for comparison (Fig. 3).

Fig. 3. Architecture of the siamese CNN model for image comparison with the goal of
artificially extending the crowdsourcing experiment.

The two siamese branches of the network can be effectively built by replicat-
ing the feature extraction layers of a state of the art pretrained general-purpose
image classification CNN. In both the use cases presented in Sect. 4, the feature
extraction layers of VGG19 [27] pretrained on the ImageNet database [7] were
chosen, as providing a good compromise between model size and accuracy, but
newer and better performing CNNs could provide similar or better results.

Once the relevant features are extracted from the input images by the siamese
branches, these are concatenated and fed into 4 fully-connected layers with a
decreasing number of neurons (1024, 1024, 256, and 2), where the extracted
features are compared in order to define which image of the pair better represents
the researched spatial quality.

The output layer of the network returns two probabilities: the first indicates
the probability that the image on the top branch of the network is more rele-
vant than the other concerning the analyzed spatial quality, the second output
represents the same, but for the image on the bottom branch.

This network architecture can be trained using the data obtained from the
crowdsourcing campaign, in order to learn to replicate the answers that an aver-
age participant to the crowdsourcing would give. One can argue that the same
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architecture with the same parameters can be used to analyze different types of
spatial qualities. For example, in the use cases that will be presented in Sect. 4,
perceived safety and perceived atmosphere were analyzed with the exact same
architecture with similar results.

The training strategy for this network consists in applying transfer learning
[3], thus only the fully connected layers are optimized, while the feature extrac-
tion branches remain frozen for the whole training process. To avoid overfitting,
an aggressive dropout [28] (e.g., with a probability P = 0.9 for a node of being
dropped [6]) and a L2-regularization [19] can be applied to the fully connected
layers.

The training of the proposed siamese CNN can be executed for binary classi-
fication using softmax loss, optimized with stochastic gradient descent. To have
more data available, it is possible to augment it by generating from each com-
parison in the dataset another one with the images inverted (the first one moved
to the second place and vice-versa), and opposite results with respect to the
original comparison. If this is done, however, it has to be done after having split
the dataset in training and validation sets, otherwise there can be the same
comparison in both sets, which whould invalidate the goal of the validation set.

The advantage of this network architecture over that presented in similar
literature, is its relatively small amount of trainable weights, it is thus possible
to train it effectively with a small amount of data (i.e., in the use cases in Sect. 4,
results comparable to [9] were obtained with a ground truth with a size of only
1–2% of their dataset).

The validity of this approach to artificially replicate and extend the crowd-
sourcing process was studied in Colombo et al. [6] in an experiment involving
10 participants evaluating 100 image pairs as in the crowdsourcing experiment,
but all with the same 100 image pairs. Every participant’s answers and those
obtained with the siamese CNN were compared with each other and with the
results of the average of all participants, and it was found that the degree of
agreement between distinct people (resp. between single people and the average
human assessment) and between the siamese CNN and individuals (resp. between
the siamese CNN and the average human assessment), the results were equivalent
for two different spatial qualities. This means that using the siamese CNN corre-
sponds to employing the “average human rater” for extending the crowdsourcing
results for two spatial qualities of different nature (perceived atmosphere and
perceived safety), thus one can argue that the use of this CNN can be generally
valid for any spatial quality, as long as this is trained on good quality data.

3.4 Scoring

Fundamental for mapping the perceptions of people towards the spatial qualities
in a region, is the ability to give an absolute score to each location inside the
studied area. This means that the pictures taken at that location should be
compared not only with a single random image taken in another place, but with
virtually every single image from the analyzed area. One way of obtaining this
in the form of mappable results, is to implement a scoring system which gives
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a score representing the presence or absence of the studied spatial quality. This
score could for example be a number between 0 and 1, where 0 means that
the researched spatial quality is completely absent in the analyzed picture, 1
means that the presented image is a perfect example of a place with that spatial
quality, and anything inbetween these two values represents different degrees of
perception of the wanted spatial quality [32].

To get an absolute scoring of the studied perceived spatial quality in a specific
place, represented by a street level image of that place, with respect to the
overall analyzed region, the proposed methodology is to use the TrueSkill scoring
system [14], combined with the use of the previously presented siamese CNN
to get enough image comparisons. The TrueSkill scoring system is a Bayesian
method which has its main application in matchmaking for competitive gaming,
where the idea is to give each player a score representing their skill level in order
to create matches between players with a similar level, making the game more
interesting and challenging for everyone. This is based on the analysis of the
result of games played by a target player against players of different skill levels,
where a win versus someone with a lower TrueSkill score slighlty increases the
target’s score and a win versus someone with a higher TrueSkill score increases
it more significantly. The opposite is valid when a loss occurs.

The same concepts that are applied to matchmaking in competitive gaming,
can be directly translated to the analysis of spatial qualities, thanks to the
fundamental similarities in both experiments. Indeed, the proposed technique of
pairwise image comparison for the analysis of perceived spatial qualities from
a picture, fundamentally corresponds to setting up a competition between the
two displayed images where the perceptions of the crowdsourcing participant,
respectively of the siamese CNN artificially replicating it, towards the studied
spatial qualities decide which of the images is the winner of the comparison.

The more pairwise comparisons are executed, the more the TrueSkill scores
converge to a number indicating the real absolute perceived spatial quality. In
general, to get a good enough estimation of this score, at least 30 pairwise
comparisons per each image to be rated are needed [14]. This means that the
process to score a place represented by an image consists in executing at least
30 pairwise comparisons of this picture with distinct pictures from the dataset
using the presented siamese CNN, and compute its TrueSkill score based on the
results of these comparisons. An image is considered as winning a comparison
when the output of the siamese CNN corresponding to that image is >0.5. For
example, consider that image1 is fed into the top branch of the siamese CNN
and image2 is fed into the bottom branch, and the output of the network is
p(top) = 0.74 and p(bottom) = 0.26, then this means that image1 is more likely
to be perceived as better representing the searched spatial quality than image2,
so image1 wins the comparison and the TrueSkill scores for image1 and image2
are thus updated accordingly. This can be repeated 30 times for image1, which
is this way always compared with at least 30 different images from the whole
dataset (these 30 comparisons and the number of times it is randomly selected
for comparison with another target image).
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The TrueSkill scores obtained this way can be stored in GeoJSON format5,
which allows them to be associated with the coordinates on the map of where
the corresponding picture was taken. This way, geocoded information about the
perception of a location are stored, which can effectively be used to visualize the
results on a map.

3.5 Mapping

To translate the GeoJSON geocoded information regarding the estimated per-
ception of the spatial qualities of different places in an area into a map visualiza-
tion, some considerations have to be made. The nature and the granularity level
at which the data analysis is going to be performed are fundamental for choosing
the type of visualization to be generated. The nature of the data analysis can be
purely analytical or extended with further estimations, for example to estimate
the studied spatial quality to a location in the middle of the analyzed area where
no data was available. The granularity level of the analysis is intended as the
scale at which the analysis is performed, for example if the visualization will be
zoomed in to see precise data available on a single street, on the neighbourhood
level, or if only the map at the whole city scale will be looked at.

Different visualization techniques depend primarily on the type and level of
aggregation of the data to be represented on the map. Three alternatives with
their advantages and disadvantages are now presented.

Raw Data Visualization. The first of the proposed alternatives for data visu-
alization on a map, consists in simply displaying all the data points on a map,
colored according to the estimated score representing the presence and inten-
sity of the studied perceived spatial quality at that location. In this case, all
the data points in the GeoJSON resulting from the scoring phase executed with
the TrueSkill method in combination with the siamese CNN for comparison,
are directly taken and visualized on top of a map, with some colored points
representing the estimated score at each coordinate present in the dataset. An
example of this visualization can be found in Fig. 4.

The advantage of this data visualization technique is that it is complete and
very precise. All data points can be analyzed singularly and it is even possible
to associate the picture that was analyzed to score each point, so that users can
judge if the scoring was executed correctly according to their perceptions or not.
Moreover, an analysis at a very high granularity (e.g., on a small area, like a single
street) can be performed on this type of visualization. However, this visualization
technique can contain noise, caused by subjectivity in the perception of a spatial
quality, outliers or poor quality on a small part of the street level image data.
Also, the perceived spatial quality over a big enough region (a city or a nation)
can be difficult to effectively analyze, as the data aggregation and summarization
task is left to the observer of the visualization.

5 https://geojson.org.

https://geojson.org
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Fig. 4. Example of raw data visualization. Each dot represents an image that was
analyzed and its color indicates the estimated score of the studied perceived spatial
quality. In this case the scale goes from an unsafe place shown by a bright red dot to
a safe place shown by a bright green dot. (Color figure online)

Tessellation. To remedy to the limitations of the raw data visualization, a
proposed solution is that of aggregating the data using a fixed tessellation of the
space. This consists in dividing the map in a grid with an adequate size, where
each cell of the grid can be colored with a color reflecting the average score of
all the dots included in the cell. This allows to create a visualization containing
less data that results less overwhelming to the target observer of the map, as for
example in Fig. 5.

The advantage of this data visualization technique is that it is in general
easy to read and less noisy than the raw data visualization. Also, it is modulable
to provide a more generalized or precise observations, depending on the size of
the grid that one wants to display. This property also makes this visualization
technique well suited for analysis on all possible granularity levels, going from
the overall view of the whole analyzed region with general information (grid with
big rectangles) to the focused analysis of a small area with precise information
(grid with small rectangles). However, selecting the correct size of the grid is
an operation that has to be finely tuned by hand, as selecting a too big square
can for example hide some problematic regions, as these can be compensated by
good scores in the same rectangle. Also the location of the rectangles in the grid
are fixed, and do not necessarily correspond to actual clusters in the data.

Fuzzy Clustering. Another possibility for data aggregation for the purpose
of providing an even less noisy, more continuous and naturally clustered data,
consists in making use of fuzzy clustering (e.g., fuzzy-c-means [10]). This allows
to create a full visualization over the whole analyzed region, which produces also
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Fig. 5. Example of tessellated data visualization. Each rectangle represents the average
estimated perceived spatial quality of the points contained in it. In this case the scale
goes from a bad perceived atmosphere (bright red) to a good perceved atmosphere
(green), passing from a neutral or missing data situation (white and transparent).
(Color figure online)

an estimation over areas with missing data, based on the values from nearby
locations. The process consists in:

1. creating clusters of data based on the score and location of points;
2. assigning to each of the resulting clusters i ∈ C the average score of the

elements in that cluster x̄i;
3. for the visualization, generating new points yj in the whole analyzed region;
4. computing the membership degree μi(yj) of yj in each cluster i, based on yj ’s

location;
5. assigning to yj a score Sj depending on μi(yj):

Sj =
∑

i∈C

μi(yj) · x̄i

with
∑

i∈C μi(yj) = 1;
6. visualizing all points yj on the map with the color corresponding to their

score Sj .

An example of this visualization can be found in Fig. 6.
The advantage of this data aggregation and visualization technique is that the

clusters are dynamically created with patterns in the data points. This makes
them variable in space and size, contrarily to what happens with a fixed tes-
sellation. An estimation of the perception of the studied spatial quality can be
provided this way at any location, including places where data was not available.
This process of “filling the gaps” corresponds to what subconsciously happens in
people’s brains [8], it is therefore a bio-inspired operation. This provides a visu-
alization that is only correct assuming that places in close locations have similar
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Fig. 6. Example of fuzzy clustering based data visualization. The map is filled with a
heatmap showing the score corresponding to the estimated perceived spatial quality at
any location. In this case the scale goes from a bad perceived atmosphere (bright red)
to a good perceved atmosphere (green). Most of the scores on the map are estimated
based on their proximity with real datapoints [6]. (Color figure online)

perceived spatial qualities. However, one can argue that because of the intrinsic
fuzzy nature of perceptions of spatial qualities, in this case a good estimate is
not less valid than a precise report. This visualization technique based on fuzzy
clustering is a concrete application of one of the fundamental design principles
of phenotropics, as it tries to make software “an ever better guesser instead of a
perfect decoder” [18].

Although this visualization technique is good for providing a general overview
of a big region, its disadvantage is that a good amount of data is necessary to
get good results, so it is applicable on a high granularity level (e.g., to visualize
the perceived spatial qualities on a single street) only where there is a high
concentration of data.

4 Use Cases

In the following section, the implementation of two use cases using the method-
ology proposed in Sect. 3 is presented. The goal is to provide practical guidance
and validation of the method.

The use cases were defined with a practitioner partner in the frame of the
Streetwise project. This project has the aim of measuring human perception of
spatial situations, it uses crowdsourcing as a method for gathering data from
people: citizens are invited to participate in a study, they are shown image
pairs of public spaces, and they make a selection considering a particular spatial
dimension (e.g., beauty, livability, or safety). The collected data is then used to
train a machine learning model that enables the evaluation of new image pairs
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in an automatic manner. The end goal of Streetwise is to create the first map of
the perceived spatial quality of Switzerland.

In the following sections, details of the implementation of a use case to mea-
sure the perceived safety and atmosphere are described. For the safety dimension,
people were asked to answer the question Where do you feel safer? when decid-
ing which picture to choose; for the atmosphere dimension, the question was
Where would you rather stay?

4.1 Data Source

As described in Subsect. 3.1, it is necessary to define, if not owned, a data
source whose licensing enables retrieval, storage, processing, and publication of
its files. Taking that into consideration and the requirement that for the safety
and atmosphere use cases, street-level images are needed, the Mapillary6 plat-
form was selected as the data source. Mapillary hosts and publishes street-level
imagery and map data under the Creative Commons Attribution-ShareAlike 4.0
International License; thus, it was possible to retrieve, store, process, and use
the images for a third-party application.

For the image retrieval, settlements of interest were defined with the project
partner. They ranged from small communities with populations from around
3 000 (e.g., Beromünster and Ingenbohl) to large cities with more than 200 000
inhabitants (e.g., Zürich and Luzern). Once they were defined, a Python script
was written to retrieve the images. The geocode system Geohash7 was used to
surround the areas of interest with bounding boxes and retrieve images within
the selected area in a similar manner as described in [24]. Since urban spaces were
of interest and to avoid retrieving photographs of highways, Geohashes of level
7 (i.e., bounding boxes of 153m × 153m) were used, specifically to target parks
and pedestrian areas. Examples of level 7 geohashes are u0mgtj8, u0qj6vv, and
u0qh3g2. The images were then downloaded in the highest resolution available,
and some metadata were also recorded (e.g., geographical coordinates, date of
upload, and Mapillary’s identification number).

The images hosted in Mapillary can be defined as crowdsourced themselves
since voluntary users are the authors of the photographs and the responsible for
uploading them onto the platform. On the one hand, this entails that a variety
of images are available. On the other hand, such images might not be of good
quality since the users use any camera to capture them, and they can also be
taken from vehicles in movement. Thus, some images might be blurred and need
enhancement to be usable.

To that end, the following filters were implemented in Python with the
OpenCV8 library, to make a selection of the most suitable images for the case
studies:

6 https://www.mapillary.com/.
7 http://geohash.org/.
8 https://pypi.org/project/opencv-python/.

https://www.mapillary.com/
http://geohash.org/
https://pypi.org/project/opencv-python/
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1. Blurriness Filtering : Based on the proposal described in [23], a Laplacian
operator implemented in OpenCV was used to determine the level of blurri-
ness of an image. A threshold to differentiate blurry and non-blurry images
was defined based on the images retrieved. It was found that a threshold of
500 was suitable for our goals. Lower values will increase the incidence of
blurry images, and a higher one would filter out more usable images.

2. Brightness Filtering : A function that selects regions of images to approximate
the brightness level and to average those values was written. The threshold of
60 used to discriminate between bright and dark pictures was selected. As in
the previous case, this value has to be adjusted according to the data sources.

3. Vehicle Detection: As a way of avoiding pictures with a high number of vehi-
cles, object identification algorithms were used. The script was written using
the Python library ImageAI9. Cars, trucks, buses, and trains were considered
vehicles. If an image had more than 3 vehicles in the scene, then that image
was discarded. Moreover, the count of vehicles was done only when the prob-
ability that it is indeed a vehicle was greater than 60%. This value was chosen
once again on the insights obtained from a test dataset. A number lower than
3 will filter out many more images.

Once the images were selected, further enhancements were performed, includ-
ing contrast and brightness improvement and border cropping to focus specific
parts of the pictures.

At the end of this stage, the dataset was composed of 8 400 unique street-
level images from 8 german-speaking cities of Switzerland for the safety use case
and 3 650 images from 6 cities in the case of the atmosphere use case.

4.2 Crowdsourcing

For the use case of perceived safety, 8 400 images from 6 cities of the german-
speaking region of Switzerland were retrieved.

The participants had to answer the question (translated from German) Where
do you feel safer? by selecting between an image pair the one showing a place
where they would feel safer if they were there.

An open-source web application was developed to gather the participants’
evaluations. The application provided an introductory interface with the goal
of the project and instructions on how to evaluate the image pairs. The voting
interface showed 10 to 15 image pairs randomly selected; the application also
offered the possibility to not select any of the images by indicating a reason
(e.g., when the images were unclear or too similar). Also, it was possible for the
users to report images (i.e., to indicate that specific photos should not be used).
This last functionality was implemented to perform future improvements in the
dataset. The code of the application is available in a Github repository10. The
proposed application allowed a simple adaptation of the number of image pairs
to be shown in a session, asked questions and image sources.
9 http://www.imageai.org/.

10 https://github.com/Streetwise/streetwise-app.

http://www.imageai.org/
https://github.com/Streetwise/streetwise-app
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The crowdsourcing campaign took place between May and October 2020. To
attract more participants, advertisement campaigns through social media and
magazines targeted to older adults were made by the project partner. Addition-
ally, to motivate participants, a raffle of a smartphone was also done. In total
25 763 evaluations were gathered. People participating in the crowdsourcing had
to evaluate between 10 and 15 image pairs. By clicking on one of them, the par-
ticipants indicated in which place they would feel safer. Furthermore, the users
were asked to provide some demographic data; this, however, was not mandatory.

In the case of the perceived atmosphere study, 3 650 street-level photos of 8
german-speaking cities were retrieved. Users had to answer the question (trans-
lated from German) Where would you rather stay? and select between two
images the one they considered had a better environment to spend some time.

The crowdsourcing campaign was carried out from July to October of 2020,
starting two months later than the perceived safety campaign. It was conducted
with the same web application. Some users got to evaluate images corresponding
to the atmosphere campaign, while others had to do it for the safety campaign.

In total, 10 766 evaluations were collected in the perceived atmosphere cam-
paign. Furthermore, 1 834 people evaluated images for both campaigns. Figure 7
summarizes information about the number of participants by age group and
gender of the perceived safety and perceived atmosphere use cases combined.

Fig. 7. Demographics of the participants for the perceived safety and perceived atmo-
sphere use cases.

In the following sections, specific details of the two use cases for the subse-
quent stages of the methodology are presented.
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4.3 Perceived Safety

The goal of this use case was that of analyzing the perceived safety situation from
the point of view of pedestrians in different areas of Swiss cities and villages of
different dimensions. To be able to do this, the proposed methodology presented
in Sect. 3 was applied. The crowdsourcing campaign focused on the answers to
the question Where do you feel safer?, which could then be used for the training
of a custom siamese CNN extending the crowdsourcing process, which was in
turn used to compute a perceived safety score for each location in the analyzed
regions, which could consequently be visualized on a map.

Training. With the data collected in the crowdsourcing, a siamese CNN with
the architecture presented in Sect. 3.3 was trained. To avoid overfitting, an
aggressive dropout with a probability for a node of being dropped P = 0.9
and a L2-regularization with λ = 0.01 were applied to all the fully connected
layers. The training was executed on a 80/20 training/validation split, and it
was run for 400 epochs in batches of 64 image pairs with an initial learning rate
lr = 0.005, which was reduced by half every time the loss was stagnating for at
least 10 epochs.

After the 400 epochs of training, the siamese CNN reached an accuracy of
68.31% and a loss of 0.6953 on the validation set, using a training set containing
38 600 pairwise comparisons of images executed by the crowdsourcing partici-
pants and a validation set with 9 650 comparisons.

Scoring. Using the trained siamese CNN, it was then possible to generate some
scores of the perceived safety in images from a bigger dataset than that used for
the crowdsourcing experiment. This could be done with the use of the TrueSkill
scoring system, where the scores of the images were updated when compared
with other pictures, considering that the image of the pair which was returned
as being perceived as the safer by the CNN was considered the winner of the
comparison.

Each image was compared with at least 30 other images from the dataset in
order to get good safety scores estimations, and their TrueSkill score representing
perceived safety was saved in a GeoJSON file, with the coordinates where the
image was taken and the extracted safety score. Example of pictures with scores
representing a bad, medium and good perceived safety are displayed in Fig. 8.

Mapping. With the results from the scoring process, it was possible to produce
a visualization on a map of the perceived safety in different areas of the analyzed
cities. This visualization can provide indications of the perceptions of citizens
towards the safety in different areas of the city, allowing the city authorities to
act in a targeted way to improve the overall perception of the city. Visualiza-
tions using the three techniques described in Sect. 3.5 were generated for all the
analyzed cities. An example for the perceived safety in the city of Bern with
raw data and tessellation-based data aggregation are depicted in Fig. 9. In this
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Fig. 8. Example of pictures with a Trueskill representing the worst, the average and
the best perceived safety in the city of Zurich, rated by the siamese CNN.

figure, it is also possible to appreciate the differences of the two visualization
approaches, including the noise reduction of the aggregation method and the
higher granularity of the raw data visualization.

Fig. 9. Results regarding the perceived safety in the city of Bern visualized with the
raw data (left) and the data aggregated with tessellation (right).

4.4 Perceived Atmosphere

The goal of this use case was that of analyzing the perceived atmosphere situation
from the point of view of people Swiss cities and villages of different dimensions.
To be able to do this, the proposed methodology presented in Sect. 3 was applied.
The crowdsourcing campaign focused on the answers to the question Where
would you rather stay?, which could then be used for the training of a custom
siamese CNN extending the crowdsourcing process, which was in turn used to
compute a perceived atmosphere score for each location in the analyzed regions,
which could consequently be visualized on a map.

Training. With the data collected in the crowdsourcing, a siamese CNN with
the architecture presented in Sect. 3.3 was trained. To avoid overfitting, an
aggressive dropout with a probability for a node of being dropped P = 0.9
and a L2-regularization with λ = 0.01 were applied to all the fully connected
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layers. The training was executed on a 80/20 training/validation split, and it
was run for 400 epochs in batches of 64 image pairs with an initial learning rate
lr = 0.005, which was reduced by half every time the loss was stagnating for at
least 10 epochs.

After the 400 epochs of training, the siamese CNN reached an accuracy of
69.09% and a loss of 0.6853 on the validation set, using a training set containing
17 225 pairwise comparisons of images executed by the crowdsourcing partici-
pants and a validation set with 4 306 comparisons.

Scoring. Using the trained siamese CNN, it was then possible to generate some
scores of the perceived atmosphere in images from a bigger dataset than that
used for the crowdsourcing experiment. This could be done with the use of the
TrueSkill scoring system, where the scores of the images were updated when
compared with other pictures, considering that the image of the pair which was
returned as being perceived as the one with a better atmosphere by the CNN
was considered the winner of the comparison.

Each image was compared with at least 30 other images from the dataset in
order to get good atmosphere scores estimations, and their TrueSkill score repre-
senting perceived atmosphere was saved in a GeoJSON file, with the coordinates
where the image was taken and the extracted atmosphere score. Example of pic-
tures with scores representing a bad, medium and good perceived atmosphere
are displayed in Fig. 10.

Fig. 10. Example of pictures with a Trueskill representing the worst, the average and
the best perceived atmosphere in the city of Bern, rated by the siamese CNN.

Mapping. With the results from the scoring process, it was possible to produce
a visualization on a map of the perceived atmosphere in different areas of the
analyzed cities. This visualization can provide indications of the perceptions of
citizens towards the atmosphere in different areas of the city, showing the places
where people are most likely to spend their time in a relaxing and enriching way.
This allows in turn the city authorities to identify locations where it would be for
example interesting to promote touristic activities. Visualizations using the three
techniques described in Sect. 3.5 were generated for all the analyzed cities. An
example for the perceived atmosphere in the city of Luzern with raw data data
and fuzzy clustering data aggregation are depicted in Fig. 11. In this figure, it
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is also possible to appreciate the differences of the two visualization approaches,
including the ability to fill the blank spaces of the aggregation method and its
simple explanation at a very high level, and the higher precision of the raw data
visualization.

Fig. 11. Results regarding the perceived atmosphere in the city of Luzern, visualized
with the raw data (left) and the data aggregated an extended with fuzzy clustering
(right).

5 Discussion and Conclusions

This article proposes a five-steps methodology to provide a frame for mapping
perceived spatial qualities of urban spaces. The methodology was conceptualized
applying concept of crowdsourcing, perceptual computing, and neural networks.
It consisted of i) data collection and cleaning, ii) crowdsourcing, iii) training, iv)
scoring, and v) mapping.

The data collection and cleaning stage outlines the process that can be con-
ducted when creating a dataset of images to be evaluated by people. The crowd-
sourcing step highlights the main aspects to be considered when gathering data
from a collective of people. The training step attempts to exemplify how machine
learning-based methods can learn the features that make people select one image
over another when asked about a particular situation. The scoring process auto-
matically classifies new images with the models obtained in the previous step to
visualize and aggregate them in the mapping stage finally.

Two use cases to illustrate the application of the methodology and efficacy
were also presented. The first case attempted to measure the perceived safety
of a place and the second the perceived atmosphere. For the perceived safety
case the question Where do you feel safer? was posted and Where would you
rather stay? was the interrogation for the second case. 1 834 people participated
in the project as the crowd and 36 529 evaluations were gathered over a period
of around 5 months.

The outcome of both use cases allows us to state that the methodology facil-
itates the representation of perceived spatial qualities accurately. A qualitative
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validation was also done by showing the results of the atmosphere analysis to
people who know well some of the studied cities. These people confirmed that
the obtained visualization seemed to be correct as the areas with good per-
ceived atmosphere on the map mostly corresponded to walking areas in general,
especially around lakes, rivers and in parks, which are places where a good atmo-
sphere is expected.

The results also confirm the versatility of the presented methodology, as the
methods can be adapted to measure other kinds of spatial dimensions (e.g.,
beauty). The methodology is also flexible because other techniques can be used
to create the models (e.g., perceptual computing, fuzzy logic, and other machine
learning methods). Other ways of presenting the outcome besides maps could
also be implemented (e.g., linguistic summarization).

In regards to the limitations of the proposed methods, time is one of them.
Crowdsourcing is a process that can take a considerable amount of time. If results
are expected to be obtained in short periods, then this data collection process
might not be suitable, and another one would have to be adopted. Additionally,
it should be highlighted that the execution of any machine learning algorithm
requires the availability of computational power to perform the training and scor-
ing processes. However, the proposed methodology is based on transfer learning,
which is still less intensive in the use of resources than a full training.

Future work will be directed towards finding alternatives to address the afore-
mentioned issues. Another point to be explored is the implementation of an
explainable component, since it might be of interest to understate how a model
chooses one image over the other for example. Such a feature could enable achiev-
ing better results.
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Abstract. Enterprise ballot is a term often used to represent a delibera-
tion process within a company or a consortium of companies. Such ballots
are usually applied to support the decision-making process in scenarios
where stakeholders and the organization have to decide on a certain sub-
ject before performing an action. However, there are few reported cases in
the literature regarding enterprise ballots and their requirements. Hence,
the enterprise needs are not mapped in depth, particularly in a consor-
tium scenario. This presents challenges regarding process transparency,
system reliability and user access restrictions. Therefore, an enterprise
ballot system should have its own requirements to deal with this envi-
ronment, ensuring a correct, verifiable and private ballot process. In this
sense, this paper presents BallotBR, an enterprise ballot system built
under the Libr@Blockchain project, which is supported by Libra consor-
tium based on the ANP’s Research, Development and Innovation clauses.
The requirements were collected with the companies stakeholders, and
the system was implemented in a permissioned blockchain, Hyperledger
Fabric. Furthermore, a permissioned blockchain network was proposed to
provide correctness, verifiability and privacy to the ballot process. Such
a network aims to promote a trustworthy, cooperative, and reliable envi-
ronment. Still, the network intends not only to enable an enterprise ballot
system for a specific consortium, but to allow that, in the future, other
applications be attached, connecting other companies in this ecosystem.
Since we used a permissioned blockchain, companies can exchange infor-
mation privately through exclusive communication channels. Moreover,
we developed an integration with a digital identity and signature solution
to control access to the system, and ensure the identity of users’ actions
within BallotBR. Last but not least, we present the identified threats to
validity to expose and discuss the main concerns of our system design
choices.
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1 Introduction

Enterprise Ballot (EB) is a term often used to support the decision-making pro-
cess when companies have to deliberate a certain subject. This deliberation has
implications on the activities of the organization. Thus, an enterprise ballot sys-
tem is used to inform, discuss and settle the company’s position on essential
topics related to their business operation. In this sense, an EB system should
represent the overall stakeholders’ will regarding a specific question in a partic-
ular moment in time.

However, there are few literature cases regarding EB systems, as opposed
to public election systems, a theme that has been well explored [1,6–10,16,
20,23]. Therefore, academic research has not approached particularities of the
enterprise context. Specially in the consortium scenario, which presents similar
challenges of public election e-voting systems regarding correctness, verifiability
and privacy. In this sense, the latter must: (i) guarantee the correct execution
of the company rules regarding the deliberation process, (ii) verify that the
votes were counted as it was cast, and ensure the authenticity of the voter
identity and how s/he voted, and (iii) restrict unauthorized access to the system,
maintaining the confidentiality of deliberation to its participants, requiring a safe
enrollment and authentication process. Hence, EB systems should have their own
requirements specified in order to satisfy all the stakeholders’ interests.

In this context, blockchain technology emerges as a possible solution to
provide correctness, verifiability and privacy in the EB ecosystem [2,18,21].
Blockchain is able to change the paradigm of trust and cooperation in a multi-
party relationship environment [3,18,19]. This can be noticed on the several use
cases of blockchain in the oil and gas industry [22]. Blockchain allows the cre-
ation of an immutable, digital, chronological, and decentralized data structure
in an untrusted environment. Moreover, the consensus mechanisms guarantee
the alignment between the participants in regards to the understanding related
to registered data. When applied to EBs, the blockchain technology becomes an
essential layer of trust, since it empowers participants allowing them to friction-
lessly access information. Also, it guarantees that the deliberation rules set at
the beginning of this relationship were covered. However, even though this layer
delivers data transparency, data immutability, and security without the need of
a third party for validation [21], there are challenges related to the blockchain
network construction that requires the alignment between all participant com-
panies. To design the processes and access policies, these participants have to
settle the network nodes and chain codes, i.e., smart contracts. Moreover, once
established, the blockchain network could be used to support other consortium
solutions and applications.

Therefore, we developed BallotBR, which is an EB system under a permis-
sioned blockchain platform designed to the Libra consortium, which is composed
by six companies: Petrobras, as the consortium operator, and Shell Brasil, Total-
Energies, CNPC, CNOOC and PPSA as non-operator members. The BallotBR
was developed to attend to the Research, Development and Innovation (RD&I)
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levy foreseen by the Brazilian Law n. 9.478/1997 created to stimulate research
and the adoption of new technologies for the Oil and Gas sector.

In this system, we (i) developed enterprise features after feedback sessions
performed with the operator and non-operator consortium members, which
were implemented in BallotBR through the Hyperledger Fabric (HF) blockchain
framework to deliver the correctness, verifiability and privacy, (ii) approached
the challenges regarding the digital identity and signature process within Bal-
lotBR to deliver the user privacy requirements. As a result, we figured out that
even with the blockchain layer, some interface improvements were required to
deliver the expected transparency and trust, as well as to deal with related issues
regarding the digital identity and signature. The HF was designed to be used as
a pillar to develop new applications in a well-established and reliable network,
respecting the private communication channels between companies and insti-
tutions of an ecosystem. Furthermore, we presented a new digital identity and
signature application [19]. The latter is a mobile application initially designed
to digitally sign documents that allows the use of a blockchain platform to per-
sist data. We used such application as a possible solution for the identification
of members within BallotBR when signing and confirming actions and votes in
BallotBR.

Last but not least, this paper is structured as follows. Section 2 focuses on the
background related to e-voting systems, digital identity, and signature require-
ments. Section 3 discusses the related work. Section 4 presents the application
scenario, the system requirements based on the consortium and the companies
viewpoint. Section 5 presents the Oil and Gas blockchain network and the Bal-
lotBR architecture. Section 6 discusses the digital identity and signature solution,
AssinadorBR, while Sect. 7 presents the threats to validity discussion. Finally,
Sect. 8 presents the conclusion and future work.

2 Background

Coordinating decisions inside an organization can be challenging. It is even
harder to coordinate decisions within a company consortium formed by com-
panies with diverse nationalities and different internal processes and cultures.
In general, some rules and procedures govern the decision-making process inside
an organization, as well as in a consortium. Thus, deliberations in these con-
texts must adhere to established rules agreed upon by stakeholders. In addition,
deliberations must take place on an open, trustworthy, and informed forum, so
that members can express their perspectives and safely cast their votes.

In this sense, even though we are living in a highly digitized and connected
society, critical corporate decision-making scenarios are still highly dependent
on manual activities and paper-based processes. The migration from a paper
based deliberation process to an electronic voting (e-voting) system is still incip-
ient in most organizations. Also, academic research on such systems is not well
developed, with a low number of publications about the subject.

Most of the research referring to e-voting systems is focused on public and
democratic elections, and not on EB [8,9,11,16,20,23]. The latter focuses on
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public elections organized by the Government of a State aiming to elect a can-
didate to a public office. In its turn, EB systems are e-voting systems developed
for private entities to support the deliberation of the organization’s interest and
are usually applied to support the decision-making process in many scenarios
[2,25].

In particular, the research is mostly focused on the vulnerabilities related
to the migration of a paper-based ballot to an e-voting system. As mapped by
the literature, e-voting systems focuses on security issues related to the system’s
verifiability, correctness, and secrecy [2,6,11,23]. Those vulnerabilities are also
points of concern of EB systems [2]. These systems must satisfy such security
requirements to ensure a secure voting procedure, providing a legitimate and
trustworthy result. In order to achieve these requirements, there is the need to
implement a robust user authentication procedure. Therefore, digital identity
and digital signature solutions are essential issues that must be dealt with in
these systems (Sect. 6).

Besides security requirements, the migration to an e-voting system in a con-
sortium environment demands the development of features that correspond to
the procedure and rite established by the organizations that compose the con-
sortium. In this context, we have already described, mapped, and implemented a
framework for an EB system, implemented in blockchain, in a consortium ambi-
ence, named BallotBR [2]. The developed features are strictly adherent to the
rules that govern a consortium deliberation process, and were complemented
and validated by all stakeholders during feedback sessions. In these sessions,
as it will be better described on Sect. 5.1, members from all of the companies
which compose the consortium were present. This promoted an enriching debate
about important features for EB systems in general, and for EB systems for the
consortium in particular.

The development of the BallotBR happened in a consortium context, as
described in Sect. 4, composed of six different companies in the oil and gas sector,
in which they are commonly competitors in other scenarios. This means that an
important feature of the BallotBR was the need to establish mutual trust and
cooperation between the companies. These values motivated the development
of a blockchain network that aims to implement different applications for the
consortium’s needs, such as the BallotBR. Thus, BallotBR is the first application
that runs within the network. The second application is the AssinadorBR, a
digital identity and signature solution used in BallotBR.

3 Related Work

This section presents the related works related to electronic voting systems and
digital identities and signature solutions implemented in a blockchain. The goal
is to verify how BallotBR adds specific features for EB systems for a consortium
environment, and how the latter adds to the discussion of e-voting systems,
specially, in an enterprise scenario.
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An e-voting system for public elections was implemented on the Ethereum
network1, as presented by Hardwick et al. [9]. The authors fixed six requirements
that such a system shall fulfill: forgiveness, coercion-resistance, privacy, eligibility
and fairness. As shown by the authors, each one of these requirements were dealt
with by the system. However, the use of a public blockchain for EB systems
challenges some essential aspects of such a system. The lack of channel creation
and data sharing controls can be an issue, since the deliberation content should
be kept private between stakeholders. Also, there must be a secure, reliable and
controlled manner to enroll and access the network, which does not happen on
Ethereum. Thus, the use of a permissioned blockchain, such as HF, can promote
these benefits.

BroncoVote is an e-voting system implemented in the Ethereum blockchain
[7]. Even though Dagher et al. affirm that their blockchain smart contracts could
be deployed on Ethereum private network, [9] limitations of such approach are
highlighted. One of them relates to the fact that a significant number of protocols
require a bigger number than the 256 bits accepted by solidity unsigned int.
Therefore, HF is a reliable option to deal with this.

The usage of permissioned blockchain has been considered by Hjálmarsson
et al. [10] and Patil et al. [20] as an alternative to public blockchains in a voting
scenario. The ability that permissioned blockchain have to keep secrecy was high-
lighted. Also, transaction per second costs and performance were also pointed out
as benefits of permissioned blockchains. However, both papers do not evaluate
the application of a permissioned blockchain in an EB context.

Mukherjee et al. [17] present an overview of the applicability of blockchain
technology in e-voting systems, which may deliver a combination of precision,
transparency, and immutability to the electoral process. The authors propose a
secure means of e-voting supported by a Framework as a Service (FaaS) which
uses a permissioned blockchain network in its architecture, with nodes that
implement the HF blockchain runtime, to provide security features to the pro-
cess regarding e-voting and electoral counting. In this system, the audit process
is supported by the immutable information stored in the blockchain. However,
Mukherjee et al. did not explore the EB requirements and particularities.

Voaz is a blockchain-based system developed for Federal Election in the U.S.,
which used a permissioned blockchain. Voaz developers, however, were not totally
transparent regarding the application architecture. In this sense, Specter et al.
[23] analyzed the security of Voaz, and presented several concerns regarding
privacy, and the possibility of hacker attacks. As with the other papers analyzed
in this section, Voaz do not present features and requirements for EB systems,
focusing on a public blockchain voting system. Therefore, the lack of blockchain
EB systems requirements is still open for discussion.

It must be noted, however, that there are two non-blockchain-based e-voting
solutions that are open-source plataforms that inspired basic features for Bal-
lotBR: Helios and Civitas [1,6]. Even though interesting features were presented

1 Private Ethereum Network. Available at: https://geth.ethereum.org/docs/interface/
private-network Accessed at: 10/01/2021.

https://geth.ethereum.org/docs/interface/private-network
https://geth.ethereum.org/docs/interface/private-network
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(e.g. approval rates and abstention behavior configuration), they were mainly
focused on public elections, and not on enterprise context.

Regarding the digital identity, Kondova and Erbguth [13] presented three
technical solutions for self-sovereign identity on blockchains: (i) the Sovrin SSI,
which is a solution based on the Hyperledger Indy; (ii) uPort, which is a mobile
application to manage identities on the Ethereum public blockchain, and (iii) the
Jolocom framework, which, as uPort, stores the information on the Ethereum
network. However, the use of Hyperledger Indy would imply the construction of
a new blockchain instance in the project. This would increase the barrier related
to the blockchain adoption in the consortium companies, since the companies
would need more specialists with knowledge in such technology. Moreover, in
regards to the other two solutions, the Ethereum network is not suitable for
our scenario, as Ethereum does not allow the implementation of access politics,
keeping information public. Thus, we decided to use the AssinadorBR application
that enables the configuration of different profiles. These profiles set where the
information will be persisted, such as in HF network, Ethereum or in a traditional
database.

Last but not least, Lu et al. [14] discuss how the blockchain can be applied to
the oil and gas industry based on four aspects: (i) negotiation, (ii) management
and decision-making, (iii) process auditability, and (iv) cybersecurity. From a
decentralized decision-making perspective, decentralized applications invoking
smart contracts in blockchain runtimes can enable e-voting applications where
transparency and accuracy are required. In a ballot process, a voter can vote
or entrust their votes to other board members, and anyone can publicly verify
the result. Moreover, the authors mentioned that such an industry is very tradi-
tional due to the long-term nature of the businesses involved. Hence, changes can
be challenging. Emerging technologies usually stay in a proof of concept stage
without forecasting the production phase. However, the BallotBR EB system
overcame internal processes barriers, proving its value to the Libra’s consortium
companies.

It must be noted that, since BallotBR is still in the early stage of the appli-
cation, there are still challenges ahead, primarily technological, regulatory and
system transformation.

As demonstrated in this section, the described works did not explore solu-
tions for e-voting systems in an enterprise and consortium environment, applied
to a permissioned blockchain, and neither regarding the digital identity in a
private network. Therefore, we have developed BallotBR, an EB system imple-
mented in HF. The system took in consideration the identified gaps. Further-
more, AssinadorBR, a digital identity and signature solution, was integrated to
the BallotBR, consolidating safe and secure usage and user identification within
the system.
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4 BallotBR: An Enterprise Ballot System

4.1 Application Scenario

Libra was offered for the presalt area, in 2013, under the new Production Shar-
ing Agreement. This area was part of the first bidding round organized by the
Brazilian government [5]. Today, Libra is one of the the seventeen agreements in
force in the country.

Libra area is explored by five companies: Petrobras (Operator, uphold-
ing 40%), Shell Brasil (20%), TotalEnergies (20%), China National Petroleum
Corporation (CNPC) (10%), and China National Offshore Oil Corporation
(CNOOC) (10%). According to the Production Sharing Agreement rules, PPSA
(Pre-Sal Petroleo S.A), a public company, must integrate the consortium as
a proxy of the Federal’s Government interests. The company participates of
the Operational Committee and has the responsibility of managing the shar-
ing agreement. One of PPSA’s role is to guarantee that the consortium acts in
accordance to the agreement rules.

In this context, the Libra consortium is governed by the Libra consortium
Agreement and its Internal Regulation. According to these rules, a deliberation
is needed whenever the consortium must acquire goods and services for the
execution of its activities. The deliberation process in Libra is called ballot,
and the Operator is responsible for proposing it. Thus, when a ballot takes
place, each companies’ participation is distributed proportionally, and PPSA
has 50% of participation in ballots’ decisions. Therefore, in a ballot process,
each company will have the following participation: Petrobras with 20%, Shell
Brasil and TotalEnergies with 10% each, CNPC and CNOOC with 5% each, and
PPSA with 50%.

However, not all acquisition of goods and services will require a ballot.
Depending of the value of an acquisition, the Operator is authorized to only
communicate the procurement to the other consortium members. This commu-
nication mechanism is named notice, which is a notification procedure to inform
non-operator consortium partners of certain actions, including the procurement
of goods and services.

In the context of a research and development project of the Libra consortium
and the Pontifical Catholic University of Rio de Janeiro (PUC-Rio), focused on
innovation with blockchain technology, we have developed an EB system imple-
mented in blockchain, called BallotBR. For the development of this system, we
have mapped the ballot and notice process in order to automate both proce-
dures. As it will be described below, the use of a permissioned blockchain was
important to ensure the key aspects of electronic voting systems presented in
Sect. 2, as well as to provide a transparent and legitimate ballot process.

Therefore, the BallotBR was developed in strict adherence to the Libra con-
sortium Agreement and its Internal Regulation. The system’s requirements and
features were implemented using the agile methodology, currently in its sixtieth
sprint, which attends to the rules established in these legal documents. These
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requirements were further validated by Petrobras collaborators from the Libra
Partnership department on biweekly follow-up meetings.

4.2 Consortium Requirements

Even though BallotBR is adherent to the Libra consortium rules, this EB sys-
tem was able to set essential features that are common to deliberation processes
within consortia. This affirmation is confirmed by the approval and positive feed-
back collected during the feedback sessions. As mentioned above, it is important
to provide a trustworthy ambience for the interaction of companies that compose
a consortium. And we believe that BallotBR features, and the implementation
of such application in a blockchain network of the Libra consortium, are able to
provide this environment.

Initially, we mapped the BallotBR requirements according to the legal doc-
uments that regulate the consortium, and implemented the features into the
system in adherence to such requirements. This first version of the BallotBR
was validated, tested and approved by Petrobras collaborators of the Partner-
ship area of Libra, as well as other collaborators who work on another consortium
which Petrobras is part of. As a result, several insights and feedback were col-
lected to allow the development of new improvements in the system.

On a second round of testing, non-operator consortium partners of the Libra
consortium participated (herein “Partners”) of a feedback session, providing new
feedback and suggestions for the system. All of these testing rounds were guided
by PUC-Rio researchers. These sessions were important to set basic and impor-
tant features for EB systems, which are specially relevant on a consortium con-
text.

For this second feedback session, a new test script was shared with the col-
laborators enabling them to simulate the usage of the BallotBR. Also, fake users
were created, in which each fake user represented a role of a member of the
companies of the consortium in a ballot. During these sessions, the participants
registered what they believed would improve the BallotBR, according to their
experience on the consortium.

Regarding the feedback sessions with the Partners, we conducted six meet-
ings, with different consortium members; at least one company collaborator par-
ticipated in one of the meetings. Three sessions were made in English and three
in Portuguese, with a one-hour duration each.

On the first session, we presented an overview of the BallotBR and the fea-
tures motivated by Petrobras perspective as the consortium Operator. At the
end of this introduction session, we shared a script test with real world scenarios
so that the Partner’s collaborators could interact and test the BallotBR. On
the following sessions, we went through the scrip test together with the collab-
orators, guiding them to test the system. PUC-Rio researchers registered the
feedback, insights and suggestions from the collaborators during the execution
of such actions. Those comments were all registered and used as evidence of the
new features that would have to be developed in the BallotBR.
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After those six sessions, all of the suggestions made by the collaborators
of the first and second round of testing were compiled on a document. Libra’s
Consortium collaborators from the Partnership department also had created a
list of new features, which were suggested during their and other collaborators
testing. All of these suggestions were organized in an excel spreadsheet according
to its importance and relevance for the Libra consortium needs. As a result,
twenty-six new features, bugs, and suggestions were selected to be developed in
the following system’s sprints.

4.3 BallotBR Operator Requirements

Enterprise Ballots require a governance model to organize the voting environ-
ment. In this sense, BallotBR enables the creation of many consortia and com-
mittees to address such requirements. The features were initially developed from
the operator perspective on the first round of testing. In this sense, the focus
were the features related to the ballot and notice instruments.

A consortium is composed of different companies, and each organization has
a different participation weight within the consortium. In order to function, it is
common that consortia establishes thematic committees to discuss and deliberate
their subjects. Thus, committees must be able to organize ballots and notices.
Ballot is a voting instrument where the companies deliberate a specific subject;
members can vote to agree, disagree, or can abstain from voting or register an
abstention vote. Only the consortium operator can create ballots and send it to
their Partners. On the other hand, as the name suggests, the notice instrument is
just a notification sent by any consortium member for all members. The notice is
the instrument used by any consortium member to communicate the acquisition
of goods, services, or any other subject related to the consortium that does not
require a ballot. The Consortium Agreement determines the situations where a
notice is necessary instead of a ballot.

Furthermore, transparency is essential to keep a trustworthy environment
between the consortium members in the decision-making process. In the Libra
consortium, members are able to discuss a ballot or notice through the questions
and answers feature. Such resource decreases bureaucracy and friction between
members, ensures traceability between Q&A and a ballot, as well facilitates
future research about a subject. The Q&A acts as a private forum, restricted
to the consortium committee members. Also, EBs demand roles to express the
different level of responsibility in the system. In this sense, BallotBR presents
six main user roles with different permission rights:
Staff. This role provides committee members (CMs) permission to: (i) create,
edit, and delete ballots; (ii) create, answer, and resolve questions; (iii) create
notices; and (iv) remove companies from ballots and withdraw ballots.
Partner Staff. This role provides non operator committee members (CMs)
permission to: (i) create and answer questions, and (ii) create notices.
Representative. This role allows CMs to vote in ballots, create and answer
questions from the committee s/he is part. CMs with such role can also create
and send notices as well.
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Alternate. This role enables CMs to substitute a Representative when neces-
sary. The Alternative has the same permissions as the Representative role.
Viewer. As the name suggests, this role allows the CM-only to view ballots,
notices and Q&A from the committee s/he is part.
External Viewer. This role acts as a Viewer, but it is applied to a specific
ballot or notice. Hence, members with this role can also access the Q&A in a
view only manner.

As mentioned before, the Libra consortium agreement sets different partici-
pation percentages for each company, which must reflect percentage rates on the
result. Hence, the system should set distinct participation weights. Thus, EB
system must allow the configuration of approval rates and abstention behaviors.
The approval rates calculate the required percentage to approve or disapprove a
ballot, and defines how absentee votes will be tallied. Therefore, the EB system
should allow the setup of percentages of acceptance at the committee level and
abstention behavior at the ballot level. To do so, we present two approval rates:
majority and unanimity. However, other acceptance percentages can also be set.

In regards to abstention behavior, the ballot creator can set different behav-
iors. The absentee vote can: (i) be proportionally distributed to the remaining
companies, (ii) follow the majority, (iii) follow the minority, or (iv) not be tal-
lied. Furthermore, the ballot creator can also require the justification for a vote
option. For instance, the consortium may always require a vote justification
when a participant intentionally votes for abstention or when s/he disagrees.
Additionally, there is a situation whereas the system sets the abstention vote.
This situation occurs when there is a company that presents a financial default.
In this case, the system will remove the company of such ballot and will set an
abstention vote.

In enterprise systems, voting possibilities are usually “agree” or “disagree”.
However, such systems should also allow other voting options. Therefore, we
have enabled such configuration (i.e., organization of an election). Also, it is
possible to link ballots and notices, e.g., a budget ballot of 2021 may be related
to the budget ballot of 2020. Those links are not limited to creating relationships
between ballots or notices; the links can include these two instruments, e.g.,
a ballot can be required due to a sent notice and the other way around. In
the BallotBR system, these links can be added in the Related Events ballot
session. Furthermore, as partners have to disclose evidence of expenses to share
operational costs, decisions must be securely stored and available for auditing.
In this sense, the EB system has to keep such proofs and make then available
whenever demanded.

4.4 BallotBR Non-operator Requirements

After the first testing round and validation with the operator, six feedback ses-
sions were performed to get the perspective of the non-operator consortium
members. These feedback sessions concerns regarding voting evidence, digital
identity generation, notification and registration of the modification of dead-
lines, exportation of data to PDF, attachments in the voting action, and access
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policies regarding related events, e.g., a ballot of Committee X that is related
and should be referenced in another ballot of Committee Y, and this relation
can only be visible to the members of those committees.
Digital Identity Generation. We developed an integration with AssinadorBR,
and a mobile application design to sign documents digitally. In the BallotBR,
the AssinadorBR not only sign documents, but it also signs acts. For instance,
when a user has to vote, his/her digital identity at AssinadorBR is required to
finish such action. The user has to request to his/her company administrator to
create his/her Digital ID.
Digital Signature Evidence. During the feedback session with the non-
operator consortium partners, they pointed out the lack of evidence regarding
the digital signature action. Thus, we included the representation of the digital
signature act in a hexadecimal hash, which was generated by AssinadorBR and
communicated with the BallotBR system. When this happen, this information
is registered in the blockchain; hence, making it an immutable evidence.
Deadline Changes. Although the system persists all deadline changes in the
blockchain, changes of the ballot deadline date were not visible to users in
the BallotBR system’s interface. Thus, the non-operator members requested
such visualization in the system. In this sense, we started showing the dead-
line changes in the system, as well as sending e-mails to communicate these
modifications.
Export Data to PDF. As the BallotBR was developed without any integra-
tion with the consortium members’ systems, the users may need to export the
BallotBR data to send it to other stakeholders that do not have access to the
system. In this sense, we developed a feature that gathers the ballot, or notice,
data into a PDF file. In order to summarize and keep the PDF file objective,
the export feature is offered in two formats: (i) basic data and voting summary,
or (ii) basic data and Q&A. The basic data includes instrument name, deadline
(restricted to ballots), who created the instrument, when was the last update,
and the companies and members participating in such an instrument.
Attach Documents When Sending a Vote. As the BallotBR was also devel-
oped to migrate a paper based decision-making process to a digital format, some
processes were adapted to keep all the documents persisted together in the sys-
tem. For example, one of the non-operator company requested a local in the
system to attach documents when a vote was being cast. This differs from a jus-
tification, and can be compared to a letter that is being shared with the operator
after a vote was cast. This feature allows such a company to send documents to
reinforce, justify, or ask for more clarification about the voting subject.
Related Events Access. In the ballot or notice creation, the users can link to
this new ballot or notice any previously finished ballots or notices. This relation
happens in the committee level, thus, linked ballot and notices can involve differ-
ent committees instruments, inadvertently allowing access to users that are not
part of the committee. Therefore, we had to develop an access policy to restrict
access to unauthorized data. Thus, the related events will not be accessible for
users that are not part of both committees.
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Therefore, after the feedback sessions with the operator and non-operator
members, we listed and developed these features to build an EB system that
responds to all those requirements. Even though the blockchain acts are an
invisible layer to the user, it allows the auditing sector from each company to
verify all data persisted.

5 Oil and Gas Blockchain Network Proposal

Blockchain technology brings data transparency, traceability, verifiability, and
distribution to any application. Thus, this promotes a trustworthy ambience to
blockchain applications. In this context, the Libra’s blockchain network is the
first step to the development of an oil and gas blockchain network, gathering dif-
ferent companies from different countries. The Libra’s permissioned blockchain
network is composed by the operator and the five others Partners. There are
six main stakeholders, each with a nationality, with its own governance model,
working together in a consortium environment. Such network empower the com-
panies to access and insert information under a consensus agreement. The rules
written in smart contracts ensures the process immutability, transparency and
its execution.

5.1 Permissioned Blockchain Network

The Hyperledger Fabric framework allows the creation of exclusive communi-
cation channels improving the data governance in such network, as depicted in
Fig. 1. This permissioned blockchain platform is open source and it is supported
by big companies such as IBM and Accenture.

In this sense, the BallotBR system is just an application in such a envi-
ronment. Other applications can use the blockchain network to inherit the
blockchain characteristics to enjoy the benefits. Moreover, as an invisible layer
of trust, the blockchain layer can be attached to any application that present
multiple untrusted parties and require a distributed, immutable, and transpar-
ent environment. This framework presents unique concepts that will be depicted
below.
Channel and Peers. The Channel allows data isolation and confidentiality.
Each Channel has a specific ledger that is shared between the Peers (the nodes
in HF) of each organization, which are part of the network. These nodes are
associated with the permission policies that rule each Channel.

For BallotBR, the Libra channel was created. Access to this Channel is
restricted to the Libra consortium organizations (Petrobras, Shell Brasil, Total
CNPC, CNOOC and PPSA). Each organization has its own Peer, Orderer, Fab-
ric CA and API. To add new companies in such network they have to create an
instance of each network elements.
Chaincodes. The Chaincodes are the BSCs in HF. They are instantiated and
operated by the Peers. Their role is to implement businesses rules that will vali-
date and modify the Channels’s states. These business rules are part of the estab-
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Fig. 1. Oil and gas blockchain network.

lished consensus between the organizations, which are represented by Chain-
codes’s methods. Each executed Chaincode method represents a transaction that
will be: evaluated, when intended to validate or to consult the blockchain, and
submitted, when it wishes to change the state of the ledger related to the Channel
(i.e., to share data with other organizations).

Thus, BallotBR business rules are implemented in the Chaincodes to create
resolutions, notices and exercise the right to vote. This is important for two
reasons: it means that the EB rules are hardcoded in BSCs and that participants
can confirm that their vote was registered as intended, and counted correctly.
Even though new applications can utilize the blockchain network, they will have
to develop new BSCs addressing their particular needs.
Endorsement Policies, Ordering Service and Orders Node. Each submit-
ted transaction called by the Chaincode method should satisfy an endorsement
policy. It shall present a minimum quantity of specific signatures based on the
standard configuration of the Channel. If a transaction attends the endorsement
policy, it will be submitted to the Ordering Service, responsible for ordering the
block transactions by the Orders nodes. Finally, these blocks are transmitted
to the Leading Peers of each organization, which will replicate the transaction
blocks between the associated Followers Peers, according to the HF Raft con-
sensus. In the end, the current states of the ledgers of each associated Peer to a
Channel are updated.

The endorsement policy is related to the distributed consensus of HF. For
instance, when a vote is cast, all Libra consortium organizations are communi-
cated. Before registering the vote in the blockchain, they must all validate such
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activity, and collectively verify the vote before registering it. However, other
endorsement policies can be applied depending on the application needs.
Private Data. These transactions can also contain a collection of private data
that will be kept secret. Only a subset of the Channel organizations can access
it, according to previous definition, which is similar to the endorsement policy
definitions. Non-authorized organizations will only access the document hash
of the private data, not the data per se. The hash, thus, is evidence of the
transaction of the data and of its ordering by the Order node.

This configuration of the architecture allows for data governance, i.e., only
specific organizations can access certain data, and secrecy of shared information.
Also, the hash verifies the validity that a certain transaction happened, without
disclosing information.
Fabric CA. These mentioned functions are only executed if the organization
uses the HF Certificate Authority (“Fabric CA”). The latter is responsible for
creating the digital identity (credentials) of each member of an organization
network, such as the nodes types Peer and Orderer, and the clients of the appli-
cation. The credentials are issued by the Membership Service Provider (MSP),
which is an authorized user responsible for issuing credentials to the network
members and creating affiliations and identities. The use of these affiliations and
the Organization Unity (OU) of the digital certificate can create broad endorse-
ment policies and access to data.

Each organization in the Libra channel has its own Fabric CA. This means
that each company has autonomy and independence to issue its members’ digi-
tal identity. Each digital identity has certain attributes that follow the standard
X.509 [12], such as: Common Name, which uses the corporate e-mail; Organiza-
tion, related to the companies that are part of the Libra consortium (Petrobras,
PPSA, Total, Shell Brasil, CNPC or CNOOC), and Country.
GatewayBR. The GatewayBR is responsible for managing the HF integration
with other applications. It is offered as an API to standardize the communica-
tion with the network elements such as peers, channels, and CAs. This solution
enables: (i) the registration of CA’s, peers, and orderes metadata, (ii) the network
digital identity generation from a company, and (iii) the chaincode calls. Also,
the GatewayBR enables the users’ digital identity management on a network
level, storing the private key securely.

Furthermore, such server is agnostic to the Chaincode. Its role is to abstract
the transaction execution and facilitate interaction with the Peer nodes. This
is made possible by the configuration archive, that connects the different Chan-
nels which the Peers are associated. This simplifies IT activities and allows the
integration with different systems, being necessary (i) the connection archive
indicating the Peer nodes and the Fabric CA; (ii) the user ID and password,
issued by the Fabric CA, necessary to obtain the keys; (iii) the indication to the
API of the transaction body, including the names of the Channel, Chaincode, its
function and arguments, and/or private data (if any).
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5.2 System Architecture

In order to meet the identified requirements, we designed the BallotBR architec-
ture and fully developed the system. Figure 2 depicts BallotBR software archi-
tecture, which has two main layers: the BallotBR interface, and the HF permis-
sioned blockchain. The former is responsible for providing most of the features
listed above as EB requirements. The architecture persists data regarding the
committee, resolution, and notice in the Postgres database. This guarantees that
data will not be lost if any problem occurs while it is not stored in the blockchain.
The latter is responsible for guaranteeing the ballot rules providing the correct-
ness, verifiability, and privacy required in EB.

Fig. 2. BallotBR architecture [2].

The use of a permissioned blockchain in the BallotBR solution was motivated
by the technology’s intrinsic characteristics and the Libra consortium’s needs.
In this sense, the integration of the BallotBR to a permissioned blockchain can
ensure important properties to the ballot process.

The technology is able to reduce errors when examining ballot results, since
the resolution rules are hard-coded into immutable BSCs. This allows partic-
ipants to confirm that their votes were tallied accordingly. Furthermore, the
distributed consensus guarantees that all members accept the ballot rules and
transactions before they are registered in the blockchain. Also, data access can
be restricted to specific members of the network. Organizations can access the
results and verify their correctness depending on the Certificate Authority’s pre-
vious authentication.

The API is responsible for validating digital identities and submissions of the
transactions to the Libra channel. Thus, the API plays an important role in the
authentication procedure and in confirming the eligibility of the users that can
participate in the BallotBR. This API mentioned on the BallotBR architecture
was divided in two other APIs as depicted on Fig. 3. Figure 3 shows how the com-
munication between the BallotBR and the AssinadorBR happens. First, when
a user demands an action requiring his/her signature, the BallotBR generates a
signing requisition to the AssinadorBR API (1) informing the document hash.
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Then, the user can access the AssinadorBR mobile application to sign such doc-
ument hash. This document hash can be represented by an equivalent QR code,
which facilitates the scanning process. Also, the user can open the PDF file in the
mobile application and export it to the AssinadorBR, and then the application
will generate the document hash. If there is an open signing request, the user can
scan the QR code (2), and sign the document hash to generate the RSV. This
will be sent to the AssinadorBR API, together with the signature timestamp
and the mobile’s public key. Next, the AssinadorBR API calls the GatewayBR
chaincode, i.e., the HF smart contract, to save the signature on the blockchain
network (3). As a result, the GatewayBR responds to the AssinadorBR, sending
a confirmation or an error message (4). After that, the AssinadorBR API notifies
the BallotBR system of the conclusion of the signature process, informing the
signature timestamp, mobile’s public key, and the digital signature’s RSV (5).
Last but not least, the BallotBR requests to the transaction id from GatewayBR
chaincode to also save the event data such as the ballot, or notice, (6) and the
GatewayBR will send a response with a success or error message (7)2.

Fig. 3. BallotBR integrated with AssinadorBR.

Challenges of the Architecture. HF has an inherent complexity related to its
configuration. Before implementing the network, it is necessary to define what
will be the network governance, such as: which organizations will be part of
the Channel ; Certificate Authorities creation (if each organization will have a
Fabric CA, or if only one Fabric CA will be constituted for the whole Channel);
if an organization will participate of the Channel of an Orderer ; and which
Endorsement Policies will be implemented.

Moreover, creating a Channel can be done with little complexity once the
governance is defined. However, once it is implemented, adding new participants
2 The following video demonstrates the interface screens regarding a user sending a

BallotBR notice, that requires the AssinadorBR signature.
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and updating the Endorsement Policies of a Channel is still an operational
challenge. Also, managing different services that need to be integrated raises
traditional challenges of distributed networks (i.e., communication, orchestrating
containers, etc.).

This architecture allows the integration with other systems without develop-
ing other communication services independently of the programming language
applied. For instance, the BallotBR was developed in Ruby, the AssinadorBR
was developed in Nodejs and Typescript, and both can communicate with each
other.

Finally, the deployment of this application allows for the development of
the Chaincode and how a client application will interact with it, since all the
infrastructure details related to such application are standardized by different
applications. This allows the allocation of time and effort to structure the con-
sortium organizations and how its applications will interoperate with HF. There-
fore, the blockchain layer was essential to develop a verifiable, correct and secure
electronic voting system.

6 Digital Identity and Signature

In the digital age, technology is responsible for mediating the identification and
verification of entities in the digital sphere. Thus, a natural person (i.e., a human
being) or a legal person (e.g., a company or other legal entity recognized under
law as a legal person) can be digitally represented by a digital identity, as well
as digitally sign documents.

In the physical world, a natural person can prove their identity by presenting
a valid document issued by the Government, containing basic information related
to her or him, such as: name, social security number, identification number,
filiation and a biometric data (a picture and/or a fingerprint). When a natural
person engages in a legal act, like an agreement, to formalize one’s manifestation
of will it can be required a signature. Thus, in an agreement, a natural person has
to present personal data to identify themselves and present a valid document to
confirm such information; to confirm his/her will a signature must be provided.
This aims to guarantee that the signee is actually the person described on the
document and who signed the agreement. The same is true for a legal person,
despite the differences of the needed documents (i.e., company bylaws, or other
pertinent documents, demonstrating that the person signing on behalf of the
company is able to enter into an agreement). In the digital world, legal and
natural persons are commonly represented by their digital identities. To issue a
digital identity one must provide valid information to prove his/her identity in
order to confirm who this person is), and a third party (which can be a person
or a system) must confirm that this person is really who s/he affirms to be.

In this context, a rich discussion on Self-Sovereign Identity (SSI) exists in
the literature [4,13] SSI is still an open concept [24], p. 9. However, a common
comprehension of SSI is the possibility that a user owns and controls their digital
identity, deciding to whom, when and which information can be shared [4,24].
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Authors have already proposed two criteria that a digital identity management
system must attend, including SSI: (i) unicity, in which two people must not
have the same identifier, i.e., same social security number, and (ii) singularity,
in which each individual must possess only one identifier for a particular domain,
i.e., a person can not have two security numbers) [24], p. 9. However, we believe
that such requirements must only be applied for an SSI, since stakes are higher
in this context, and digital identities may serve different purposes, in different
contexts, such as in a corporate environment.

But, in any digital identity management system, data security and privacy
concerns are always present. For this reason, blockchain technology has been put
as a solution for both concerns, and is being much explored on real digital iden-
tities use cases. International organizations, such as the World Bank, and several
states, such as India, Estonia, Australia, Canada, Guinea and Ivory Coast, are
leading and promoting digital identity solutions implemented on blockchain [4].
Since data is encrypted and stored on a decentralized database, it challenges
unauthorized access. Also, under the SII concept, blockchain smart contract is
able to provide the person control of who, when and which data can be accessed
with the use of cryptographic pair of keys and smart contracts. However, there
are also downsides of the technology. Data immutability can challenge data pro-
tection rights, for instance, deleting and correcting data will not be possible, and
the technology is not exempt from security issues, i.e., private keys can be stolen
or lost [4].

Furthermore, blockchain technology is also being used for digital signature
solutions, e.g., OriginalMy and AssinadorBR [15,19]. To evaluate the legal valid-
ity of electronic documents and digital signature solutions, we need to evaluate
each country’s legal framework. In Brazil, for example, documents can be signed
with the use of a digital certificate issued by a public infrastructure of pub-
lic keys (Infra-Estrutura de Chaves Públicas Brasileira - ICP-Brasil) or by any
other manner that is able to prove the authorship and integrity of an electronic
document, and accepted by the parties or counterpart as valid (art. 10, § 2, of
the Executive Order n. 2.200-2/2001 and art. 4, I and II of Law. 14.062/2020).

Thus, an electronic document will be considered to be valid if signed with
a digital certificate issued by ICP-Brasil or any other electronic manner that
attend the abovementioned criteria. Therefore, if a blockchain solution for digital
signature is to be used in Brazil, it must prove the authorship of who is signing
and the document’s integrity. This means that the electronic means by which
a document is signed must be able to prove the identity of who is signing,
and that the signed document was not further modified after being digitally
signed. Overall, a digital blockchain signature solution requires a strong and
secure authentication identity process.

In the BallotBR context, each consortium company will have its own admin-
istrator, with similar permissions of a Certificate Authority. Thus, each company
is responsible for (i) identifying the members that have permission to enroll in
the BallotBR, (ii) enrolling those members by registering some basic personal
data, and (iii) issuing and revoking digital certificates for digital signature. This
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process is what we are calling the creation of digital identity in the BallotBR.
Each digital identity, thus, each member registered by a CA, has to register
themselves in the AssinadorBR in order to confirm important acts within the
system, and digitally sign documents, e.g., ballots and notices. In regards to the
BallotBR, the application is integrated with an API called GatewayBR, which
is responsible for connecting the web application and the blockchain network, as
explained Sect. 5.

6.1 BallotBR Digital Identity

As mentioned above, a digital identity can represent a person or an organiza-
tion. This paper focuses on the creation of a digital identity of a natural person
within an organizational environment. In BallotBR, each user represents a nat-
ural person that is associated to one of the consortium’s company. Each person
has certain permissions to act within the system, as described Sect. 4.3. In order
to confirm important acts within the system, e.g., ballot and notice creation,
and digitally sign documents, e.g., casting a vote, a digital signature is required.

On the first version of BallotBR [2], this was done by requiring a Personal
Identification Number (PIN), which was the digital representation of one user in
the BallotBR. Thus, such PIN is a digital representation of a user in the Libra
Consortium blockchain network, and allows him/her to sign and confirm actions.
In summary, the PIN is: (i) a personal, private, and safe key that under any
hypothesis shall be shared with third parties, (ii) required to digitally sign actions
in the Libra consortium blockchain network, (iii) it can be changed whenever
necessary, if so, the user should register a new one and keep it private, safe and
do not share it with third parties, and (iv) if the user loses his/her PIN, he/she
should contact his/her company administrator and request a new PIN for the
Digital ID. Still, the users are personally liable by all acts practiced with their
Digital ID (i.e. whenever an action is performed using their PIN).

Each consortium company has a CA, which was responsible for register-
ing a user in the BallotBR, and issuing a PIN, which was integrated with the
GatewayBR. To proceed with the registration of a user, each CA required some
minimum data to identify a person, and allow them to interact in the BallotBR.
However, due to technical and security issues, the use of a PIN to confirm and
digitally sign documents in BallotBR was not recommended by the technical
area of Petrobras. The latter oriented the adoption of a new manner to confirm
acts and sign documents in the BallotBR, which led to the experimentation of
Microsoft CA and Hyperledger Indy. However, due to the lack of documentation
and security issues that were not in accordance with the organization standards,
the implementation of these technologies was interrupted.

This led to the use of AssinadorBR, a mobile application designed to sign
electronic documents for Android and iOS operating systems. This application
is flexible enough and can be attached to a blockchain platform, or not, to
persist data. In BallotBR, AssinadorBR has been attached to the HF, but in
other opportunities the application has already been implemented on the public
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blockchains Ethereum and EOS. Therefore, AssinadorBR was the chosen appli-
cation to digitally sign documents in the BallotBR, which led to its integration to
the Libra Consortium blockchain network. AssinadorBR allows members identi-
fication within the BallotBR, and to sign and confirm actions and votes in the
BallotBR.

6.2 Creating a Digital Signature in AssinadorBR

AssinadorBR uses a pair of cryptographic keys to digitally sign electronic docu-
ments. The private and public key pairs are created by ECDSA, the elliptic curve
digital signature algorithm (used in blockchains such as Ethereum, for example).
The public key is able to identify the signee, and the private key consists of confi-
dential and private information, which only the signee has access to, through the
app. There is no restriction of who can enroll into the AssinadorBR. Thus, any
natural person is able to create an account in AssinadorBR, and use it to sign
documents (the current version does not allow the registration of legal persons).
However, in the context of BallotBR, as previously done with the PIN, we imple-
mented an extra layer of security. The administrator of each organization will be
responsible for authorizing the use of an AssinadorBR account in BallotBR, i.e.,
authorizing or not the use of a public key within the system. This means that
a user can only sign and confirm acts in the BallotBR if the administrator of
their company authorizes their AssinadorBR public key in the BallotBR. This
prevents unauthorized people from signing electronic documents and confirm-
ing acts within the BallotBR system, even if they have enrolled themselves in
AssinadorBR.

In this sense, in order to create an account in AssinadorBR, the following
steps are needed:

– Download the AssinadorBR application from the Google Play Store or Apple
Store;

– User enrollment by providing the following information: e-mail, name, id num-
ber, and password (entered twice for confirmation).

– Device registration by providing a name to the registered device and its
respective mobile number. This registration creates a pair of cryptographic
keys (private key and public key).

– A confirmation email is sent to the informed email, in which the user must
click on the informed link to confirm their registration.

– Upon confirmation, the user is registered and able to use AssinadorBR.

Once an account is created in AssinadorBR, this means that a cryptographic
pair of keys was created. The user can register more than one device and remove
devices, i.e., disable cryptographic keys if a device is stolen or lost, for example.
When another device is registered in AssinadorBR, this means that s/he will
have more than one pair of cryptographic key. This possibility challenges the
idea of singularity of digital identities. However, we believe this is not an issue
in a corporate context and for the purpose of our solution.
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The AssinadorBR user can verify and edit their enrolment data (“Profile”),
as well as view all their signed documents with AssinadorBR (“History”). It is
important to notice that the personal data collected for the creation of an user
account, and the user public key, are locally stored on the device.

6.3 Creating a BallotBR User

Each company of the Libra Consortium can have one or more administrators
responsible for creating a ballot user. These administrators will be registered
when the Libra Consortium network is constituted and the node of each organi-
zation is created.

To create a user in the BallotBR, the administrator will have to register, on
the interface layer, the (i) user’s name, (ii) the company s/he is affiliated with
and (iii) his/her corporate email. To confirm this act, the administrator must
use AssinadorBR. It must be noted that the company which the user is affiliated
must correspond to the company in which the administrator is affiliated to. At
this moment, the new user’s profile will be defined by the administrator, that is,
if s/he can also manage digital identities of the organization s/he is part of, or
if s/he is just a regular user of BallotBR.

When this registering process is completed, the new user will receive an email
with a link to confirm the creation of their user account. When the user confirms,
clicking on the confirmation link, they will be redirected to a screen where they
can type and confirm their desired password to use the BallotBR system. After
that, the user can begin using the system.

6.4 Authorizing AssinadorBR Public Key on BallotBR

A BallotBR user can only perform and confirm certain actions, and sign docu-
ments, within the system if s/he has created an account in AssinadorBR. That
is, a user registered in BallotBR can only provide her/his consent and perform
acts in the system if s/he is registered in AssinadorBR.

Once this is done, the AssinadorBR public cryptographic public key can
be viewed in the BallorBR interface layer by the administrator of the same
company which that user is affiliated to. This administrator has the permission
to authorize, and also not authorize, the use of a public key in the BallotBR.
Once the administrator has authorized a public key, the latter will have the status
of “authorized” in the BallotBR. A public key can also have an “unavailable”
status in BallotBR. This means that a public key was suspended, or revoked, in
the AssinadorBR app, making it impossible to use it in the BallotBR.

6.5 Signing Documents with AssinadorBR in BallotBR

Whenever an act needs to be confirmed in the BallotBR, or a document must
be signed as well as when a vote is cast, the system will present on its screen a
QRCode. This QRCode is the representation of: (i) the act that will be signed,
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and (ii) the PDF of the act/document that must be signed and confirmed with
AssinadorBR.

To sign the document, the user must allow his smartphone’s camera to read
the QRCode, and open it in the AssinadorBR app. Alternatively, the user can
download the PDF, open the AssinadorBR app on his/her phone, and sign the
document. On the latter, the PDF hash is calculated, and AssinadorBR identifies
that there was a signing request for that specific user in BallotBR. That is, there
is a communication between AssinadorBR and BallotBR in which it is informed
that the user who wishes to sign that document is authorized to do so, indeed.

As part of the digital signature process, the AssinadorBR interacts with the
smart contract responsible for saving the signature data through the GatewayBR
API. The following data is sent to the smart contract: (i) the hash of the signed
document; (ii) the public key of the user who signed the document; (iii) the
timestamp (date and time) at the time of signing; and, (iv) the RSV which
represents a cryptographic format of the digital signature;

The AssinadorBR will also notify the BallotBR system, in order to proceed
with the conclusion of the act and, consequently, save the digital signature data
in the smart contract. The latter is responsible for saving the events that occur
in the system, such as ballots, votes and notices.

It is important to highlight a particular motivation of using AssinadorBR to
confirm and sign acts in the BallotBR. A common solution adopted by organiza-
tions to digitally sign electronic documents is the ICP-Brasil digital certificate.
However, to issue this certificate, one of the personal data required is the Brazil-
ian social security number (Cadastro de Pessoa F́ısica – CPF). As described on
this paper, the Libra consortium is composed of six different companies, in which
four of them are international companies. Thus, many of the collaborators are
foreigners, and not necessarily have enrolled themselves to obtain a CPF. There-
fore, the use of AssinadorBR to digitally sign documents was well received by
the Partners.

Furthermore, AssinadorBR has already been recognized by the legal area
of Petrobras as a valid and legitimate manner to sign electronic documents,
attending to the legal requirements necessary.

7 Threats to Validity

Even though the requirements identification and the development process were
made based on the operator and non-operator consortium partners, this app-
roach presents some threats to validity: (i) the limited number of consortium
members participating in the testing sessions, (ii) the role of such members in
the testing sessions may not represent the same role in a real environment, (iii)
the lack of standard regarding the instances of HF network elements, (iv) other
scenarios of this blockchain network were not explored, (v) blockchain inter-
operability would be a huge challenge if other companies already use another
blockchain platform, and (iv) lack of integration with Enterprise Resource Plan-
ning (ERP) systems.
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The participants from each company have specific knowledge about their
area of expertise. This means that the mapped requirements for EB systems are
strongly related to their experience. Also, not all of the the systems requirements
and features were tested, as some functionalities are restricted to the operator
of the consortium. Hence, the participants may not notice a missing feature,
information, or process. Therefore, we do not explore the developed roles and
features of the Partners exhaustively.

Regarding the technology viewpoint, we do not set a minimum requirement
to participate in the developed oil and gas blockchain network, i.e., the invited
members do not need to have all the network elements. For instance, a company
can choose, or not, to have an orderer node. Hence, it increases flexibility, but it
may compromise the environment if all the companies follow the same behavior.
In this sense, the minimum requirements should be settled to avoid this situation.

Also, each Partner may have its own governance and standard for imple-
menting a digital identity and signature solution. The integration of BallotBR
with AssinadorBR can challenge each companies internal rules.

Last but not least, as the BallotBR does not present any integration with
ERP systems, e.g., the SAP systems, the users may have to export or insert
information manually in the legacy systems. It can induce users to make mis-
takes or insert erroneous data in those systems. Still, each company has its own
governance policies, and a general one could not match with all of them. Thus,
this discussion requires an exclusive study regarding the integration with ERP
systems and the elaboration of data standards in such context.

8 Conclusion and Future Work

This paper describes BallotBR, an enterprise ballot system with particular fea-
tures for a consortium environment. BallotBR is implemented in a permissioned
blockchain, Hyperledger Fabric, and was developed to attend to the Libra Con-
sortium needs. The system’s features were based on the requirements set on the
Libra consortium Agreement and its Internal Regulation. These features were
tested and validated by the consortium operator, as well as by the non-operator
members of the consortium. In this sense, several feedback meetings were orga-
nized to collect their feedback and validate the features. In this opportunity the
consortium members presented several insights and suggestions to improve the
system, as well as to attend to the consortium needs.

In this sense, we believe that the main contributions of this research are:
(i) the proposal of an architecture of a permissioned blockchain network for
consortia, (ii) important features for enterprise ballot systems that are flexible
enough to be applied to other contexts; (iii) the architecture of the system and
its implementation in blockchain provides a trustworthy environment, and (iv)
a digital identity and signature solution which is integrated to the solution.
However, some threats to validity can be pointed, as described on Sect. 7.

For future work, the authors suggest developing a new application under the
proposed blockchain network in the oil and gas sector. Then, other companies
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would integrate their applications with such networks to provide verifiability,
correctness and inherit the other blockchain characteristics. Furthermore, the
network elements’ requirement should be developed to standardize the network
and ensure data availability. Still, an evaluation with other companies that are
also operators in an oil and gas consortium would be positive to identify similari-
ties and differences between the companies’ processes. This can aid in building a
generic system; hence, other companies can use it without considerable changes
in the system workflow. Last but not least, as we developed a solution that allows
other digital signature applications than AssinadorBR, the evaluation and com-
parison of such applications would be interesting to set a benchmark regarding
performance, costs, and governance models.
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São José do Rio Preto, SP, Brazil

{rogeria.souza,allan.contessoto}@unesp.br
3 Department of Computer Science, Federal University of Juiz de Fora,

Juiz de Fora, MG, Brazil
andre.oliveira@ice.ufjf.br

Abstract. The importance of software in the modern world entails the
need to develop technologies that make the software development process
more agile. Agile software development approaches have been proposed
to deal with constant changes in project requirements. In Scrum, the
Product Owner manages such changes so that the developed software
brings significant value to the customers. However, there are potential
risks involved in Product Owner responsibilities that, if not properly
managed, can lead to project failure and significant financial losses. In
this paper, we introduce RIMPRO-AST, an automated tool support to
manage risks involving the product owner. The automation of risk man-
agement processes is crucial since the lack of computational support
imposes barriers to the success of risk management activities in agile
projects. RIMPRO-AST supports the process defined in RIMPRO risk
management framework to guide Scrum teams to manage risks involv-
ing Product Owner roles. The results obtained through the evaluation
of RIMPRO-AST with potential users indicate its effectiveness in speed-
ing up and controlling risk management activities. Therefore, our study
demonstrates that RIMPRO-AST can be used to minimize the threats
and their risks and maximize the opportunities that might arise through-
out Scrum software development projects.

Keywords: Agile approach · Scrum (software development) · Product
owner · Project management · Risk management

1 Introduction

Agile methods, such as Scrum, as well as agile practices, like “release early” and
“release often”, are well established in software development and address the
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limitations of waterfall models [11,28]. Scrum is an evolutionary, corrective, and
self-adaptive method for managing software development processes. Although
Scrum has been created in 1993, it started to gain notoriety from the beginning
of the 21st century due to the changes that the Agile Manifesto brought to the
Software Engineering field, with the introduction of novel methods to manage
and develop software [5,9,13]. However, the benefits of agile methods concerning
evolution and self-adaptiveness have been faced with skepticism due to their
emphasis on contrary ideas from traditional software engineering, such as scarce
software documentation and prioritization of project changes.

The uncertainty and active participation of stakeholders in software projects
contributed to the adoption of Scrum and other agile methods, but risk manage-
ment has been neglected or partially supported in agile methods. Although risk
management is gaining importance among organizations, risks may arise and
should be managed throughout the life cycle of the project [9,14,30]. In Scrum,
the Product Owner has a major role in defining the requirements to address
the customer needs and leading the project. For Product Owner decision-related
risks to be properly managed, it is necessary to incorporate traditional risk man-
agement approaches within agile methods [15,30].

In a previous work from the authors [18], a framework for risk management
related to Product Owner has been proposed, named Risk Management PRoduct
Owner (RIMPRO). In this paper, we propose RIMPRO Automated Support
Tool (RIMPRO-AST), built upon RIMPRO. The idea is to provide an automated
support for risk management involving the Product Owner in agile projects.
Automated tools offer support to professionals in performing risk management
processes, such as those foreseen by RIMPRO [12,16].

The remainder of this paper is organized as follows. Section 2 introduces the
basic concepts needed for the reader to understand the contributions of this work.
Section 3providesanoverviewofRIMPRO[18]. Section 4 introduces theRIMPRO-
AST tooling support for RIMPRO framework. Section 5 describes the evaluation
of RIMPRO-AST with users, and it presents the results. Section 6 discusses the
related works. Finally, Sect. 7 highlights the conclusions and future work.

2 Background

In this section, we introduce the concepts of agile methods and Scrum (Sect. 2.1),
and risk management in agile projects (Sect. 2.2), to provide the basis for the
reader to understand this work.

2.1 Agile Methods and Scrum

Agile methods are a way of developing software that complies with a set of
principles defined in the Agile Manifesto [5]. Those principles emphasize that
the skills of the development team should be recognized and exploited so that
members develop their ways of doing the job. The priority is to deliver software
to the customer incrementally. Project documentation is minimized due to the
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use of informal communication among team members. For those increments to
be developed quickly, customers need to be involved in the process to provide
quick feedback on the evolution of the software, as well as to inform which
requirements should be prioritized by subsequent increments [27].

Several agile methods, e.g., Scrum, have been recognized among software
development organizations [23]. Scrum is an agile method for project manage-
ment with an emphasis on software development projects [28]. The underlying
philosophy of Scrum recognizes that the customers often change their opinion
about the product they want and that the development challenges are unpre-
dictable by their nature [7]. Since the problem being solved cannot be fully
understood from the beginning, Scrum emphasizes maximizing the ability of the
development team to quickly deliver in response to emerging customer require-
ments. Scrum focuses on incremental software development. The set of all soft-
ware requirements is called Product Backlog, and the set of implemented require-
ments in each Sprint, an iteration in which an increment is delivered to the
customers, is called Sprint Backlog. The Sprint Backlog is defined during the
Sprint Planning meeting, where the Product Owner describes the highest pri-
ority features for the Scrum Team. Scrum has an adaptive and self-corrective
approach to review the increments implemented in each Sprint and to check
possible improvements in the processes used to manage the project in the Sprint
Review, and Sprint Retrospective meetings, respectively [27]. Although Scrum
is one of the most adopted agile methods in the industry, it does not provide
support for formal risk management that encompasses planning, analysis, risk
response plan processes [30].

2.2 Risk Management in Agile Projects

According to Pritchard [22], risk management is a method for identifying and
controlling areas or events that have the potential to cause unwanted changes.
The Guide to the Project Management Body of Knowledge (PMBoK), in its
sixth edition [21], defines risk management as a set of processes encompassing
planning, identification, analysis, planning of responses, and control of project
risks. In PMBoK Guide, risk management is a knowledge area composed by seven
processes: Plan Risk Management – define how to conduct risk management
activities for a project; Identify Risks – identify individual project risks as
well as the sources of overall project risk, and documenting their characteris-
tics; Perform Qualitative Risk Analysis – prioritize individual project risks
for further analysis or action by assessing their probability of occurrence and
impact, among other characteristics; Perform Quantitative Risk Analysis
– numerically analyze the combined effect of identified individual project risks
and other sources of uncertainty on the overall project objectives; Plan Risk
Responses – develop options by selecting strategies and agreeing on actions
to address overall project risk exposure, as well as to treat individual project
risks; Implement Risk Responses – implement agreed-upon risk response
plans; and Monitor Risks – monitor the implementation of agreed-upon risk
response plans, tracking identified risks, identifying and analyzing new risks, and
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evaluating risk process effectiveness throughout the project. Due to the lack of
standardization of the term “risk”, the definition provided by the PMBoK is
used throughout this paper. In this definition, the risk is an “event or an uncer-
tain condition that, if occurs, can result in positive (opportunities) or negative
impacts (threats) in one or more project objectives, such as scope, time, cost,
and quality” [21].

In agile project management, several projects have uncertainties and risks
due to their susceptivity to changes. To ensure that risks are well understood
and treated, projects managed through adaptive approaches make use of fre-
quent reviews of work products and multi-functional project teams to accelerate
communication and knowledge sharing. Such risks can be managed through tra-
ditional risk management processes, as long as they are adapted to the context of
agile development [1,2]. Eventually, several risks remain unknown since they are
ignored throughout the project life-cycle. Thus, it is necessary to introduce risk
management processes within agile development [2]. In this context, the Project
Management Institute (PMI), together with the Agile Alliance, developed the
Agile Practice Guide. This guide provides tools, situational guidance, and an
overview of the available agile approaches to obtain better results throughout
the project. The Agile Practice Guide assists traditional project teams aiming to
apply agile development concepts to their projects. Although the support pro-
vided by Agile Practices Guide to traditional teams adopting agile practices, it
does not support changes or modifications to PMBoK processes or knowledge
areas, such as risk management [1], thus, justifying the relevance of the research
presented in this paper.

3 RIsk Management PRoduct Owner (RIMPRO)

In this section, we describe the RIMPRO framework, which introduces risk man-
agement within Scrum agile software development processes. This section pro-
vides a summary of RIMPRO, whose details are available in [18].

RIMPRO is a risk management framework that introduces activities to man-
age risks related to the Product Owner roles and decisions in agile projects into
the Project Management Body of Knowledge (PMBoK). RIMPRO guides tra-
ditional teams that intend to adopt agile practices in their projects, which is a
common practice in the current software projects so that the teams can combine
Scrum principles with a structured risk management process [1].

The Product Owner plays an essential role throughout the project life-cycle,
with the responsibility of managing requirements, as well as ensuring that the
software brings significant value to customers. Due to her/his importance to
the project, the identification and analysis of the risks associated with Product
Owner decisions become necessary. The previous knowledge of the risks related
to PO decisions may contribute to the success of the project [28]. Project infor-
mation such as budget, schedule, and stakeholders, as illustrated in Fig. 1, are
inputs to the execution of RIMPRO risk management processes:
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– Risk Management Planning (Sect. 3.1): It defines how project risk man-
agement processes will be conducted;

– Risk Identification (Sect. 3.2): It identifies the project risks as well as
its characteristics based on the analysis of the documentation;

– Risk Analysis (Sect. 3.3): here, the team members prioritize the risks
identified and documented for additional actions to be undertaken throughout
the Sprint;

– Risk Response Planning (Sect. 3.4): Development and selection of
strategies, and agreement on the actions to be taken to maximize opportu-
nities and minimize the threats to the project objectives;

– Risk Response Implementation (Sect. 3.5): Implementation of the
agreed risk response plan to ensure that the risk management planning struc-
tured in the previous process will be executed; and

– Risk Monitoring (Sect. 3.6): Monitoring the execution of risk response
plans to the prioritized risks, track the identified risks, identify and analyze
newer risks, and evaluate the effectiveness of the risk management processes
through the project.

Fig. 1. Relationship between RIMPRO processes. Extracted from [18].

For the correct application of RIMPRO, all stakeholders must participate
in the proposed processes since their knowledge must be gathered throughout
the execution of risk management processes [20,26]. Moreover, given that risks
involving the Product Owner can arise throughout the project life-cycle, the
processes foreseen by RIMPRO should be iteratively executed on all Sprints.
We emphasize that all the documentation provided by the framework must be
created and reviewed during the Sprint.
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3.1 Risk Management Planning

During the Risk Management Planning, we define how the project risk manage-
ment should be conducted. This process must be performed at the beginning of
the project, before the first Sprint Planning Meeting, since risks may arise while
the Product Owner performs functions throughout the entire project. At the
beginning of the project, key definitions are established, such as who is the indi-
vidual responsible for project risk management. This individual, named “Risk
Master”, must ensure that all Scrum Team members are performing the risk
management processes foreseen by RIMPRO, as well as managing the planning
documents. As this framework focuses on risk management involving the Prod-
uct Owner, the Risk Master should be represented by the Product Owner itself
for two main reasons: i) the Product Owner is the most important member of
the Scrum Team for risk management [29]; and ii) the risks can be related to
the client and the Product Owner is the most suitable member to treat them,
since (s)he has direct contact with the customer [27]. In addition to the Risk
Master, other assignments must be done such as defining the roles and respon-
sibilities of the Scrum Team members, deadlines to establish how often the risk
management processes will be carried out throughout the project life-cycle, the
maximum amount or volume of risks that stakeholders are willing to tolerate
(stakeholder risk appetite), and budget.

At the end of the process, all agreed definitions should be included in the
Risk Management Plan, which describes how risk management processes are
structured and executed. To not degenerate Sprint’s goal, changes to the Risk
Management Plan must be requested through the Sprint Retrospective, as this
meeting makes adjustments to Scrum Team to improve its work [27].

3.2 Risk Identification

Here, the risks are identified, and their characteristics are documented. All stake-
holders, including customers, should be encouraged to suggest new risks at any
time throughout the project due to the susceptibility of the project to uncertain-
ties [1]. To support this activity, the risks are documented in the Project Risk
Backlog, which contains among other information, the probability of occurrence,
and the impact of each identified risk. As the focus is to manage the risks involv-
ing Product Owner roles, each risk should be classified through the following
taxonomy presented in [18], which is specific to Product Owner-related risks:

– Requirements: Risks that may arise when the Product Owner does not
correctly perform his/her duties in the requirements engineering stage;

– Software Quality: Risks related to the lack of quality (clarity, conciseness,
completeness, testability) of the software developed;

– Migration to Scrum: Risks related to the inherent insertion of character-
istics of agile approaches in the context of teams that employ traditional
software engineering techniques;

– Not Defined: Risks that do not fit into any of the categories above.
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3.3 Risk Analysis

The risks are qualitatively analyzed and the Project Risk Backlog is updated for
additional action. As the purpose of this process is to prioritize the risks that will
be monitored during the Sprint, risk analysis should be performed throughout
the Sprint Planning since the Sprint goals are defined in this meeting [28]. The
risks are analyzed using the Risk Planning Poker [18] technique, an adaptation
of Planning Poker to risk management. Risk analysis is performed anonymously
among Scrum Team members based on the Delphi [8] technique, used to reach
a consensus among experts while preserving their anonymity.

After Risk Planning Poker, the Risk Master creates the Sprint Risk Backlog
with the list of all monitored risks of a particular Sprint. Each Sprint has a list of
risks that can affect the success of the iteration. Since the Scrum Team has few
members, lean documentation, and a limited budget, the Sprint Risk Backlog
should contain few risks to avoid a significant increase in additional project work
[28]. To facilitate the monitoring of the Sprint Risk Backlog, a probability and
impact matrix should be used [21]. Therefore, risks are normalized to values in
the range of 0 to 1 using min-max normalization [10]. Such scaling is adopted
by (1), where risk−normalizedi is the value of riski normalized to a value
contained in the range [0, 1], riski is the probability of occurrence of the ith

risk calculated on Risk Planning Poker, and max and min are the values of the
highest and lowest card in the deck used during the analysis of riski, respectively.
After normalization, the Risk Master should define probability ranges for the
categories (e.g., very low, low, moderate, high, and very high) and exhibit them
in a probability and impact matrix as shown in Fig. 6 [21]. The responses to
the risks that make up the Sprint Risk Backlog are defined in the subsequent
process.

risk−normalizedi =
riski −min

max−min
(1)

3.4 Risk Response Planning

Here, the team members develop strategies and actions to maximize oppor-
tunities and minimize the threats to the project objectives [1]. This process is
performed after Risk Analysis once the risks of Sprint Risk Backlog have already
been defined, but their respective answers have not been elaborated yet.

Risk responses should be developed in collaboration with all stakeholders,
including customers with knowledge in the application domain and managers.
Planned responses should be proper to the relevance of the risk, cost-effective
to meet the challenges, realistic within the project context, agreed between all
stakeholders, and have a designated stakeholder. In general, it is necessary to
select the most suitable response to risk among the diverse possible available
options. The Risk Master should mediate this process before the beginning of
the Sprint since the responses to certain risks may vary throughout the project,
i.e., risk responses for a given Sprint may not be appropriate for subsequent
Sprints [1].
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For each risk from the Sprint Risk Backlog, the strategy or mix of response
strategies of greater efficiency should be selected, including major and secondary
strategies as needed. If the major strategies do not take effect, the possibility of
applying the secondary strategies should be evaluated. Another point to empha-
size is the secondary risks. For these risks, a surplus may be allocated for time
or cost contingencies, as well as the identification of the conditions that trigger
the use of these surpluses [1]. At the end of the process, the Risk Master should
update the Sprint Risk Backlog response lists, and start the subsequent process.

3.5 Risk Response Implementation

The risk response plans that compose the Sprint Risk Backlog are implemented
by the team members to ensure that risk responses are carried out as planned.
Attention to this process will ensure that the responses (measures) to the agreed
risks are implemented. Tools and techniques can be used for implementing the
risk response plans associated with the Sprint Risk Backlog, such as [1]:

– Expert Opinion: Third part expert opinion with specialized knowledge
should be considered by the Scrum Team members to validate or modify
responses to risks, and if necessary, to decide how to implement them most
efficiently;

– Interpersonal and Team Skills: Among the interpersonal and team skills
that can be used in this process, the main one is influence. Some risk response
actions may be owned by people outside the Scrum Team or who have other
conflicting demands. It is necessary, at certain points of the project that the
Risk Master takes influence to encourage the appointed risk owners to take
the necessary measures when appropriate;

– Project Management Information System: An information system is
recommended to support project management, including schedule, resource,
and software cost to ensure that the agreed risk response plans and their
associated activities are integrated within other project activities.

If any response is modified throughout the process, the Sprint Risk Backlog
should be updated [1].

3.6 Risk Monitoring

Here, the team members monitor the implementation of the risk response plans
contained in the Sprint Risk Backlog, and the risks that may affect the Sprint,
and assess the effectiveness of risk management processes throughout the Sprint.
This process is performed throughout the Sprint since risks may arise throughout
the whole project life-cycle [21].

The step of evaluating the effectiveness of the risk management processes
proposed by RIMPRO is carried out during the Sprint Retrospective meeting,
since this meeting aims to verify the successful measures (actions), what can be
improved and what actions will be undertaken to improve several aspects that
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may limit the speed of the project, such as deficiencies in the risk management
processes. Such an evaluation must be performed in the presence of all Scrum
Team members at the Sprint Retrospective meeting, as it is the moment when
the whole team must present the lessons learned from each Sprint for taking
the benefits for future projects and subsequent Sprints of the current project.
Therefore, plans to improve risk management processes can be established and
further applied to Sprints and subsequent projects [21,27].

To ensure that the stakeholders are aware of the current risks, the Sprints
should be continuously monitored. Risk Monitoring uses project information
to determine whether the responses to the implemented risks are effective, the
current project risks have been changed, the status of individual risks identified
in Sprint has been changed, among others [1].

Risk reviews are scheduled regularly and it should examine and document
the effectiveness of the risk responses made in the Sprint Risk Backlog. Risk
reviews can also result in the identification of newer risks, including secondary
risks arising from responses to agreed risks, reassessment of current risks, closing
out risks that are out of date, identification of problems that arise as a result of
risks that have occurred, and identification of lessons learned for implementation
in subsequent Sprints or similar projects in the future. The Sprint risk review
should be conducted as part of a regular project status meeting, such as the
Daily Scrum [1,28].

4 RIMPRO Automated Support Tool (RIMPRO-AST)

The automation of RIMPRO risk management framework was implemented as
RIMPRO-AST, an integrated module to the System to Aid Project Management
(SAPM), previously developed by the Software Engineering Research Group
from São Paulo State University (UNESP). SAPM is an automated web-based
tool to support the execution of project management activities in conformance
to the PMBoK guide best practices [17].

Fig. 2. SAPM architecture. Elaborated by the authors.
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Figure 2 shows a general overview of SAPM tool architecture. RIMPRO-AST
is attached to the existing Scrum module into SAPM [19] so that all the created
projects and their respective Sprints are integrated into RIMPRO-AST. Project
Sprints are linked to RIMPRO-AST, allowing the users to allocate risks to each
Sprint via Sprint Risk Backlog.

The RIMPRO-AST capabilities and the screenshots of their respective graph-
ical user interfaces are described in the following subsections. The side and top
menus were removed to improve the legibility of RIMPRO-AST capabilities illus-
trated in the screenshots.

4.1 Notes Board

This capability presents information about the risks from the Project Risk Back-
log and the Sprint Risk Backlog to users. Moreover, if the probability of occur-
rence of a given project risk increases, a warning is inserted in the board as
illustrated in Fig. 3.

Fig. 3. Notes board interface. Elaborated by the authors.

4.2 Risk Management Plan

It allows users to define the general aspects of RIMPRO-AST risk management
so that each project Sprint has a unique version of the Plan. This capability also
allows users to visualize the Risk Management Plan in a Portable Document
Format (PDF) file.

4.3 Project Risk Backlog

This capability allows users to visualize the list of all project risks that have not
been allocated yet to a particular Sprint in a web-based interface. Alternatively,
it also allows users to generate a report with all project risks in the .pdf format.
Figure 4 shows the Project Risk Backlog web-based interface where the risks
highlighted in red represent threats, and the risks highlighted in green represent
opportunities.
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Fig. 4. Project risk backlog interface. Elaborated by the authors.

4.4 Sprint Risk Backlog

This capability lists to the user all project risks allocated to a given Sprint. Since
each Sprint has a unique Sprint Risk Backlog, this view (see Fig. 5) allows the
user to monitor project risks throughout the Sprint. This feature also allows the
user to register a risk into a given Sprint Risk Backlog. To assign a project risk
to a specific Sprint the user should: view the risks in the Project Risk Backlog,
and select the desired Sprint.

Fig. 5. Sprint risk backlog interface. Elaborated by the authors.
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4.5 Probability and Impact Matrix

It is a graphical visualization of combinations among probability and impact that
result in a probabilistic risk rating into low, moderate, higher priority categories.
Each Sprint has a unique matrix to represent the probabilities and impact of
each risk. Figure 6 shows an example of Probability and Impact Matrix, in which
the low, moderate, and high priorities are represented by shades of green, yellow,
and red respectively. The numbers represent the number of risks in each interval
of probability/impact. For example, the number 1 in Fig. 6 indicates that one
risk (in this case, Failure to prioritize requirements) is in the red zone.

Fig. 6. Probability and impact matrix interface. Elaborated by the authors.

4.6 Risk Search

It allows users to search for risks documented in previous projects using
RIMPRO-AST, in which the user was a member of the Scrum Team. More-
over, the user can export the risks found into the Project Risk Backlog to the
current project. Figure 7 shows an example of how the risk search is performed
in RIMPRO-AST: the exemplified search took an empty string as input and
produced as output a risk set containing all the risks found in other projects. To
restrict the search, only type and submit the string that we want to look for.
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Fig. 7. Risk search interface. Elaborated by the authors.

5 RIMPRO-AST Evaluation

We conducted a survey involving 31 participants, including Information Technol-
ogy professionals, Computer Science undergraduate, and graduate students, to
evaluate usability aspects and the effectiveness of RIMPRO-AST in supporting
users to perform Risk Management tasks in agile projects. Figure 8 shows the dis-
tribution of the participants in each area of activity. The participants contributed
to detecting possible improvements to RIMPRO framework and RIMPRO-AST
tool to better suit them to the needs of agile project teams, since they have also
answered a qualitative questionnaire with more general questions.

Through face-to-face presentations, one of the authors introduced the RIM-
PRO risk management framework to the groups of participants (Information
Technology professionals and students) to clarify the objectives of the evaluation
and to solve possible doubts about RIMPRO and the capabilities of RIMPRO-
AST tool. After that, RIMPRO-AST was introduced through a simulated Sprint,
in which the participants simulated the identification and analysis of risks, as well
as their allocation to Sprints. At the end of the presentations, the participants
were invited to use RIMPRO-AST for 15 days to evaluate the tool remotely.
Moreover, an evaluation form and guide containing information on how to use
RIMPRO-AST module were sent to all the participants via e-mail.
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Fig. 8. Distribution of evaluation participants. Elaborated by the authors.

5.1 Evaluation Results

Throughout the evaluation period, participants filled the evaluation form anony-
mously. The questions were divided into two categories: general questions, and
questions related to the specific capabilities of RIMPRO-AST. The general ques-
tions were assessed using the Likert Scale [6], while the questions related to spe-
cific functions of the tool were assessed using scores ranging from zero to ten
points.

RIMPRO-AST General Evaluation. The Likert scale adopted in this work
comprises the following items: Strongly Disagree, Partially Agree, Neither Agree
nor Disagree, Partially Disagree, and Strongly Agree. The following statements
were provided for the analysis of the participants:

– Statement 1 (S1): I am satisfied with the ease of use of RIMPRO-AST;
– Statement 2 (S2): I am satisfied with the quality of the RIMPRO-AST

interface.

RIMPRO-AST Specific Functionalities Evaluation. The following
RIMPRO-AST functionalities were evaluated by the participants:

– Functionality 1 (F1): Support for information on changes made to risks
(Notes Board);

– Functionality 2 (F2): Support for the risk management plan;
– Functionality 3 (F3): Support for risk identification through the Project

Risk Backlog;
– Functionality 4 (F4): Support for risk organization through Sprint Risk

Backlogs;
– Functionality 5 (F5): Support for the visualization of risks through the

Probability and Impact Matrix;
– Functionality 6 (F6): Support for the reuse of risks from other projects

through the Risk Search.
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Open Questions. We also provided two open questions to the participants
expressing their opinions about RIMPRO-AST strengths and weaknesses:

– Question 1: What are the strengths of RIMPRO-AST?
– Question 2: What are the weaknesses of RIMPRO-AST?

5.2 Discussion

From the analysis of the results shown in Fig. 9, it is possible to conclude that
the statement related to the ease of use (S1) was most satisfactory, i.e., 60%
of the participants strongly agreed and 33% partially agreed. The statement
related to the interface quality (S2) received the worst rating, and the partici-
pants’ justifications involve the lack of information on how to use the module’s
functions, which made it difficult to understand. Analogous to the RIMPRO eval-
uation results, the participants also concluded that iteratively managing risks
is beneficial since the Scrum Team has few members, and the project budget is
relatively smaller than traditional projects. Thus, instead of monitoring all risks
throughout the project, only risks that can affect Sprint are monitored. This is
important when it comes to risks involving the Product Owner because (s)he is
present throughout the project and, so, the probability of occurrence, and the
impact of the risks involving him/her may vary over the course of the Sprint.
Consequently, the risks monitored in a Sprint may not be monitored in subse-
quent Sprints, and vice versa. The participants considered it crucial to provide
a prior list of risks involving the Product Owner’s roles to guide the execution
of RIMPRO-AST throughout the project since it provides lessons learned from
previous projects and assists the Scrum Team in discussing new risks that can
emerge [18].

Fig. 9. General evaluation histogram of RIMPRO-AST. Elaborated by the authors.

Table 1 and Fig. 10 present the evaluation results of RIMPRO-AST specific
functions. From Table 1, it is possible to verify, based on mode, that the most
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frequently assigned score by the participants was ten points, and, according to
the median, half of all scores given by the participants in all functionalities eval-
uated was greater than nine points. In a complementary way, from the analysis
of Fig. 10 it is possible to conclude that all functions were well evaluated, and
the support for the organization of risks through the Sprint Risk Backlogs (F4)
received more negative reviews due to the participants’ difficulties when insert-
ing a risk in a given Sprint Risk Backlog. However, it is important to highlight
that, even for functionality F4, there was an average score equal to 8.8446 with a
standard deviation equal to 1.061, which characterizes a satisfactory evaluation.

Table 1. Statistical results related to specific functionalities of RIMPRO-AST. Elab-
orated by the authors.

Functionality Average Mode Median Min-Max Std Dev

F1 9 9.5 9 5–10 1.1547

F2 9.129 10 9 5–10 1.1178

F3 9.087 10 9 5–10 1.1738

F4 8.8446 10 9 5–10 1.061

F5 9.0322 10 10 5–10 1.378

F6 9.0322 10 10 5–10 1.1968

Fig. 10. Evaluation histogram of specific functionalities of RIMPRO-AST. Elaborated
by the authors.
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5.3 Threats to Validity

We identified the following threats to the validity of this study:

– Sample Quality: The sample may not be representative of the population
since the most of the participants are not IT professionals, and we were unable
to obtain the availability of any Product Owner to participate in the evalua-
tion. The participants’ selection was restricted to IT people who have contact
with projects that use PMBoK and Scrum to reduce threats to validity. In
addition, face-to-face presentations were held with the participants, providing
additional background on RIMPRO and RIMPRO-AST.

– Application: Throughout the assessment process, we have not had the
opportunity to apply RIMPRO in a realistic situation, where IT professionals
would use RIMPRO to manage the risks that can arise throughout a concrete
project. To have a more realistic scenario, we provided a tutorial section to
explain the RIMPRO-AST capabilities to the participants through a simu-
lated Sprint.

6 Related Works

After an analysis of the main tools that provide automated support for the
management of Scrum projects available in the literature, we could not find,
until the writing of this paper, a tool that could be used specifically in the
context of Scrum projects, involving the Product Owner and risk management.
The criterion used for searching such tools was the current tools adopted by the
market, where we identified the following tools:

– Scrumwise: it is a web-based tool (available since 2009) for managing Scrum
projects that allows the management of Scrum events, Scrum Team, and
artifacts produced throughout the project [25];

– Jira Software: Created by Atlassian in 2004, a company that develops sys-
tems for project management. Jira is a cross-platform agile project manage-
ment tool that offers functions similar to those offered by ScrumWise, but
supports any agile approach [3];

– Axosoft: AxoSoft was created by Hamid Shojaee, the creator of the world’s
most famous Scrum video, with a restricted focus on Scrum. Like the previous
tools, it also works via a web browser and allows the user to manage all aspects
involving the Scrum project [4];

– ScrumHalf: Created in 2011, ScrumHalf is a Brazilian web tool for managing
Scrum projects. The tool makes it possible for the main actions of the project
to be published on the Twitter social network so that only Scrum Team
members can see them [24].

To carry out the analysis of such tools, we defined evaluation criteria aiming
to analyze the treatment that each tool presents for Scrum, the Product Owner,
and risk management. The analysis criteria used were:
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– AC1: Coverage of all Scrum steps;
– AC2: In-depth coverage of all project steps performed by the Product Owner

such as requirements management, quality management, and communication
with project stakeholders;

– AC3: Exclusive focus on Scrum;
– AC4: Project risk management support.

From this, the selected tools were analyzed based on the established criteria,
and Table 2 presents the results obtained from such analysis. Concerning criteria
AC1, AC2, and AC4, all the analyzed tools offer the same functions, differing in
some specific functions to manage the project steps performed by the Product
Owner, such as managing the Product Backlog, Sprint Backlog, and Increments.
However, it is noteworthy that all of them are commercial tools, so the analysis
of the tools was performed with versions that have a limited period of use.

Table 2. Analysis of the main tools to support Scrum project management. Elaborated
by the authors.

Tool Analysis Criteria

AC1 AC2 AC3 AC4

Scrumwise
✓ ✓ ✓ ✗

Jira Software
✓ ✓ ✗ ✗

Axosoft
✓ ✓ ✓ ✗

ScrumHalf
✓ ✓ ✓ ✗

Concerning the exclusive focus on Scrum, analyzed using the AC3 criterion,
only Jira Software does not have a restricted focus on the method. Such a holistic
approach may not be beneficial, as future updates may direct the tool to address
other agile methods to phase out or discontinue the tool’s functions that address
Scrum.

Although all the tools support the steps proposed by Scrum, according to the
AC1 criterion, the main limitation observed is that none of them support the
project risk management, according to the AC4 criterion. Even though it is rele-
vant to use tools to support the risk management activity in Scrum projects, the
main agile project management tools do not cover such activity [15]. This finding
highlights the importance of this work, which presents an automated framework
for risk management in projects developed in conformance with Scrum.

7 Conclusion

Although Scrum is the most current used agile project management method, it
does not provide a systematic way to manage risks that may arise throughout
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the entire project. In this context, this work contributed to automating the
processes defined in RIMPRO risk management framework via RIMPRO-AST
tool, considering that the existing agile project management tools do not support
risk management. Such automation has been integrated within SAPM Scrum
module to facilitate the implementation of RIMPRO in the Scrum Team, and
to provide flexibility in decision-making processes by project teams.

For future work, we propose to extract knowledge about the documented
risks, for example using Text Mining techniques. Therefore, users would have
access to additional information to guide their decisions. Moreover, we propose to
improve the RIMPRO-AST graphical user interface to address human-computer
interaction usability and accessibility principles, so that users with cognitive,
perceptive, and movement limitations can use the tool with efficiency. Finally,
we also intend to update/replace the frameworks used in the Scrum module to
enable compatibility with current Web browsers, such as Mozilla Firefox, as well
as mobile devices, such as smartphones and tablets, which constrain the use of
RIMPRO-AST.
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Abstract. Nowadays, there is an increasing number of new digital systems and
functionalities focused on digital legacy management. In this paper, our goal was
to analyze digital legacy management systems - DLMS - from three perspectives
(theoretical, systemic, and users’) and propose/discuss software requirements.
The three viewpoints were analyzed together and in an exploratory approach. The
proposal is to classify DLMS into two types: dedicated systems and integrated
systems. The results from our study can help software engineers and designers to
better understand the complex cultural practices and their technical counterparts
in this domain, thus contributing to a discussion on DLMS, their requirements
and challenges to their development.

Keywords: Requirements engineering · Digital legacy · Death and posthumous
interaction · Digital memorials · Digital immortality

1 Introduction

The increasing number of people accessing web systems that store user data poses chal-
lenges to their management, out of which we highlight:what to do with the data of
people who die? This question led to the development of relatively new systems and
functionalities to manage the challenges. There are several questions still unanswered
and intended to be discussed in this article.

Among the challenges listed by the Brazilian Human-Computer Interaction com-
munity in 2012 in the GranDIHC-BR [3], there are the “G4-Human Values”, which
included, among others, the challenge related to the theme “Posthumous interaction and
digital legacy after death” [29]. In a systematic literature review, da Silva et al. [47] rein-
force the advances of the community in this field. In 2021, Carvalho et al. [10] point
out that human values encompass aspects of Ethics alongside Privacy and Post-death
Digital Legacy. In turn, the information systems community elaborated the GranDSI-
BR [31] challenges in 2016. One of them, “The technological and human challenges
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of dealing with death in information systems” [31], involved the discussion on post-
mortem digital legacy, on solutions related to digital assets, and on how web systems
(cloud applications, digital memorials and social networks, for example) have been used
and developed in light of these issues. In other communities, such as the one dedicated
to Software Engineering, Games and Virtual Reality, there is also an opportunity to
discuss this area.

The sensitivity of this discussion should be highlighted, since taboos and beliefs
about death also permeate the life of software engineers and can reflect on system
design, as addressed by [26]. On the other hand, there is concern about user data on
networks [15]. From the business viewpoint, there are different solutions in the mar-
ket. Facebook [14] and Google [18] have implemented solutions in their systems func-
tionalities that address digital legacy; furthermore, there are a few systems dedicated
to digital legacy administration [5]. These systems generally store user data in Cloud
Storage [9,22] generating, among other problems, concern about the legal requirements
in the territories where the servers are located. Other legal instruments can support the
definition of requirements in each country. Regarding the protection of personal data,
for example, studies such as the one carried out by Beppu et al. [4] allow us to reflect on
posthumous data, inspired by the Brazilian data protection law (LGPD in Portuguese),
although Brazilian laws do not specifically address deceased people’s data.

Focusing on a literature review, on the development of these systems and on users’
perspective on this theme, this research seeks to investigate: what are the functionalities
of digital legacy management systems and how do they serve users in managing legacies
via software? In order to provide answers, this article’s goal was to analyze digital
legacy management systems - DLMS - from three perspectives (theoretical, systemic
and users’) and propose/discuss software requirements. Given the complexity of these
systems, such three perspectives were unveiled together in an exploratory manner.

To this end, scientific literature on the subject was initially investigated from a theo-
retical perspective, especially works aimed at classifying such systems. More specific
references are incorporated into the debate from other perspectives. From a systemic
perspective, DLMS available on the market were analyzed and the authors saw the need
to propose a typification: Dedicated Digital Legacy Management Systems (DDLMS)
and Integrated Digital Legacy Management Systems (IDLMS). From these, a set of
requirements is derived and discussed in the light of their engineering and other studies
in the area. The starting point for these definitions was the existing literature on sys-
tems in the domain; however, no literature was found to address the subject using this
nomenclature. From the users’ perspective, in order to understand how they behave
and feel using such systems, information was collected through a survey that encour-
aged reflection about digital legacy and the types of systems involved in the field. The
innovative results of this research are useful to software designers for the abstraction of
important issues and practices in this area, through the establishment of concepts linked
to this complex domain.

This paper is an extended and revised version of the study by Yamauchi et al. [54],
and our main contributions are (1) a review of literature related to digital legacy sys-
tems; (2) the user perspective of using DLMS; (3) a classification of DLMS considering
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literature and survey findings; and (4) a set of requirements for DLMS derived from lit-
erature review and survey findings classified into five categories.

The theoretical and systemic perspective presents a survey of classifications and
functionalities for DLMS as well as other related data sources (see Sect. 3). The user
perspective brings the analysis of users’ opinions on the subject (see Sect. 4). Section 5
presents and discusses the two main results of this research: the differentiation between
integrated and dedicated systems for digital legacy management, and a set of require-
ments. Finally, Sect. 6 presents the final considerations.

2 Research Methodology

This research is exploratory, with contributions from a technical, technological and
human point of view. Three perspectives of investigation were adopted in an integrated
way: theoretical, systemic and user’s (see Fig. 1).

Fig. 1. Research phases. Source: [54].

The literature review stage (theoretical perspective) was performed in a non-
systematic way. To select the theoretical references, a free search was carried out in dig-
ital libraries and in a specific database in this field, which was developed by the project
[11]. Many of the selected works performed tool analyses (systemic perspective).
These works considered several tools such as Eter9 [13], Afternote [1] and Safebeyond
[45], Facebook [14], Instagram [24] and Google [18].

Finally, the user’s perspective was assessed through a survey. The study opted for an
online survey to reach a larger number of participants, considering the exploratory pro-
posal. The survey questionnaire is available at https://tinyurl.com/yanx2gdo. The data
collection focused on users’ experiences and opinions regarding digital legacy man-
agement systems (DDLMS and IDLMS). The survey was applied in two moments.

https://tinyurl.com/yanx2gdo
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First, with students registered in Special Topics in Software Engineering classes at Fed-
eral University of Mato Grosso. In that course, students were expected to develop a
redesign project for a DLMS. The project gave them an understanding of what digital
legacy management tools are, but their answers to the survey show they already had
previous knowledge about that matter. In this first stage, 47 responses were obtained in
12 days.

In a second stage, the survey was shared on social networks (Facebook and Twitter)
and sent by e-mail to research groups, with 133 responses in a 7-day period. In total,
180 answers were obtained. The data were treated in order to detect inconsistencies.
At the end, out of the 180 answers, nine were discarded because the participants only
answered one part, which left 171 questions.

Then, for the purpose of anonymity, the participants of the first stage were identified
as UAn, and those in the second stage as Un, where n is a unique number and each unit
represents a different participant in that stage.

Although data were collected at different times, they were analyzed altogether, but
noticing differences between the two sets. Below, the three perspectives for the study of
this domain are presented, following the methodology explained above. The following
sections present the results obtained in each of the phases of this research (DAVI -
Dados Além da Vida/Data beyond Life) [11], approved by the Ethics Committee on
Research with Human Beings of UFMT.

3 Theoretical and Systemic Perspectives

While alive, an individual produces information associated with the online or digital
world, such as social network profiles (Facebook, Twitter etc.), e-mails, databases,
images, sounds, videos, passwords to access digital assets and services, and several
others. All these products are defined by Edwards and Harbinja [12] as digital assets.
Once this individual dies, they leave behind a digital legacy that deserves special atten-
tion as it may belong to someone’s intimate space [4,25]. For Carrol and Romano [9],
“a digital legacy is the sum of the digital assets that you leave to others. As the shift
to digital continues, the digital assets left behind will become a greater part of your
overall legacy”. In this sense, concerns arise as to where and how these data are left,
how they are passed on, how they can be managed, how systems can support users in
these tasks, among others.

Gulotta et al. [20] also states that “the creation of a digital legacy is a complex
process, and the rapid growth of technology is increasingly intersecting with it in pro-
found ways”. In addition to that, [43] highlights that “digital legacy is fragmented over
devices, storage locations, and storage providers”.

Based on studies such as [9,37,43] agrees that “the term digital legacy is used quite
vaguely in prior work and shall, in this work here, also imply that every information
item digitally created and curated by an individual has the potential to become a digital
heirloom given the right kind of socially-constructed circumstances once an individual
passed away”.

In this context it is important to have Digital LegacyManagement Systems (DLMS),
because they aim to help the user define what happens with their legacy after death.
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This non-systematic literature review identified four approaches to studying DLMS: (1)
studying the functionalities of a DLMS, (2) discussing aspects related to addressing data
in a DLMS, (3) services offered by a DLMS, and finally, (4) the behavior of users and
developers towards DLMS. The following sections present DLMS considering these
four approaches.

3.1 DLMS Functionalities

Ueda et al. [49] analyzed eleven digital legacy systems, listed a series of functionalities
and detailed more complex functions of some of these services, typifying the systems
and functionalities in: inheritance management, memorial, communicators and online
immortality.

Gulotta et al. [19] analysed the contents and functionalities of 75 digital legacy
systems and classified DLMS into four categories, as follows:

1. Systems Designed Primarily for Personal Use: they are designed to assist the user
who wishes to plan events arising from their future death. Systems of this category
generally provide functionalities for the administration of users’ data, as well as
functionalities for the disclosure of their latest wishes, sending messages to pre-
configured people, and managing information and possessions that will be left to
pre-defined heirs.

2. Mourning Support Systems: these are designed for people who are in mourning or
who have an interest in remembering someone who has already passed away. They
are typically used by people who have met the deceased in life. This category is
composed of websites and applications where users can create a memorial for the
deceased.

3. Systems That Cater to ‘memories’ and Share Information about Ancestors or
People Who Died in a Distant Past: they include tree systems and share similar
objectives with the first and second category. Some use these systems to understand
their own lives, or prepare for death. Similarly to the second category, these systems
are designed for the living to reflect on people who have died. In addition, they
permit to connect with information about the user’s ancestors.

4. Systems That Promote Public Reflection and Debate on Significant Events and
Experiences: they aim at public reflection and debate on events of massive deaths,
such as wars or major disasters. This category uses elements from the previous ones,
but usually not specifically addressing data of a specific individual or family.

The next section presents DLMS considering the data that they store.

3.2 Data Management in DLMS

Bahri, Carminati and Ferrari [2] propose a conceptual framework based on a review of
studies in the field [7,22,35] with a view to data management related to digital legacy
in the context of social networks. From this perspective, the process of defining the fate
of digital legacy is the central point. To this end, the authors categorize the data con-
templated by their framework as follows: a) donation data, b) legacy data, c) intellectual
property data, and d) destructible data.
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In the first stage of the framework the user distinguishes the categories of data they
possess and selects who will be their heirs, the institutions that will receive their data
and the people who will authenticate their death when it occurs. The second stage con-
sists of the framework’s performance after the identification of the user’s death. The
framework deletes all destructible data, selected in the first stage, and performs the
delivery of legacy data, intellectual property and donation to previously defined people
and institutions.

The next section presents studies that discuss DLMS from the perspective of the
services they offer.

3.3 DLMS Services

Ohman and Floridi [38] also discuss DLMS services in the commercial context and
coined the term Digital Afterlife Industry (DAI) to characterize services and products
offered as a result of an online user’s death, which can be monetized by the industry.
The DAI is defined by three criteria:

1. Production: to be classified as an industry, some form of goods or services must be
produced, therefore DAI refers to production activities, which distinguishes it from
activities without any productive result, such as unregistered mourning.

2. Commercialism: companies operating with DAI generate goods, services or expe-
riences (such as bereavement and death) with the objective of obtaining profit, thus
producing commodities [34]. This excludes non-profit activities, such as religious
communities, memorial sites written by users, and charity, which fall outside the
production criteria.

3. Online Use of Digital Human Remains: DAI can act on any piece of information
left by the deceased online, such as: a) commercialization of physical funerals, and
off-line digital services, such as the cremation of the deceased, or the alteration of
their photo on a tombstone; b) projects of biological immortality that increase the
durability of the organic body; and c) business with digital assets that do not involve
human beings or animals.

In this study, Ohman and Floridi [38] selected 57 companies from three resources:
a list provided by the Digital Afterlife Blog [5], a list used in the studies by de Oliveira
et al. [39] and 50 applications found in Google search using the string “Digital Afterlife
Service”. Ohman and Floridi noticed that the selected systems offer a set of services to
achieve their main goal. They analyzed the systems from the perspective of the services
offered, detecting 72 services related to digital legacy. Ohman and Floridi classified
these 72 services into 14 “generic groups”, later grouped into four “service types”:

1. Information Management Services: help the user manage their digital assets in
case of death, or the administration of data from a deceased third party.

2. Posthumous Messaging Services: provide the delivery of messages after detection
of the user’s death.

3. Online Memorial Services: provide an online space for a deceased or a group of
deceased to be remembered/honored. Papers on this topic mention memorials linked
to social networks [8], in specific applications for this purpose [28] and/or linked to
physical spaces [32].
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4. Life Recreation Services: they use personal data to generate new content replicating
the behavior of the deceased, from the perspective of digital immortality [17].

Another important issue to be explored in the context of DLMS is the behavior of
users and developers towards the challenges posed by this kind of system. The next
section presents DLMS from this perspective.

3.4 User and Developer Behavior in Relation to DLMS

Gullota et al. [19], cited in Sect. 3.1, also discuss how the analyzed systems engage users
to feed their data into these applications, based on the assumptions of “the possible
uncertainties of life and death”, “the desire to contribute to the next generations” and
the fact that digital systems can protect users’ personal lives. It was also noted that
these systems need other types of death-oriented practices, since narratives that engage
ordinary users may not engage all users when it comes to digital legacy. In a similar
context, Maciel [27] analyzed the perception of 83 software engineers on aspects related
to DLMS. In his research, the author analyzed the destination of digital assets on the
social web and highlighted a list of requirements for the deployment of volition in Social
Web applications. In another study with the same data set, Maciel and Pereira [26]
identifies taboos and beliefs that engineers have concerning digital legacy management.

Pereira et al. [42] analyzed how the public understood and how they used a DLMS.
Their research focuses on the emotional cost of death-related technologies to both users
of a DLMS and their heirs. The authors focused on the perception of 18–24-year-old
young adults on these systems. This age group was chosen because they are the “main”
potential users of this type of system. The researchers used the semiotic inspection
method and the DiLeMa framework proposed by Pereira et al. [40], composed of six
dimensions: 1) Interlocutors, 2) Definition of Inheritance, 3) Assignment of Functions,
4) User Status, 5) Availability of Inheritance and 6) Security Mechanisms. The first
dimension refers to the interlocutors, those who assume functions in the DLMS. The
second dimension (definition of the inheritance) consists of the data that will be inher-
ited (the digital legacy), how they are obtained and what associations between data and
heirs are defined. The third dimension deals with how the assignment of functions
takes place. The fourth dimension, user status, relates to when the actions defined by
the user must be initiated. The user can assume two statuses: active or inactive. The
change of status occurs through triggers, which can be a notification to the system by
the trusted contact, or by a user’s inactivity time. After that, the system sends notifica-
tions to the trusted contacts, who must confirm or deny the death of the user. The way to
make the legacy available is handled in the fifth dimension. Finally, the sixth dimen-
sion deals with security mechanisms: interlocutors authentication and data security.

Considering the four approaches to the study of DLMS presented here, researchers
in general deal with systems for providing support to mourning and death rites
[19,38], inheritance management and assets transfer [2,19,27,38,40,49], digital
memorials [19,27,38,49], posthumous messages or communicators [33,38,49] and
digital immortality [17,19,38,49]. Many of these systems provide services in an inter-
connected and overlapping way, which makes their analysis difficult. Legacy manage-
ment in heritage management seem to be a key feature to most of these systems.
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Finally, it should be emphasized that there is no classification in academic litera-
ture for DLMS according to the primary objective of the systems that will offer this
service, that is, if these are systems solely intended for legacy management, or if they
are functionalities embedded in systems that have other purposes. Considering these
differences broadens the scope of these systems, respectively called dedicated DLMS
and integrated DLMS in this research.

4 Users’ Perspective

This section presents the results of the survey conducted with 171 users, as presented
in Sect. 2. An initial discussion of these data was published in [55].

In relation to the survey respondents’ profile, 29.8% were between 26 and 30 years
old; 26.9% were between 21 and 25 years old; 18.7% were between 31 and 40 years old;
18.1% were between 40 and 60 years old; and 4.1% were between 17 and 20 years old.
Out of these, 57.7% were self-identified as male; 42.1%, female; and 0.6, non-binary.
In general, the participants had a high education level: 62% were graduates; 34.5%
undergraduates; and 2.9% had only finished high school. All participants claimed to
use some form of social media: 97.07% used Facebook; 80.70%, YouTube; 70.76%,
Instagram; 36.5%, Google+; 26.9%, Pinterest; 16.95%, Snapchat; and 9.94%, Twitter.
As to foreign languages, 60.81% answered that they were fluent in English.

The question “What is digital legacy?” assessed their knowledge about digital
legacy. Table 1 reproduces the main answers.

Table 1. Responses to the question “what is digital legacy?”.

U# What is digital legacy?

UA13 It is a segment responsible for dealing with issues related to the users’ data available in
multiple online services in the long run, as a kind of digital inheritance

UA32 Digital legacy is everything that is produced or experienced during the lifespan of a
living being, and is stored as photos, videos, or even information, which will be later
inherited either by human heirs or digital memorial management software

UA65 Is all information someone digitally generated during their lifetime. It can be very
relevant memories or not, and that person chooses what kind of information they want
to bequeath as an inheritance to someone else, and what information they want to omit

UA146 I believe it refers to all content left behind by us, that is, our tracks on the Internet,
which may persist even after our death

Considering these answers, these users knew that digital legacy is any data stored
in some digital system and may persist or not after the user’s death. Brubaker et al. [7]
goes further than that and states that a digital inheritance goes beyond the transfer of
digital assets, as it can include identities, social interactions, intellectual property etc.

Participants also understand the relationship between digital assets and legacies, but
without distinguishing the different types of assets and what they are used for. Out of
the 171 participants, 29.9% answered they had prior knowledge about DLMS; 70.8%
did not. For those who answered the latter, the survey was ended. The upcoming survey
questions addressed specific aspects of DLMS, which are discussed in the following
sections.
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4.1 Transfer of Inheritance

One of the objectives of these systems is the transfer of digital heritage. Therefore,
the users were asked to express their desire as to the destination of their legacy by
choosing from a list of options. 34% preferred the assignment of a guardian; 18%,
the assignment of an heir who would have complete access to all accounts; 22%, the
exclusion of accounts, but with data transfer to the heir; 12%, the total exclusion of
accounts; 10%, the exclusion of some previously selected accounts, leaving the heir the
decision concerning other accounts; 2%, the exclusion of the account, leaving behind
only specific data previously selected; and 2% chose the option “other”. In the latter
case, participants were asked to justify their choice. U87 wrote “I would like to group
the pieces of information and classify them into categories or tags, so the systems would
allow me to choose what data I wanted to share while alive, or omit data that I don’t
want anyone to see”. Most users opted for the exclusion of the account, with or without
transfer of goods. This data reinforces the findings from Gach’s [15] research on users’
preference for account exclusion.

4.2 Guardians

Regarding the use of guardian mechanisms (data administrators) [7] of digital assets,
most participants (54%) are comfortable with the use of this mechanism; 36% do not
feel comfortable; and 10% chose “others”. Participant UA3 justified his choice: “I don’t
think the idea of a guardian is nice. Because you might choose a guardian who doesn’t
want to manage your account. So I think you should delete the accounts and just keep
the information, which is similar to what happens in real life. Because, when a person
dies, they stop performing activities”. UA13 believes that “there is no need to assign
a guardian and the system should only ensure that all posts are deleted permanently”.
UA32 answered that this model should not be the sole option, as they believe this mech-
anism does not meet important expectations. “I believe it should not be the sole option.
I do not feel uncomfortable, but I do not feel represented by it either”.

For digital legacy management systems to be effective, users must determine their
will while alive [27], as well as define their heirs, according to the systems’ rules. The
survey asked if all previous settings in a digital will should be obeyed. 86.0% of the
respondents believe that they should be obeyed. UA3 emphasizes that “wills must abide
by current law”. UA3, UA6 and U58 stressed that wills cannot always be fulfilled.
UA32 stresses that a will must always be updated, since a user’s desires may change.
UA32 also suggests the use of techniques such as machine learning [6] or some kind
of “judge” to evaluate whether a desire recorded in the digital will should be complied
with or disregarded. Prates, Rosson and De Souza [44] report a set of challenges that,
if met by the systems, will ensure the anticipation of user interaction, meeting users’
volition [27] to a higher degree at the time their digital legacy is configured.

4.3 Digital Will

Another issue addressed in the survey was whether participants consider that a digital
will has the same relevance as a physical will and, in case there is any conflict between
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the two, which one should be prioritized. 84% of the participants think that the digital
will is as important as the physical will.

Respondents were also asked whether the digital will and the one written on paper
are equally valid. 54% of the respondents believe that the last written will is valid; 24%
opted for the physical will, and 12% gave no response. UA38 replied that “It depends
on the origin of the digital document, and security considerations should be validated”,
whereas UA44 replied: “The physical one! There is no warrant that the user was not
hacked and his will was not changed”. Therefore, there are concerns that the will may
be improperly changed by third parties. For the digital will to be valid, the system must
provide security mechanisms and users authentication [40]. Besides, there is the issue
of how much attention a digital will would get from people in general. UA87 said: “It
would be great if they were equally valid, but we know few people pay the due attention
to this sort of information”.

4.4 Data in DLMS

Online systems use globally distributed databases, i.e. the data of a given user may be
stored in a different country than the one they live in. Users were asked whether they feel
comfortable having their data stored in other jurisdiction, considering that databases are
subject to the laws of the countries where they are located. The survey showed that 64%
of respondents felt comfortable with this, but 36% did not.

In most systems, data management procedures are described in the terms of use
and privacy policies. Participants were asked if they read the terms related to digital
legacy. 52% answered they do not, 44% sometimes do it, and only 4% always read
such documents. Oliveira et al. [39] highlight “the lack of knowledge on the part of
participants about the terms of use of the services” and Yamauchi et al. [53] point out
the difficulty of understanding these texts, as they are long and often have technical
vocabulary.

The participants were also asked how they felt about the ownership of their data:
84% affirm that the data belong to users themselves; 8% believed they belong to the
companies that hold them; 4% said they were public; and 4% answered “others”. How-
ever, this is not always the way terms of use address digital assets ownership.

4.5 Types of DLMS from User’s Perspective

In another question, participants were asked what DLMS are, and they were presented
with two subgroups: dedicated digital legacy management systems (DDLMS) and the
integrated digital legacy management systems (IDLMS). 66% answered they knew
what DDLMS are; 26% said they did not know it; and 6%, that they only knew about
it after taking Special Topics in Software Engineering classes at university. In another
question, IDLMSs were introduced and contextualized, using Google Inactive Accounts
[18] as an example. Participants were asked if they knew about this functionality in
Google systems: 58% answered that they knew about it; 40%, that they didn’t know it;
and 2%, that they only knew about it after attending the aforementioned classes at uni-
versity. In the open question at the end of the survey, some highlighted the importance
of addressing this content in the course and in the survey they had just answered. This
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reinforces the importance of fostering literacy in relation to death-related issues in the
field of HCI [26].

The survey asked participants if tehy would prefer DDLMS or IDLMS to configure
their digital legacy. 44% answered that they would use integrated systems; 40% would
use dedicated systems; 12% could not answer; and 2% were not interested in configur-
ing their digital legacy. UA27 stated that “Ideally all online systems should have tools
to manage digital legacy, thus enabling a better configuration of data that would be
inherited by others in the future”.

5 Results

This section aims to present and discuss the two main results of this research: the classi-
fication of DLMS into DDLMS and IDLMS, and a set of requirements for DLMS. Both
results derived from the literature review, the study of DLMS and the survey conducted
in this research.

5.1 Types of DLMS

Considering our research on Digital Legacy Management Systems (DLMS) in Sect. 3,
they can be classified into two types: Integrated Digital Legacy Management Systems
(IDLMS) and Dedicated Digital Legacy Management Systems (DDLMS). Figure 2
illustrates the differences between them.

Fig. 2. IDLMS versus DDLMS.

As illustrated in Fig. 2, the main difference between DDLMS and IDLMS is that
IDLMS do not address digital legacy management as their main objective. These sys-
tems only incorporate functionalities related to digital legacy to supply other needs.
Therefore, they are systems that continue to exist even if the digital legacy functionali-
ties are removed. We analyzed functionalities integrated into Facebook [14], Instagram
[24] and Google Inactive Accounts [18]. In general, they are functionalities that are
previously configured in life by the user and executed after the detection of their inac-
tivity or death. Some involve the transfer of user data to third parties, the transfer of an
account, the transformation of a profile into a memorial, or the deletion of their respec-
tive data/accounts. Instagram solutions, especially the ones for digital memorials, are
recent and discussed in different research projects within Human Computer-Interaction
communities [51].
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In the DiLeMa framework [40] (described in Sect. 3.4), IDLMS can assume some
strategies due to their specifics. For example, in dimension 2, a file is assumed to be
already contained in the system (so it is not required to upload this file, only for com-
plementary additions) and the feeding process [19] is fostered by the essence of the
system, as in a social network that is fed by the user. In dimension 5, the heir may be
obliged to create an account in the system in order to have access to the data inherited.
Another possibility is that the system may provide a way to download the legacy stored
and destined to that heir [27].

DDLMS, on the other hand, having as one of their primary objectives the manage-
ment of users’ digital legacy. Therefore, they incorporate some of the above mentioned
functionalities related to digital legacy, depending on the focus and needs of the ser-
vice. If digital legacy management functionalities are removed, a DDLMS is totally
deformed, as it would lose its primary function. Among other DDLMS, the function-
alities of Eter9 [13], Afternote [1] and Safebeyond [45] were analyzed. These systems
hold or store data sent by a user and execute, after their death, their wills configured
in life. These systems can also incorporate services not exclusively related to digital
legacy, such as funeral wishes, for example.

In the context of DiLeMa, in dimension 2, DDLMS do not previously hold a user’s
legacy, but they can allow users to store the information necessary to access their data
sets in other systems, or directly access the external system. Furthermore, they can
request the user to send their legacy items to be hosted in the DDLMS. Regarding
dimension 5, DDLMS could send the heir a link and instructions on how to download
the legacy, or request that they create an account in the system to then access their
inheritance. Depending on the kind of legacy items, a DDLMS could send the data
through an email platform.

Dedicated system services include digital inheritance and desire management sys-
tems; posthumous messaging systems; online memorial systems; life recreation sys-
tems; grief support systems; systems that allow to remember and share information
about one’s ancestors or people who died in the distant past; and systems that promote
public reflection and debate about significant events and experiences.

5.2 DLMS’s Requirements

The distinctions between these two types of systemic possibilities were lined out based
on the analysis of the functionalities of the analytical tools. Requirements were also
elicited, which can be modeled in IDLMS or DDLMS, depending on the primary objec-
tive of the system. Some requirements conflict, especially because they depend on the
primary objective of the application, either as a dedicated system for digital legacy man-
agement, or integrated with systems with other objectives. In any case, they are complex
solutions that demand further studies.

In general, digital legacy management systems have different target audiences:
users, heirs, guardians, curators, lawyers, trusted contacts, service provider companies,
etc. In terms of digital assets, any text, image, documents, audio etc. file may be part of
a digital legacy.

This section aims to discuss each of the listed requirements, considering five main
categories: (1) registration, (2) death detection, (3) legacy administration, (4) grief sup-
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port, and (5) usability, security and other rules of use. Figure 3 shows the five categories
relating them to how the software is used along the time.

Fig. 3. Software usage and its relation to the requirement categories

First of all, the user needs to register in the software along with all their digital
legacy and nominate a guardian. Then the software needs to detect the user’s death and
execute their will. Then the guardian can manage the user’s digital legacy according to
the will. The following sections details the five categories and the requirements related
to each one.

Registration. First of all, it is important that the parties interested in the process
implemented by a DLMS are properly registered in the system, which is the reason
for requirements REG 1 to REG 3. Maciel, Pereira and Sztern [40] point out that the
temporality of the contact information should be considered, since human relations and
contact data change over time. For that reason, the system must be in constant contact
with the heir (requirement REG 4). In addition, the system can foresee the possibil-
ity of the user and the heir dying (requirement REG 5). The systems can use trustees,
guardians/stewards and/or lawyers to pass on “digital assets”, as expressed in require-
ments REG 3 and LEG 15. Some systems, especially the dedicated, charge for their
services and offer different plans. Fees are often charged upon registration (REG 6).

Brubaker et al. [7] define that stewards are people who act as data and account
administrators after the user’s death, so as to fulfill the wishes established by the user
in life. Some DLMS use the steward mechanism to activate the triggers for detecting
death and accurately delivering user data. Table 2 presents all the requirements related
to registration. Note that one requirement can be in more than one category at the same
time. In this case, we choose the category that, in our opinion, is more related to that
requirement.

Death Detection. Another fundamental functionality is expressed in requirement DET
1, the detection of death by the system. This can occur automatically, by means of text
mining, for example, as in social networks that transform profiles of deceased users into
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Table 2. Registration requirements.

ID Detailing

REG 1 The system must permit the registration of users interested in assigning digital assets

REG 2 The system must allow the transfer of assets to heirs registered in the system

REG 3 The system may allow the temporary administration of legacies by trustees,
guardians/stewards and/or lawyers registered in the system

REG 4 The system should frequently contact users and request confirmation of the roles of the
registered parties involved

REG 5 The system must provide a solution in case the heir dies at the same time as the user

REG 6 The system may have ways of collecting and paying for the offered services

memorials [52]. However, in other systems, such as Google Inactive Accounts [18],
contacts are registered in the system so that it can check the user’s status with third
parties [27,31,33]. Table 3 presents the only requirement related to death detection.

Table 3. Death detection requirements.

ID Detailing

DET 1 The system should provide mechanisms for detecting the death of users, turning
“active” users into “inactive” in the system automatically, via trusted contacts or by
warning third parties, for example

Legacy Administration. Legacy management in dedicated systems would require
interconnection with other systems to make data management easier, although it might
interfere with terms of use and privacy policies specified by the companies providing
the services, and with policies of different countries, as proposed in the requirements.
Some authors have dedicated themselves to outline this discussion in different contexts
[12,52,53]. In particular, there is a concern that users do not give due value to terms of
use and privacy policies, often leaving them unread [53].

Regarding the transfer of goods through the system, two conflicting requirements
are proposed, LEG 2 and LEG 3. LEG 2 advocates the transfer of the password to
third parties, which generally occurs in DDLMS. On the other hand, in LEG 3 there is
the transfer of account management to third parties, as it occurs in integrated systems
(such as some social networks [8]), but in a less invasive way. In LEG 3 and LEG3,
the application must take care of what is expressed in requirement LEG 7, interlocutors
authentication and data security [40]. These requirements, like the others, have a strong
impact on what is expressed in the terms of use and privacy policies [1,13].

Another option in the systems, especially the integrated ones, is to the delete the
account, as in requirement LEG 1. According to Gach’s studies [15], the most popular
preference is data deletion. If, on the one hand, this satisfies the user’s desire to take their
data off the network, on the other hand it eliminates the possibility of posthumous inter-
action [26,29]. Thus, aspects of the application that deserve to be carefully addressed,
such as those related to bereavement, for which requirements LEG 5 and LEG 6 have
been proposed, are no longer valid. This has an impact on the bereaved who remain in
the system and could find in these profiles a relief for their pain. With the elimination of
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the account, systems with Artificial Intelligence, which could perform posts on behalf
of the user (LEG 4), would not be met. Table 4 presents all the requirements related to
legacy administration. Note that one requirement can be in more than one category at
the same time. In this case, we choose the category that, in our opinion, is more related
to that requirement.

Table 4. Legacy administration requirements.

ID Detailing

LEG 1 The system should allow the automatic deletion of the user account after their death

LEG 2 The system must allow the transfer of the user account password to an heir after the
the user’s death is verified

LEG 3 The system must pass on the administration (usually partial and with some powers) of
the user’s account to an heir after the user’s death

LEG 4 The system can continuously post messages previously written by the user on their
social networks

LEG 5 The system can provide the opportunity to create an online community, where family
and friends can communicate and help each other during bereavement

LEG 6 The system must excel by the respect and impact of mourning in providing solutions

LEG 7 The system must provide interlocutors authentication and data security

LEG 8 The system should help the user organize which items and accounts should be
preserved, inherited or deleted

LEG 9 The system should be able to be integrated into a set of websites for the management
of external digital assets

LEG 10 The system should help users define their wishes as to the destination of their digital
assets in accordance with legal requirements (within the laws of their jurisdiction)

LEG 11 The system should allow the user to download digital assets and posthumously send
the key to access these assets, which can be encrypted, creating a kind of “chest”
functionality

LEG 12 The system should provide mechanisms to manage the family history in order to
support future changes in the stored data due to changes in the family structure,
avoiding discontinuity in the inheritance transfer

LEG 13 The system must allow the storage of the will and documents that will be transferred
after the event of the user’s death, in a secure manner

LEG 14 The system should store user’s wishes that can be executed by their guardian,
including funeral wishes

LEG 15 The system can put users in contact with a curator, guardian/steward and/or lawyer,
who will help to certify their digital will and last wishes

Grief Support. Regarding bereavement support, other functionalities need to be
dealt with in the application, especially integrated ones, since the “presence” of the
user’s posthumous data affects people in mourning. Thus, cultural issues affecting the
deceased, such as religion and symbolism [28,30,50] can be addressed, a fact for which
we have requirement LEG 6 and USE 8. It is also possible that an heir to the account
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inserts information related to the user’s death, changing elements of the interface and
inserting data such as date of death and epigraph [50], or, as in GRI 7, inserting data
useful for access to physical spaces. This depends on the powers that the account admin-
istrator has, as in requirement LEG 3.

One process that is growing in popularity and can be used with data from integrated
or dedicated systems is the transformation of data into digital art, as contemplated in
requirement GRI 11. According to Gach [15], it is important to design the system to
give a ritualistic aspect to the experience of digital death. And, to the author, “It is
important to separate such data from digital assets that hold emotional significance”.
In this proposal two key aspects of a user’s data are used: the use of data as art and
the use of data as an “individual”. An individual concept of self stands in contrast with
“individual”, as self-hood can be divided among people [15].

In addition, there is a new approach to using data for the sake of digital immortality
[16,17]. Generating memorials is a common way to immortalize the subject, however
it is also possible to use a deceased user’s data for chatbot conversations or for creating
avatars [17] of the dead, which is why requirements such as GRI 4 and GRI 5 were
proposed. On the other hand, the recreation of life by software results in many reflec-
tions, including the ethical limits of data use (requirement GRI 6), and the support to
bereavement of those who will interact with such data (requirement LEG 6).

Another possibility for these systems is the registration of posthumous messages,
which has led to the development of specific applications [29]. The requirements from

Table 5. Grief support requirements.

ID Detailing

GRI 1 The system can allow to register and send farewell messages when the user dies

GRI 2 The system should ensure that audios, texts, videos or any other messages are only
sent posthumously to selected people

GRI 3 The system can allow the user to post a farewell message on social media connected to
the system

GRI 4 The system can create a digital avatar that simulates the behavior of the deceased user

GRI 5 The system can replace the administration of the previously selected account with that
of a digital avatar

GRI 6 The system must protect the the deceased user’s identity in accordance with ethical
and legal requirements, as well as user’s volition

GRI 7 The system can be integrated to physical memorials in cemeteries or other spaces,
providing access the deceased’s data through QRCodes

GRI 8 The system can create a memorial with an interactive timeline for the bereaved, which
can be integrated into social networks

GRI 9 The system can provide a “Book of Life”, in which the user’s acquaintances can
register information and digital content associated with the biography of the deceased

GRI 10 The system can provide users’ data for creating online obituaries and/or digital
memorials

GRI 11 The system can allow to transform legacies into digital works of art

GRI 12 The system can allow the memorialization of a profile, if it is a social network
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GRI 1 to GRI 3 aim to address this possibility. Pereira et al. [41] analyzed two posthu-
mous message systems, If I die [23] and the Se eu morrer primeiro [46], from the per-
spectives of semiotic engineering, recommendations for volitional requirements [27]
and challenges to the anticipation of interaction [44]. Table 5 presents all requirements
related to grief support.

Usability, Security and Other Rules of Use. The authors noticed four important
aspects in the context of these systems: naming trusted contacts and granting them
access; editing messages to be sent after one’s death; using different media to generate
content to be sent as posthumous messages; sending reminders and notices to users and
trusted contacts. On the other hand, these systems can be used to pass on passwords
or to send unwanted messages, thus generating new problems. In general, few of the
requirements listed in this section are present in integrated systems, especially because
these systems are social networks or e-mail managers, photo managers etc.

Moreover, many features are specific to some areas, so they are not known by
general users. Although they are important elements for these systems, there is a
high emotional cost of operating these functionalities, as highlighted by Pereira et al.
[40,42], especially because of death taboos [26]. Thus, some systems, such as Face-
book, attempting to reduce users’ contact with potentially painful experiences [36],
stops sending reminders of a dead family member’s birthday if their profile becomes
a memorial. However, if the system makes digital legacy management functionalities
more transparent to users, this can allow an anticipation of posthumous interactions
[44], according to requirement USE 1. In studies about digital memorials on Facebook
Toledo et al. [48] observed that, “although this social network models death issues and
anticipated volition of the user, the currently existing solution does not fully meet the
requirements suggested by the Social Web”. The authors proposed design solutions that
emphasize two social web elements on Facebook: Identity and Volition [27].

In order to bypass problems that affect usability and to warn users about the sys-
tem’s functionalities, both integrated and dedicated DLMSmust provide instructions on
their use, which is why requirements such as numbers USE 2 to USE 8 are proposed.
Requirement USE 8, in particular, is more useful for integrated systems, as it aims to
engage users in what is called “memento mori” (in Latin, “remember that you will die”)
[26].

Another important issue is the fact that many passwords are stored in web browsers,
interfering with requirements such as LEG 7, which deals with security and data authen-
tication. Holt et al. [21] discuss “a post-mortem privacy paradox where users recognise
value in planning for their digital legacy, yet avoid actively doing so”. The research
explains the tension between recommended use of security tools during life and facil-
itating appropriate post-mortem access to chosen assets. This paper can contribute to
detailing requirements such as LEG 7 and USE 11. Table 6 presents the requirements
related to usability, security, and other rules of use.
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Table 6. Requirements for usability, security, and other rules of use.

ID Detailing

USE 1 The system should allow users to anticipate the interaction that will take place
when information is passed on to third parties or in memorials, for example

USE 2 The system should generate reminders for users to configure settings

USE 3 The system should offer forms of help, whether contextual or not

USE 4 The system should provide guidelines and checklists to help users list and organize
their digital assets

USE 5 The system should provide guidelines and checklists to help users organize
personal information that is useful to heirs and relatives

USE 6 The system should provide guidelines and checklists to help users write their
posthumous digital wishes in a digital will

USE 7 The system should provide guidelines and checklists to help users prepare for
death, for example listing documents that will be important to family members and
heirs

USE 8 The system must respect cultural differences in addressing death

USE 9 The system should store any type of user’s social data to create a “backup” of the
user’s mind, which can be used in digital immortality features

USE 10 The terms of use must contain the general terms for hiring the services in
accordance with local laws

USE 11 The application’s privacy policy must provide for, among others, the protection of
users’ data, with legal compliance

USE 12 The company should be responsible for maintaining services over the years

6 Final Considerations

This research discusses digital legacy management systems from theoretical, systemic
and user perspectives. These perspectives allowed us to better understand the subject,
within its complexity, surrounded by taboos, beliefs, legal, ethical, human, and techno-
logical challenges.

From a theoretical perspective, the main contribution is the literature review. We
found some studies concerned with classifying these types of systems in different ways.
However, few of them focus on the users’ perspective on the processes adopted in digital
legacy management systems. From a systemic point of view, our research contributes
to the understanding some of the main systems in this domain. We discussed IDLMS
and DDLMS by analysing some systems and comparing them to literature, so as to pro-
pose and discuss a set of requirements. The authors expect to assist software engineers
in system development for this field. It is not a trivial area, so having knowledge on
the subject from different perspectives is fundamental. Solutions that seem simple and
have been offered in the market could be better designed in the feasibility study stage.
From the users’ perspective, the main contribution was to understand users’ needs and
concerns about digital legacy. The survey helped respondents understand the challenges
involved in dealing with digital legacy. In general, they didn’t have a previous opinion
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on legacy management possibilities. However, many of the respondents showed concern
about this issue.

Regarding the two types of systems specified in this work, there seems to be advan-
tages in using dedicated digital legacy management systems. Due to the centraliza-
tion of the deceased person’s data, they permit a greater control in the transfer of digital
inheritance, thus allowing the execution of more complex functions and a better will. A
good example was Safebeyond [45], which delivered data on the occasion of an event
predetermined by the user (with death being detected by the system or notified by a third
party). The occurrence of this event triggers the sending of data that will be inherited.

On the other hand, dedicated systems have the disadvantage of being difficult to
manage by a company, and the system has to keep working over a larger time span. The
company also has a great share of responsibility over third parties’ digital assets and the
transfer of data. Perhaps for this reason we still have few big DDLMS system, some of
which have been discontinued or are being repaired, such as Safebeyond [45]. There is
a gap for this kind of innovation.

Integrated systems have different advantages compared to dedicated systems,
because their primary objective is not digital legacy management. Users who use this
kind of system feed it organically with data that will become their legacy. Thus, they
do not need to perform a large data transfer to a dedicated system at once. It is only
necessary to configure the system to offer this kind of service. In addition, in integrated
systems there may be users who are not interested in configuring their digital legacy or
who feel uncomfortable when prompted by the system to configure their death/digital
legacy. However, there may be users who are interested in configuring their legacy, but
do not know such features and/or settings exist. Therefore, it is necessary to make users
aware of them and provide solutions for their needs. Solutions in the field of artificial
intelligence can be adopted aiming at systems increasingly adapted to each user and
their contexts, so that they can make more assertive decisions and exempt the user from
potentially uncomfortable situations.

The set of requirements resulting from this research has addressed several problems
detected in the literature review, such as the fact that the currently available DLMS do
not clearly differentiate the nature of the data. This categorization needs to be offered
by the systems and configured by the users while alive, which is not a simple task. The
system would manage users’ legacy better, for example, by discerning sensitive and
non-sensitive data, destructible and non-destructible data [2] etc. Furthermore, the user
should be able to define the destiny of their data based on categories.

Many participants in the first stage of the research had no previous knowledge of
what digital legacy was, even though they used systems that had digital legacy services
incorporated into them, such as the possibility to transform profiles into digital memo-
rials [8] or to transfer data after one’s death. In addition to that, not all users wanted to
choose the destination of their data when they die. As a limitation of this research phase
and as a potential future study, we identified the need to discuss the subject after a more
thorough exposure of users to DLMS. Therefore, a more specialized focus group could
take place.

Differentiating integrated systems and dedicated systems, when addressing digital
legacy management issues, brings positive results. Current systems tend to have differ-
ent architectures, configurations and behaviors in comparison to the systems available
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when other researchers began to investigate issues related to this subject. Today, inte-
grated systems tend to have an expansible and modular set of functionalities, so they
can maintain their primary objective while they incorporate services related to the digi-
tal legacy.

Our analysis presents differences between the two types of systems, and users’
understandings on digital legacy. In future studies, we intend to expand the require-
ments and separate the analyses according to the two types of systems. The concept
of “digital asset” must also be better pinned down in terms of its scope and of what is
inheritable according to succession laws [33] or affection.

As for the limitations of the study with survey, one of them was the bias in terms of
respondents’ age and academic background. The survey can evolve to reach participants
from other areas, from the labor market and also elderly people, for example. Besides,
the number of questions and their complexity in the second stage of the research caused
fatigue to the participants, as verified during the validation of their answers. It was
also not possible to investigate in greater depth users’ different feelings and perceptions
towards DLMS and IDLMS, which we intend do address in a future study. It is also
important to modify the survey to permit quantitative data analysis.

It is also important to point out that digital assets are expanding, leading to an urge
to discuss digital legacy, a complex, dynamic and modern issue. There is also a com-
mercial demand for DLMS, as companies are increasingly concerned with user data in
sensitive contexts, such as death and mortality.
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Abstract. Context: The concept of technical debt (TD) is a metaphor inspired
by the financial debt of economic theory to represent unavoidable quality com-
promises derived by the non -optimal solutions that aim short-term benefits to
software projects, in terms of increased productivity and reduced cost, but that
in the long-term negatively affect software quality. Objective: This work aims
(i) to make a critical examination of technical debt tools, (ii) to consolidate the
understanding about how existing tools map to TD types and activities, and (iii)
to analyze the existing empirical evidence on their validity. Results: We select 47
primary studies and evaluate 50 tools. An essential outcome of this research is
a holistic view of TD tools regarding the features proposed by them to address
technical debt in different dimensions and a categorization that describes and
encompasses the main characteristics of the tools. We also present a maturity
level analysis of the tools. Finally, we discussed the main findings and implica-
tions for future research. Conclusions: We identify that most of existing tools are
industrial, revealing a considerable interest of the industry in TD tools. Most of
the tools address code-related TD. There is a need for more evaluation studies to
quantify the usefulness and reliability of the tools. Moreover, we recognize the
necessity of dedicated TDM tools for managing non-code-related TD.

Keywords: Systematic mapping study · Technical debt · Technical debt
management · Tools

1 Introduction

The concept of Technical Debt (TD) [8] is a metaphor created to contextualize problems
faced during software evolution that reflect technical compromises in tasks that are not
carried out adequately during its development and can yield short-term benefit to the
project in terms of increased productivity and lower cost, but they may have to be paid
off with interest later [5].

Initially developed to denote code issues, the technical debt concept has been pro-
gressively extended to other dimensions [16] such as software architecture, detailed
design, documentation, requirements, testing, requirements, build, defect, infrastruc-
ture, versioning, etc.
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This redefinition in the TD concept indicates that we can associate it to any sub-
optimal solution related to the software product and its development process. Unfortu-
nately, this can also bring confusion and ambiguity in the use of the term. Thus, it is
essential to know the different kinds of debt that can affect a project so that one can
establish the boundaries of the concept and to define specific strategies that allow its
management.

Daily experience in software development shows that the presence of technical debt
is inevitable [18] and even desirable to guarantee short-term benefit can be profitable [1]
if the cost of the technical debt is manageable. On the other hand, technical debt can
also occur unintentionally, meaning that the project manager and development team are
unaware of its existence, location, and consequences.

To keep the accumulated TD under control, we must manage both intentional and
unintended technical debt. In this context, the technical debt research community has
been spending increasingly large effort on the definition of a set of activities to be
incorporated in software development processes in order to identify, monitor, assess
and payback technical debt. Technical debt management (TDM) is a discipline that
aggregates those activities aims to support better decision-making about the need to
mitigate a TD item and the most suitable time to accomplish this [12].

To manage technical debt properly, it is imperative to use technical debt manage-
ment tools. Consequently, researchers and practitioners are looking for automated tools
to facilitate TDM alongside practices and strategies. Despite their declared interest in
these tools, Ernst et al. [9] report that practitioners tend to not use TDM tools, either
due to the lack of appropriate technologies to deal with some kinds of TD or due to the
difficulty in inserting the existing tools in their overall activities.

This increasing TDM-supporting tool demand by the software practitioners and the
lack of information on how they should manage different kinds of TD conducted us
to a central research question: What are the existing tools to deal with technical debt
management in software projects? We identified in this problem a research gap in the
literature. To the best of our knowledge none of existing systematic reviews and map-
ping studies aims to produce a summary of existing TD tools. This problem served as a
guide for the activities and investigations conducted in this paper.

This paper is an extended version of our previous work [24]. We extend our prior
study to add more details about the design of our systematic mapping study and to
present new qualitative analysis that is comprised of:

1. We extend the study design section by adding the complete protocol used dur-
ing this research. More specifically, we detailed the stages of paper selection, data
extraction and data synthesis (Sect. 2).

2. An analysis of tools maturity level is also presented (Sect. 3.3). It is natural to ask
ourselves about the the maturity of a particular technology to assess whether we can
use it in industrial settings. We have classified each tool from the selected studies
to emphasize the environment in which the proposed approach has been developed
and/or assessed. Thus, we extend RQ3 to include the maturity level.

3. We also provide an overview of the maturity level of technical debt tools regarding
each TD type and TD activity (Sect. 3.4). We classified each tool regarding the
addressed technical debt types and activities. We produced a map of the state-of-art



282 J. D. S. da Silva et al.

of the tools, indicating which TD types or TD activities are mature and which ones
are still in their initial phase for maturity.

4. In order to provide a historical overview of how the technical tools evolved during
the last years, we performed an in-deep comparison with the study of Li et al. [16]
(Sect. 3.4). To the best of our knowledge, their study [16] was the more compre-
hensive research about technical tools before ours. Therefore, when comparing our
study with theirs, it is possible to observe the big-picture about TD tools evolution.

The remainder of this paper is structured as follows: Sect. 2 details he methodol-
ogy of the mapping study. Section 3 presents the study results and their implications
to researchers and practitioners. Section 4 presents the threats to validity of the study.
Section 5 discusses related work. Finally, Sect. 6 presents the paper conclusions.

2 Study Design

In this research, we follow the well-established guidelines for systematic review litera-
ture studies [13,20]. In this section, we present the study goals, research questions, and
the design of our study. The search and selection process of the systematic mapping
study was divided into six steps, as shown in Fig. 1. We explain the details of each step
from Fig. 1 in the next subsection.

Fig. 1. Overview of the search and selection process [24].

2.1 Study Goal and Research Questions

The goal of this study, described using the Goal-Question-Metric approach [7], is: to
analyze primary studies on technical debt management tools for the purpose of getting
a comprehensive understanding with respect to the technical debt types, technical debt
management activities and main characteristics of available tools, from the point of
view of researchers in the context of software development. This goal can be refined
into the following research questions (RQs).

RQ1: What Are the Publication Trends of Research Studies about TD Tools?
Rationale: By answering this research question we aim to assess the ongoing trends
of scientific interest on TD tools in terms of publication frequency, most prominent
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venues where academics are publishing their results on the topic and most recurrent
venue types.
Relevance for researchers: the results of this research question help researchers in
(i) estimating the enthusiasm of scientific engagement on technical debt tools, (ii)
identifying the academic venues where related papers about technical debt tools are
published, and (iii) identifying the academic venues where new results about tech-
nical debt tools may be better received and recognised by the scientific community.
Relevance for practitioners: the results of this research question help practitioners
in identifying the relevant venues where scientific knowledge is created (i) to take
inspiration for solving problems which have been already targeted by researchers,
(ii) to get a more orthogonal and cross-organizational perspective concerning tools
for technical debt, and (iii) to identify research groups that are prominently con-
tributing in the field.

RQ2: What Are the Main Characteristics of the Tools?
Rationale: Technical debt management is a multi-faceted discipline involving differ-
ent activities and strategies, where researchers can focus on very different aspects of
the technical debt concept (code, architecture, business aspects), and providing dif-
ferent types of approaches to address technical debt. This research question provides
the foundation to researchers and practitioners know the main features that current
tools have.
Relevance for researchers: by answering this research question we support
researchers by providing an overview of how the current solutions are implemented,
thus presenting opportunities to understand or to improve them. The answer to this
question can provide trends and highlight possible gaps to be investigated.
Relevance for practitioners: The results of this research question help practitioners
in (I) identifying the main characteristics and features provided by the reported tools,
and (II) effectively locate the tools which can be reused/customized for solving spe-
cific problems related to your technical debt issues.

RQ3: What Are the Technical Debt Tools Reported in the Literature?
Rationale: Tools are of paramount importance to support development teams in the
integration of technical debt management in their daily work once software projects
tend to accumulate technical debt during the software development process.
Relevance for researchers: the results of this research question can help researchers
(i) to provide an overview of the currently available tools for managing technical
debt, (ii) to quantify the degree of scientific interest on TDM tools, (iii) to identify
the academic venues where related papers about tool addressing TDM are published.
Relevance for practitioners: the results of this research question help practitioners
in identifying the relevant venues where TDM tools are created, as well as (i) to take
inspiration for solving problems which have been already targeted by researchers,
(ii) to get a more orthogonal and cross-organizational perspective with respect to the
technical debt management tools, and (iii) to identify the research groups which are
prominently contributing in the field.

RQ4: Which TD Types and Activities Are Addressed by the Proposed Tools?
Rationale: The available tools are dealing with different activities of technical debt
management across different technical debt types, identifying the right set of tools
for a specific activity and TD type can be time consuming.
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Relevance for researchers: by answering this research question, we support
researchers by providing (i) an overview of the TD types and TDM activities
addressed by the current tools available in the literature, and (ii) an understanding of
current research gaps in state of the art on the area of TD tools.
Relevance for practitioners: the results of this research question help practitioners in
(i) positioning themselves according to their organizational needs regarding techni-
cal debt management activities, and (ii) effectively locating the solution which can
be reused/customized for solving problems related to technical debt management.

RQ5: What Kind of Studies Does the Literature Use to Evaluate TDM Tools?
Rationale: Researchers can apply different research methodologies (industrial case
studies, empirical evaluations, feasibility studies, etc.) to validate their tools.
Relevance for researchers: by answering this research question we support
researchers by assessing how existing TD tools are evaluated, providing an estimate
of their reliability
Relevance for practitioners: the results of this research question help practitioners in
identifying existing research products that can be already tested or used in industry
and which research groups are collaborating with industry. Also, the results of our
study also support practitioners in identifying open-source TD tools which are one
step closer to their application into an industrial context.

2.2 The Search and Selection Process

Initial Search. In this stage, we developed a bunch of scripts to automatically search
on electronic databases and indexing systems. The search process considered journal,
conference and workshop papers indexed in the digital libraries presented in Sect. 2.2.
The selection of these electronic databases and indexing systems was guided by: (I) the
fact that they are the largest and most complete scientific databases and indexing sys-
tems in software engineering [13,20], (II) they have been recognised as being an effec-
tive means to conduct systematic literature studies in software engineering [20], (III)
their high accessibility, and (IV) their ability to export search results to well-defined,
computation-amenable formats.

We have not set a minimum date to search for papers in online library search
engines. We consider all the papers present in each repository up to the end of the
data extraction period: 05/02/2020.

Digital Libraries. We base our research bases on those presented by [13]. We adopted
the ResearchGate database because it is an article indexer, it helped us to obtain the
relevant papers that were left out. From the databases suggested by [13], we choose the
(i) ACM digital Library, (ii) IEEE Explorer, (iii) ScienceDirect and (iv) Scopus database
to obtain information from journals.
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The databases Citeseer library1, Inspec2 and Ei Compendex3 were not used for
research because (i) they have low relevance compared to the selected databases, (ii)
we get a satisfactory amount in the primary search with the defined subset (more than
1000 papers), (iii) use of Scopus and ResearchGate databases help to obtain relevant
studies that would be left out. Finally, the Google scholar4 database was not used due
to the fact that it returned a huge amount of results (more than 5000) and we trust that
the databases used were able to capture the most important studies.

Keywords. Our search string is shown in the Listing 1.1. For consistency, the search
string has been applied to title, abstract, keywords of papers in all electronic databases
and indexing systems considered in this research. The keywords were defined together
by the authors in such a way as to seek to cover the area of technical debt tools. We use
a very restrictive string in order to decrease the chance of leaving a relevant study out.

Listing 1.1. Search string used for automatic research studies.

( ” T e c h n i c a l Debt ” ) AND ( ” Tool ” OR ” S o f t w a r e S o l u t i o n ” )

Impurity Removal. Due to the nature of electronic databases and indexing systems,
search results included also elements that were not research papers, such as international
standards, textbooks, book series, etc. We manually removed such invalid results from
our dataset. In particular, the ResearchGate returns results from unpublished papers, so
this step was necessary to ensure that only published papers are analyzed.

Merger and Duplicated Removal. When using several databases to search for papers,
some of them being indexers, it is normal to find repeated results. To determine the
equivalence of results in this step, the following criteria were considered: (1) authors
names, (2) titles and (3) publication year. In this step, there was a union of the papers
from the databases so that next step will be carried out with this new resulting set.

Application of Selection Criteria. We defined a set of inclusion and exclusion criteria
to define which papers will be used in the course of this study. The following inclusion
criteria were used: (I1) studies written in English; (I2) The paper needs to be published
in conference/workshop proceedings, book chapters or journals; and (I3) papers that
propose, extend or evaluate one or more TD tools. Regarding the exclusion criteria, we
used the following criteria: (E1) Studies not available as full-text; and (E2) papers that
describe tools that were not implemented.

1 http://citeseer.ist.psu.edu/index.
2 www.iee.org/Publish/INSPEC/.
3 www.engineeringvillage2.org/Controller/Servlet/AthensService.
4 https://scholar.google.com/.

http://citeseer.ist.psu.edu/index
www.iee.org/Publish/INSPEC/
www.engineeringvillage2.org/Controller/Servlet/AthensService
https://scholar.google.com/
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Selection Process. We have defined two steps for the paper selection which are (1)
selection by abstract and (2) selection by full text. Table 1 shows an overview of the
steps and the criteria used in each of them. The steps were carried out in order to gen-
erate a composition, that is, the input set for the next step is the result of the previous
step. Details of the steps and the motivation for using the criteria will be explained in
the course of this subsection.

Table 1. Criteria used in the selection process.

Steps Criteria used

1◦ Step: selection by abstract I1, I2, I3, E1

2◦ Step: selection by full text I1, I2, I3, E1, E2

The selection of papers was carried out using the following steps:

1. First, we perform an analysis by abstract, considering the criteria I1, I2, I3 and E1.In
this step, the text of the abstract was observed, along with associated information
such as keywords, names, and conferences of each paper. We were unable to get
the full text of just one article. Finally, the E2 criterion was not used because the
abstract does not always present information on whether the tool is implemented.
In this step, the text of the abstract was observed, along with associated information
such as keywords, names, and conferences of the paper. All the papers were read by
at least two authors and any disagreement was solved through a consensus. When
the consensus was not enough, the acceptance was determined by a third author.

2. Second, we analyzed the full text of paper, considering the criteria I1, I2, I3, E1 and
E2. Again, a procedure equivalent to the previous step was adopted. Each paper was
read by at least two authors and any disagreement was solved through a consensus,
when was not possible to solve the conflict, the acceptance was determined by a
third author.

Data Extraction. To answer the research questions (Subsect. 2.1, we extracted the data
items listed in Table 2 from each selected study. The extracted data were recorded on a
spreadsheet. Before data extraction, we discussed the definitions of the data items to be
extracted to clarify the meanings of the data items to all the authors. To make sure that
all the authors have the same understanding on the data items, before the formal data
extraction, all authors did a pilot data extraction with ten studies. All disagreements
were discussed and resolved. After the pilot data extraction, each author extracted data
from part of the selected studies. Finally, the two authors checked all the extracted data
together to make sure that the data are valid and clear for further analysis.

Data Synthesis. Data synthesis aims to synthesize the extracted data to answer the
research questions (Subsect. 2.1). We applied descriptive statistics and frequency anal-
ysis in synthesizing the data to answer all research questions.

To answer RQ1, the sources of the studies were classified as either conference,
journal and book chapter. Next, we plotted the selected studies to a three dimensional
map: publication year, number of papers and publication type. To answer RQ2, we
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Table 2. Data items extracted from each study.

# Data item name Relevant RQ Description

D1 Year None The publication year of the study

D2 Venue None The name of the publication venue

D3 Publication type None Journal, conference or book chapter

D4 TD Type RQ3 The type of technical debt

D5 TDM activity RQ3 The discussed TDM activities

D6 Paper intention RQ1 The article main goal

D7 Maturity RQ1 Indicate the maturity level of the tool

D8 Language RQ2 The implementation language

D9 Target Languages RQ2 The languages supported by a tool

D10 License RQ2 Academic, Commercial or OSS

D11 Study type RQ4 The validation study type

D12 Research type RQ4 Qualitative or quantitative

D13 Industrial evaluation RQ4 Indicates an industrial evaluation

created a classification that categorizes the primary purpose of each technical debt tool,
providing an overview of how each tool works.

When synthesizing the data to answer RQ3 and RQ4, besides using descriptive
statistics, we also plotted the relevant studies to a map with two dimensions: TDM
activity and TD type. This mapping provides the distribution of tools mentioned by the
selected studies, and we also categorized the tools for each TDM activity and TD type.

Finally, to answer RQ5, we extracted the evaluation methods used by researchers to
assess their proposed solutions.

3 Results and Discussion

In this section, we discuss the answers to our RQs presented in Sect. 2. In each case,
we highlight the utility of these results for researchers and practitioners. Additional
information about the study results can be found in [26].

3.1 RQ1 - What Are the Publication Trends of Research Studies About TD
Tools?

The purpose of this research question is to provide an overview of the number and types
of publications on the topic during the last years. Figure 2 presents the distribution of
publications on technical debt tools over the years. We can see that conference papers
are the main kind of publication selected in our study with 83% (39/47) of the papers.
The journal papers represent 12.8% (6/47) of the selected studies. Finally, only 4.3%
(2/47) fall into the category of the book chapter. The high number of conference and
journal papers shows that technical debt tools is a trending research topic and indicates
researchers target more scientifically-rewarding publication when working with tools to
support technical debt.
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Fig. 2. Distribution of selected studies over publication types [24].

Figure 2 also emphasizes an explicit confirmation of the scientific interest on tech-
nical debt tools from 2015 to 2019. Since 2015, there are at least five studies per year,
which represents a good increment compared with the years before 2015. One rea-
son for that could be that technical debt becomes a more known and popular concept,
increasing the interest of incorporating TD tools in the daily practice of software devel-
opment. The most recurrent places for publications about TD tools were: (i) the Inter-
national Conference on Technical Debt (TechDebt) and (ii) the International Workshop
on Managing Technical Debt (MTD) with a total of 15 papers. The TechDebt confer-
ence is an evolution of the MTD workshop. Secondly, the Euromicro Conference on
Software Engineering and Advanced Applications (SEAA) with 5 papers. Following by
textitSymposium on Applied Computing (ACM) and Journal of the Brazilian Computer
Society with 2 papers. We can observe a fragmentation in terms of publication venues,
where research on TDM tools is spread across 20 venues.

The results of this research question help researchers and practitioners: (i) to esti-
mate the enthusiasm of scientific engagement on technical debt tools; (ii) to identify
the academic venues where related papers about technical debt tools are published; and
(iii) to identify the academic venues where new results about technical debt tools may
be better received and recognized by the scientific community.

3.2 RQ2 - What Are the Main Characteristics of the TD Tools?

In this subsection, we present the obtained results when analyzing the main charac-
teristics of the selected tools. We analyzed the following aspects of the selected tools:
(I) main purpose; (II) target languages; and (III) the tool was developed as stand-alone
or it represents an extension of an existing tool. Table 3 presents the identified tools
considering their main purpose.

Concerning the primary purpose of the tools, we classify them using a categoriza-
tion, inspired and adapted from the Li et al. study [16]. Figure 3 shows the catego-
rization, which aggregates the background approaches that support the investigated TD
tools. It also presents the distribution of tools considering the different categories for
their main purpose.

Our study identified that 28% (14/50) of the TD tools aims of quantifying code
metrics. These tools quantify TD using code metrics, and/or analyze source code to
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Fig. 3. Distribution of tools over the categories [24].

identify coding rules violations, detect potential bugs, and many other specific code
issues. Architectural smell detection represents the second most common category, with
a total of 14% (7/50) of the tools. This result was expected because architectural prob-
lems, such as modularity violations, are a common source of the perception of techni-
cal debt in software industry [4]. These results indicate that most of the existing TD
tools focus on the quality assurance over source code and related services, i.e. quanti-
fying code metrics, architectural smell, code smell, and checking code standards. This
mainly occurs because there is a consolidated set of metrics to the measurement of
the source code quality; therefore, static code analysis tools can be used to extract TD
indicators. For example, by using source code analysis tools, it is possible to identify
refactoring opportunities, detect security vulnerabilities, highlight performance bottle-
necks, and identify bad programming practices, such as code smells. Another potential
explanation for emphasis of the tools in the source code is that the body of knowledge
in technical debt is still consolidating on software development [2]. Issues related to
source code are more visible to developers as they are more focused on implementation
artifacts.

It is also possible to observe that there are technical debts throughout many soft-
ware artifacts of different stages of software development. However, few tools utilise
non-code artifacts as input. More specifically, only 4% (2 tools) of them apply a model-
driven approach to calculate technical debt related to model elements, and only 1 tool
addresses TD related to requirements specifications. These tools have the advantage of
acting on early phases of software development, avoiding technical debt later conse-
quences in the projects [11].

The literature reports that developers often lack the motivation to address technical
debt [10]. In this context, some tools apply gamification techniques to manage TD
providing suggestions for developers on where to focus their effort, visualizations to
track technical debt activities, and stimulating TD prevention. However, this kind of
initiative is in an early phase since only 4% (2/50) of the tools implement this approach.

The pattern matching approaches analyze the source code to identify patterns that
characterize technical debt. 12% (6/50) of the selected tools implement a solution based
on pattern matching. Most of pattern matching tools (3/6) are intended to recognize self-
admitted technical debt (SATD) from source code comments. This kind of technical
debt considers that they are intentionally introduced and admitted by developers.

The above-cited approaches, such as code smell detection, have been developed to
identify particular TD types to detect components that need to repay debt. However, an
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Table 3. Technical debt tools by main purpose [24].

Main purpose Tool Name

Architectural smell
detection

Arcan, Arcan C++, Designite, Designite Java, DV8, Lattix,
Sonargraph

Quantifying architectural
metrics

Dependency tool, Structure 101

Quantifying code metrics CBRI calculation, Code analysis, CodeScene, DBCritics,
Deepsource, inFusion, Jacoco, ProDebt, Sonarcloud, SonarQube,
Squore, Teamscale, TEDMA, VisminerTD

Quantifying model
metrics

EMF-SonarQube, BPMNspector

Code smell detection CodeVizard, JSpIRIT, Ndepend, FindBugs, checkstyle

Cost benefit analysis AnaConDebt, CAST, FITTED, JCaliper, MIND, TD Tool

Decision-making Georgios tool, TD-Tracker tool

Gamification Build game, Themis

Pattern matching SAApy, DebtFlag, Debtgrep, eXcomment, MAT, SATD Detector

Project management Hansoft, Jira, Redmine

Requirements issues Requirements specification tool

important issue is to provide more guidance for decisions about whether or not to pay
off particular TD instances at a given point in time [12,25]. The cost-benefit analysis
tools provide approximation methods for helping in the prioritization of resources and
efforts concerning refactoring strategies. The tools in this category represent 12% of
the total. For example, the AnaconDebt tool allows you to assess the principal (cost of
refactoring) and interest (current and future extra costs) of the technical debt. Unfortu-
nately, the AnaconDebt is not open source and the formula used to estimate the princi-
pal and interest are confidential. Another highlight is JCaliper. This tool applies a local
search algorithm to obtain a near-optimum design for the software. It also proposes TD
repayment actions (a sequence of refactorings) to reach it. The distance quantifies the
difference in the selected fitness function and reflects the architectural quality of the
examined system. The distance also translates to a number of refactorings required to
convert the actual system to the corresponding optimum one.

A correlated category is decision-making tools, 4% (2/50) of the tools, that con-
centrates tools with a reflection on the value of the TD from a more business-driven
approach taking into account other aspects besides project-related benefit [21]. In this
group, we call attention to the TD Tracker tool. It presents an approach to create an
integrated catalogue as metadata from different software development tasks in order to
register technical debt properties and support managers in the decision process.

Finally, the project management category aggregates 6% (3/51) of the tools. The
tools in this group do not address any specific TD type, focusing on tracking and mon-
itoring technical debt. In this category, we found tools like Hansoft, Jira and Redmine.

Concerning the target languages of the tools, we have classified as language-specific
the tools that are specific to one particular language (e.g., C++). A total of 56% (28/50)
of the tools are language-specific, while the remaining 26% (13/50) of them are not
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language-specific, and 18% (9/50) tools do not address any specific language. The
predominance of language-specific tools is not a good indicator because they can not
be reused across different technologies and languages. Therefore, their applicability
and portability in the future can be limited. However, language-specific tools have the
advantage of being more tailored to the domain. They have the potential to address
specific characteristics of the languages that allow better analysis. Our investigation
concluded that Java with 58% (29/50) of them, C# with 22% (11/50), and C++ with
20% (10/50) are the most common target languages.

At last, we analyzed whether a solution is an extension of other existing one or is a
novel solution. 84% (42/50) of the tools are new tools and are not based on other exist-
ing ones, while the remaining 16% (8/50) extends a previous solution. In this context,
our research found a limited number of tools that provide extension mechanisms that
allow third-party development. SonarQube and Arcan were the tools with most exten-
sions available with three and two extensions, respectively. We considered as extensions
since the simple addition of new features until derivation for new tools based existing
tool.

3.3 RQ3 - What Are the TD Tools Reported in the Literature?

The purpose of this research question is to analyze the state of the art of technical debt
tools from three different aspects:(i) the explicit support to the technical debt concept;
(ii) the research type; and (iii) maturity.

Previous work [17] reported the lack of specialized tools to deal with the TD con-
cept. The explicit usage of the TD concept in the tools helps to identify whether a
particular tool aims to address technical debt management (TDM) issues. This work
considers as a specialized tool those ones that model or implement explicitly the TD
concept/abstraction. Otherwise, we classify them as a generic tool that is adapted to
deal with TD issues. In our study, we found that 80% (40/50) of the tools provide
explicit support to the technical debt concept, while only 20% (10/50) do not explicitly
use the TD abstraction in the tool but are used to address some kind of TD reported in
the respective paper.

To categorize the TD studies, we adapted the research types classification suggested
by [30]: (I) proposing new tools; (II) extending existing tools; or (III) evaluating exist-
ing tools. The proposition of new tools is present in 57% (27/47) of the selected papers,
indicating that the TD tools are still in their maturing phase with new ones being pro-
posed over the last years. There is a large number of researchers proposing their own
solutions for either recurrent or specific problems. The evaluation of existing tools is
the subject of 25% (12/47) papers, which represents the second most recurrent research
strategy. This highlights the fact that researchers are looking for some level of evidence
about their proposed tools by investigating and applying them in practice, and conduct-
ing evaluations to validate their claims. At the other end of the spectrum, the research
about the extension of existing tools is performed in only 17% (8/47) of papers.

Regarding the maturity level, we classified the selected tools in two categories: (I)
industrial and (II) academic. (I) The industrial category includes the tools used in the
software industry. (II) The academic category represents the proposed tools that were
developed or extended by the academy, usually with the purpose to validate new TD
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approaches. We subdivided this category into proof-of-concept and Academic Tool.
The proof-of-concept subcategory denotes the tools into the earlier development phase
and that has not been applied to several systems in the context of systematic studies. The
Academic Tool encompasses the tools that were developed by authors from universities
or research centres, are not enough mature to be widely used by software industry.

Tables 4 shows the tools grouped according to their maturity, respectively, proof-
of-concept, Academic tool and industrial tools. We can also see how many papers have
proposed, extended or evaluated which each maturity category or sub-category. A paper
can be considered in more than a single category of maturity, if there are tools taken
from them that are in different categories of maturity.

Table 4. Classification of tools by maturity.

Category Papers Number
of tools

Names

Proof-of-
concept

15 12 AnaConDebt, Build Game, CBRI-Calculation, DBCritics,
EMF-SonarQube, eXcomment, Georgios Tool, JSpIRIT,
Requirements Specification Tool, TD Tool, TEDMA,
BPMNspector

Academic
tool

18 14 Arcan, Arcan for C++, SAApy, Code-analysis, CodeVizard,
DebtFlag, FITTED, JCaliper, MAT, MIND, ProDebt, SATD
Detector, TD-Tracker Tool, VisminerTD

Industrial 18 24 CAST, Checkstyle, CodeScene, Debtgrep, DeepSource,
Dependency Tool, Designite, DesigniteJava, DV8,
FindBugs, Hansoft, inFusion, Jacoco, Jira software, Lattix,
Ndepend, Redmine, Sonarcloud, Sonargraph, SonarQube,
Squore, Structure101, Teamscale, Themis

Table 4 shows that 24% (12/50) of the tools were classified as proof-of-concept,
28% (14/50) as academic tool, and 48% (24/50) as industrial. This result shows a good
balance between the main categories. This is an indication that there is a concern about
the importance of technical debt tools in academy and industry. On the other hand,
there are more tools developed by the industry than validated in the academy (academic
tools), this allows us to consider that there is a greater concern in the industry about the
effectiveness of the tool.

Regarding the academic tools, the results indicate that the majority of the current
research effort focuses on proposing new solutions or extend existing TD tools. This
result shows that research on technical debt management are more interested in the
development and improvement of existing TD tools in recent years. We expect that
this trend will continue in the near future since TD approaches have gained increasing
attention in the software industry in the last few years. However, the fact that research
on evaluation of existing TD tools received little attention has a negative impact on the
potential for transferring current research results to the industry. This suggests a gap that
should be filled by future research on TD tools, especially if we want to either address
real problems coming from industry and push the technology transfer of academia to
the industry.
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The results indicate that the situation changes radically in the industrial group. We
can observe that there is a predominance of papers that evaluate existing industrial
tools. This is expected since the industry prioritizes the confiability and stability over
innovation, and most of those tools are evaluated in the context of real projects. Finally,
the proof-of-concept academic group focuses on implementing and exploring new TD
approaches aiming to explore new paths and validate new concepts. They are most used
in controlled environment with a few cases in real production environments.

The results of this research question can help researchers and practitioners (i) to
have an overview of the currently available tools for managing technical debt, (ii) to
quantify the degree of scientific interest on TD tools; and (iii) which TD solutions the
software industriy have been proposed over the last years.

3.4 RQ4 - Which TD Types and Activities Are Addressed by the Proposed
Tools?

This research question investigates how the 50 TD tools identified in our systematic
mapping study address existing kinds of technical debt and technical debt management
(TDM) activities.

RQ 4.1 - What Are Kinds of TD that the Tools Focus On? This subsection discusses
the TD types addressed by the selected tools. The present work points out that the main
TD types addressed by tools deal with source code (60% - 30/50), architectural issues
(40% - 20/50) and design issues (28% - 14/50). Previous studies [16,23] found similar
results, meaning that researchers on technical debt tools have maintained their interest
in these TD types over the last years. This trend is in line with the original definition of
technical debt, which is heavily influenced by concepts coming from source code and
related issues. As mentioned before, most of TD studies concern code mainly because
there are several available tools providing useful information about code quality.

In compensation, there are many TD types (build, defect, requirements, infrastruc-
ture) that are addressed by a reduced number of tools (respectively, 2, 2, 2 and 1). One
potential reason is that despite these TD types impact on the productivity of software
development, they do not have a direct impact on the software quality as the code related
TD types have. Our mapping study shows that there are gaps for future research in tools
for supporting these TD types.

Our analysis also shows that some existing tools (3/50) do not focus on a specific
TD type. For example, Hansoft5 and Jira6 are tools predominantly designed for software
development project management. Hansoft allows recording technical debt in the form
of a list or with a graph which is manually elaborated. In turn, JIRA provides support
to register the technical debt items and assign them a priority score. Thus, these tools
are mainly used for the technical debt management to explore the backlog. In compar-
ison, TD-Tracker TD amount estimation besides technical debt management [19]. The
reduced number of tools that address project management activities shows that there

5 https://www.perforce.com/products/hansoft.
6 https://www.atlassian.com/software/jira.

https://www.perforce.com/products/hansoft
https://www.atlassian.com/software/jira
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are opportunities for improving the existing ones to provide efficient management of
technical debts.

Our investigation shows that most of the tools, 60% (30/50) of them, are tailored
to a particular TD type. On the other hand, 34% (17/50) of the tools are not dedicated
to a particular TD type, such as SonarQube and Arcan. Finally, 6% (3/50) of the tools
do not address any specific TD type, such as TD-Tracker. TD-Tracker implements an
approach to tabulating and managing TD properties to support project managers in the
decision process. It integrates with different TD identification tools to import technical
debt already identified. This later kind of tool handles with TD concept in a generic
way. It is worth to highlight that 16% (8/50) of tools are associated with two TD types,
notably the TD tools related to code, architecture and design. In this group, we have, for
example, Structure101 that address code and architectural TD, and Lattix that handles
design and architectural TD. Finally, we found a huge gap on the TD tools concerning
the support to versioning debt, once this is the unique one without a dedicated tool to
support it. The versioning debt refers to problems in code versioning, such as to identify
unnecessary code forks or the need to have multi-version support.

Comparing our results with previous work, we observed an increase of tools that
focus on architectural TD over the last years. Li et al. [16] mentioned that only 10% of
the tools provide support to architectural TD against 40% found in our review. Although
a great deal of theoretical work on the architectural aspects of TD has recently been
produced, there was still a lack of TD tools to deal with architectural issues. However,
this scenario has been changing in recent years. We can conjecture that this trend will
continue over the next years due to its significant impact on the quality of software
systems. Similarly, design TD has also received more attention over the last years. This
reflects a better understanding of the impact of design debt on the quality of software
systems.

Fig. 4. Technical debt types vs tools maturity.

We also examined the maturity level of the current technical debt tools with your
respective TD types. Figure 4 gives an overview of the maturity level of the tools orga-
nized according to the technical debt type. We found that most of existing TD tools
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have reached a satisfactory level of maturity (Academic tool + Industrial). Through our
study, we identified an interesting open issue that should be addressed through further
research: technical debt related to support versioning issues do not have currently tools
to address them. Another finding is that the proof-of-concept tools are still concentrated
at code and design issues, indicating that the new research works are stil focusing on
improving tools that address those areas.

Fig. 5. Tools per technical debt types.

Comparing our results with previous literature reviews (see Fig. 5), we can observe
an increase on the architectural TD type that received more attention in the last years.
Li et al. [16] mentioned that only 10% of the tools provide support to architectural TD.
Despite a great recent interest of research work on architectural TD aspects, there is
a lack of more tools to deal with them. However, this scenario has been changing in
recent years, our study found that 40% (20 of 50) of the tools provide support to this
TD type. We can conjecture that this trend will continue over the next years due to
the significant impact of architectural TD on system success. Similarly, design TD has
also received more attention over the last years. This reflects the better understanding
about the impact of design debt has on the quality of a software product. Unfortunately,
we can notice that the major of the tools are still concentrated around the code-related
technical debt types.

RQ 4.2 - Which TD Management Activities Do the Tools Focus On? During the
software development process, it is common acquiring debt because it can increase the
productivity of a team. However, if a team does not manage its technical debt, it can
cause significant long-term problems [28]. Thus, technical debt management activities
are considered a fundamental aspect to maintain the project debt under control [16,
28]. This is the main motivation for answering this research question, because it can
help practitioners in selecting available tools for different TDM activities, as well as
exposing open challenges and opportunities for researchers to adapt or develop new
TDM tools.

Figure 6 presents the distribution of tools considering the addressed TDM activi-
ties. The results point out TD identification is widely supported by 80% (40/50) of the
tools. TD measurement also received huge support from the tools with 64% (32/50)
of them addressing this activity. We observe a strong interest by the existing tools to
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provide support to TD identification and measurement activities since 2015. However,
comparing the growth rates between TD identification and TD measurement activities,
we observe a small negative trend on TD identification, meaning that a growing number
of research work are now focusing on TD measurement.

Fig. 6. TDM activities vs tools maturity.

We can also see in Fig. 6 that TD measurement received huge support from the
tools with 64% (32 out of 50) of them addressing this activity. Since 2015, we are
seeing a strong interest by the existing tools to provide support to TD identification and
measurement activities. This trend is in line with the classical definition of technical
debt, which is heavily influenced by concepts coming from source code.

Figure 6 also shows a spike in the communication activity that received more atten-
tion in the last years. Li et al. [16] mentioned that only 28% of the tools provide support
to communication. Thus, we observe an increase of 63% in the number of tools that
handle communication activities. We can conjecture that this trend will continue over
the next years since communication activities make the technical debts more visible
and understandable to stakeholders allowing that they can be discussed and managed
appropriately. TD communication has the most prominent growth in the last years.

Analyzing Fig. 7 and the previous literature [16], we identified increase in the focus
on TD documentation, unveiling the fact that researchers are studying and devising
new approaches to address technical debts that are not directly related to source code.
We can notice that documentation TD received support by 30% (15 out of 50) tools
(Fig. 6). When comparing the growth rates between TD identification and TD measure-
ment activities, we observe a small negative trend on TD identification, meaning that in
the last years TDM researchers seem to be less interested in TD identification in favour
of TD measurement.

From the collected data (Fig. 7), we can also observe that the scientific interest in
TD Prioritization is raising after 2015. However, the scientific literature reports that
technical debt prioritization research is still in its initial phase. There is no consensus on
what are the critical factors and how to prioritize TD items. This context is mirrored in
the fragmented support offered by the tools, leading to a lack of a solid and widely used
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Fig. 7. Tools per technical debt types.

and validated set of tools specific to TD prioritization [15]. Nevertheless, this context
reveals interesting gaps in the literature. We believe TD prioritization is potentially a
promising future research direction.

Next, we have Prevention and Repayment activities, both supported by 12% (6/50)
of the tools. When looking at TD Prevention, we see that several TDM strategies have
been proposed in the literature, but considering actions that could prevent the insertion
of TD is not yet a common practice [22]. This can be the reason for the relatively low
number of tools that address this activity. However, interestingly, we can also observe
that the scientific interest in prevention approaches is increasing after 2015. We con-
jecture that this trend derives from the awareness of the technical debt cost and the
consensus that TD prevention can occasionally be cheaper than its repayment. More-
over, prevention may also contribute to other TD management activities as well as to
catch inexperienced developer’s not-so-good solutions [32].

One example of prevention tool is Themis [10]. It is a customized gamification tool
that integrates with the existing version control systems as well as with SonarQube for
identifying and measuring TD. Themis uses gamified features such as points, leader-
boards, and challenges as a way to provide suggestions for developers on where to
focus their effort, and visualizations for managers to track technical debt activities. The
monitoring features provided by Themis become the technical debt created more visible
to the developers helping in their prevention.

The repayment activity refers to the concern in removing or resolving technical
debt through techniques such as re-engineering or refactoring. There are many chal-
lenges in taking up refactoring to repay technical debt in large-scale industrial software
projects [27]. For example, it is hard to ensure that the behaviour of the software is
unchanged post-refactoring. So, it is not surprising that the number of tools addressing
this concern is low. For example, JCaliper [14] applies search-based software engineer-
ing techniques as a means of assessing TD principal and proposes a set of refactorings
to reach it. In other words, JCaliper performs local search algorithms to obtain a near-
optimum solution to propose TD repayment action, automatically extracting the num-
ber, type and sequence of refactoring activities required to obtain the design without
TD.



298 J. D. S. da Silva et al.

The results of this research question are useful to inform practitioners what
approaches they can use in specific TDM activities, and also help researchers to iden-
tify the research gaps in approaches for various TDM activities. On the other hand, we
can observe that 78% (39/50) of the tools are dedicated to more than one TD activity.
They are usually associated with at least two different TD activities. On other hand,
22% (11/50) of tools are specialized in just one TDM activity.

Finally, Fig. 6 also shows the maturity level of the tools from the perspective of
TDM activities. It allows us to investigate whether any TDM activity is immature with
regard to the support from existing tools. We can observe that all TDM stages are cov-
ered by tools with an acceptable maturity level.

3.5 RQ5 - What Kind of Studies Have Been Conducted to Evaluate TD Tools?

The motivation behind this research question is an evaluation of the potential for indus-
trial adoption of existing TD tools. From a practitioner’s point of view, it is important
to have a reasonable level of confidence to use a given TD tool in software projects.
In this context, there are different kinds of empirical studies that could be used to gain
evidence about the feasibility and effectiveness of proposed tools. The application of
the empirical paradigm to support an evaluation in software engineering is important
because they contribute to a higher level of maturity of the tools and better acceptance
in the software industry.

Wohlin et al. [31] classify the studies according to the research method used as
follows: Case study, Survey (questionnaire, observation, interview), and Experiment.
Besides, we have included a new category called Not reported; representing the papers
that do not make explicit the research method of the evaluation.

Our work points out that most of them −46.81% (22/47) - applied Case Study as
the methodology to evaluate their research. The second most frequent study type was
Survey, present in 21.28% (10/47) of the papers. The third most used study, the Exper-
iment methodology was the least used to the evaluation of TD tools, present in only
14.89% (7/47) of the papers. Finally, 17.02% (8/47) of the studies do not present any
formal or systematic evaluation. The literature reports that both academia and industry
have significant interest in the TD tools [16]. It is important to emphasize that our study
only assesses if the mentioned tools have some evaluation evidence of their usage based
on the selected papers of our systematic review.

We also collected data on the type of research methodology of the studies by dis-
criminating among qualitative, quantitative, or mixed analysis approaches. The data
reports that 17% (8/47) of studies did not report any analysis approach. The most fre-
quent type of analysis was qualitative, which is present in 44% (21/47) of selected
papers. 36% (17/47) of them used a quantitative approach. Finally, we found that mixed
analysis (qualitative/quantitative) was used only in 19% (9/47) of the studies.

We also identified that SonarQube (7 papers), CodeScene (3 papers), TeamScale (3
papers) and SonarGraph (3 papers) were the most evaluated tools by the literature.

4 Threats to Validity

In this section, the threats to validity of our study are described:
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Construct Validity: Systematic mapping studies are known for not guaranteeing the
inclusion of all the relevant works on the field. A possible lack of a set of keywords
in the string search defined for the study can exclude some relevant papers. To deal
with this threat, we used a broader search criterion to include a high number of related
papers. Another problem can be the definition of what is a technical debt tool. We
consider as TD tools the ones that the authors reported as dealing with TD concepts in
their respective papers.

Internal Validity. In order to reduce this threat, the stages of selection of the studies
and data extraction were carried out by three PhD students using a protocol rigorously
defined. The results found by each one were tabulated and compared so that any kind
of bias could be identified, and when in disagreement, the authors could debate and a
consensus was reached.

External Validity. The most severe potential external threat to the validity of our study
is our primary studies not being representative of state of the art on technical debt
tools. To avoid it, we performed an automatic search in the five most popular electronic
databases. We are reasonably confident about the construction of the search string since
the used terms are generic, allowing us to explore the field in a wide scope. This was
reflected on the significant number of papers gathered during the process.

5 Related Work

Verdecchia et al. [29] conducted a secondary study that focuses on the analysis of the lit-
erature related to architectural technical debt (ATD). The authors selected and inspected
47 primary studies to provide a characterization for ATD identification techniques in
terms of publication trends, their characteristics, and their potential for industrial adop-
tion. Our study differs from theirs by zooming out the analysis of TDM tools, not being
restricted to only ATD related tools. Their work unveils some promising areas for future
research on ATD, such as (i) the exploitation of the temporal dimension when identi-
fying ATD; and (ii) the related resolution of ATD. The authors highlight that further
industrial involvement when formulating, designing, and evaluating the ATD identifi-
cation techniques is needed.

Lenarduzzi et al. [15] presented a systematic literature review about technical debt
prioritization. Their work considered papers published before December 2018. The
study was based on 37 selected studies, which represent the state of the art concern-
ing approaches, factors, measures and tools used in practice or research to prioritize
technical debt. They identified 7 tools that address the technical debt prioritization. The
main outcome of their study is that there is no consensus on what are the important
factors to prioritize TD and how to measure them. Their results report that code and
architectural debt are by far the most investigated kind of debt when considering the
prioritization. This trend was confirmed by our study, indicating that existing TD tools
focus more on code and architectural issues. Another finding confirmed by their and
our study is the lack of a solid, validated and widely used set of tools specific to TD
prioritization.
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Ampatzoglou et al. [3] conducted a systematic literature review to understand which
are the most common financial terms used in the context of TD management. The col-
lected data produced a glossary and a classification schema of financial approaches used
in TD management. They identify seven tools that use this kind of strategy to support
TD management. We examined five of them in our study. The search protocol applied in
this study did not capture only two tools: AIP and Microsoft Mapper Tree. We excluded
these tools because their papers focused on static code analysis, but do not make explicit
mention to any technical debt concept.

Li et al. [16] carried out a systematic mapping study to provide an overview of
the current state of research on technical debt management (TDM), including related
activities, approaches, and tools. They pointed out a list of 10 TD types, 8 TD manage-
ment activities, and 29 tools for TD management extracted from 94 primary studies.
Regarding technical debt tools, they report their functionality, vendor, TD types and
artifacts covered. The research indicates that there is a demand for more dedicated TD
management tools. They identified that only 4 tools out of 29 tools are dedicated to TD
management. The other 25 tools are adapted for TD identification from other software
development areas such as static analysis tools or code smell detection tools. One sim-
ilarity between their study and ours is the considerable number of analyzed TD tools
in both studies. All the 29 tools identified in their study was selected in our systematic
mapping study.

Avgeriou et al. [6] present an overview of the current landscape of TD tools, focus-
ing on those offering support for measuring technical debt. The scope of their research
limits to examine code, design and architectural TD, comparing them based on the
features offered, popularity, empirical validation, and current shortcomings. Our study
differs from the Avgeriou et al.’s study because we focus on different kinds of TD tools,
not only the ones that provide the TD measurement. Therefore, our study has a broader
scope and provides a mappping of state of the art of existing TD tools. Their study
focused on a set of 9 tools: CAST, Sonargraph, NDepend, SonarQube, DV8, Squore,
CodeMRI, Code Inspector, and SymfonyInsight. The search protocol performed in our
study caught the first 6 tools. The last three tools are less popular and have few research
work discussing them [6].

None of the mentioned studies aims: (i) to characterize the existing TD tools; (ii)
to cover the different contexts and activities of software development in which they are
applied; and (iii) to investigate the different TD types supported by them. The goal of
our work, therefore, differs from the other existing secondary studies in terms of the
broad scope of TD tools.

6 Conclusions

The purpose of this study is to provide a broad survey investigating the current support
provided by the technical debt tools to diverse TD types and TDM activities. Specifi-
cally, we performed a systematic mapping of 47 selected primary studies and 50 tools
to produce a clear overview of the current state of the art on technical debt tools. The
presented results indicate an increasing interest in the community about technical debt
and how to manage it properly. In this context, it is mandatory the development of ade-
quate tools that address the technical debt concept. We have investigated the research
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on tools for TDM under five main perspectives: publication trends (RQ1), the tools that
have been proposed over the years (RQ2), the main features of the current TDM tools
(RQ3), the main focus of the TDM tools (RQ4), and the assessments used in the anal-
ysis TDM tools (RQ5). Further, we have performed a detailed analysis of the collected
data in order to understand how the research on TDM tools has been evolving. For
each research question, we summarized the relevant findings and presented a discus-
sion about the crucial aspects associate with them.

The scientific interest in technical debt tools has risen since 2015. We expect to
witness significant advances in the next few years. Our analysis shows that most papers
discuss the tools proposition, indicating room for more evaluation research. Our study
also represents a significant increase in the number of analyzed TD tools compared with
previous studies. Most of them deal with code-related technical debt, such as code,
design, and architecture. In contrast, few tools support managing other types of TD
types. We also found a predominance of code-related tools regarding the tool’s maturity.

A surprising outcome is that 80% (40/50) of analyzed TD tools provides explicit
support to the technical debt concept. Until a few years ago, most tools were bor-
rowed from other software development fields, not directly supporting the technical
debt concept. Although most of the tools explore source code-related artifacts as input,
we noticed a growing number of TD tools dealing with artifacts beyond source code,
such as models and requirements. A total of 56% (28/50) of the tools are language spe-
cific and Java is the most common supported language (58%). 84% (42/50) of the tools
are original solutions and only 16% represent extensions of existing tools. SonarQube
is the current tool with the highest number of extensions.

Concerning TDM activities, most of studied TD tools address identification and
measurement activities. We identified a lack of tools addressing prevention and replace-
ment activities. Notwithstanding few tools provide support to them. We observed that
the scientific interest in prevention approaches is increasing. We can conjecture that
this trend derives from the awareness of the technical debt cost and that prevention can
occasionally be cheaper than its repayment.

The study of technical debt is relatively new, which makes it challenging to cre-
ate and consolidate prioritization approaches. It is crucial to consolidate the current
research on this topic in order to encourage the development of tools that deal with this
activity. Fortunately, our study identified an increasing number of articles presenting
technical debt prioritization approaches. We believe that the popularization of the TD
concept in software development might give rise to new trends for the TDM activities
addressed by the tools.

As future work, we plan to conduct a study with practitioners and researchers to
compare specific tools based on concrete TD management activities and tasks. This
would complement the current study with information on the usability and usefulness
of the tools.
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{joseanepaiva,rossana,rainaracarvalho}@great.ufc.br

Abstract. Internet of Things (IoT) is a paradigm that allows physical objects to
interact and work together over the Internet. IoT applications will be increasingly
common in our lives and influence the way we perform daily activities in the
near future. This type of application has particular characteristics, such as con-
text awareness, interconnectivity, and heterogeneity, and it presents a new type
of interaction, the interaction between devices (called thing-thing interaction).
These characteristics represent the expectation around the system and are also
known as Non-Functional Requirements (NFRs). However, these NFRs often
increase the complexity of IoT application development and evaluation. Then,
this paper aims to identify, through a literature review, how the scientific com-
munity has addressed the evaluation of NFRs for IoT applications, how these
evaluations have been performed, what artifacts have been used, which NFRs
are considered during these evaluations, and what are the main challenges faced
by evaluators. We use a systematic mapping methodology to provide a compre-
hensive overview of the subject and we strengthen the results by conducting a
snowballing procedure (backward and forward). As a result, we identified a set
of 48 NFRs for IoT applications as well as seven tools, six approaches, four meth-
ods and one process that can be considered for evaluating IoT applications. Fur-
thermore, we list the main challenges related to the evaluation of NFRs for IoT
applications and provide a summary of the scientific community’s view on the
topic.

Keywords: Internet of Things · Software quality · Non-functional
requirements · Literature review

1 Introduction

Internet of Things (IoT) can be defined as a paradigm where intelligent objects interact
in an environment through a wireless connection, being able to cooperate to provide
services and to achieve common goals [2]. For example, air-conditioners can be con-
trolled remotely or can act alone according to the environmental context as well as
doors, which can be automatically unlocked to authorized users [42].

IoT applications are increasingly present in our daily lives, on the streets, in the
malls, at work, or in our homes [16]. Users have been adapted themselves to the pres-
ence of devices that, through sensors, capture data about their environment, their health,
their behavior, and learned to use the facilities provided by these solutions.
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The growing presence around us of intelligent objects or things like smartphones,
smartwatches, intelligent lamps, among others, shows that IoT has become a reality in
our lives, either in the industrial or personal context.

On the other hand, the way users interact with these solutions may differ from how
s/he interacts with traditional applications. IoT applications deal with countless other
forms of interactions such as gestures, vocal commands, or the total absence of user
actions [16].

Besides the user interaction with devices (i.e., Human-Thing Interaction), IoT appli-
cations present a new type of interaction, the Thing-Thing Interaction, which is the
interaction between intelligent objects. The connected devices relate without human
intervention to perform a task [8].

Therefore, we can see that software complexity has changed in the past years with
the advent of these devices and interactions [8]. Naturally, quality characteristics partic-
ularly important for this kind of system have arisen (e.g., context-awareness) and should
be considered in the requirements elicitation and evaluation.

These quality characteristics are also known as non-functional requirements (NFRs)
[5]. They represent the expectations beyond the system’s functionalities, such as Usabil-
ity, Security, Reliability, and Performance.

In this scenario, due to the inherent complexity of IoT applications, the traditional
evaluation methods available in the literature may not cover all the NFRs that need to
be considered [5].

Meeting the chosen NFRs is vital to the success of the software [6]. According to
[43], when quality characteristics are not satisfied, the entire system can be disabled.
However, ensuring that the system meets NFRs is not a trivial task and there is a need
to find out how NFRs of IoT applications have been evaluated.

Quality evaluation for IoT applications is a topic that has received attention from
the scientific community [8,21,22]. However, we did not find a work that summarizes
how the evaluation of NFRs for IoT applications has been conducted.

Thus, to contribute to the NFR evaluation field, this paper extends the work pre-
sented in [1], which provides a comprehensive view on approaches, methods, tools, and
processes used for the evaluation of NFRs for IoT applications, as well as the main
challenges faced by the evaluators.

In [1], we performed the systematic mapping methodology, which is designed to
give an overview of a research topic by classifying and counting contributions concern-
ing the categories of that classification [3]. We also performed a forward snowballing
procedure regarding the citations of key papers in the study field [19] to identify relevant
papers to analyze.

To this extended version, we also performed a backward snowballing procedure,
which consists of searching the references of key papers to obtain relevant data [19].
Thus, we added and analyzed six other studies that gave us more significant results to
our research.

In this extended version, we also discuss additional information about the most
evaluated domains of IoT applications; we identify more challenges in evaluating this
kind of system; and we give an overview of the research community working on this
subject, such as countries and universities, and researchers.
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The remainder of this paper is organized as follows: Sect. 2 provides a theoretical
background, discussing IoT challenges, and the non-functional requirements. Section 3
describes related works; in Sect. 4 we describe our methodology; Sect. 5 presents the
results; in Sect. 6, we discuss the results; and in Sect. 7 we expose our final considera-
tions and future work.

2 Background

This study aims to provide an overview of how NFRs assessments have been conducted
for the IoT applications. Therefore, we consider it appropriate to provide a theoretical
foundation regarding the IoT and NFRs as follows.

2.1 Internet of Things

The term Internet of Things was introduced by Kevin Ashton in 1999 and was asso-
ciated with RFID technology [7]. Since then, the purpose and use of this technology
have evolved, and today IoT can be defined as a paradigm where smart objects interact
in an environment through a wireless connection, being able to cooperate in providing
services and achieving common goals [2].

IoT can be considered an extension of Ubiquitous Computing [41], which refers to
devices connected everywhere in such a transparent way that we will not realize they
are there [9].

Due to their similarities, such as mobility and context-awareness, the artifacts that
come from Ubiquitous Computing are suitable for IoT applications [8]. Therefore, in
this work, we consider the NFRs focused on Ubiquitous Computing as suitable for IoT
applications.

On the other hand, IoT encompasses a much broader vision than UbiComp. The
concepts of “connection” and “Internet” appear in several definitions of IoT, suggesting
a system composed of many objects. For this reason, IoT does not just mean computing
present in everyday objects that are capable of sensing and actuating, but a growing
range of objects working together through network connections.

Therefore, IoT applications have also some singularities, such as interconnectivity,
heterogeneity, and services related to objects. We present then the following list of IoT
features and their definitions [4]:

– Interconnectivity: In IoT applications, different objects can be connected, sharing
information within a communication infrastructure.

– Object-related Services: IoT applications can provide services related to the objects
that integrate the solution, such as privacy protection and semantic consistency
between objects.

– Heterogeneity: An IoT application is composed of heterogeneous devices, both in
aspects related to hardware and aspects related to how they were implemented. How-
ever, these devices can interact with other devices or service platforms through dif-
ferent networks.
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– Dynamicity: The state of devices and the context changes dynamically. Devices
can, for example, be connected or disconnected, vary in location, have their settings
changed, among others. The number of devices that makes up an IoT application can
also vary dynamically, depending on the environment and other entities’ presence
(for example, objects and people).

– Scalability: IoT applications provide the recognition of each object that makes up a
solution and ensure communication between them. Since the number of objects that
makes up an IoT solution can vary, the system must remain operational regardless
of the number of connected objects.

– Security: IoT applications must be designed with the security of their use in mind;
this includes personal data and their user’s well-being.

– Connectivity: Allows network access and devices’ ability to consume and produce
data within an IoT solution.

Limitations related to these features diminish their potential and impact usability
[16]. Therefore, when developing an IoT application,it is critical to ensure that these
properties are performing as expected in IoT applications.

2.2 Non-Functional Requirements

Non-Functional Requirements (NFRs) can be defined as requirements that are not
directly related with specific functionalities offered by the software. They can be related
to the emerging properties of the system, such as Reliability and Security [10].

According to [15], the quality characteristics are a type of NFRs, and they describe
the product’s characteristics in various dimensions considered important by the stake-
holders, such as security and usability.

These characteristics describe the expectations beyond the correct functioning of
the system. For example, expectations such as how fast the system is (Performance),
how secure it is (Security), and how easy it is to use (Usability) are examples of quality
characteristics.

The International Standardization Organization [14] classifies quality characteris-
tics into two models: the Quality in Use model and the Product Quality model.

The quality in use model defines five characteristics related to outcomes of inter-
action with a system: Effectiveness, Efficiency, Satisfaction, Freedom from Risk, and
Context Coverage. Then, this model is more important from an end user’s point of view.

The product quality model defines eight characteristics: Functional Suitability, Per-
formance Efficiency, Compatibility, Usability, Reliability, Security, Maintainability, and
Portability. This model is related to an internal and external point of view of software
quality.

Thus, the software quality assurance demands that quality characteristics (or NFRs)
are specified, measured, and evaluated, whenever possible, using validated or widely
accepted measures and measurement methods [14].

Another important point concerning the evaluation of NFRs is that they can be cor-
related, which means that a NFR can impact in another one. This impact could be posi-
tive (helps) or negative (hurts) [15].
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3 Related Work

This section describes some works that seek to give a more general overview of internet
of things applications and, in particular, their evaluation.

In [22], the author provides a quality model that covers the specificities of IoT
applications and also defines measures to the evaluation conduction for this type of
application. She identifies four quality factors for IoT applications: Functionality, Reli-
ability, Efficiency, and Portability. For each characteristic, the author also defined sub-
characteristics and measures to evaluate them.

In [21], the authors first identified a set of quality characteristics already presented in
the literature for IoT applications and proposed a unified quality model with particular
attention on Security, Privacy, and Usability aspects, areas that the authors consider as
being critical in IoT domain.

In [8], the authors discuss how we can benefit from the artifacts developed for the
ubiquitous systems’ field to evaluate interaction with IoT applications, focusing on both
systems’ main differences and similarities.

Therefore, to the best of our knowledge, the literature lacks a study that summarizes
the NFRs evaluations for IoT applications. To contribute to the NFR evaluation field,
in the following sections, we describe a literature review conducted to identify how the
NFR evaluation is being conducted for IoT systems.

4 Methodology

As we mentioned in the introduction section, this research aims to provide a big picture
about the NFR evaluation for IoT applications field, by identifying which artifacts are
being used, the NFRs evaluated, the main challenges in this area and how the research
community is working on this subject,

To this end, we conducted a systematic mapping of the literature (SML), fol-
lowing the guidelines proposed by [18], which divides the research conduction into
three stages: Planning (Sect. 3.1), Conduction (Sect. 3.2), and Analysis and Reporting
(Sect. 4). In addition, we also performed a snowballing backward and forward proce-
dure, which means identifying new papers based on the references and citations of a
specific paper [19].

4.1 Systematic Mapping of the Literature

Planning: In the first stage of the SML methodology, we set up all the research param-
eters for conducting the research in a document called the research protocol. In this
protocol, we defined the research questions, the search strategy, the selection criteria,
and the data to be extracted.

According to the aim of this study, we defined the following research question [1]:

RQ1: How Are the Non-Functional Requirements Evaluations
Conducted in IoT Applications?
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To better answer this question, we had also defined a set of secondary questions as
follows:

– SQ1: What is the spatio-temporal distribution of papers that addresses the evaluation
of non-functional requirements in IoT applications?

– SQ2: Which are the approaches, tools, methods, and processes used to evaluate non-
functional requirements in IoT applications?

– SQ3: Which are the non-functional requirements observed when evaluating IoT
applications?

– SQ4: Which are the challenges faced when evaluating non-functional requirements?

Search Strategy. The first step in selecting the papers that answered our search ques-
tions was to conduct an automated database search.

For this, we used PICO (Population, Intervention, Comparison, and Outcomes),
which is a strategy suggested by [18] to identify keywords related to the defined search
questions for the search string.

– Population: In software engineering, the population can represent a specific soft-
ware engineering function, an application area, or an industry group. In our context,
we defined the population as IoT applications, and we also considered ubiquitous
and pervasive systems due to their similarities;

– Intervention: To the Intervention, in software engineering, it is usual to select a
methodology, a tool, a technology, or software procedure used to address a specific
issue. In our case, we defined the intervention as the non-functional requirements;

– Comparison: Comparison can be defined as the methodology, tool, technology, or
procedure with which the intervention will be compared. For this research, we do
not define elements of comparison;

– Outcome: Outcomes should relate to factors of importance to practitioners in the
study area. In our case, we selected terms that represented evaluation approaches as
outcomes.

For each PICO element, we also selected synonyms to minimize the risk of restrict-
ing the search results. Table 1 shows the terms chosen by each category.

When connecting the search terms with logical operators, we elaborated the follow-
ing search string [1]:

(“Internet of Things” OR IoT OR “pervasive” OR “ubiquitous”) AND (“non-
functional requirement*” OR nfr OR “non-functional propert*” OR “qual-
ity characteristi*” OR “quality attribute*” OR “quality requirement*” OR
“extra-functional requirement*” OR “non-behavioural requirement*” OR “non-
behavioral requirement*” OR “quality factor*”) AND (evaluation OR assess-
ment OR verification OR validation) AND (method* OR tool* OR technique*
OR approach* OR process*)
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Table 1. Selecting search terms [1].

PICO Strategy

Population (“Internet of Things” OR IoT OR “Pervasive*” OR “Ubiquitous”)

Intervention

(“non-functional requirement” OR nfr OR “non-functional property”

OR “quality characteristic” OR “quality attribute” OR

“quality requirement” OR “extra-functional requirement” OR

“non-behavioural requirement” OR “quality factor”)

Comparison No terms selected

Outcome
(evaluation OR assessment OR verification OR validation)

AND (method OR tool OR technique OR approach OR process)

Research Sources Selection. We applied the search string in two databases that were
chosen due to their good coverage and stability: Scopus1 and Web of Science2. There-
fore, Scopus incorporates other important bases for the Software Engineering field, such
as ACM and IEEE.

In addition, we also performed a snowballing forward procedure, which means iden-
tifying new papers based on a set of papers that cite the paper being examined [19].

Study Selection Criteria. We selected for this research, papers that present tools,
approaches, methods, or processes for evaluating non-functional requirements for IoT
applications.

As for time range, once the term IoT was first cited in 1999 [7], articles published
between 2000 and 2019 were included in the current research. To ensure the correct
interpretation of our research results and the replicability of the study, we limited our
search to papers written in English.

Regarding the exclusion criteria, we did not consider eligible for this research papers
that:

– are secondary or tertiary works;
– are books, technical reports, white papers, short papers (less than 5 pages);
– are not available for download; and
– do not present tools, approaches, methods, or processes of non-functional require-

ments’ evaluation for IoT applications.

Data Extraction. After we selected the studies, they were submitted to the data extrac-
tion step that consists of exploring the work selected to extract information that will
help us to answer our research questions. Table 2 presents the data to be extracted in the
selected papers.

1 http://www.scopus.com/search.
2 http://www.webofknowledge.com.

http://www.scopus.com/search
http://www.webofknowledge.com
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Table 2. List of data to be extracted [1].

Data extraction form

Study metadata
General information about the paper,

such as title, authors, and year of publication

Artifacts
Strategy adopted to evaluate the NFRS

(Approaches, methods, tools, or process)

Applications domains
The IoT application domain for which

the identified artifact was developed

Type of system Ubiquitous System or IoT application

NFRs The NFRs evaluated

Evaluation focus
System in development,

system implemented, or both

Challenges The challenges reported on evaluating NFRs

4.2 Conducting

This conducting stage had two steps. First, we applied the search string on the Web
of Science and Scopus databases. We selected the papers through the study selection
criteria. At the end of this process, we obtained a set of approved papers. Then, we used
the selected papers to apply the snowballing backward and the snowballing forward
procedures [19]. Figure 1 shows the PRISMA flow regarding this step of our research.

First Step—Search on Databases Sources: We started by applying the string search to
the selected databases. The search string returned 174 papers, 123 by Scopus and 51 by
Web of Science. After removing 49 duplicated studies, we conducted the title/abstract
screening on 125 papers, so we excluded 88 papers based on our study selection criteria.
Thus, we got a set of 37 papers eligible for the entire reading.

After downloading and reading the full text of the 37 papers, we excluded 27 papers
that had not answered our research questions. Thus, we got a set of 10 papers for data
extraction.

Second Step—Snowballing: To complement the results of the search through the
databases, we decided to perform the snowballing procedure, which consists in choos-
ing key documents from the study area and analyzing their references (backward) and
their citations (forward) [19]. The researcher can choose to adopt only one of the modal-
ities or to perform both.

For our snowballing conduction, we decide to perform both backward and forward
snowballing. We used Google Scholar3 to identify the references and citations of the

3 http://scholar.google.com.

http://scholar.google.com
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Fig. 1. PRISMA flow for the SML conduction [1].

ten articles selected after screening the database sources’ results. Figure 2 summarizes
the snowballing application and its results.

First, for the forward snowballing, we identified eighty studies to apply the same
study selection criteria used in the first step. During title/abstract screening, we excluded
77 studies. Three of them were subjected to full-text reading, where we excluded one
study. Thus, we selected two studies for data extraction.

Regarding the backward snowballing, we initially identified 319 studies, and after
applying our study selection criteria, we only selected six studies for data extraction.
We detail below the number of records excluded according to each criterion.

– Duplicates: 27;
– Books, technical reports or short papers: 72;
– Registers that were not found: 2;
– Secondary or tertiary studies: 10;
– Not written in English: 1;
– Articles excluded during title/abstract screening: 192;
– Articles that did not answer our research questions: 9.

So, as a result of Snowballing procedure, we add eight articles for the Data Extrac-
tion Stage. Thus, we got 18 papers to data extraction and to analyze in order to answer
our research questions. The results of the data analyzed can be observed on the next
subsection.
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Fig. 2. Forward [1] and backward snowballing conduction.

4.3 Results

This section describes the third stage of our SML (i.e., Analysis and Reporting), where
we analyzed and summarized the research results to answer the research question: RQ1
- How are the non-functional requirements evaluations conducted in IoT applications?

We selected 18 documents for data extraction, following the data extraction form
described on the first stage (Planning). After that, we analyzed the results and answered
our secondary questions. Table 3 shows the final set of studies and their respective ID.

For a better understanding and interpretation of the extracted data, we distributed
the results found according to the secondary research questions that they are related to.

SQ1 -What Is the Spatio-temporal Distribution of Papers that Addresses the Eval-
uation of Non-Functional Requirements in IoT Applications? By analyzing the
studies’ metadata, we can observe the distribution of works by year (see Fig. 3); by
country (see Fig. 4); and by authors and institutes who published most regarding this
subject (see Table 4).

SQ2 - Which Are the Approaches, Tools, Methods, and Processes Used to Evaluate
Non-Functional Requirements in IoT Applications? During the data extraction, we
identified 7 tools, 6 approaches, 4 methods and 1 process for the evaluation of NFRs.
As our research also observed ubiquitous and pervasive systems, Fig. 5 show the distri-
bution of these artifacts, considering the type of system evaluated with them.

Still related to the systems’ attributes, Fig. 6 shows the domain of applications that
the evaluations were focused on (See Fig. 6).
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Table 3. List of studies identified.

ID Title Refs

S1
A Model-Driven Approach to Requirements Engineering in Ubiquitous

Systems
[24]

S2
Applying model-driven engineering to a method for systematic

treatment of NFRs in AmI systems
[25]

S3
Evaluating energy efficiency of Internet of Things software architecture

based on reusable software components
[26]

S4 Heuristics to Evaluate the Usability of Ubiquitous Systems [27]

S5
Infrastructure for ubiquitous computing: Improving quality with

modularisation
[28]

S6
Quantification of the quality characteristics for the calculation of

software reliability
[29]

S7 REUBI: A Requirements Engineering method for ubiquitous systems [30]

S8
Snap4City: A scalable IOT/IOE platform for developing smart city

applications
[31]

S9
Structural and behavioral reference model for IoT-based elderly

healthcare systems in smart home
[23]

S10
Using Reference Architectures for Design and Evaluation of Web of

Things Systems: A Case of Smart Homes Domain
[32]

S11
Comparing Heuristic Evaluation and MALTU Model in Interaction

Evaluation of Ubiquitous Systems
[33]

S12
RC-ASEF: An Open-Source Tool-Supported Requirements Elicitation

Framework for Context-Aware Systems Development
[34]

S13 Evaluating the calmness of ubiquitous applications [35]

S14
Intelligent health monitoring based on pervasive technologies and

cloud computing
[36]

S15
Interface evaluation for invisibility and ubiquity - an example from

e-learning
[37]

S16 SmartSantander: IoT experimentation over a smart city testbed [38]

S17
Supporting requirements definition and quality assurance in ubiquitous

software project
[39]

S18 Using the GQM method to evaluate calmness in ubiquitous applications [40]
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Fig. 3. Studies’ temporal distribution.

Fig. 4. Studies geographic distribution.
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Table 4. The authors who appear the most in the identified set of studies.

AUTHORS UNIVERSITY COUNTRY STUDIES %

Manuel Noguera University of Granada Spain S1, S2, S7 16.67%

Marı́a José Rodrı́guez University of Granada Spain S1, S2, S7 16.67%

Tomás Ruiz-López University of Granada Spain S1, S2, S7 16.67%

Carlos Rodrı́guez-Domı́nguez University of Granada Spain S1, S2 11.11%

José Luis Garrido University of Granada Spain S2, S7 11.11%

Rossana M.C. Andrade
Universidade

Federal do Ceará
Brazil S4, S11 11.11%

Andréia Libório Sampaio
Universidade

Federal do Ceará
Brazil S4, S18 11.11%

Fig. 5. Type of system prioritized by the studies.
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Fig. 6. Domain of applications evaluated.

Another interesting point to characterize the identified artifacts is their applicability,
if they are focused on systems in development, systems already implemented or both.
Figure 7 shows the distribution of the artifacts considering their applicability.

Fig. 7. Artifacts applicability.

Table 5 presents the entire list of artifacts identified for evaluating NFRs on IoT
applications and Ubiquitous and Pervasive systems, the type of artifact and the studies
where they were identified.

SQ3 - Which Are the Non-Functional Requirements Observed When Evaluating
IoT Applications? Once we understood what had been used to conduct the evaluations,
it is important to identify if the evaluators had considered specific NFRs to evaluate IoT
applications.
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Table 5. Strategies identified by each study.

Study Artifact Type

S1, S2 MD-UBI Process

S3 Architecture-based energy evaluation Approach

S4 HUbis Tool

S5, S18 GQM Method

S6 Determination of the software reliability approach Approach

S7 REUBI Method

S8 Performance evaluation Approach

S9 ATAM scenariobased approach Approach

S10
Reference Architectures for Design and Evaluation

of Web of Things Systems
Approach

S11 MALTU Approach

S12 RC-ASEF Tool

S13
Framework for calmness evaluation on ubiquitous

applications
Tool

S14 Mean Opinion Score (MOS) Method

S15
A set of heuristics to evaluate ubiquitous e-learning

applications
Tool

S16
Test bed for deployment and experimentation for

IoT applications for Smart cities
Tool

S17 A set of heuristics to evaluate ubiquitous applications Tool

We found 7 studies that described one or more NFRs as suitable for evaluating
ubiquitous systems or IoT applications.

A total of 48 NFRs were identified4. Table 6 shows the list of NFRs considered
during quality evaluations in IoT applications.

SQ4 - Which Are the Challenges Faced When Evaluating Non-Functional
Requirements? By analyzing the final set of studies, we also identified some chal-
lenges concerning the evaluation of NFRs in IoT applications. They were:

– IoT applications are highly flexible and need to adapt to changes in context (men-
tioned by 11 papers);

– IoT applications have more usability factors to consider (mentioned by 5 papers).
– The lack of tools that consider the specific characteristics of IoT applications (men-

tioned by 4 papers);
– The lack of methods that provide a systematic approach for handling NFRs (men-

tioned by 2 papers);
– Difficulty in evaluating applications in a real context (mentioned by 1 paper).

4 The list of 48 NFR with its descriptions is available on https://github.com/great-ufc/NFRs4IoT.

https://github.com/great-ufc/NFRs4IoT
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Table 6. NFRs distribution per study.

Quality characteristics % of studies Cited by

Scalability 33.33% S4, S5, S8, S10, S11, S17

Usability 33.33% S4, S5, S9, S11, S14, S15

Calmness 27.78% S4, S11, S13, S18

Reliability or Quality of Service 27.78% S4, S6, S10, S11, S17

Availability 22.22% S4, S9, S10, S11

Security 22.22% S4, S9, S10, S11

Adaptation or Adaptable Behavior 16.67% S4, S11, S17

Mobility or Service Omnipresence 16.67% S4, S11, S17

Performance 16.67% S8, S9, S14

Privacy 16.67% S4, S11, S17

Robustness or Fault Tolerance 16.67% S4, S11, S17

Transparency or Invisibility 16.67% S4, S11, S15

Trust 16.67% S4, S11, S17

Acceptability 11.11% S4, S11

Attention 11.11% S4, S11

Context-awareness 11.11% S4, S11

Data Input 11.11% S4, S11

Device Capability 11.11% S4, S11

Ease of use 11.11% S4, S11

Effectiveness 11.11% S4, S11

Efficiency 11.11% S4, S11

Familiarity 11.11% S4, S11

Flexibility 11.11% S4, S11

Information display 11.11% S4, S11

Interconnectivity 11.11% S4, S11

Interoperability 11.11% S9, S10

Network Capability 11.11% S4, S11

Positioning of Components 11.11% S4, S11

Predictability 11.11% S4, S11

Safety 11.11% S4, S11

Simplicity 11.11% S4, S11

User Satisfaction 11.11% S4, S11

Utility 11.11% S4, S11

Comprehensibility 5.56% S5

Context sensitivity 5.56% S18

Elasticity 5.56% S10

Energy efficiency 5.56% S3

Experience Capture 5.56% S18

Function Composition 5.56% S17

Heterogeneity of Devices 5.56% S17

Maintenability 5.56% S5

Manageability 5.56% S5

Modifiability 5.56% S9

Multi-tenancy 5.56% S10

Reusability 5.56% S5

Service Discovery 5.56% S17

Spontaneous Interoperability 5.56% S17

Testability 5.56% S5
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5 Discussion

We performed a literature review to answer the following primary research question:
How are the non-functional requirements evaluations conducted in IoT applications?

Moreover, to better address the aspects involved in this question, we decided to
divide this macro question into four secondary questions (SQs). The answers came
from a detailed analysis of 18 returned from the search in databases and the forward
and backward snowballing application.

For SQ1, we analyzed important topics concerning the Non-functional require-
ments’ evaluation for IoT systems in the literature.

First, we analyzed the studies’ distribution in the last years and, we noticed that
this subject has been being addressed by the academic community since 2004 with
particular attention during 2008 and 2017.

Regarding the studies’ distribution worldwide, two countries show more interest in
this subject: Brazil and Spain. Among the 18 identified papers, four were published for
Brazilian researchers, and Spanish researchers published another 4. We also identified
papers from Australia, Greece, Indie, Italy, Iran, Ireland, Finland, Korea, New Zealand,
and the United Kingdom.

When it comes to the universities, the NFR evaluation for IoT or Ubiquitous systems
has been more investigated by the University of Granada (Spain), and the Universidade
Federal do Ceará (Brazil).

We also identified the number of publications by authors and, as the previous results,
the Brazilian and Spanish researchers were who published the most. Manuel Noguera,
Marı́a José Rodrı́guez, and Tomás Ruiz-López, from University of Granada participated
both in 16.67% of the identified papers. Carlos Rodrı́guez-Dominguez and José Luis
Garrido, also from University of Granada published 11.11% of the papers as of Rossana
M. C Andrade and Andréia Libório Sampaio from the Universidade Federal do Ceará.

For SQ2, we analyzed four factors related to the identified artifacts: type of artifact,
applicability, type of system, and, domain.

Regarding the type of artifact, the critical point is that we only identified one pro-
cess, the MD-UBI [25]. This process is model-oriented, focuses on ubiquitous systems,
and aims to support developers and evaluators in elicitation, representation, and evalu-
ation of NFRs, covering the entire software development lifecycle.

About their applicability, we noticed that most of the approaches, methods, and tools
are focused on systems in development, so they may not be appliable for evaluating if
a final product meets the NFRs previously established.

With regard to the type of system, most of the artifacts were focused on ubiquitous
or pervasive systems (44.4%), and only 12.5% were focused on IoT applications.

Concerning the domain, most of the artifacts identified are not related to a specific
domain (11 artifacts). We also observed that the most evaluated domains were Smart
cities and IoT-Health solutions. Solutions related to these two domains have specific
challenges and can have a real impact on the wellness of users [44,45].

For SQ3, we identified 48 non-functional requirements, among them, 14 are present
as characteristics or sub-characteristics in the quality models proposed by [14].
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– System/software product quality: adaptation, availability, ease of use, interoperabil-
ity, maintenability, modifiability, performance, reliability, reusability, security, testa-
bility, and usability.

– Quality in use: efficiency and effectiveness.

Two of the selected papers have also cited 27 quality characteristics for ubiquitous
systems. This set of quality characteristics proposed by [12] has some characteristics in
common with the two quality models proposed by [14], but it contains specific charac-
teristics for ubiquitous systems:

– Acceptability, attention, calmness, context-awareness, device capability, familiarity,
interconnectivity, mobility, network capability, predictability, privacy, robustness,
safety, scalability, simplicity, transparency, trust, user satisfaction, and utility.

Given the similarities between IoT applications and ubiquitous systems, the use of
this set of quality characteristics is also applicable for conducting quality evaluations
on IoT systems.

The most evaluated NFR were Scalability and Usability, these NFRs were consid-
ered as important to evaluate by 33.6% of the studies (6 papers).

Scalability is an important feature for IoT applications and can be defined as the
ability to provide services to a few or many users [12]. Another NFR identified is related
with scalability:

– Elasticity: The ability of the system to provide a particular service on demand during
a time interval [32].

Usability is the ability of the software to be understood, learned, used, and attrac-
tive to the user when used under specified conditions[14]. In the case of IoT applica-
tions, important issues such as the interaction between devices can highly impact system
usability [8]. Another highlighted NFRs were Reliability (cited by 33% of the studies),
and Calmness, Availability and Security (both cited by 22.22% of the studies).

For SQ4, we identified three big challenges on evaluating IoT applications. The
most significant was the necessity to deal with the context-awareness (mentioned by
11 papers), which is the system’s ability to discover and take advantage of contextual
information such as user location, time of day, and user activity [20].

IoT applications are highly flexible and need to adapt to changes in context. Thus,
it is necessary to ensure that the system correctly identifies the contextual information,
so the users will be benefited instead of affected by this non-functional requirement.

Another challenge highly mentioned is that IoT applications have more usability
factors to consider. For example, interaction between devices that can impact the user’s
interaction with the application (mentioned by 5 papers).

Last but not least, the lack of specific approaches for the evaluation of NFRs in IoT
applications was mentioned as a challenge for 4 papers. This result is in line with the
discussion held at SQ2, where we identified only 3 studies that focused on the evaluation
of NFRs satisfaction and only one process that has a step to evaluate NFRs in the final
product.



322 J. O. V. Paiva et al.

6 Conclusion

IoT applications are gaining more and more space in our daily lives and can directly
impact users’ health, security, safety, and wellness. Thus, it is necessary to look at how
these solutions have been evaluated, mainly concerning non-functional requirements,
because they are directly related to the software quality evaluation and the user expec-
tations through the system.

In this work, we perform a literature review about evaluating non-functional require-
ments in IoT systems to provide a comprehensive view of this field.

After extracting and analyzing data from 18 papers, we answer questions about
studies distribution regarding years, countries, universities, and researchers. We believe
that this analysis could help the community to understand how this subject is being
addressed in the literature. As the main contributions, we highlight identifying artifacts
(tools, methods, approaches, and processes) to evaluate NFRs and a list of 48 NFRs
that can be considered to design and evaluate IoT applications. Also, we discussed the
significant challenges of evaluating NFRs in IoT applications.

As possibilities of future work, we highlight the development and validation of a
process to systematize the NFR evaluation steps for IoT applications. Also, researches
concerning the correlations between the NFRs for IoT applications could be a good
support during the requirements elicitation and the evaluation of this kind of system.
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M. C. Andrade DT-2 (№ 315543/2018-3) and UFC, FASTEF and Dell cooperation using the
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Abstract. An emerging paradigm of reactive systems architecture comes with
important implications on software testing. Despite community interests in run-
ning effective end-to-end (E2E) tests on reactive systems, little work has consid-
ered the implications of tests that modify the database. We propose a framework
to the group and orchestrate E2E tests based on data qualities across a series of
parallel containerized application instances. The framework is designed to run
completely independent tests in parallel while being mindful of resource costs.
We present a conceptual version of the framework and discuss database implica-
tions for this type of software testing.

Keywords: Persistence · Containerization · End-To-End Testing · Database ·
Docker

1 Introduction

The popularity of reactive systems is in bloom. The Reactive Manifesto detailing reac-
tive system architecture for web applications has over 26,000 signatures. It defines
a reactive system as a responsive, resilient, elastic, and message-driven system more
suited for modern web application demands, including availability and data processing
power [8]. Microservice or serverless architectures implement these tenets by break-
ing applications into scalable pieces that communicate and can be quickly deployed to
face failure. Reactive system architecture promises resilient and responsive applications
which will meet user demands.

Performing extensive tests on reactive systems was recognized as difficult in the
past. In particular, performing end-to-end (E2E) tests, also called system tests [1], was
very complex since all layers in an application needed to boot to perform these tests.
Reactive systems may have many moving parts which testers need to piece together to
perform the tests. Additionally, performing the tests was often system-dependent and
time-consuming.

Containerization and container orchestration solutions have largely solved these
problems by simplifying deployment, making it easier to boot applications for test-
ing. Testers can then write automated tests in an external framework like Selenium and
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automatically run them using a continuous integration, continuous delivery (CI/CD)
pipeline [1] in frameworks such as Jenkins [20] or AWS CodePipeline [2]. Testers can
even deploy tests in parallel using Selenium Grid [25], decreasing the time cost of
testing. This setup is so common that researchers have now begun to identify ways to
streamline the process and make it more efficient and feasible [5].

One rather underrepresented area of research is E2E testing in the context of data
sources, in particular, database [32]. Frameworks such as DBUnit [15] is designed to
test the state of the database; however, they do nothing to ensure that the test is repeat-
able later if the test modifies the database. Some E2E tests add, modify, or remove
database records; thus, tests must use a separate database designed for testing. Testers
must reset this test database after each round of tests, and sometimes even between
tests, in order to ensure that each round of tests is independent. Using only a single
database for testing constrains tests that modify the database or destructive E2E tests
[12]. Destructive E2E tests cannot be run in parallel with other destructive E2E tests or
with nondestructive E2E tests [12] as this would violate test independence and obstruct
the ability to obtain repeatable test results. Thus, destructive E2E tests must be run
serially, increasing the time cost of effectively testing a system.

To address this, we can apply the same frameworks and logic which enabled auto-
mated E2E testing in the first place to make E2E database-conscious testing feasible.
Using a base database container image and certain customization SQL scripts for dif-
ferent tests, testers can effectively assign a database to each test to create a closed envi-
ronment for testing. This would allow tests to be run in parallel, increasing the utility
and feasibility of E2E testing. In addition, to avoid imposing high resource costs on the
testing infrastructure, we can group tests that do not modify the database or require the
resulting data from another test and run them serially on the same database.

This paper is organized as follows: Sect. 2 addresses related work to our field and
comments on its limitations for our topic. Section 3 details our approach. Section 4
details the work we have completed on a case study along with planned future work.
Finally, Sect. 5 concludes with final remarks.

2 Related Work

End-to-end testing of complex, interconnected systems is a known problem that multi-
ple projects have attempted to solve. One of these is ElasTest [6], a distributed archi-
tecture designed explicitly for “cloud testing.” It offers a language-independent frame-
work for writing and deploying tests and uses container deployment to allow itself to
stay application-agnostic. Since its inception, The ElasTest software [16] has contin-
ued to evolve and now supports features such as chaos testing, security testing, and
external integrations such as Jenkins. However, ElasTest appears to lack the native abil-
ity to change the database between tests or specify a specific schema for a test. Other
E2E testing frameworks which also lack this feature include AWS Device Farm [3], an
Amazon Web Services offering which only allows client-side application upload, and
TestCraft [27], a codeless UI testing framework.

The high cost of running many E2E tests has led to research in limiting the resources
used. Augusto [5] addresses these concerns using a similar framework to our own, the
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RETORCH framework. It groups tests by resource usage, including levels of access
(read, read/write, write-only, or dynamic) and additionally schedules them for maxi-
mum usage. While this framework is an excellent E2E testing tool, it does not address
the problem of preparing databases for different tests or handling destructive E2E tests.
Others propose limiting the number of tests in the regression test set; the set used to
continually test the software [4]. Gligoric et al. [14] present Ekstazi, a framework that
automatically analyzes software modifications to select only the tests which would be
affected by the change. Ekstazi has been shown to produce significant cost savings for
production environments [31]. We believe that Ekstazi and similar efforts are comple-
mentary to our work and that further investigation could lead to more cost savings for
our framework.

More general efforts to test reactive systems vary. Schrammel et al. propose the
idea of test chaining, a way of grouping similar tests together which reduces execution
time [24]. This presents a great opportunity to reduce test data requirements by pairing
these test chains with a single database; however, the authors make no mention of this
strategy. Modern efforts focus on containerization. Garcı́a et al. pairs ElasTest with
SeleniumWebDriver to construct an advanced user impersonation testing platform [13].
In a case study on implementing an E2E testing strategy, Lindell and Johnson create
a Selenium testing apparatus using Docker containers and Microsoft Azure pipelines
[18]. However, neither of these address destructive E2E tests.

Research on destructive E2E testing is less common. Early works [30,33] present
E2E testing frameworks which include the ability to specify test database configura-
tions. The introduction of containerization since that time makes this configuration
much easier. The primary challenge of this project is ensuring that it is application-
independent, decreasing coupling and enabling wider acceptance. Frameworks like
ElasTest accomplish this, but at the cost of directly manipulating the application
database. We believe we can accomplish this by requiring a standard way of speci-
fying the database address across all applications that will use the framework. The next
section details our attempt at creating a suite to run database-swapping E2E tests on an
existing reactive system.

3 Approach

Our proposed framework allows testers to run tests that modify the database while
preserving independence between tests. We do this by effectively running these tests
on completely separate databases using containers and images. To limit infrastructure
costs, we group tests by the data they need in the database and by whether they will
modify the database. Existing tools can easily schedule tests that do not modify the
database, so we primarily concern ourselves with tests that modify the database and
how they interact with other tests.

3.1 Test Types

First, it is important to note the distinction between destructive and nondestructive E2E
tests. Destructive E2E tests modify the database in some way and should not be run in
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conjunction with other tests. For example, creating a new user in an application would
be a destructive E2E test. Nondestructive E2E tests are E2E tests that do not modify
the database at all. For example, logging in to an application would be a nondestructive
E2E test. Our argument specifically addresses the problem of running destructive E2E
tests while maintaining test independence. Nondestructive E2E tests can easily be run
on the same database with no consequence using existing tools.

Testing, which includes a database, must involve both destructive and nonde-
structive E2E testing to completely verify the integration. Nondestructive E2E testing
ensures that the application can successfully connect to the database with the appropri-
ate permissions required to access the tables it needs. It also ensures that the database
has the appropriate schema for the application. Destructive E2E testing does all of the
above, but it also checks that the application has permission to modify the database
and that the database will receive and persist changes made by the application. While
destructive E2E tests alone will cover all of the requirements of nondestructive E2E test-
ing, utilizing both kinds of tests more specifically identifies issues with the database. For
example, if the application cannot connect to the database, both kinds of tests will fail;
however, if the application simply does not have permission to modify the database,
only the destructive E2E tests will fail. In addition, certain application use cases simply
do not modify the database but should not be excluded from testing.

3.2 Testing System

To test the viability of database hot-swapping for E2E testing, we chose an existing
system and constructed a testing suite for the system. The existing system used in the
experiment is the MyICPC software [28], a web application developed for the Interna-
tional Collegiate Programming Contest. MyICPC is social software that allows contest
attendants to view the scoreboard for competing teams, access the contest schedule, see
a Twitter feed of contest-related Tweets, and participate in a contest scavenger hunt.
The application consists of a monolithic service and a series of microservices, all of
which communicate with a cache backed by a database.

MyICPC meets all qualifications of a reactive system because it utilizes microser-
vice architecture (MSA). It is responsive by ensuring a quick response to users through
resilience and elasticity. MSA largely removes a single point of failure for the applica-
tion; if one microservice fails, the rest of the system will continue to operate. For exam-
ple, if the database fails, the cache will continue to receive requests. MSA also allows
elasticity through scalability; multiple copies of each microservice may be deployed to
meet varying levels of system needs. Finally, MSA enforces a message-driven architec-
ture since microservices communicate with each other using asynchronous techniques.

We chose a particular microservice of MyICPC, the scoreboard service, to test. The
scoreboard service is responsible for keeping a display of current scores for all teams
competing in the competitions. It actively updates as teams solve problems and change
their score and ranking. Ideally, it would be testable by itself. However, we discovered
that since the Twitter timeline is the first element that loads when users navigate to the
MyICPC homepage, the timeline service must also be booted in order for E2E tests to
work.
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3.3 Conceptual Framework

Ideally, to have completely independent E2E tests, we would construct a database
instance for each test. However, this approach does not remain feasible as the num-
ber of tests increases and imposes unnecessary production costs. Instead, we propose
grouping tests that can run on the same database without interfering with each other.
This decreases the number of independent databases required to run the tests.

In our proposed framework, each application would have a base database image
built from the application’s DBMS’image (e.g., the MySQL or PostgreSQL image).
The base image would supply the database schema and any sample data, which is com-
mon across all tests. For each test, a tester could then specify a delta or a series of
commands to initialize data in a container built from the image. For RDBMSs, this
would be a set of SQL statements. The testing framework would run these commands
prior to the test execution. To allow testers to use the same delta across multiple tests,
each delta specifier would be a reference to a file with the commands. The tester would
also specify each test as nondestructive or destructive, and any ordering between the
tests (for example, test B can only be run after the database changes made by test A).

On startup, the testing framework would group tests in two ways:

– All nondestructive E2E tests with the same delta (or no delta)
– All nondestructive and destructive E2E tests with the order specified and the same
delta

Any test which cannot be grouped by the criteria above would be in a group of its
own. We would not group tests together which have an ordering with each other but
different deltas, as the second test would not see the changes from the first test. For this
initial work, we do not consider tests that could modify different parts of the database
at the same time, although this is an area for further research.

Figure 1 shows an example grouping of tests. All tests within Groups 1 and 2
are nondestructive and can be run in parallel with each other. This allows auto-
matic in-group parallelization and possibly between-group parallelization if two test-
ing databases are available at the same time. However, they cannot be run on the same
database at the same time because they have different deltas. Group 3 consists of four
tests which all have dependencies. The first destructive test makes modifications to the
database required for the first nondestructive test and the second destructive test, estab-
lishing a dependency. The second destructive test changes the database required for the
second nondestructive test, creating an additional dependency. This establishes a serial
schedule for the group. Group 4 consists of a lone test which was broken off from Group
3 as an optimization to ensure no one test group is too large. The two groups can be run
in parallel if the test environment has enough database containers available; otherwise,
they will execute serially.

The testing framework would then boot a user-specified number of instances of
the application. It would additionally boot a larger number of database instances: one
for each of the application instances and a warm pool of additional instances. Each
instance would be a container based on the base database image for the application.
The framework would then assign each group of tests to an instance of the application,
initialize the instance’s database with the delta, and run the tests. Upon completion,
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Fig. 1. Diagram of proposed framework [32].

the testing framework would swap the current instance of the database with a warm
instance, destroy the used container, and create a new container from the application’s
base database image. This architecture is based on Amazon Web Services’ Provisioned
Concurrency mode for Lambda instances [7]. Large groups of tests would be broken up
across multiple application instances to increase parallelism. See Fig. 2 for a diagram
of the proposed framework.

3.4 Maintenance Costs

Every developer can write an E2E test. The quality of the test may be questionable.
Developers are not testers, and they tend to think in terms of how things are done. One
of the most important aspects of E2E tests and tests in general is maintainability. Web
applications are a dynamic environment even in terms of development. Introducing new
features often affects the structure of the web page or the whole application. E2E tests
are created in parallel to the application. The tests must be kept “synchronized“with the
application. The usage of design patterns discussed below affects the maintenance cost
of the tests.

3.5 Page Object Model Design Pattern

Page Object Model (POM) design pattern is easy to adopt, and many developers/testers
are familiar with it. Each page and its elements are represented by a class that encap-
sulates the elements the user can interact with. The class abstracts away the Selenium-
related code to some degree. Any change made to the page structure will only affect the
corresponding page object model class. High–level methods added to the POM class
may further simplify test authoring. POM seemingly increases the maintainability of
the tests [21].
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Fig. 2. Diagram of proposed framework [32].

The POM must be created for each page either manually or generated automati-
cally [26]. In both cases, the model may contain fields representing elements that are
not directly used in tests. POM design pattern is not flawless—it does not work well
for modern UI designs; models can easily become bloated and hard to maintain. The
models often violate the SOLID principles—namely open-closed principle and single
responsibility principle [22]. What seemed like a viable approach has become a prob-
lematic fragile code with low maintainability.

Developers think in technical terms and, in the case of E2E tests, issue commands
to make things happen. They focus on low–level, interface–centric interactions. They
see the product as a set of pages—that is the origin of the popularity of POM.

3.6 Screenplay Design Pattern

Vocabulary used by the developers is different from the one used by the domain
experts—product owners and managers. Domain experts think in business terms, and
their mission is to help the customer (or end-user) to achieve a goal. The mindset shifts
towards the behavior of the system and user stories where they start asking questions
like “Who is this feature for?”, “What goals they want to achieve?”, “How will they
achieve the goal”. Their goal is to validate user stories. User story validation is the key
role of acceptance testing.



On Persistent Implications of E2E Testing 333

Behavior-driven development (BDD) addresses the communication gap between the
developers, acceptance testers, and business owners. Teams should collaboration tightly
using concrete examples that formalize the behavior of the system. BDD notation is
closer to everyday language describing the stories with a simple “given/when/then”
form.

The developer’s perspective switches from POM to a Screenplay design pattern
[34]. The Screenplay pattern is user-centered with a focus on authoring high–quality
acceptance tests. Tests created with this pattern capture the user story without the loss
of domain knowledge.

The test scenario becomes a narrative describing the tasks, and the story is expected
to play out for a given goal [22]. The tasks describe the high-level steps the user needs
to perform to achieve their goals. The tasks are small encapsulated units performing
actions to interact with the system under test. Actions and tasks are reusable and com-
posable. Actions are abstracted away from automation libraries (like Selenium) with
the automation capabilities built into the used framework, for example, SerenityBDD
framework1.

Listing 1.1 shows an example of a task that adds a new item to a list of items imple-
mented in SerenityBDD framework. When executed, the task performs two actions to
fill the input field with provided value and to press the Enter key to create the task.

Listing 1.1. Task implemented in SerenityBDD framework.

public class AddATodoItem implements Task {
private final String thingToDo;

public static AddATodoItem called(String thingToDo) {
return Instrumented.instanceOf(AddATodoItem.class)
.withPropertes(thingToDo);

}

@Step("{0} adds a todo item called #thingToDo")
public <T extends Actor> void performAs(T actor) {

actor.attemptsTo(
Enter.theValue(thingToDo).into(NewTodoForm.NEW_TODO_FIELD),
Hit.the(RETURN).keyIn(NewTodoForm.NEW_TODO_FIELD)

);
}

}

Deltas can be defined on task level keeping the requirements close to the unit that
requires them.

3.7 Process Cycle Test

From an acceptance testing perspective, i.e., the business perspective, it is crucial to
validate the business processes and workflows in the application. Designing such sce-
narios requires additional test design effort. Executing the scenarios manually is prone

1 https://serenity-bdd.info/.

https://serenity-bdd.info/
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to errors. The application can be modeled as a directed graph where nodes represent
pages in the application and edges represent user actions. Path-based test cases can then
be generated from model ([9,10]) covering all possible paths.

The result is a set of scenarios, each containing a sequence of user actions. The
scenarios are testing an ideal execution of a business process—an ideal path through
the system when no errors occur (unless the execution discovers a bug).

3.8 Testing Process

Scenarios generated by the PCT tool are sequences of individual actions—tasks in the
world of Screenplay pattern. Every single task has specific requirements on data for
it to be executed successfully. The delta can be defined on the task level allowing us
to specify the data requirements with a higher level of granularity while being able to
prepare the database considering every data aspect before the scenario is executed.

4 Case Study

We have containerized MyICPC to make it suitable for our experiments. We used
Docker [23] image files. We have evaluated Docker Compose [11] and Kubernetes
[29] for orchestration of containers. While Docker Compose is more tightly integrated
with Docker, we chose Kubernetes for its automatic scaling capabilities. Afterward, we
created a Kubernetes customization configuration to boot the application in a scalable
manner.

Next, we constructed an initial deployment of the testing framework running tests
on a pre-deployed instance of MyICPC. The framework uses Selenium [17], a user
interface testing suite, to manipulate the MyICPC application and simulate user actions.
The tests are written in JUnit [19], using the Selenium WebDriver API. We parallelized
the tests by running headless Chrome and Firefox browser nodes in Docker containers
which are connected to a Selenium Grid v3 hub, also in Docker. This allows us to keep
browser versions constant no matter where the tests are run and avoid test brittleness
problems common with user interface testing.

Our work presents a novel approach to E2E testing and makes setting up and execut-
ing tests much easier. It has the following benefits. Given that tests must be repeatable
[4], automating E2E testing is difficult. This is because it is destructive E2E due to
the cleanup required afterward. Our approach makes no persistent modifications to any
databases, ensuring that the tests will always be repeatable. Since the databases are
entirely containerized with no volumes, they spin up and spin down with no infrastruc-
ture left behind. This allows multiple testers to test simultaneously on the same server,
provided that each has a different installation to test. This could allow the approach
to be constructed into a full-fledged provided service similar to AWS Device Farm
[3] and injected into a CI/CD pipeline. Taking advantage of containerization through
Docker and Kubernetes, it can be run across multiple servers and operating systems
automatically and scaled as far as the Kubernetes cluster will allow. Our approach also
enables parallelization of destructive E2E tests by executing them on simultaneously
running test databases. This increases the number of destructive E2E tests that testers
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can perform in a short amount of time, which is an important barrier to overcome when
considering implementing E2E testing. We believe this would allow developers to begin
writing E2E tests for more specific use cases, increasing E2E coverage and bug discov-
ery for a better overall user experience.

At the same time, we also recognize current limitations. The primary limitation
is given by the available infrastructure the user has for testing. Constructing multiple
databases may require too much effort, especially if the test data required is extensive.
Base database images and deltas must be very small to run the framework effectively,
which may reduce the scope of E2E tests that can leverage the framework. Scalability
is additionally limited by the number of servers that are connected to Kubernetes.

Furthermore, our framework requires complete containerization of the system. It
must be orchestrated by a configuration file (i.e., a Kubernetes “customization” file) to
run the tests. Otherwise, it would not allow to spin up multiple application instances as
it would have no base image from which to do so. While containerization has become
quite popular for deploying applications, many legacy applications are not using it.

Finally, given our framework is very conceptual. There are many opportunities for
undiscovered obstacles not addressed here. We hope to obtain positive results from our
implementation, as discussed below.

4.1 Conceptual Framework Development

We presented the conceptual framework which we aim to develop and experiment with.
Our framework requirements are as follows:

– Simplicity: It must facilitate implementation. The framework should be easy to
install and configure.

– Integrable: It must be integrated with popular build and test frameworks, including
Maven and JUnit.

– Intelligent: The framework should use parallelization to decrease time to comple-
tion.

The framework development will be split into three parts: database integration, test
grouping, and scalability.

To implement the database hot-swapping functionality, we will leverage Kubernetes
to spin up a series of database instances. We will then issue kill commands to drop
containers once testing is completed and reassign the existing application instance to
a waiting database instance. This will prevent us from having to continually kill and
create instances of the application itself.

To group the tests, we will determine an API for users to import using annotations.
As specified above, users will denote their tests which are destructive, and specify any
database deltas required to run them. An example test in JUnit might look like the one
in Listing 1.2.
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Listing 1.2. An example test in JUnit.

@Destructive
@Delta("add-test-user.sql")
@Test
public void addPointsToTeam() {

...
}

To write a startup script to detect the annotations and group the tests accordingly.
See Fig. 1 for a sample grouping. This will include grouping tests to modify different
parts of the database at the same time. However, for the default implementation, we
would enforce a single-writer model over the entire database.

To allow the application to be tested at scale, we would require users to supply a
Kubernetes or Docker Compose configuration of their application with an environment
variable (ex. $DATABASE HOST) set in their applications to access the database. We
could then dynamically set the database host at runtime to supply the correct database.
Additionally, it will offer the ability to scale the testing framework across multiple
machines using Kubernetes, allowing testers to scale up their infrastructure as needed.

Given this conceptual framework for running E2E tests with database hot-swapping
on an application using containerization, we will continue the work and demonstrate
the feasibility of controlling the database during E2E testing.

5 Conclusion

This paper elaborates on End–to–End Testing For Reactive Systems. It elaborates on our
experience with production system testing using containerization, which facilitates the
management of destructive testing. We also present a conceptual framework describing
the core component to perform such testing.

We have also discussed the maintenance costs of E2E tests and design patterns
that can reduce the costs in the long term. The Screenplay pattern removes shortcom-
ings of POM and focuses on user stories that the E2E testing verify. The screenplay
pattern and our conceptual framework will further reduce the maintenance costs of
E2E tests regarding database initialization and changes made to the application during
development.
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Abstract. Big data may be studied for three use cases-adoption by an organi-
zation, actual use by its employees and effect of adopting big data. Affordance
theory has been adopted to study usage and effect of information technology. The
theory has two basic constituents- an organization with a goal and the IT arti-
facts. The organization interacts with the IT artifacts to achieve the goal. In this
work, we have applied affordance theory for the adoption phase. In case of big
data adoption, the organization may not be able to decide a goal for big data.
The organization may not have exposure to big data and may not have required
skills to decide the goal. The proposed framework addresses the issues of possible
inadequacy of the organization and its existing IT artifacts. We have introduced
a separate phase for deciding a goal that precedes adoption. The organization
may augment its skill set and its IT artifacts with the help of external agencies
for deciding a goal. The IT artifacts have been replaced with data echo system
to include the management component associated with IT artifacts. In the pro-
posed framework, we have introduced team for facilitating interaction, perceiving
emerged affordances and actualizing affordances. We have used the case study
method to verify the efficacy of the adopted framework. The results clearly show
that the framework is effective in studying the adoption of big data analytics.

Keywords: Big data analytics adoption · Affordance theory · Adoption and
usage · Adoption framework

1 Introduction

Today, a large number of organizations produce, obtain and store data about their busi-
ness. In 2012, 2.5 exabytes ≈ 109) GB of data was generated every day and this rate
doubled every 40months [29]. This data is generated in real time, has varied form and
is voluminous. An organization may be interested in using this data, for extracting use-
ful information. Such kind of data cannot be handled using traditional techniques [8].
These organizations will need what is referred to as big data analytics [12]. Big data
analytics or simply big data has been defined as a holistic approach to manage, process
and analyze 5 Vs (i.e., volume, variety, velocity, veracity and value) in order to create
actionable insights for sustained value delivery, measuring performance and establish-
ing competitive advantages [47]. Actionable insights may also result in introduction of
new products and services that have data as their core constituent [10]. Big data ana-
lytics has its applications in various fields such as health care, e-governance, security,
c© Springer Nature Switzerland AG 2022
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market intelligence and e-commerce [9,13]. Also, BDA helps in customer segmenta-
tion, fraud detection, risk management and forecasting sales [36]. Companies that use
BDA for decision making, can enhance their efficiency, improve profitability and their
competitiveness [1]. Top-performing companies use data analytics twice than lower-
performing companies [24]. Data analytics is the key differentiator in the competitive
position of organizations. It is no surprise that analytics is becoming an integral part of
organizations and business processes [10].

However, only 15% of the organization who intended to adopt big data analytics
actually could do so [40]. Adopting BDA continues to be challenging [24]. Reasons
for not being able to adopt big data analytics span over technology, organization and
people issues. Software tools and techniques used in BDA are growing at a fast pace
[39]. IT applications started of as simple transaction processing system (TPS), and then
progressed to Management Information System (MIS), Decision Support System (DSS)
and Enterprise Resource Planning System (ERP). The first three types of information
systems were virtually risk free. However, an ERP system involves considerable risk of
failing to meet functional requirements, the schedule and the budget. The stages theory
explains development of IT applications, their adoption and organization learning [32].
With the advent of growing computing power and the Internet becoming available for
commercial use, data collected by ERP systems and data generated in real time became
available for analysis. Techniques and technology emerged for creating data warehouses
and mining the data for interesting and useful information. If an organization has been
adopting and upgrading their IT systems, it indicates that IT has become an integral
part of their organization. Business and IT strategy are aligned and the organization
has a data ecosystem waiting to make a transition to BDA. On the other hand, if an
organization has not been able to make IT an integral part of the business, it may not be
ready to adopt BDA [44]. In certain cases, outsourcing is an option for generating and
analyzing data to obtain insights. We came across an organization, referred to as ABC,
that helps large farmers in increasing their yield through precision farming. Farmers
have no IT, no data and no experience with IT. ABC has the IT infrastructure, has
know-how of BDA, collects data from fields using drones, sensors and from resources
available in the public domain. Over a period of time, ABC has developed various
algorithms for precision farming. It is also possible that an organization has a data
ecosystem except skilled manpower [7] to adopt BDA.

An BDA adoption framework may help an organization to proceed in a systematic
manner. Theory of affordance provides a potential big data analytics adoption frame-
work. Section 2 provides a review of the relevant literature. We present and discuss the
proposed theoretical model in Sect. 3. We have verified our framework using two case
studies that are presented in Sect. 4. We close the paper with a discussion and conclusion
presented in Sect. 5.

2 Literature Review

Big data analytics (BDA) adoption is a project whose outcome is anything but deter-
ministic. According to Adaptive Structuration Theory, the outcome of an IT project
depends on many factors [11]. In spite of uncertainty and risk, some organizations have
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adopted and integrated BDA across a wide array of functions. Such organizations have
been termed as transformed organizations [24]. On the other end of the spectrum are
the aspirational organizations that barely use data analytics to guide their decisions.
Experienced organizations are the ones that fall in the middle and have started using
data analytics for decision making but it is not integrated into their business processes.
Each of these types of organizations have different levels of experience with data ana-
lytics. Their goals may also be different for a data analytics project. There are three
different use cases for IT artifacts - adoption, use and effect (result). The studies avail-
able in literature mostly focus on use or effect [40]. In this article, we have focused on
adoption.

We need a framework that includes all phases, processes and events involved in a
Big Data Analytics Adoption project [38]. Due to underlying similarity, data mining
frameworks may be useful for BDA adoption projects. CRISP-DM (Wirth and Hipp,
2011, Piatetsky, 2014) and SEMMA [2] are two such frameworks that may be utilized
for BDA implementation. The acronym SEMMA stands for Sample, Explore, Mod-
ify, Model, Assess, that collectively refer to the process of conducting a data mining
project. The SEMMA process is focused on data and 3 out of 5 phases are about data.
However, it doesn’t include business problem identification and deployment phases that
are included in CRISP-DM. CRISP-DM is more comprehensive than SEMMA. CRISP-
DM stands for CRoss-Industry Standard Process for Data Mining. This framework is
for data mining projects and consists of the following six stages [2]. Understanding
of Business Needs, Data understanding, Data preparation, Modelling, Evaluation and
Deployment. This is a very high level model that leaves many questions unanswered
such as how does business need translates into data mining goal, what if an organiza-
tion has no in-house capability. We explored affordance theory framework and found it
more appropriate.

2.1 Affordance Theory Framework

Affordance theory was proposed [15] to understand the behavior of an actor (animals)
who has a goal with respect to its environment. The actor interacts with the environment
and affordances emerge. Affordances [15] are what an actor may be able to do with its
environment. The theory has been adapted in the field of information science where
information technology artifacts constitute the environment and the organization is the
actor [6,33] that has a goal. Information technology artifacts consists of BDA tools,
hardware and software [40]. The affordance theory framework consists of four sequen-
tial phases, affordance emergence, affordance perception, affordance actualization and
actualization effect (shown in Fig. 1 and referred to as model M1).

Affordance Emergence. According to model M1, an organization that has a goal and
information technology artifacts interact in order for affordances to emerge [21,26].
The affordances emerge in the form of information about affordances. IT artifacts are
visualized in terms of their technical specifications and their capabilities. An organisa-
tion is represented with its characteristics and capabilities. Affordances [15] are what
a user or a group of users may be able to do with IT artifacts given their goals and
experience [28].
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Fig. 1. Affordance theory framework: M1 that has four phases; Affordances emerge when there
is an interaction between organization and IT artifacts [6,33].

Affordance Perception. In IS literature, it is argued that affordances exist irrespec-
tive of actors, their goals and experience [33]. Therefore, affordance perception is the
first process instead of affordance emergence. Affordance perception is the process of
recognition of affordances. The affordances related information affects the affordance
perception and gives clues to the user that affordances exist. Factors such as an actor’s
goals and capability as well as features and information about IT artifacts are important
factors for affordance perception. Prior experience with technology plays an impor-
tant role in affordance perception. Affordances have dual-functional nature- enabling
and constraining nature. An actor will perceive affordances as enabling or constraining
based on his capabilities and goals [33]. An aspirational organization may get baffled
by affordances that emerge whereas a transformed organization may find itself ready to
perceive affordance. The emerged affordances that are being considered for adoption
may be more than what the organization is interested in. Perceived affordance can be
different from affordances that emerged. An actor may recognize only a subset of all
affordances that emerge.

Affordance Actualization. Affordance actualization involves actions to make per-
ceived affordances ready to use. Actualization is a goal-oriented and iterative process
[25]. The actualization effort is a collective activity done at the level of the organiza-
tion. The actualization effort depends on many factors and may vary considerably [33].
An organization that has prior experience with a predecessor of the technology under
consideration, may not find actualization very challenging [6]. In other words, a trans-
formed organization is likely to have less difficulty in adopting a new big data analytics
technology compared to an aspirational organization. The technology configuration and
technology features are also important factors in actualization [27]. Skills and knowl-
edge of the employees of the organization also play a critical role in actualization [27].
The effort may also depend on the affordances selected to be actualized. The degree
of perceived difficulty in actualizing the affordances is an indicator of the cognitive
load on the organization. A transformed organization and an aspirational organization
will require different effort in realizing the same set of affordances [30]. An organiza-
tion may perceive false or wrong affordances [6]. This fact becomes apparent during
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the actualization phase, at the cost of considerable effort. Most of the factors that are
considered important during the actualization phase are consistent with factors that are
considered critical from a project management perspective [14,24,46].

Affordance Actualization Effects. Big data analytics is adopted by an organization
with a business goal in view. The effect on the business may not be visible immediately.
These effects are referred to as long-term effects. On the contrary, short term effects are
immediate concrete outcomes [40]. If the big data analytics is able to provide insights
into the data as expected, the short term effect of the actualization will be considered
positive.

3 The Proposed Model for BDA

The proposed frameworkM2 is based on theM1model and has the same four sequential
phases [4] (shown in Fig. 2). We have adapted the model to make it suitable for big data
analytics adoption. There are two main constituents of the model the organization and
IT artifacts. Adoption of a BDA may potentially add to the existing IT artifacts. The
organization may itself change by adding appropriate men power for BDA adoption.

3.1 Affordance Emergence and Relevant Factors

In the model M1, the organization has a goal. We have made goal as a separate entity.
The management of the firm formulates a business goal for the business team. A trans-
formed organization may decide a business goal and convert it into a corresponding data
analytics goal based on its past experience and organizational capability. However, an
aspirational organization may require the help of an external consultant and may collect
information about BDA from external sources. In addition, such an organization may
spend effort to learn from the experience of other organizations who are ahead in the
BDA journey (refer to Fig. 3). The affordances emerge in the form of information.

We also wish to emphasise that a business goal is translated into a data analytics
goal. We have introduced a team into the model that is smaller than the organization and
will facilitate interaction. This is primarily to distinguish between what are the present
characteristics of the actor and the required characteristics of the actor. The team may
be augmented by adding external agencies to make it appropriate for big data analytics
adoption. We have replaced IT artifacts with the data ecosystem based on the fact that
not all IT artifacts are relevant for BDA.

Data Ecosystem includes tangible resources to store and analyze a huge chunk of
data; disseminate findings and get a better understanding of data [16,43]. The organiza-
tion requires data [1,17,29,36], IT and a suitable IT architecture for big data analytics
[5,19,31]. The procedures for managing data and IT infrastructure are also part of the
ecosystem [16,29]. Data ecosystem is a must for adopting BDA [5,37,42]. The organi-
zation should also have a data management policy to deal with data collection, access,
security and privacy issues in place. Without a policy, data that is collected may be
poorly understood and may not be good enough for generating knowledge. An organi-
zation may also have data analytics tool as part of its data ecosystem.
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Fig. 2. Affordance theory framework: M2; a rectangle represents what must exist; an oval indi-
cates outcome of a phase; the indicators are in italics text.

The data ecosystem of an aspirational organization may be much less suitable for
big data analytics compared to experienced and transformed organizations [24]. If new
technology is consistent with the past technology experiences, it is easier to adopt new
technology [9].

Firm size is an important organization characteristic for BDA [35]. A large enter-
prise is more likely than small/medium enterprises to have in-house technical expertise
to deploy new technology [3]. Big enterprises have higher motivation to implement
new innovative technology than smaller firms due to the availability of technical and
managerial expertise [41].

Exposure and Attitude of the Management to BDA is another important
characteristic of the organization. The attitude of top management towards Big
Data Analytics plays an important role in adoption of BDA [5,19,29,31,36]. Chief
data/technology/information officer must be interested and committed to adopting data



Applying Affordance Theory to Big Data Analytics Adoption 345

Fig. 3. Constituents of the process of deciding a business goal to be realized with support of BDA.

analytics. Lack of management bandwidth is a major issue that stops organizations
from taking up data analytics project [24]. The management may have a goal [19] to
be achieved by adopting big data analytics. If the top management takes a strategic
decision to adopt BDA, the project is more likely to succeed [5].

Data analytic experience and skills of Employees are important characteristic
of the organization for BDA [1,5,19,20]. An organization that has been using data
analytics will be better prepared to adopt big data analytics. If the organization has
actualized affordances in the past, employees will have the skill set to carry on the
BDA project [5]. Skills such as data preparation, data visualization, domain knowl-
edge, problem-solving ability, and quantitative aptitude for solving a new problem are
relevant. Another possibility is that the organization has been using data analytics but
the project was out-sourced. In such a situation, an in-house team would have been
involved. This team will be able to lead the big data adoption project whether done in-
house or out-sourced. Experience in data analytics tools may be helpful in selecting big
data analytics tools and technology [18].

In case of BDA adoption, the required data ecosystem may exist in the organization
partially. The organization may not have required technical and managerial capabilities
to adopt BDA. The in-house team may not have the skills to facilitate the interaction to
gather information about affordances. The organization may ask one or more vendors to
make their demonstration BDA technology available to complement its data ecosystem.
The organization may hire an external agency to facilitate interaction. The organization
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may gather information about technical and managerial skills required to augment its
own organization for affordances to emerge. The information thus generated and gath-
ered results in emergence of affordances-a possibility for available action.

3.2 Affordance Perception and Team

The information that is gathered during affordance emergence phase serves as the basis
for this phase. The information may reveal affordances or may shield affordances. For
instance, if the organization has a data policy in place, data access emerges. If the orga-
nization has no data policy, data access is shielded.

A transformed organization may be able to perceive affordances with the help of an
in-house team. An aspirational organization may need support from an external agency.
This phase is a bridge between the affordances that emerge and the ones that will go
into actualization. It is critical that correct affordances are perceived and the onus is on
the team. The team must be a multidisciplinary team who possess domain knowledge
and is aware of BDA solutions [47]. The team is required to evaluate each emerged
affordance for its suitability for actualization. We have included Team in our model to
emphasize the importance of the team and its composition.

If the data ecosystem of the organization was enhanced by adding demonstration
versions of BDA and technology and solutions from vendors, the team will need to
identify criteria [23] for selecting the most suitable BDA tool. Prior to affordance actu-
alization, the organization may want to experiment with the select few products [40].
The team may also evaluate additional infrastructure required and feasibility of acquir-
ing it.

3.3 Affordance Actualization

Finally, in the actualization phase, the chosen affordances are realized. Affordances
actualization is a team effort. Actualization has to be managed as a project. Composi-
tion and abilities of the team are important for affordances actualization. There are two
possibilities- an in-house teammay be capable of executing the project, or an implemen-
tation partner may be required. The in-house team will identify and engage an imple-
mentation partner. The in-house team will plan affordance actualization. Planning [22]
is a systematic process to use resources to accomplish the goal. Planning provides a
structure to activities, their sequencing, their time and resource requirements. Planning
reduces risks [34]. The factors that were important during the emergence phase are
important for actualization. Commitment of the management, skills of the employees,
data policy etc. All come together in the affordance actualization phase. In addition,
budgeting [45], affordance actualization team composition and characteristics of the
selected technology [5,19] play an important role. Change management and employee
training [5,19] are also required for adoption to succeed [6].

3.4 Actualization Effect

Actualization effect of big data analytics adoption is different from the effect of using big
data analytics. If an organization selected and actualized certain affordances to support
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the specified business goal, there will be certain time lapse before impact on the business
can be seen.

Short term effects, a.k.a. immediate concrete outcome may be that big data analytics
tool(s) deployed provides the insights as expected [22]. Effect of actualization can be
judged with respect to the goal using historical data. The long term effect of deployment
depends on many other factors. Success of long term usage of the technology may be
judged using the corresponding framework [6,33,40].

4 Case Study

We have validated our framework using case study methodology. We have analyses two
organizations. All organizations are very different.

4.1 Case Study 1

The Organization. ALC is a 100% Government of India owned central public sector
enterprises. This is a Mini Ratna organization. ALC was established in 1972 and started
manufacturing hearing, mobility, vision and other rehabilitation aids in 1976. It’s head-
quarter is situated in Kanpur, Uttar Pradesh, India. ALC is governed by the Ministry of
Social Justice & Empowerment, Department of Empowerment of Persons with Disabil-
ities, India. It manages sales, promotion and distribution of its products. ALC has four
auxiliary production centers located in four different cities across India. The enterprise
also has four marketing centers across India. Findings: We visited the Kanpur Center of
the company and interviewed its IT head. Our findings are as follows.

Data. The total data of all ALC centers put together is less than 15 GB. The data pri-
marily consists of employee data, payroll data, production data, inventory data and sale
transaction data.

IT Infrastructure. All IT functions of ALC headquarter located at Kanpur are con-
ducted from a small room with outdated systems. Systems are connected through Wi-Fi
technology and can share information within a center. All ALC centers are not inte-
grated. Information from one center is not readily accessible to the other centers. The
current IT infrastructure is not flexible and cannot be upgraded easily. Processing a
request takes time from a couple of hours to a day.

The Attitude of Top Management Towards BDA. Top management is focused on
production and related activities. They have not concerned themselves with data ana-
lytics yet and have not figured out the potential of data analytics. There are only two
employees in the IT section.

Comments and Findings. ALC is using a transactional processing system (TPS) and
is in the process of graduating to using management information system (MIS). ALC
is also considering implementing an ERP system in the near future. They have a rela-
tional database management system. With some effort, they can use the existing data for
forecasting and production planning. ALC is less than an aspirational organization as
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far as big data analytics adoption is concerned. The organization doesn’t have required
organizational characteristics and data ecosystem, two essential components of our pro-
posed model, for affordances to emerge. The organization doesn’t have data to justify
adoption of big data analytics.

Based our domain knowledge, we can safely say that there is potential for intro-
ducing analytics driven intelligent products. For instance, a walking stick for people
with vision impairment could be made intelligent by adding and processing sensors.
Somehow, no initiative in this direction.

4.2 Case Study 2

About the Organization. XYZ is a multinational investment bank and financial ser-
vices company. It is the sixth-largest bank in the world and largest bank in Europe, with
2.715 trillion US dollars assets. XYZ formally started operation more than 150 years
ago. XYZ provides services in retail banking, corporate banking, investment banking,
mortgage loans, private banking, wealth management, credit cards, finance, and insur-
ance. It has around 4000 offices in more than 65 countries and has around 38 million
customers. The company has around 2,50,000 employees, more than half are female.
The revenue of the company is 56 billion US dollars.

Information Gathered. XYZ started business intelligence (BI) implementation more
than 20 years ago. The bank has a core business group and an IT/operation group.
Analytics needs are raised by the business group. The IT department implements and
deploys solutions to analytics requirements. We contacted a senior analyst who has been
a part of the data analyst team for four years. We interviewed him and it took around
40min. XYZ currently applied data analytics in fraud analysis, risk calculation, money
laundering and data security. The organization wants to excel in these fields through
data analytics. Data security is still a challenge for the bank. Apart from that, the bank
also aspires to automate all its operations. The bank also wants to encourage use of cryp-
tocurrency and digital money. The bank already has data, data policy and IT infrastruc-
ture in place. The management is well aware of the potential of data analytics. Employ-
ees have experience with business intelligence and skills makes it a possible, achievable
business goal for XYZ. The bank has more than 100 TB for analytics purposes. Data is
in a well-defined structured form. The data is collected from many sources. New data
is generated and becomes part of the data store every second. The bank owns the latest
IT infrastructure. The IT infrastructure can be easily expanded to increase storage and
computing capacity. A request is processed mostly in real time. Specialized requests
are processed in less than one hour. Data analytics tools and platforms include python,
SAS, R, R Shiny and Tableau. Previous data analytics affordances actualizations have
been completed on time. Employees have domain knowledge and statistical knowledge.
The IT team is equipped with coding skills. Managers understand the business and the
role of the technology well. They are well versed with IT services of the organization.
They understand the future needs. Regular meetings of the functional team, analytics
team and business team are held every week. Discussions during these meetings help
in identifying new opportunities. Every affordances implementation is planned metic-
ulously. The team is built according to the skills and experience required for a project.
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Skill building training is organized for emerging technology. Training is either delivered
by an in-house team or a specialized third party. The bank already has a loan prediction
model, risk analysis model and data security model in place. According to the inter-
viewee, for a bank, data security is of utmost importance. A bank may compromise
and not deploy the latest technology. But the bank can not compromise with data secu-
rity. A single data breach may bring the credibility of the bank down. Data analytics
reduces incidences of data breach and has made transactions secure. The bank has been
able to reduce the manpower by 30% due to technology. The bank wants to become a
self-serviced bank and do away with direct service employees.

Analysis. We now map our findings from the interview to our proposed framework.

– Data and its Properties The bank has volume, velocity and a variety of good quality
data. The bank has been using business intelligence for drawing value out of the
data.

– IT Infrastructure The bank has reliable, flexible and integrated IT infrastructure. IT
infrastructure is accessible to employees. IT is used for running applications, access-
ing data and for data analytics. There is data policy in place for managing data.
The organisation keeps upgrading its data ecosystem by investing in latest technol-
ogy.

– Organization Characteristics The present top management has been part of the data
analytics team in the past. They know various data analytics applications that have
been deployed in the organization. They are familiar with the data analytics strat-
egy and its objective. The management may not have technical know how, but they
certainly know its capabilities. Consequently, management takes data analytics ini-
tiatives and sets goals for the initiative. Due consideration is given to the budget and
benefits while deciding a goal.

– The management motivates employees to adopt data analytics. The management is
aware of the potential challenges and plans accordingly. The bank has been using
business intelligence and data analytics for the last 30 years. Employees and the IT
team have been working together on data analytics projects. The IT team under-
stands the business and is equipped to manage and execute data analytics projects.
Employees of the organization are also well aware of the potential of data analytics.
They have skills to work with the IT team on data analytics projects. Employees
have no hesitation in adopting data analytics.
The organization has all required characteristics to generate and gather information
for affordance emergence and perception.

– Affordance Perception The bank has a data policy in place. They also have processes
for selecting technology and vendors. Their prior experience helps them to make
right choices.

– Affordance Actualization We learnt that the team plans actualization and sticks to
the plan during actualization effort to the extent possible. Management regularly pro-
vides advice and provides training to employees. The previous affordance existence,
perception and actualization inspire the bank to explore advanced affordances.

– Affordance Effect The bank has successfully actualized and deployed data analytics.
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Comments. The bank is a transformed organization. The bank has a culture of making
data driven decisions. Data analytics has become an integral part of the organization.
Employees have skill set for adopting new technology and the management uses big
data analytics for strategic purposes as well. The company has been drawing value
from big data analytics. It has been easy for the bank to adopt big data analytics.

5 Conclusions

An organization may have a business goal in mind whose realization may require sup-
port of big data analytics. The very first step is to understand the difference between
business goal and corresponding big data analytics goal. Identifying a goal for big data
analytics should be a planned activity and should be taken seriously. The goal that can
be achieved depends on the characteristics of the organization and its data echo system.
An organization that has been using big data analytics will be able to transition to more
advanced goals. Big data has huge potential. However, big data analytics adoption is a
challenging task. The potential an organization realizes and the challenges one has to
face depend on the readiness of the organization. We have shown that an organization
may use a framework such as presented in this paper to go through the adoption in a
systematic manner.

It remains to compare the proposed model with other existing models such as
SEMMA and CRISP-DM that have origin in the field of data mining. Data mining
and big data analytics both deal with large volume of data and require considerable
computing power. The expectation from data mining is to learn interesting and useful
information whereas big data analytics is expected to make prediction. There is much
at stake if the predictions are misleading. In future, a longitudinal study may be under-
taken to see transition of an aspirational organization into experienced and then into a
transformed organization.
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Abstract. The COVID-19 pandemic has forced companies to change their busi-
ness processes under the constraint that they have to try reducing the face-to-face
contact between their employees and customers. In this paper, the authors present
the results of an analysis of business process transformation (BPT) during the
COVID-19 pandemic from the viewpoint of a psychological contract and com-
munication tool. The concept of the psychological contract was developed by
Rousseau. In order to clarify the relationship between the psychological contract
and the BPT effect, the authors developed a research model that consists of a
psychological contract of an ordinary work environment, a psychological contract
of BPT and BPT effectiveness. A survey was conducted in October, 2021 for the
analysis.

Keywords: Business process transformation (BPT) · Psychological contracts ·
Teleworking · Communication tool · COVID-19

1 Introduction

Many companies are trying to implement Business Process Transformation (BPT), since
they are facing environmental changes and searching for ways to gain operational effec-
tiveness and competitive advantage by transforming their business processes. In addition,
the COVID-19 pandemic has forced companies to change their business processes under
the constraint that they have to try to reduce face-to-face contact between their employees
and customers. The COVID-19 pandemic has led to a step change in the prevalence of
teleworking across many businesses and employers [1]. All over the world, teleworking
has expanded dramatically in a short period [2]. However, teleworking has always had
drawbacks, including social and professional isolation, decreased information-sharing
opportunities, and difficulty separating work and personal time [3]. Though there are
many methodologies for BPT, including business process re-engineering (BPR) and
business process integration (BPI) [4], it is difficult to achieve effectiveness by conform-
ing to an ideal or to picture-perfect models, and this was true even for the BPT before the
COVID-19 pandemic. In this paper, the authors focus on the relationship between the
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psychological contract, communication and the BPT effect as one of the success factors
of BPT concerning trust in BPT during the COVID-19 pandemic through the results of
a survey conducted in 2021.

2 Related Work

Business Process Transformation (BPT), psychological contract and teleworking can be
mentioned as areas of work related to this study.

2.1 Business Process Transformation (BPT)

A BPT project is an important project for companies or other organizations in order to
realize change in their business processes and IT, to help them adapt to a business envi-
ronment that is rapidly changing. Business process transformation (BPT) is an important
factor for companies or other organizations in regard to sustaining themselves during
business environment changes. Much research has contributed to improving the effec-
tiveness of BPT, including business process re-engineering (BPR), business process
modeling, etc. Hammer and Champy define BPR as the fundamental rethinking and
radical redesign of business processes to achieve dramatic improvements in critical,
contemporary measures of performance, such as cost, quality, service and speed [5].
In past studies on this topic, Grover focused on the implementation problem [6], Earl
analyzed the relationship between BPR and strategic planning [7], and Attaran explored
the relationship between IT and BPR based on the capabilities and barriers to effec-
tive implementation [8]. There are also many studies that deal with BPR success and
failure factors [9]. Therefore, focusing on the relationship between the psychological
contract and the BPT effect as one of the success factors of BPT would be appropriate
for improving BPT effectiveness.

2.2 Psychological Contract

The concept of the psychological contract was developed by Rousseau; it was defined as
the employees’ beliefs of their exchange agreement between employer and the organi-
zation [10, 11]. The psychological contract is developed within a dynamic environment
in which the individual is often interacting with multiple organizational agents who may
each be sending messages, both verbal and non-verbal [12]. It is impossible for employ-
ees to have a literal, official contract with their employer or organization for all possible
scenarios. Therefore, considering the influence of the psychological contract is impor-
tant in managing organizations, not only for managing ordinary working organizations
but for tentative organizing, such as for a project. In order to clarify the relationship
between the psychological contract and the BPT effect, the authors developed a research
model that consists of a “psychological contract of ordinary work environment” (work
psychological contract), “psychological contract of BPT (BPT psychological contract)”
and “BPT effectiveness” [13] and conducted a survey in 2019. As a result of this study,
the indirect relationship between the work psychological contract and BPT effective-
ness through BPT psychological contract. However, in the analysis results, the direct
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relationship between the work psychological contract and the BPT effect was not sig-
nificant. In addition, the sample size was small (there were 182valid responses, and the
number of respondents who answered that they had experience of being engaged in a
BPT project that had already ended were 32), and the authors concluded that it was
important to examine more detailed data as an observed variable built into the research
model, so they decided to conduct a new survey in 2020. The purpose of this paper is
to examine the detailed relationship between the psychological contract and the BPT
effect as one of the success factors of BPT concerning trust in BPT. There was a pos-
itive relationship between the work psychological contract and the BPT psychological
contract, and the BPT psychological contract as a positive impact on BPT effectiveness.
Furthermore, there were two groups of both BPT PC and BPT effects, and therefore the
authors formed two latent variables for each [14].

2.3 Teleworking

According to telework.gov (the official website of the Federal U.S. Government’s tele-
workprogram), telework is awork arrangement that allows an employee to performwork,
during any part of regular, paid hours, at an approved alternative worksite (e.g., home,
telework center). It is an important tool for achieving a resilient and results-oriented
workforce [15]. Shin categorized the focus of existing telework studies of telework as
follows: teleworker focus (work organization, teleworker productivity), organizational
focus (measures of telework success and potential indicators of telework success), poten-
tial indicators of telework success, IT focus, cost-analysis focus, social implications focus
[16].

In this study, the authors focus on telework as a part of BPT success, based on the
research results of the authors of the BPT psychological contract and considering the
telework applied during the COVID-19 pandemic.

3 Research Framework

The basic framework for analysis is the same as the authors’ prior study, namely the
analysis results of the survey conducted in 2020. Because the purpose of this study is
to determine the BPT psychological contract model is also available to BPT including
telework during COVID-19 pandemic. The survey sheet consisted of questionnaire items
on subjects such as the psychological contract of the ordinary working environment, the
psychological contract of BPT, the BPT effect and other items.Most of the questionnaire
items were answered on a five-point scale. Some items were added for this study in order
to analyze the success factor of telework BPT.

4 Research Results

4.1 About Survey 2021

Data was collected in October 2021 through the internet. The respondents were people
working for companies or other organizations. There were 457 valid responses, and as
regards respondents who answered that they had experience engaging in BPT projects
that had already ended, there were 348.
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Table 1. Profile of survey data (2021).

Industry Frequency Percentage

Manufacturing
Finance & Insurance
Wholesale
Retail
Construction
Information & Communication
Healthcare
Education
Public sector
Other
N.A.

93
16
19
40
34
42
48
19
36
97
13

20.4%
3.5%
4.2%
8.8%
7.4%
9.2%
10.5%
4.2%
7.9%
21.2%
2.8%

Department Frequency Percentage

Sales & Marketing
Manufacturing
Procurement
Quality management
Research & Development
General aadministration
Human resources & Education
Finance & Accounting
Business planning & Public relations
Information systems
Others
N.A.

93
43
4
13
46
39
24
24
12
27
96
36

20.4%
9.4%
0.9%
2.8%
10.1%
8.5%
5.3%
5.3%
2.6%
5.9%
21.0%
7.9%

Job title Frequency Percentage

Board member
Director
Manager
Chief
General employee
Contracted employee
Others
N.A.

30
32
34
50
182
74
42
13

6.6%
7.0%
7.4%
10.9%
39.8%
16.2%
9.2%
2.8%



Business Process Transformation During Covid-19 357

4.2 Psychological Contract and BPT Effectiveness

A structural equation model was formed in use of the data collected by the survey con-
ducted in 2021. The variables selected by conducting amulti-regression analysis between
[Work_Phy_Con] and [BPT_Psy_Con], and between [BPT_Psy_Con] and [BPT_Effect]
showed significant results for both respondents who answered the experience of telework
BPT and all respondents (Fig. 1 and Fig. 2).

Table 2 shows the significant and insignificant path coefficients of two cases (respon-
dents who answered the experience of telework BPT and all respondents). Though there
does not seem to be a huge difference between the estimates in each case, the values
of some estimates of observed variables concerning the psychological contract of the
usual working environment [Work_Phy_Con] and BPT effect [BPT Effect 1] were a
little higher for the telework BPT compared to the analysis result of all respondents.
The latent variable BPT Effect [BPT_Effect1] is inferred from the observed variables
about the effect of the project itself, such as “The BPT project succeeded [Q13S1]”,
“Employees have improved their skills through BPT. [Q13S3]”.

4.3 Telework Concerned BPT Effectiveness and Communication Tool

In the previous section, we mentioned that there is an indirect relationship between
the work psychological contract and BPT effectiveness through the BPT psychological
contract. However, in the analysis results, the direct relationship between the work psy-
chological contract and the BPT effect was not significant, and it gives a viewpoint that
psychological contract is also important for BPT including telework adaption. Tables 3,
4, 5, 6, 7, 8, 9, 10, 11 show the multi-regression results of the BPT effect and ordi-
nary used communication tool used for the work (Q14S1: face-to-face, Q14S2:Phone,
Q14S3:e-mail, Q14S4: SNS (personal account, Q14S5: SNS (business account), Q14S6:
online meeting).

Most of the items about effect were positively impacted by e-mail or SNSs if these
were the usual communication tools for the work. Q14S4: SNS (personal account) had a
positive impact on the effect items concerning personal skill or communication, or trust.
On the other hand, Q14S5: SNS (business account) had a positive impact on the effect
items concerning organizational condition or will to contribute to the organization.



358 K. Iizuka and C. Suematsu

(Psychological contract of the usual working environment) [Work_Phy_Con] 
I cognize that my employer gives me a salary that is appropriate for my job. [Q8S1] 
I cognize that my employer gives me appropriate performance feedback for my work. [Q8S2] 
I cognize that my employer assigns me to an appropriate job. [Q8S3] 
I cognize that my employer supports me in my job when necessary. [Q8S4] 
I cognize that I can engage in work that I feel is interesting. [Q8S5] 
I cognize that there are appropriate career options for me in my company. [Q8S6] 
I cognize that I can improve my skills and knowledge through my job. [Q8S7] 
I cognize that I can construct human networks through my job. [Q8S8] 

(Psychology contract of BPT) [BPT_Phy_Con1] 
I cognize that I can achieve a BPT effect. [Q10S1] 
I cognize that my division can gain feedback about the total BPT effect of the company. [Q10S3] 
I cognize that the support system for BPT is well arranged. [Q10S6] 

(Psychology contract of BPT) [BPT_Phy_Con2] 
I cognize that I can gain feedback about the total BPT effect of the whole company. [Q10S2] 
I cognize that I can gain feedback corresponding to my contribution. [Q10S4] 
I cognize that I can gain a raise and promotion corresponding to my contribution. [Q10S5] 

(BPT Effect) [BPT_Effect1] 
The BPT project succeeded. [Q13S1] 
The BPT project gained effectiveness. [Q13S2] 
Employees have improved their skills through BPT. [Q13S3] 
The trust between the divisions has increased. [Q13S6] 
I want to keep contributing to make this organization better. [Q13S9] 

(BPT Effect) [BPT_Effect2] 
The level of coordination and communication between the divisions has increased. [Q13S4] 
The trust between divisions has increased. [Q13S5] 
I think working conditions have become better. [Q13S7] 
I want to keep working in this organization. [Q13S8] 

Fig. 1. Psychological contract and BPT effectiveness (2021): Respondents who answered the
experience of telework BPT (n = 144).
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*The variables used for the analysis are the same as in figure 1.

Fig. 2. Psychological contract and BPT effectiveness (2021): All respondents who answered the
experience of BPT (n = 252).

Table 2. Significant and insignificant path coefficients (Regression weight).

Telework BPT (n = 144) All Respondents (n = 252)

Estimate S.E. C.R. P Estimate S.E. C.R. P

BPTPC2 < --- WorkPC 0.862 0.082 10.557 *** 0.879 0.062 14.108 ***

BPTPC1 < --- WorkPC 0.926 0.085 10.912 *** 0.933 0.063 14.833 ***

BPTEffect1 < --- BPTPC1 0.736 0.060 12.161 *** 0.734 0.060 12.150 ***

BPTEffect2 < --- BPTPC2 0.695 0.071 9.732 *** 0.688 0.064 10.712 ***

Q10S3 < --- BPTPC1 1.000 1.000

Q10S4 < --- BPTPC2 1.000 1.000

Q8S6 < --- WorkPC 1.000 1.000

Q13S5 < --- BPTEffect2 1.000 1.000

Q8S7 < --- WorkPC 0.980 0.088 11.136 *** 0.966 0.051 19.064 ***

Q10S2 < --- BPTPC2 1.017 0.065 15.659 *** 1.018 0.059 17.225 ***

Q10S5 < --- BPTPC2 0.994 0.075 13.322 *** 1.032 0.068 15.250 ***

Q10S1 < --- BPTPC1 0.909 0.055 16.614 *** 0.926 0.051 18.217 ***

Q10S6 < --- BPTPC1 0.930 0.057 16.277 *** 0.946 0.056 16.874 ***

Q8S8 < --- WorkPC 0.888 0.091 9.794 *** 0.909 0.052 17.348 ***

Q8S5 < --- WorkPC 1.071 0.096 11.112 *** 0.962 0.054 17.828 ***

Q8S4 < --- WorkPC 0.980 0.084 11.620 *** 0.924 0.050 18.539 ***

Q8S2 < --- WorkPC 1.013 0.093 10.898 *** 0.965 0.052 18.428 ***

(continued)
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Table 2. (continued)

Telework BPT (n = 144) All Respondents (n = 252)

Estimate S.E. C.R. P Estimate S.E. C.R. P

Q13S7 < --- BPTEffect2 0.927 0.078 11.820 *** 0.991 0.076 13.062 ***

Q13S8 < --- BPTEffect2 0.753 0.088 8.568 *** 0.856 0.082 10.389 ***

Q13S4 < --- BPTEffect2 0.940 0.064 14.692 *** 0.931 0.070 13.270 ***

Q13S2 < --- BPTEffect1 1.000 1.000

Q13S3 < --- BPTEffect1 0.946 0.066 14.424 *** 0.909 0.060 15.046 ***

Q13S6 < --- BPTEffect1 0.895 0.068 13.219 *** 0.824 0.059 14.053 ***

Q13S9 < --- BPTEffect1 0.861 0.074 11.656 *** 0.747 0.065 11.538 ***

Q13S1 < --- BPTEffect1 0.973 0.063 15.490 *** 0.954 0.052 18.503 ***

S.E. = Standard Error; C.R. = Critical Ratio; P = Probability; *** p < 0.001; ** p < 0.01.

Table 3. Coefficients (Dependent variable: [Q13S1], independent variable: normally used com-
munication tool).

Model Unstandardized
coefficients

Standardized coefficients t. Sig.

B Std. error Beta

1 (Constant) 2.936 .158 18.543 ***

Q14S4 .195 .058 .282 3.378 ***

2 (Constant) 2.135 .373 5.731 ***

Q14S4 .184 .057 .267 3.239 .002

Q14S3 .188 .080 .195 2.367 .019
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S1 (The BPT project succeeded).
[Q14S3] e-mail.
[Q14S4] SNS (personal account).
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Table 4. Coefficients (Dependent variable: [Q13S2], independent variable: normally used com-
munication tool).

Model Unstandardized
coefficients

Standardized coefficients t. Sig.

B Std. error Beta

1 (Constant) 2.965 .163 18.170 ***

Q14S5 .165 .055 .250 2.981 .003

2 (Constant) 2.148 .386 5.571 ***

Q14S5 .161 .054 .244 2.955 .004

Q14S3 .188 .081 .192 2.327 .021
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S2 (The BPT project gained effectiveness).
[Q14S3] e-mail.
[Q14S5] SNS (business account).

Table 5. Coefficients (Dependent variable: [Q13S3], independent variable: normally used com-
munication tool).

Model Unstandardized
coefficients

Standardized coefficients t. Sig.

B Std. error Beta

1 (Constant) 2.875 .160 17.956 ***

Q14S4 .200 .058 .286 3.438 ***

2 (Constant) 2.164 .378 5.719 ***

Q14S4 .191 .058 .272 3.302 .001

Q14S3 .167 .081 .170 2.069 .040
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S3 (Employees have improved their skills through BPT).
[Q14S3] e-mail.
[Q14S4] SNS (personal account).
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Table 6. Coefficients (Dependent variable: [Q13S4], independent variable: normally used com-
munication tool).

Model B Std. error Standardized coefficients t. Sig.

Beta

1 (Constant) 2.802 .151 18.544 ***

Q14S4 .179 .055 .272 3.250 .001

2 (Constant) 1.995 .355 5.626 ***

Q14S4 .168 .054 .256 3.106 .002

Q14S3 .189 .076 .206 2.503 .014
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S4 (The level of coordination and communication between the divisions
has increased).
[Q14S3] e-mail.
[Q14S4] SNS (personal account).

Table 7. Coefficients (Dependent variable: [Q13S5], independent variable: normally used com-
munication tool).

Model Unstandardized
coefficients

Standardized coefficients t. Sig.

B Std. error Beta

1 (Constant) 2.673 .156 17.149 ***

Q14S4 .224 .057 .327 3.961 ***
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S5 (The trust between divisions has increased).
[Q14S4] SNS (personal account).

Table 8. Coefficients (Dependent variable: [Q13S6], independent variable: normally used com-
munication tool).

Model Unstandardized
coefficients

Standardized coefficients t. Sig.

B Std. error Beta

1 (Constant) 2.847 .158 18.012 ***

Q14S4 .206 .057 .297 3.582 ***
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S6 (The trust between divisions has increased).
[Q14S4] SNS (personal account).
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Table 9. Coefficients (Dependent variable: [Q13S7], independent variable: normally used com-
munication tool).

Model Unstandardized
coefficients

Standardized coefficients t. Sig.

B Std. error Beta

1 (Constant) 2.844 .167 16.992 ***

Q14S5 .207 .057 .302 3.653 ***

2 (Constant) 1.833 .394 4.655 ***

Q14S5 .203 .055 .295 3.666 ***

Q14S3 .233 .083 .227 2.821 .006
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S7 (I think working conditions have become better).
[Q14S3] e-mail.
[Q14S5] SNS (business account).

Table 10. Coefficients (Dependent variable: [Q13S8], independent variable: normally used
communication tool).

Model Unstandardized
coefficients

Standardized coefficients t. Sig.

B Std. error Beta

1 (Constant) 2.265 .384 5.897 ***

Q14S3 .294 .085 .287 3.456 ***
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S8 (I want to keep working in this organization).
[Q14S3] e-mail.

Table 11. Coefficients (Dependent variable: [Q13S9], independent variable: normally used
communication tool).

Model Unstandardized
coefficients

Standardized coefficients t. Sig.

B Std. error Beta

1 (Constant) 1.765 .352 5.010 ***

Q14S3 .416 .078 .419 5.339 ***

2 (Constant) 1.434 .364 3.944 ***

Q14S3 .410 .076 .413 5.395 ***

Q14S5 .143 .051 .214 2.792 .006
*** p < 0.001; ** p < 0.01.
Dependent Variable: Q13S9 (I want to keep contributing to make this organization better).
[Q14S3] e-mail.
[Q14S5] SNS (business account).
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5 Conclusion

The purpose of this paper was to present the analysis results of BPT during the COVID-
19 pandemic from the view point of the psychological contract and communication tool.
As an analysis result of the survey, the indirect relationship between the work psycho-
logical contract and BPT effectiveness through BPT psychological contract. However,
the direct relationship between the work psychological contract and the BPT effect was
not significant. Though there does not seem to be a huge difference in estimated values
between the case of telework BPT and all respondents, the values of some estimates of
observed variables concerning the psychological contract of the usual working environ-
ment and BPT effect were a little higher for the telework BPT, compared to the analysis
results of all respondents. The latent variables BPT Effect is inferred from the variables
about the effect of project itself, such as “The BPT project succeeded [Q13S1]”, and
“Employees have improved their skills through BPT. [Q13S3]”.

As for the relationship between the BPT effect and the communication tool normally
used for the work, most of the items about effect were positively impacted by e-mail or
SNSs if they were the normal communication tool for the work. Q14S4: SNS (personal
account) had a positive impact on the effect items concerning personal skill or communi-
cation, or trust. On the other hand, Q14S5: SNS (business account) had a positive impact
on the effect items concerning organizational condition or will to contribute to the orga-
nization. Though there were not many organizations using business SNS at this time,
business SNSs with business accounts have the potential to improve their organization.
On the other hand, SNSwith personal account is effective for improving communication
between employees. Using a personal account for business might not be the only suitable
way of communication. Something to help smooth communication will be required for
BPT including telework.

For a future study, the authors will keep conducting detailed research of telework
BPT, including after the COVID-19 pandemic period.
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Abstract. The Publish/Subscribe (P/S) paradigm plays an essential role in devel-
oping Internet of Things (IoT) applications. Among the most representative pro-
tocols there is the Message Queuing Telemetry Transport (MQTT). Standard
implementations employ a single server acting as a broker to provide client-to-
client communication: publishers send messages to the broker, which forward
them to the subscribers. A single server is both a single point of failure and a
potential bottleneck. Most IoT applications require a reliable and scalable com-
munication system. MQTT systems can evolve in such requirements through
clustering or federation of brokers, resulting in more complex communication
architectures. This work proposes a self-organizing solution for the federation of
autonomous MQTT brokers based on the native P/S mechanism without requir-
ing modifications to standard brokers. A case study shows some potential benefits
of adopting the proposed solution.

Keywords: Publish/subscribe · Broker federation · MQTT · Internet of
Things · Self-organization

1 Introduction

This paper is an extension of work initially presented at ICEIS-2021 [20], providing
the first proposal to implement MQTT brokers’ federation in the application layer. A
thorough study of related works extends the conference paper.

The Publish/Subscribe (P/S) approach is widely adopted by many Internet of Things
(IoT) platforms [1], being Message Queuing Telemetry Transport (MQTT) [21] one of
the prominent representatives among the P/S protocols. In MQTT, there is a server
(broker) responsible for managing the relationship between subscribers (i.e., those will-
ing to receive specific information) and publishers (i.e., those eventually making the
information available). It is a consumer/producer relationship: publishers send infor-
mation/messages to the broker that delivers the data to all corresponding subscribers.

Developing IoT applications requires efficient communication capabilities, mainly
because most end nodes have low computing power, storage capacity, communica-
tion, and power source (usually battery powered). Nodes might not be active all the
time, making asynchronous communication not just a desirable feature but an essen-
tial requirement. Communication between IoT entities and the broker is paramount for
P/S-based applications; otherwise, it might impact the supported service’s availability.
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J. Filipe et al. (Eds.): ICEIS 2021, LNBIP 455, pp. 369–387, 2022.
https://doi.org/10.1007/978-3-031-08965-7_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-08965-7_19&domain=pdf
https://doi.org/10.1007/978-3-031-08965-7_19


370 M. A. Spohn

Even though one expects data topics resulting in small and slow rate data packets,
the broker might be a bottleneck for the overall system performance, besides being a
single point of failure. It is possible to resort to more than one broker, allowing us to
have some degree of fault tolerance. However, one should expect to have some manage-
ment issues not present in a single broker configuration: brokers work together so that
publications can reach their intended subscribers regardless of their direct connecting
broker.

The main advantages of a federated group of MQTT brokers are:

– There is no single point of failure: clients can choose to associate with any federated
brokers.

– Load balancing: whenever there is a possibility to choose among a set of available
brokers and getting what one needs no matter from which broker, it allows adopting
mechanisms for load balancing.

– Exploring virtualized topologies or networks’ capabilities: full virtualized deploy-
ment is realizable by having brokers instantiated in virtual machines or containers.
Simultaneously, Software Define Networking (SDN) and Network Function Virtu-
alization (NFV) create an environment for endless network topologies. Therefore,
the meshes’ redundancy capabilities are manageable.

Spohn [19] proposed the first self-organizing solution for the federation of
autonomous P/S brokers, providing the primary mechanisms for bringing the brokers
together and allowing the proper routing of published topics to their intended targets
regardless of the subscribers’ brokers. Brokers are assumed to be connected through
an overlay/virtual network, allowing any possibility in the network topology. Brokers
ignite the federation process with subscribers by building meshes connecting all the bro-
kers with subscribers for the same topic. The solution allows setting the mesh degree
redundancy, resulting in a mesh as complex as the underlying network topology allows.
As a result, mesh member brokers might be connected through redundant paths, creat-
ing the conditions for an enhanced degree of fault tolerance. The intrinsic load balance
possibilities arise from having several available brokers.

Nevertheless, no actual implementation of the proposed solution is available yet, but
the author assumes a protocol realization requires changes to standard brokers’ inner
implementation. Under other conditions, one could investigate the possibility of realiz-
ing the federation at the application layer based on the P/S mechanism without requiring
any brokers’ changes. In this context, the federator would play more of a supporting role
in the whole process.

The remainder of this paper has the following structure. Section 2 presents related
works. Section 3 introduces a self-organizing MQTT federation solution, including a
case study as a first realization of the proposed architecture. Conclusions and future
works are in Sect. 4.

2 Related Work

IoT devices with reduced hardware capabilities cannot afford waste processing and
communication resources (especially battery-powered ones). From this perspective, it
is paramount to provide mechanisms focusing on client scalability as well. Even though



Self-organizing Federation of Autonomous MQTT Brokers 371

one can claim it is an application issue, it is possible to transfer some required client pro-
cessing to the broker. For example, a client might not be interested in every published
message/sample but just a subset of such data. Subscriptions could include condition
statements, aggregation functions (e.g., the average value over a specified number of
samples), or even a more sophisticated task over the published data.

Brokers’ orchestration can occur through clustering or the federation of servers.
Clustering can be vertical or horizontal. In vertical clustering, also known as scaling
up, the same physical machine can host many virtual machines (or containers), run-
ning a broker instance. Meanwhile, in horizontal clustering, brokers are placed in sep-
arate physical machines. In its turn, the federation of brokers extends the deployment
beyond every single domain: an overlay network can virtually connect any set of bro-
kers, creating an environment for exploring redundancy exceeding clustering capabili-
ties. Notwithstanding, the orchestration can mingle both approaches resulting in hybrid
architectures.

2.1 Vertical Scalability

One way to scale an MQTT service is to add more resources to the local environment.
More processing power (e.g., increasing the number of CPUs/Cores) and memory stor-
age capacity (mainly RAM) improve average client demand. In addition to that, it is
possible to host several broker instances in the same physical machine.

When a broker is single-threaded (e.g., Mosquitto [8]), the broker cannot take
advantage of multi-core machines. Instead, the broker must handle all incoming con-
nections and do the proper topic management (e.g., locating the subscribers and doing
the usual messages’ publication) on a single core.

Given that TCP/IP stack is usually a kernel matter, managing all the currently active
connections, the system call overhead increases with TCP services’ contention. Fur-
thermore, the in-kernel TCP stack is generally not designed for multi-core processing
either.

Pipatsakulroj et al. [16] proposed muMQ as a lightweight and scalable MQTT bro-
ker. In addition to the kernel TCP stack, muMQ enables choosing a user-level TCP
stack implementation (mTCP [11]) to support various cores to handle the broker con-
nections. Furthermore, an event-driven technique (based on epoll1) grants dealing with
multiple TCP connections within a single thread. Various threads run each an event
loop, processing TCP streams in parallel.

mTCP allows muMQ to bypass the in-kernel TCP stack. Receive Side Scaling
(RSS) is the actual network driver technology enabling the processing distribution of
receiving network traffic over multiple cores [3]. It is worth noting that hyper-threading
is not supported in RSS because core processors share the same execution engine.
Instead, a user-space driver, the Poll Mode Driver (PMD), directly accesses the Net-
work Interface Card (NIC) hardware resources. Meanwhile, a TCP thread processes
batched packets corresponding to a NIC reception descriptor.

The muMQ multi-threading model directly links one TCP thread and one appli-
cation thread, with both threads associated with the same CPU core. Such threads

1 epoll is a Linux kernel system call working as a scalable I/O event notification mechanism.
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exchange data through a shared buffer associated with the same mTCP context and
corresponding polling descriptor. Connections of publishers and subscribers can run on
different application threads. In such a case, putting a poll event into a job queue of
a different mTCP context could lead to a race condition. Message queues are used in
the application context to avoid this situation: every user-level socket has its own FIFO
linked list.

Giambona et al. [9] proposed MQTT+, which extends the protocol syntax to
include clients’ topic-specific rules with data filtering, processing, and aggregation
tasks. MQTT+ is backward compatible with standard MQTT clients, introducing the
following enhanced functions:

– Rule-based subscription: allows defining conditions/rules for receiving published
data. For example, a client might only be interested in the data if its value exceeds a
specified threshold.

– Data TTL: allows defining a publication expiration date/time (Time-To-Live, TTL),
after which the publication is no longer valid.

– Temporal data aggregation: supports defining a time interval (e.g., daily, hourly, once
a minute) for obtaining aggregate measures (e.g., sum, count, average, minimum,
maximum).

– Spatial data aggregation: allows the aggregation of several topics at once.
– Data processing: enables data processing directly in the broker. The broker adver-

tises the available processing functions using the MQTT system topics (i.e., $SYS
topics). Examples of processing functions include video and data compression and
signal processing.

– Composite subscriptions: provides the capability of combining all the previous
enhanced functions.

Hwang et al. [10] present a solution for addressing subscribers’ flow control.
Clients’ hardware capabilities vary significantly in heterogeneous systems, impacting
the maximum processing rate for incoming published messages (local storage capacity
is also a limiting factor). They propose the Reception Frequency Control (RFC) algo-
rithm that considers any particular subscriber’s maximum message reception frequency.
When a client subscribes to a topic, the client informs the Maximum Reception Period
(MRP) in a two-byte field right after the packet’s QoS field. The broker stores a sub-
scriber’s MRP in the corresponding subscription list entry. Besides coping with clients’
required flow control, results significantly impact the broker’s overall network traffic.

Sadeq et al. [18] propose an adaptive QoS and flow control mechanism for different
traffic classes. The proposed mechanism works on two stages: traffic classification and
flow control. Subscribers can instruct the publisher, through the broker, to adjust its
flowrate as follows:

– Pause sending: for telling the publisher to stop publications for a while;
– Un-pause sending: for letting the publisher start publishing again;
– Send faster: whenever the subscriber’s buffer usage is at 20% or lower, the subscriber

let the publisher know it can send at a faster rate;
– Send slower: whenever the subscriber’s buffer usage reaches 90%, the subscriber

instructs the publisher to slow its sending rate.
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For traffic classification, their solution combines flow control and MQTT QoS:

– Regular data: corresponds to regular QoS 0 (best effort), without flow control;
– Real-time traffic: for QoS 0 along with flow control;
– Critical and time-sensitive traffic: for QoS 1 with flow control;
– Critical data: for QoS 2 with flow control.

In contrast to the Hwang et al. solution, the publisher performs the flow control;
therefore, the solution is only appropriate when many subscribers have unique topics.

Jo and Jin [12] present an approach for addressing timeliness restraints in MQTT-
based applications. Their focus is on periodic N-to-1 communication over MQTT: sev-
eral publishers send messages to the same subscriber, which is usually the case for
the systematic data acquisition process for monitoring cyber-physical systems (CPS).
The authors propose a framework for monitoring clients’ communication and comput-
ing resources, adjusting publications’ rates accordingly: clients exchange adaptation
request messages for letting the publishers adjust their messages’ periods. The perfor-
mance evaluation results show that the adaptation framework improves the timeliness
of messages. However, even though the framework is implemented just on clients, it is
unclear how the clients exchange the adaptation request messages without any changes
to the broker.

2.2 Horizontal Scalability

Vertical broker clustering (i.e., running two or more broker instances in the same physi-
cal machine) might provide better scaling results than an enhanced single broker for the
same physical machine. However, regardless of vertical clustering adding some degree
of fault tolerance (i.e., if at least one broker keeps running), the whole system collapses
when the physical machine breaks. In such cases, we must focus on horizontal scalabil-
ity, either through clustering or brokers’ federation.

Based on Clustering. An MQTT cluster comprises distributed brokers performing
as a single logical broker: a load balancer transparently allocates the workload to
independent brokers. On-demand broker activation and deactivation allow adjusting to
changes in client demand. Therefore, clustering increases reliability, availability, and
performance.

A load balancer usually acts as a single TCP/IP entry point: clients (i.e., publishers
and subscribers) are redirected to a destination NAT (DNAT) pointing to one of the
available brokers, usually chosen randomly. Clustering brokers can run on dedicated
physical machines or virtualized entities (e.g., virtual machines or containers).

When destination brokers are randomly selected, it requires routing between cluster-
ing brokers whenever publishers and their targeted subscribers connect to different bro-
kers: brokers need to learn which peering brokers have any subscribers for the incoming
topic publications. While clients keep the same communication procedures when inter-
acting with their brokers, clustering implies stringent modifications to MQTT broker
implementations. Therefore, such extra control and management work suggests overall
performance penalties.
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The random selection of brokers is a way of fairly distributing clients among bro-
kers. However, Detti et al. [4] show that clustering based on random selection presents
a sub-linear scaling behavior; as the number of brokers increases linearly, the perfor-
mance does not follow the same pattern. Furthermore, the results show that production
is about half expected, meaning that clustering consumes roughly half of all required
computing resources (i.e., computing and communication among brokers).

Detti et al. [4] researched ways to mitigate the sub-linear scaling behavior. They
proposed a new dimension into the range of optimization options at the load-balancers
based on analytical and simulation analysis. In the traditional clustering approach,
clients have just one connection to their brokers. The new strategy allows clients to
have multiple brokers’ sessions by choosing a set of brokers matching the desired top-
ics. The load-balancer must decide a combination of m brokers out of n available in
the cluster to create m sessions, each related to a subset of topics in the corresponding
broker. The results show that the fairness constraint does not limit the decision space’s
extension with multiple sessions. As a result, there are more opportunities to reduce
internal traffic when subscribed topics per subscriber increase or the cluster grows.

The sub-linear behavior is strongly dependent on application scenarios. For exam-
ple, broker-to-broker traffic varies with the number of subscriptions per topic. In the
worst case, the receiving broker must forward the message to all the other clustering
brokers. Sublinearity is striking when each topic has few subscribers, showing similar
external and internal traffic patterns. On the other hand, sublinearity is less empha-
sized when many clients subscribe to a smaller set of topics. The proposed greedy
multi-session solution shows to scale almost linearly considering social network and
IoT scenarios.

Even though Detti et al. [4] show that there is space for improving load-balancing
in MQTT clustering, the first and foremost purpose of clustering is to have a fair load
distribution among servers. Besides that, the topics’ set size varies according to the
application and the number of subscribers. Finally, broker-to-broker communication
is costly because MQTT is a stateful protocol. As the authors present, their proposed
solution’s main disadvantage is the increased complexity of brokers and clients.

Jutadhamakorn et al. [13] propose an MQTT broker clustering system based on a
web server (NGINX [22]) with load balancing capabilities and a container orchestration
system (Docker Swarm [6]) as the backend message broker cluster. The load balancer
selects an available MQTT broker using the Client ID as the hashing function input.
Performance results show considerable improvements compared to a single broker con-
figuration. Nevertheless, it is not clear how the system performs intra-cluster routing.

Rausch et al. [17] present a QoS-aware MQTT middleware for the orchestration of
distributed MQTT brokers and client gateways, targeting edge computing applications.
Considering that cloud-based systems with load balancing support do not consider
the proximity of clients or latency fluctuations due to link usage, they propose a net-
work reconfiguration scheme for runtime QoS optimization based on node proximity.
MQTT clients connect to gateways (a pool of gateways is supported) responsible for the
load balancing, dynamically connecting the client to one available broker. Intra-broker
routing happens through a bridging approach with a controller acting as a registry,
monitoring hub, and system orchestrator. The controller keeps active topic bridging
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tables2, sharing this information with the available brokers. A reconfiguration engine
runs in the controller for detecting proximity between gateways and brokers based on
network latency. The monitoring is the base for guiding gateways to reconnect to dif-
ferent brokers to optimize QoS.

Park et al. [15] propose Direct Multicast-MQTT (DM-MQTT) as a means to
address MQTT single broker limitations. DM-MQTT employs Software Defined Net-
work (SDN) multicast trees to connect publishers to subscribers to reduce communica-
tion delays between publishers and subscribers, bypassing the centralized broker.

Al-Fuqaha et al. [2] propose an architecture for an enhanced MQTT with the fol-
lowing capabilities:

– Machine-to-Machine (M2M) communication (i.e., without passing through the bro-
ker) based on multicasting for an increased degree of reliability, mainly in case of
broker failures.

– Brokers can transfer subscribers to other brokers based on improved QoS mecha-
nisms.

– Support for dynamic prioritization messages queueing: messages’ priorities can
change dynamically, allowing message preemption and queue reshuffling based on
richer QoS control. The solution is supposed to address single and multiple broker
configurations.

– Subscribers can obtain broker’s traffic analytics, allowing the IoT infrastructure to
evolve based on the collected analytics.

The authors provide some simulation results comparing their proposal to standard
MQTT in terms of queueing delay. Even though such results are promising, it is unclear
how a full-featured implementation would compare to MQTT. The architecture design
includes a management node whose role is not clarified. In addition to that, there is no
information regarding the inter-broker routing process.

Based on Federation. Orchestrate autonomous brokers following a distributed P2P
approach results in a federation of brokers, while a self-organizing procedure adds an
extra degree of freedom to the process. There is no such entity as a load balancer in a
basic federation scheme to guide clients toward specific brokers. Usually, clients have
to know any federated broker, while brokers have to control and manage the proper
routing of topic publications to the related subscribers in their turn.

While clustering usually brings together brokers in proximity, brokers’ federation
focuses on detaching specific administration domain strings. Due to many possible
topology configurations, the virtual network connecting all federated brokers impacts
overall performance. Brokers’ federation does not intend to suppress clustering; on the
contrary, federation and clustering can jointly increase scalability and reliability.

A self-organizing federation requires brokers’ direct intervention in the whole
process:

– First, brokers need to know where they stand in the virtual topology: their neighbors
and how to reach them (e.g., virtual IDs, IP addresses, port values).

2 Bridging tables specify which brokers have at least one specific topic subscriber.
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– Second, clients can connect to any federated broker; therefore, routing topic publi-
cations is an effort to share with all brokers.

– Finally, efficient routing directly impacts overall performance, incurring the least
control overhead while allowing a practical overlay routing structure.

One motivation for the federation of brokers is to allow an aggregate capacity
for increasing scalability. Furthermore, depending on the brokers’ connecting overlay
infrastructure, improved reliability arises from eventual multiple paths connecting pub-
lishers to subscribers. Therefore, it is possible to design the federation focusing on the
availability at first hand.

Spohn [19] presents a self-organizing solution for the federation of autonomous
brokers. The main idea is to have brokers with subscribers self-organize to build a mesh
overlay network to interconnect them. In their turn, publishers learn about all existing
meshes so that subscribers are once reachable. Routing is straightforward by directing
publications towards the corresponding mesh: upon reaching any mesh member, topics
are forwarded throughout the mesh, going to every broker with local subscribers.

Longo et al. [14] propose MQTT-ST, which creates a distributed network of MQTT
brokers connecting through a tree-based topology following a spanning tree approach.
Routing between brokers is based on message flooding, replicating messages in every
broker. Given its tree features, the overlay topology is loop-free. Nevertheless, there
is no redundancy to sustain eventual communication failures, as compared to a mesh
structure. Thus, although the authors do not explicitly classify their solution in the fed-
eration domain, MQTT-ST might well be in such classification.

3 Self-organizing Federation of MQTT Brokers

The federation mechanism presented in [19] assumes that a set of autonomous brokers
connect through an overlay network. Depending on the underlying topology, it is possi-
ble to explore path redundancy in the resulting mesh structures built from the federation
process.

The fundamental concept is to have subscribers responsible for organizing the com-
munication subsystem required to route publications to every broker with local sub-
scribers. Brokers with local subscribers advertise themselves as the core for a new mesh
related to the corresponding topic. Core announcements are broadcast to the whole net-
work, allowing any broker to learn who they are and how to get to any existing core.
There might be more than one core for the same mesh for a short period. However,
eventually, all brokers converge to choosing the core with the minor ID. The remain-
ing core has to announce itself periodically, allowing brokers to keep always the most
current information about the core.

To complete the mesh building process, brokers with local subscribers must let their
parents know their status by sending a mesh membership announcement (always related
to the freshest core announcement). The number of parents depends on the desired mesh
degree redundancy. A mesh member is any broker with local subscribers or one con-
necting children to the core. This way, a mesh membership announcement can cascade
back to the core.
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With a minimum control overhead, all brokers learn about any existing mesh
through the corresponding core announcements. However, a broker only is a mesh
member if the broker is required. Publishers do not need to participate in any mesh in
their turn: their host broker learns how to get to any mesh (guided by the corresponding
core) and sends publications towards the core. Once reaching the mesh, the publication
needs to be spread all along with the mesh.

The proposed federation protocol assumes changes to the code of the MQTT broker.
Therefore, a new variant/standard must arise to provide all the brokers’ proper federa-
tion mechanisms. In addition to that, there are several open issues not addressed in the
initial work. There is not a solution for the relationship between meshes and sets of top-
ics. The virtual topology directly impacts the overall performance, requiring a flexible
and efficient solution for managing the topology.

3.1 P/S Based Federation Architecture

In this work, the proposed architecture builds around the P/S subsystem without any
required changes to standard MQTT brokers (see Fig. 1). The creation and management
of meshes depend on gathering the information needed to build them. The dissemina-
tion of core and mesh membership announcements proceeds through publications and
subscriptions. Routing of regular data messages/topics happens similarly.

Node A

Sub_Fed
Pub_Fed

Sub_Fed
Pub_Fed

BROKER

BROKER

Node B

Fig. 1. P/S based federation architecture: main elements [20].

There are basic application-level processes associated with every broker to perform
the roles needed to the federation and routing (i.e., control and data planes):

– Pub Fed: responsible for the publication of control messages (i.e., core and mesh
announcements) and regular routing. There is a direct connection to every neighbor-
ing broker for the control data plane (i.e., control announcements). Data forwarding
will depend on neighboring mesh membership status.



378 M. A. Spohn

– Sub Fed: responsible for handling control and data packets sent from neighboring
brokers. There should be a single instance of such a process associated with any
federated broker.

The core federation protocol performs through the proper coordination of the
Pub Fed and Sub Fed elements. Core announcements are periodically started from
cores (management and regular cores), spreading through the entire virtual topology;
that is, a broker must handle core announcements no matter the broker’s mesh status.
This way, brokers learn how to get to any existing core. A broker only takes part in
the corresponding mesh when the broker has local subscribers, or the broker connects
(i.e., is a parent to) at least one neighbor to the core (learned from a mesh membership
announcement sent from such neighbor).

Cores periodically send new core announcements, uniquely identified by their core
ID and sequence number. When brokers receive a new core announcement, they must
forward it to neighboring brokers (other than the sending broker). Any broker learns
which neighboring brokers lead to the corresponding core, having as many parents as
the allowed mesh redundancy. Once a core announcement reaches a broker, a mesh
member, the broker sends a mesh membership announcement to its parents. This action
occurs for every new core announcement (i.e., mesh membership announcement carries
the corresponding core ID and sequence number). Brokers with local subscribers, or
connecting neighboring brokers towards the core, must send a mesh membership to their
parents to properly connect all receiving brokers (i.e., brokers with local subscribers).

Once the core starts a new mesh, it takes some time to connect all brokers depend-
ing on how far apart receiving brokers are from each other. Once a mesh membership
announcement reaches a non-mesh member parent for the first time, the parent’s status
transitions to mesh member (i.e., an interconnecting broker). The receiving broker must
then send a mesh membership announcement to its parents. The process might go on
until it reaches the core or a mesh member broker that has already sent out the cor-
responding mesh membership announcement once it received the core announcement
previously. A mesh membership announcement also acts as a beacon to track the mesh
children’s current status. This approach guarantees that every mesh member receives
one mesh membership announcement from each child for every new core announce-
ment.

Mesh membership publications happen asynchronously; that is, when a neighbor
gets recognized as a parent for a given mesh, a new mesh membership can get pub-
lished to the corresponding neighbor. The federator must control any recently published
mesh membership, each associated with a unique core announcement (i.e., code ID and
sequence number).

Regular data packets (i.e., topics’ publications) progress toward the mesh by direct-
ing the packet to the core. The packet can reach any particular mesh member other than
the core during the routing process if the source broker is not in the mesh. Regardless,
once a mesh broker receives the packet, it just needs to be spread over the remaining
mesh members: the packet advances to the remaining mesh neighbors (i.e., parents and
children) other than the sending broker. To avoid looping (e.g., when the mesh is a
graph with cycles), a data log must be employed to keep records of the most recently
forwarded data packets. The size of the log and the minimum time for keeping the
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entries should be left as a configuration parameter, assuming that it depends on the
characteristics (e.g., topology) of the network and the meshes themselves.

Applications. The proposed architecture’s main advantage is that it does not require
any changes to standard MQTT brokers. While the burden lies on the application side, it
provides a certain degree of freedom for deploying and managing the whole federation
infrastructure in many ways.

With the potential virtualization of any computing and communication resources
(e.g., virtual machines, containers, software-defined networks, network function virtu-
alization), the federation itself could result as a service. Brokers could run in indepen-
dent VMs/containers deployed anywhere in a cloud infrastructure. The virtual topology
could perform as required by the application, creating the environment fitted to allow
the degree of availability and fault tolerance urged by the provided service.

Having the federation protocol incorporated into the broker itself would likely ren-
der better overall performance, but employing dedicated containerized brokers associ-
ated with every single federator would be a strategy one could leverage to get improved
performance results.

Formal Properties. This section presents some formal properties related to the safety
and liveness of the protocol.

Theorem 1. For a virtual network topology with n brokers and l links, core announce-
ment overhead is bounded to O(l) publications.

Proof. Core announcements appear as publications to neighboring brokers in the vir-
tual network. The announcements have unique identifiers (i.e., core ID and sequence
number), avoiding looping. An announcement traverses the same virtual link at most
twice, happening when links connect pairs of brokers at the same distance to the orig-
inating core. Therefore, the total number of publications resulting from every new core
announcement is at most 2 × l, which is of order O(l). ��
Theorem 2. For a virtual network topology with n brokers and l links, the mesh struc-
ture converges after a finite period.

Proof. The protocol converges with no possibility of deadlocks. Theorem 1 proves that
the core announcement overhead is bounded byO(l) publications, each one bounded by
a well-defined publication delay. From that, we can assume that all brokers, including
those with subscribers, get to know the shortest distance to the core and the correspond-
ing neighbors leading to the core (i.e., parent nodes). Brokers with local subscribers
must send a mesh membership publication to all parents (bounded to the mesh redun-
dancy), known to be closer to the core. Interconnecting brokers become mesh mem-
bers, allowing all the required mesh membership publications to be published towards
the core, accomplishing the mesh construction process. By definition, mesh member-
ship publications are strictly related to unique core announcements. Given that mesh
membership is published only once to the broker’s parents, there is no possibility of
deadlock. ��
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Case Study. A case study for the proposed solution was designed based on the asyn-
chronous P/S libraries provided by the Eclipse Paho project [7]. An instance of the
federation application handles the interaction with each federated broker, henceforward
named the federator (see Fig. 2). We take some assumptions to provide a first working
environment with essential tweaks for usability and performance analysis:

– The virtual topology is static and known in advance. There are many solutions for
building virtual peer-to-peer (P2P) topologies adaptable to a real implementation.
For the sake of simplicity, we use a grid topology for exploring path redundancy
among brokers.

– There is a set of control topics in use for the proper federation of brokers. Sub Fed
is responsible for subscribing to the following topics:

• CORE ANN: For receiving core announcements from neighbors, the payload
includes information regarding the core ID, sequence number, distance to the
core, and the sender’s ID (i.e., the neighbor’s ID sending the core announce-
ment).

• MESH MEMB ANN: Carries a mesh membership announcement; payload
includes the corresponding core ID, sequence number (i.e., linked to the cor-
responding core announcement), and the sender’s ID.

• NEW REGULAR TOPIC: Any new regular topic subscription, or first pub-
lication, must be followed by a corresponding publication of topic details so
that the proper mesh building process occurs, including the routing of topic/data
packets over the mesh structure.

• DATA: Encapsulates any other regular topic. Once reaching a broker with local
subscribers, the payload contains a full regular topic packet, which can be pub-
lished to reach the proper local subscribers.

There are no modifications required to MQTT brokers; however, as expected, there
is some price to pay for that: in order to learn about the related topics which are required
to be handled by the federators, any regular subscription, or first publication, have to
be informed to the federator (i.e., by publishing the required information through the
NEW REGULAR TOPIC). Applications must comply with this requirement; other-
wise, there is no guarantee that publications will reach subscribers associated with dif-
ferent brokers. Therefore, all federators are required to subscribe to regular federated
topics (learned about from CORE ANN and NEW REGULAR TOPIC publications) to
properly handle the routing of regular topics to the required neighboring brokers, which
must receive/relay the publication.

Given that there are some changes needed for regular applications to work in a
federated environment, one could say that clients could have all their regular topic mes-
sages encapsulated into DATA topics. Nevertheless, we handle publications the way
they happen regularly. Besides that, the number of expected messages for an average
application usually outgrows the initial control overhead (i.e., a single publication to
the NEW REGULAR TOPIC is required). This way, publications are carried by DATA
topic messages only when transferred between federators.

A publisher may be associated with any broker wherever there is a supporting
instance of the federator. Once a federator receives a regular topic publication, the fed-
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Fig. 2. Interactions between federation elements [20].

erator encapsulates the publication into a DATA topic publication, processing it the
following way:

– If the federator is not a mesh member for the corresponding topic, the federator
relays the packet to one of its parents towards the core.

– If the federator is in the mesh, the federator sends a publication to every mesh neigh-
boring broker (i.e., parents and children) other than the sending broker. That is, the
publication spreads only along with the mesh.

Evaluation Scenario. One expects performance enhancements when resorting to mul-
tiple brokers. However, there is always additional control overhead when such brokers
perform together. In this context, the proposed solution’s first evaluation scenario tar-
gets some of the potential performance benefits. An analysis of fault tolerance and path
redundancy capabilities would require extensions to the protocol, leaving for future
work.

For the evaluation, we have designed the following scenario:

– A virtual grid topology with nine nodes: a 3 × 3 grid (Fig. 3).
– Each virtual node is an instance of a Docker container [5] running a Mosquitto

MQTT broker [8].
– Mesh redundancy has value two, and subscribers execute at node two and node

seven. This way, a mesh with path redundancy is established, having node two as
the core: even though there might be more than one core for a while, eventually, the
node with the smallest id (i.e., node two) exerts the core role.
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Fig. 3. Virtual topology for the evaluation scenario (each node is a Docker container running a
Mosquitto broker) [20].
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Fig. 4. Resulting mesh: communication among mesh members’ internal elements [20].
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The communication among mesh members’ internal elements is depicted in Fig. 4,
while Fig. 5 shows the parent and children designation. The resulting mesh includes
connecting nodes 1, 4, 5, and 8.

A publisher was instantiated at node six (i.e., one hop to node seven and four hops
to node two) to explore the shortest and farthest distance to a mesh member with a
subscriber. Publications have 64 bytes each, and the publishers send them with an inter-
arrival time between 50 and 100 ms (i.e., an average between 10 and 20 publications/s).
We use two publication settings: one with 500 publications and the other with 1000
publications. As the primary performance metric, we evaluate the average delay for
actually getting the message delivered to each subscriber (Table 1 summarizes the main
configuration parameters).

Fig. 5. Resulting mesh: parent and children designation [20].

As expected, results for the federated setting (see Table 2) show that the delay expe-
rienced by the subscriber at node 7 (i.e., the one closer to the publisher) is almost half the
amount registered at node 2. Figure 6 depicts the routing process, showing that redun-
dant transmissions can happen depending on race/timing conditions (e.g., it could take
place between brokers 4 and 5 and between brokers 1 and 2). As mentioned previ-
ously, a data log for most recently received data packets must be employed to avoid any
looping.
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Table 1. Major parameters for the evaluation scenario [20].

Parameter Description Value/Range

Link delay Virtual link delay 5 ms

Publications’ periodicity Inter arrival time for publications [50..100] ms

Topic payload Number of bytes as topic’s payload 64

Mesh redundancy Number of parents for mesh members 2

Table 2. Federated solution: publication delay (publisher at node 6) [20].

Publ. Subscriber at node 2 Subscriber at node 7

500 34.64± 3.21 ms 18.65± 3.2 ms

1000 34.77± 3.17 ms 18.61± 3.17 ms

We execute both subscribers (named A and B) associated with the same broker
to evaluate a single broker scenario. First, we evaluate when the broker is running at
node two, and in the second case, the broker runs in node seven. It is used the same
publication pattern applied to the federated scenario.

The routing process is relatively straightforward by choosing the shortest path
between node six and the broker. The results (see Table 3) once again show that the
delay is more considerable for the situation when the broker is farther away from the
publisher. In addition to that, the aggregate delay for both subscribers is more exten-
sive when compared to the federated scenario, mainly because the broker has to handle
twice the load on average.

Discussions. The Docker-based Mosquitto instances were shown easy to set up and
configure. Given that our solution does not require any changes to the broker, the
application-based approach was able to act right on the targeted resources. The fed-
eration is transparent to the brokers, while the virtual infrastructure allows publications
to reach their intended subscribers.

Even though the initial proposal assumes an individual mesh for every topic, we can
again resort to PUMA and lean on its multicast group aggregation approach. Therefore,
we should foster solutions that bring topic aggregation to the inner mesh construction
and maintenance process. Nevertheless, it would require improvements to the core and
mesh announcements so that the most significant number of targeted topics can share
the same mesh structure.

Table 3. Centralized solution: publication delay (publisher at node 6) [20].

Publ. Broker at node 2 Broker at node 7

Delay (ms) Delay (ms)

Sub. A Sub. B Sub. A Sub. B

500 34.59± 3.13 42.47± 4.37 18.63± 3.2 26.69± 4.77

1000 34.58± 3.23 42.58± 4.48 18.47± 3.22 26.42± 4.56
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Fig. 6. Data packets’ routing [20].

We might handle federators’ scalability issues through proper multi-threading man-
agement. One could also pursue a configuration with multiple federator instances asso-
ciated with a single broker.

Even though we have not employed any SDN or NFV resources, it is left for future
work to explore such capabilities. A node entity requires to know its immediate one-hop
neighbors in the virtual topology to get things started up. It does not matter where nodes
are physically present since they get to communicate to their neighboring nodes. There-
fore, there is plenty of space to explore virtual network resources spanning multiple
domains/providers.

4 Conclusion

The MQTT protocol presents low complexity for clients (publishers and subscribers).
Nevertheless, its default configuration relies on a single broker, a potential bottleneck
besides a single point of failure. IoT systems can grow exponentially in size, requiring
a scalable communication infrastructure. For non-critical IoT applications, vertically
scaling a single broker might cope with the expected growing client demand. Nonethe-
less, when more than one broker is required, clustering or the federation of multiple
brokers is usually the way to address scalability.

Vertically scaling a cluster of brokers (i.e., running in the same physical machine)
might compare better than beefing up a single broker for the same physical machine.
However, even though some degree of fault tolerance is present (i.e., if individual
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brokers fail), the whole system collapses when the physical machine breaks. In such
cases, we must put forward horizontal scalability, either through clustering or brokers’
federation.

A protocol for the federation of autonomous brokers is available in the literature.
The solution centers on subscribers’ meshes, and it lets us build and maintain a routing
infrastructure with minimum control overhead. However, the proposal does not include
any actual implementation. In addition to that, the solution is supposed to require mod-
ifications to the inner implementation of brokers.

This work explored a self-organizing approach for the federation of MQTT brokers:
it proposed the federation of brokers through an application named federator, playing a
supporting role together with standard brokers. The P/S mechanism is itself the primary
communication mechanism employed for achieving the federation of brokers.

While standard brokers require no modifications, applications must adhere to the
federation protocol. Be that as it may, it could be a small price to pay for the extra degree
of freedom when building a federation infrastructure. With all the currently available
virtualized computing and communication resources, one can pick the desired virtual
network topology as needed, all at the application layer. One could conceive the feder-
ation process as a new cloud service.

Brokers’ federation allows breaking the single administrative domain barriers, span-
ning over any reachable Internet destination. Even though the federation warrants poten-
tial enhanced availability, it is unclear how the federation capacity improvements com-
pare to clustering.
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Abstract. Personal information is an important asset nowadays. Based on cus-
tomers’ data, organizations are able to improve products and services, to cus-
tomize solutions and to propose new ones. Privacy threats can arise from internal
or external sources, having intentional or unintentional motivation. Differential
Privacy (DP) is an approach that aims to utilize data while protecting the privacy
of individuals. The general idea behind DP is to add noise in data in a way to
keep privacy. In this paper, we provide a practical vision of DP. We introduce the
D coefficient, which is an approach proposed to aid the understanding of the ε
parameter of DP. We also conduct experiments with the four data analysis algo-
rithms, in a way to compare the accuracy of each algorithm when applying DP.
We found that the D coefficient plays an important role of setting a tangible inter-
pretation for the amount of privacy provided by each DP mechanism. Moreover,
we confirmed the consistency of the DP mathematical definition, which gives
more confidence and clarity in the trade off between privacy and data utility.

Keywords: Privacy · Differential privacy · Classification algorithms · Data
analysis

1 Introduction

Personal information is an important asset nowadays. Based on customers’ data, organi-
zations are able to improve products and services, to customize solutions and to propose
new ones [1,2]. For example, Amazon developed a recommender system that makes
suggestions for users based on similarity of interests. [3]. Apple trained the neural net-
work of Face ID using over 1 billion images [4]. Companies then invest in storing and
processing data, but such information is in general sensitive or confidential, which rep-
resents a privacy threat for users [5]. In order to preserve privacy, many countries have
created regulations with directives about data processing as well as implications for no
compliance. Some examples include the European General Data Protection Regulation
(GDPR) [6], Brazilian General Data Protection Law (LGPD) [7], and South Africa’s
Protection of Personal Information Act (POPIA) [8].

Privacy threats can arise from internal or external sources. Threats can be also clas-
sified according to the underlined intention: unintentional or intentional. Access control
policies cannot guarantee privacy while allow the use of data. For instance, analysts in
a organization have access to systems, processes and data in order to do their jobs. An
internal threat is generated by someone inside the organization, and corresponding to
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50%–70% of the security incidents [9]. Insider threads can be intentional due to abuse
of power, or unintentional due to confusion, fatigue or human error [10,11]. An example
occurred in the UC Irvine Hospital, where an employee improperly accessed informa-
tion (including patient names, dates of birth, addresses, diagnoses, medical tests and
prescriptions), affecting nearly 5,000 patients [12].

Organizations share data with peers and governments, in order to fulfill their strate-
gic goals. Unintentional external threats occurs due to weak privacy practices or care-
lessness of third-party vendors, suppliers, or consultants [13]. Intentional external
threats are characterized by hacker attacks. For instance, T-Mobile reported a data
breach that affected over 40 millions people, by exposing data as names, dates of birth,
social security numbers and driver’s license numbers [14]. Distinct strategies are pro-
posed to address data privacy. The Privacy Risk Management is an organizational app-
roach, with security practices and business processes, for building data protection. The
framework in [15] proposes activities as to analyze the context, identify privacy risks,
evaluate risks, and develop actions for risks. Reference [13] documented the typical
practices for privacy risk management in organizations and developed a set of best
practices. It outlined a process to identify risks, set strategies to address risks (including
mitigation, avoidance, acceptance, and transference), response to breach, and recovery
from breach. In this trend, there is also a framework proposed by NIST [16].

Anonymization is a technique that removes sensible information of the dataset, in
order to avoid the identification. However, the inference of private information is still
a problem, by using re-identification (or de-anonymization) attacks. A famous example
is the one about Netflix. Netflix published movie ranking by 500,000 customers. The
data was anonymized by removing personal details, aiming to guarantee privacy. How-
ever, two researchers were able to recover some of the Netflix data by comparing it with
public information in the Internet Movie Database (IMDb) [17,18]. Other interesting
example happened with the NYC taxi dataset, where a researcher was able to combine
data about taxi trips with paparazzi photos of celebrities, in a way to determine informa-
tion as trip locations and tips paid to drivers [19]. So, even if a dataset is anonymized,
when combined to other, users’ privacy can be compromised. Anonymization can also
be combine with governance directives aiming to increase privacy protection [20].

Differential Privacy (DP) [21], the focus of our paper, is an approach that aims to
utilize data while protecting the privacy of individuals. Differential Privacy is not a pro-
cedure, but a rigorous mathematical definition of privacy. Consider an original dataset
and a modified dataset, which is equal to the original plus one register (data of some new
individual). Imagining an algorithm (or query) using both datasets to compute statistics,
DP says that results are very close. DP guarantees that its behavior hardly changes when
a single individual joins or leaves the dataset. It is an incentive to contribute, since the
same outcome is given with and without the individual’s information, and so his/her
privacy is not violated. The general idea behind DP is to add noise in data in a way to
keep privacy.

There are challenges to apply DP in practice, mainly because previous work are
mainly theoretical. There are some practical applications, but developed to specific tar-
gets or scenarios, for instance the identification of most popular emojis by Apple [22]
and the learning of user experience by Google [23]. The application of DP for general-
purpose analytic is still impaired. There is a framework, called Chorus, that aims to
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support building scalable differential privacy mechanisms. It was deployed at Uber to
allow queries that reflects trends (for instance, the quantity of trips in a given city), but
to avoid data manipulation that indicates properties of a specific individual that might
violate his/her privacy [24,25].

In a previous paper [26], we applied DP in practice. We studied the impact of the
Laplace mechanism (which is a this DP mechanism) in data analysis. We conducted
experiments with four classification algorithms by varying privacy degree in order to
analyze their accuracy. The used algorithms were Decision Tree, Naı̈ve Bayes, Multi-
Layer Perceptron Classifier (MLP) and Support Vector Machines (SVM). The main
finding was that high accuracy is reached in the presence of low noise. Other results
indicated that larger dataset is not always better in the presence of noise, and noise in
the target does not necessary disrupt accuracy.

In this paper, we extend our previous work, in order to complement the practical
vision of DP. We detail the mathematical foundation of the D coefficient, which is an
approach proposed to aid the understanding of the ε parameter of DP. We present an
experiment, emulating a simple data privacy attack, in order to demonstrate the motiva-
tion behind the D coefficient. Later, we conduct experiments with the four data analysis
algorithms used in [26]. The objective is again to compare the accuracy of each algo-
rithm when applying DP. However, in this paper, we use a distinct database, which leads
us to investigate a possible the impact of the database characteristics on the accuracy
results.

This paper is organized as follows. Section 2 introduces DP, explains the coin mech-
anism, provides the formal definition of DP and Laplace mechanism. Section 3 presents
the D coefficient to aid the comprehension of DP. Section 4 discussed the application of
DP in practice. Section 5 summarizes contributions and outlines future work.

2 Background

2.1 An Overview of Differential Privacy

DP is written formally in terms of probability. The privatize process is linkage attack-
proof, and it does not compromise the final result of applied algorithms (such as sta-
tistical studies or machine learning applications). It means that DP incorporate privacy
in data, but data is still useful [27]. An interesting characteristic is that DP specifies
a parameter called epsilon, which indicates how strong is the privacy guarantee [28].
Other important feature is that DP is closed under post-processing, so it is not possi-
ble to apply an algorithm in a private database to make it less differentially private.
Related work about DP is mainly theoretical, focusing on definition, foundations and
algorithms [21,28–30]. There are distinct investigations, such as algorithms consider-
ing privacy and risk minimization [31]; effects of participants on the outcome of the
DP mechanism [32]; extension of the classical exponential mechanism [33]; and a new
definition for differential privacy [34].

There are two main ways of privatizing data: online (or adaptative or interactive)
and offline (or batch or non-interactive) [28]. The online type permits the data analyst
to ask queries adaptively, and this model can impose constraints on the queries made.
The queries posed by the data analyst can be based on the response to previous queries.
In this model, usually the original (raw) data persists in some database, but it is not
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accessed directly, the curator adds noise to it based on the query and on the data-analyst
requesting the data. The offline model produces a sanitized database once and for all.
After collecting the original (raw) data, the curator privatizes it, and there is no need
for keeping the original data. In this case there are no true restrictions to the number of
queries that can be made to the privatized dataset. The focus of this work will rely on
the offline model.

2.2 The Coin Mechanism: A Simple DP Mechanism

A simple DP method called the coin flip algorithm [35] is useful to understand DP.
The experiment intends to collect data that may be sensitive to people (for example,
if someone uses illegal drugs). For example, consider that a person can respond Yes
or No. The concern is that people may give a false answer, in order to preserve their
privacy. When registering someone’s answer in the coin method, first a coin is tossed.
If the result of the first toss is Heads, we register the answer the person gave us. If the
result of the first toss is Tails, we toss the coin again. Being the second result Heads,
we register Yes (emulating a Yes response). If it is Tails, we register No (emulating a No
response).

Assuming that the coin has a 50% chance of getting each result (Heads or Tails),
by the end of the experiment, it is expected that 50% were artificially generated. So,
if we look at the answer of a single person, there will be no certainty if that was the
true answer. We can also have a clear view of the percentage of the true responses, by
subtracting 25% of the total answers with the answer Yes and 25% of the total answers
with the answer No. It is then possible to have a statistically accurate result and preserve
participants’ privacy.

DP is defined as a mechanism that receives data as input, and generates as output the
privatized data. Considering that P [E] as the probability of a certain event E happening
and ‖x‖ =

∑|X|
i=1 |xi|. The formal definition of DP follows: A mechanism M with

domainN|X| is ε-differentially private if for all S ⊆ Range(M) and for all x, y ∈ N
|X|

such that ‖x − y‖ ≤ 1, it holds that P [M(x)∈S]
P [M(y)∈S] ≤ exp(ε).

2.3 The Differential Privacy Definition

This definition compares two datasets (x, y) that are neighbors (‖x − y‖ ≤ 1), so they
differ by one register. The mechanism is simply adding noise to the data. However, it
guarantees that the probability of events in both datasets are alike. The ε is the way
of measuring privacy. For instance, it is possible to prove that the coin mechanism is
ln(3)-differentially private, so ε is equal to ln(3).

For a better understanding of this definition, let’s imagine a DP mechanism as a way
of lottery of values. It can, for instance, raffle values from −1 to 1. Consider two inputs
of a datasets (or two lines in a database) x and y. They are almost identical, except
for one value. We raffle a random value from the DP Mechanism (the lottery). We add
this raffled value to each of the x and ycolumns. After that, we compare the two results
M(x) and M(y).

If the lottery mechanism always outputs zero, then M(x) = x and M(y) = y.
As x and y already differ by one value, M(x) and M(y) will be different as well.
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In this case, the probability of M(x) and M(y) being the same is zero. With this in
mind, P [M(x) ∈ S] and P [M(y) ∈ S] will be hugely different values. So, the value
of P [M(x)∈S]

P [M(y)∈S] has no upper limit, since the denominator be zero. This is the case were
there is no privacy at all, because the mechanism does not change anything in the input.
We see that when ε → ∞, privacy is zero (which means no privacy).

Now imagine that all x and y columns have values ranging from 0 to 1. And that
the mechanism we use this time, outputs a value between −100 and +100 (for example,
an uniform distribution). In this case, the noise is huge, and its values usually are way
greater than the input values. So, when we add the noise to the input, the resulting value
will depend more on the noise than the input itself. So P [M(x) ∈ S] and P [M(y) ∈ S]
will be closer values. Because of that, P [M(x)∈S]

P [M(y)∈S] is closer to 1. We can see that, when

ε → 0 (or simply P [M(x)∈S]
P [M(y)∈S] → 1), privacy is at its best. So, lower values of ε increase

privacy.

2.4 The Laplace Mechanism

The Laplace mechanism is ε-differentially private and it is the chosen mechanism of this
paper. The Laplace mechanism is in fact a type of Exponential mechanism, which is the
most common used DP mechanism. Firstly, we present the Exponential mechanism,
and later we explain the characteristics of the Laplace mechanism.

Considering D as the domain of input dataset, R as the range of ’noisy’ outputs,
and R as real numbers, we define a scoring function f : D × R → R

k. The scoring
function returns a real-valued score for each dimension it wants to evaluate, given an
input dataset x ∈ D and a output r ∈ R. The score tells us how ’good’ the output r is
for this x input. The Exponential mechanism is then formulated as: M(x, f, ε) = output

r with probability proportional to exp
(

ε
2Δf(x,r)

)
or simply:

P [M(x, f, ε) = r] ∝ exp

(
ε

2Δf(x, r)

)

(1)

The Δ is the sensitivity of a scoring function, being formally defined as: For every
x, y ∈ D such that ‖x − y‖ = 1, Δ is the maximum possible value for ‖f(x) − f(y)‖.
Sensitivity value helps us understanding our data and balances the scale of the noise
that must be added, so we say that Δ makes sense to the analyzed data.

Before introducing the Laplace mechanism, it is important to remember the Laplace
distribution below. This distribution is used in DP for adding noise to the original
dataset. The μ value is the mean of the distribution. An increase in b value, makes
the curve more spread.

f(x | μ, b) =
1
2b

exp

(

−|x − μ|
b

)

(2)

In order to define the Laplace mechanism, we use the Exponential mechanism with
this specific scoring function: f(x, r) = −2 |x − r|. This scoring function indicates
that the output r = x is the best for the output. It implies a similar structure for input
and output, for instance: if the input is an array of ten zeros, the best output is the same
array of ten zeros. The Laplace mechanism is then defined as:
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P [M(x, r, ε) = r] ∝ exp

(

−ε|x − r|
Δ

)

(3)

After some Math manipulations, we can have the other formulation of the Laplace
Mechanism bellow, where Yi are independent and identically distributed random vari-
ables drawn from Lap

(
Δ
ε

)
.

M(x, f, ε) = x + (Y1, ..., Yk) (4)

As the Laplace mechanism is a type of the Exponential mechanism, we have, by
extent, that the Laplace Mechanism is ε-differentially private.

3 Understanding Differential Privacy

Privacy in differentially private algorithms can be measured by the ε value. However,
it can be difficult to understand the impact of ε value in preserving privacy. We then
propose a more intuitive way of understanding such value, here called the D coefficient.
Let us remember the coin mechanism already presented. There were two possible coin
tosses: the first to define whether or not the answer should be saved as it was spoken.
If it was defined that it should be generated by a coin, there was a second coin toss.
All tosses, initially, have 50% of chance of outputting heads. Remember that the coin
mechanism is ln(3)-differentially private.

We decided to change the coin experiment in order to get different values for ε.
The modification was made in the first coin toss. Instead of getting a 50% chance of
getting heads, we decided we would get a D chance of getting heads. In order words,
the probability of saving the answer as it was spoken (and not generating it artificially,
without the influence of the spoken answer) will beD. Figure 1 presents the idea a better
understanding, where A is the spoken answer. TheD coefficient can be calculated based
on the ε value we want to achieve. It represents the chance of saving the answer as is
originally was, if a coin method with the same privacy level was used.

Fig. 1. The coin mechanism diagram with variable coin probability in the first toss.

The formula to find the D coefficient associated with a defined ε is:

D(ε) =
exp(ε) − 1
exp(ε) + 1

(5)
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The demonstration starts defining the DP constrains in the left side of the equations
below. After adding the probabilities, we have the formulas in the right side.

P [M(yes) = yes]
P [M(no) = yes]

≤ exp(ε) =⇒ D + 0.5(1 − D)
0.5(1 − D)

≤ exp(ε)

P [M(no) = yes]
P [M(yes) = yes]

≤ exp(ε) =⇒ 0.5(1 − D)
D + 0.5(1 − D)

≤ exp(ε)

P [M(yes) = no]
P [M(no) = no]

≤ exp(ε) =⇒ 0.5(1 − D)
D + 0.5(1 − D)

≤ exp(ε)

P [M(no) = no]
P [M(yes) = no]

≤ exp(ε) =⇒ D + 0.5(1 − D)
0.5(1 − D)

≤ exp(ε)

If we simplify the equations, we have two situations: 1+D
1−D ≤ exp(ε) and 1−D

1+D ≤
exp(ε). We then choose the most restricting case: 1+D

1−D ≤ exp(ε). Considering the

wort case, we then have the definition of the D coefficient: D(ε) = exp(ε)−1
exp(ε)+1 .

After defining the D coefficient, we designed a simple experiment, aiming to verify
in practice the influence of this coefficient (and the related ε). We created a data set with
one dimension numeric metric associated with a person. Here we called this numeric
metric as just metric for language simplification. In the experiment, we considered 100
people using an ID from 0 to 99 inclusive, and the metric is given by (140+ID). For
instance, a person with ID 19 has 159 as the metric value. The ID could represent the
name of the individuals, and the metric could be an associated information (as height
or weight).

The idea is to assure privacy for individuals, so the ID would not be uncovered. We
also applied Differential Privacy in the metrics, aiming to assure privacy. For a given
ε, all the metrics were privatized using the Laplace algorithm. For example, the Fig. 2
shows 100 people and the associated metric without privatization and with privatiza-
tion (considering D = 0.5). We can visually confirm that the privatized data is the raw
data with some noise. After the privatization of all 100 people’s metrics, we reordered
everyone based on the privatized data. We compared the initial ordered list with the
final ordered list, in order to simulate a possible attack to discover individuals’ iden-
tities. The accuracy of the attack is given by the percentage of the positions in both
(privatized and non-privatized) list that point to the same person. If, when ordering the
privatized list, there are no position changes, the accuracy is 100% (i.e. an attack with
complete success).

The ε used in this experiment was calculated based on a givenD coefficient, accord-
ing to Eq. (5). For each value of D, we calculated the accuracy as the average in 1000
rounds. We ran the experiment for 100 different values of D ranging from 0.01 to 1.0
equally spaced. The result is shown in Fig. 3. In the horizontal axis, we have the attack
accuracy. In the vertical axis, we have two information: D coefficient and epsilon (ε).
As expected, the attack accuracy increases as D increases, since there is a gain in the
probability of keeping the original metric (data without noise). It is then possible to
verify that higher ε is related to a reduction of data privacy (as D increases), which
consequently can lead to more successful attacks.
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4 Practicing Differential Privacy

In this section, we apply DP in a dataset called iris, available in the scikit-learn (an
open library for data analysis learning). The dataset has dimensionality of 4, and three
possible classes. The iris dataset is simpler (with less dimensionality and less classes)
than the fetch covtype used in our previous work [26]. We conduct the same investi-
gation as before, but using a distinct database. The investigation consist on studying
the impact of DP in the accuracy of data analysis algorithms (including Decision Tree,
Naı̈ve Bayes, MLP and SVM). The goal of using a distinct dataset here is to understand
if the accuracy results depend on the used dataset.

To implement the experiment, we use the Differential Privacy Lab [36]. For each
data analysis algorithm, there is the model training using the raw data. There are also
multiple data trainings with different values for ε in the Laplace Mechanism. The
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varying value for this experiment is then ε. After five rounds, we then print a graph with
the accuracy of the algorithm with and without data privatization. Results are shown in
Figs. 4, 5, 6 and 7. According to the results, we observe that the accuracy without pri-
vatization is in general very close to 1 (the maximum). With the fetch covtype dataset,
such accuracy was between 0.55 and 0.7, depending on the used algorithm. It indicates
that algorithm can achieve better performance depending on the dataset characteristics.

Comparing the accuracy without privatization and the accuracy with DP, the
results are similar using iris and fetch covtype datasets. The similarity is regarding the
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tendency of the curve with privatization in reaching the curve without privatiza-
tion, when ε increases. Considering the Decision Tree algorithm (Fig. 4) and Naı̈ve
Bayes algorithm (Fig. 5), the curve with privatization behaves for iris dataset as for
fetch covtype dataset. Regarding the SVM algorithm (Fig. 6), the curve with privatiza-
tion increases more rapidly for iris dataset than for fetch covtype. For MLP algorithm
(Fig. 7), the curve with privatization presented an oscillation for fetch covtype, which
does not occurs for iris dataset.
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Considering the data of the four classification algorithms presented in Fig. 4 to
Fig. 7, we define ε* as the minimal ε that provides no more than 10% points of dif-
ference between accuracy without privacy and accuracy with privacy. Given E as the
set of all ε values tested for a given algorithm, and given g(ε) = (accuracy without
privacy) - (accuracy with ε-privacy), we calculate ε* following the equation bellow:

ε∗ = min{ε ∈ E | |g(i)| ≤ 10%, ∀i ∈ E, i ≥ ε} (6)

We chose 10% for the ε* formula in a way to have low interference of DP in the
analysis, which means that it would be possible to achieve similar findings using pri-
vatized data. For Decision Tree algorithm, we found ε* = 3 and so D(ε*) = 0.905. For
Naı̈ve Bayes, SVM and MLP algorithms, we had ε* = 5 and so D(ε*) = 0.986. The
results of ε* for the iris dataset were similar to those found for fetch covtype dataset in
our previous work, which give us confidence in DP behavior despite of the used dataset.
Analysing the D(ε*), we observe that it is very close to 1, which is not a good finding.
It means that, if we use ε* as the privacy level in the Coin Mechanism, we would have
over 90% of chances of having the first coin toss outputting Heads. In this case, data
would be not privatized as expected, since the majority of records would keep the orig-
inal data.

5 Conclusion

In this paper, we performed experiments in a way to improve the knowledge of DP in
practice. We observed a very interesting behavior of the privatized data when measuring
privacy by the D coefficient here introduced as a way to provide meaning to ε of DP.
The definition of D was created, based on the Coin Mechanism, with the idea of how
many rows in a database would represent the truth in case of an attack. In other words,
what was the probability of one row of the data set to represent the truth that we desire
to protect due to privacy concerns.

When the mathematical definition of D was applied to a different problem not using
the CoinMechanism, we observed a very strong correlation between the attack accuracy
with the value of D. By this experiment, the D coefficient represented the percentage
of the dataset that would be compromised in case of an attack. With the concept of D
coefficient in mind, it is much easier to reason about the level of privacy ε presented in
the DP definition. While ε provided the mathematical foundations for enabling DP, the
D coefficient plays an important role of setting a tangible interpretation for the amount
of privacy provided by each DP mechanism.

We also conducted experiments mirroring the original paper [26], but with a dif-
ferent data set, aiming to study the impact of DP in data analysis. Based on that, a
consistency of the DP mathematical definition was observed, which gives more confi-
dence and clarity in the trade off between privacy and data utility. The experiments here
discussed provide then better tooling to deal with the nuances of privatized data. It is of
interest to study the impact of the privatization in techniques other than classification
ones. Other investigations can combine different DP mechanisms for distinct parts of
the data, in a way to better protect data.
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Abstract. This article covers the development of a specific model for the end-
user-based evaluation of the usability of Mobile ERP systems employing eye-
tracking technology. Recent studies show that the mobile use of ERP software is
significant, even though there is also room for improvement. Simultaneously, it is
undisputed that ERP-specific usability models are necessary to meet the specific
requirements of ERP systems. Therefore, we examine usability dimensions in the
Mobile ERP context in a first, preliminary study. In addition, we investigate how
eye-tracking technology can support the usability measurement for each usability
dimension. Therefore, after a detailed literature analysis, a usability model for the
mobile application of ERP systems (Mobile ERP) is developed. Subsequently, we
summarize the results of a first explorative preliminary study with 19 test persons.
The results show that the model allows the usability of mobile ERP systems to
be classified and that few decisive factors contribute to the perception of good
usability in ERP systems. In the third part of this paper (after literature review and
usability study), we introduce an overview of eye-tracking metrics for MERP-U
to examine which MERP-U dimensions eye-tracking measures.

Keywords: Usability model · User-oriented ·Mobile enterprise resource ·
Planning systems · Eye-tracking

1 Introduction

Mobile flexibility of business applications, especially enterprise resource planning (ERP)
systems, has been part of scientific discussions since the spread of smartphones and
tablets [1–3]. It is now part of the ERP standard.

Providers of ERP systems are responding with the development of applications for
mobile devices.Mobile applications enable employees to access internal data in their car,
at customers, or any other place [1]. However, users still express a need for improvement
concerning ERP software usability [4]. Researchers point out that users assess the user
interfaces ofERP systems (desktop ormobile application) negatively in terms of usability
due to their complex, rigid and bloated operation [4, 5].

This complexity and rigid presentation are due to the large amounts of data and
complex functionalities that the softwaremust integrate and process on themobile device
[6]. Other usability challenges exist in the interaction with mobile ERP systems, such
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as limited screen size, the unreliability of the mobile data connection, and additional
aspects [7]. For improving usability, it is crucial to measure it for the mobile application
of ERP systems.

Therefore, the usability evaluation of mobile ERP systems requires specific models.
However, these are mainly expert-based, while no end-user studies exist [6]. Therefore,
we have recently introduced [8] MERP-U as a new user-centered model for measuring
the usability of mobile ERP systems. We tested it in a first preliminary study. MERP-U
so far was operationalized only by questionnaires and observation. A more direct and
accurate way (reduction of Hawthorne effect) is to systematically observe the human
sense through which the relevant information is absorbed [9].

In the case of usability, this sense is mainly the sight [10]. Expectations about the
location of objects on the screen drive the views on the screen (as in the case of soft-
ware work) [11]. The eye movements and fixations of the user reveal differences in the
expected and actual location of an object on the screen. Furthermore, they indicate the
users’ attention to an object [12]. Therefore, the research question in this article is as
follows:

How can Eyetracking support the MERP-U model for the measurement of
usability?

In the course of the article, we firstly describe the development of MERP-U. Sub-
sequently, a summary of the preliminary study results indicates the applicability of
MERP-U. Afterward, we connect some eye-tracking metrics with the usability dimen-
sions of MERP-U. Finally, we discuss the findings and describe a brief agenda for future
research.

In addition to the results of Wüllerich and Dobhan [8], this article contains an
extended literature review for a better understanding of MERP-U. Furthermore, we
examine eye-tracking metrics and their suitability to measure the MERP-U dimensions.

2 MERP-U

2.1 General Usability Models

The literature review presents the current state of research on mobile ERP systems and
existing usability models. Despite some technical advantages, users face new usability
challenges. These include challenges and limitations caused by the mobile device. These
are limited screen size, varying screen resolution, limited processing and performance
capabilities, limited data entry methods, the diversity of mobile operating systems, and
security in the mobile ERP context [5, 13–15]. Another factor is the mobile environ-
ment, as interaction with environmental elements causes distraction [13]. Often, mobile
connectivity is a critical feature [15], but end-users with different skills should not be
neglected either [5, 16]. Another usability challenge is the back-end ERP system, as
mobile ERP systems process large amounts of data compared to other mobile applica-
tions [6]. Various models are available in the current literature to assess usability. The
focus is on the individual dimensions that are crucial for the assessment of usability. The
following table contains the usability models with their dimensions.
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Table 1. Dimensions of usability models.

Model Dimensions Source

Shackel and Richardsone, 1991
[17]

Effectiveness, Learnability,
Flexibility Attitude, Throughout

[18]

Nielsen, 1994 [19] Efficiency, Satisfaction,
Learnability, Errors, Memorability

[20–24]

International Standard
Organization, ISO 9241-11, 1998
[25]

Effectiveness, Efficiency,
Satisfaction

[20–24, 26, 27]

Condos et al., 2002 [29] Navigation, Contents, Information
architecture, Error prevention,
Presentation, Input rate, Menu
visualization

[21, 30]

Shneiderman, 1992 [31] Performance speed, Time to learn,
Retention over time, Rate of Error
by the user, and Subjective
satisfaction

[18, 21]

QUIM (Quality in Use Integrated
Measurement), 2006 [32]

Efficiency, Effectiveness,
Productivity, Satisfaction,
Learnability, Safety, Trustfulness,
Accessibility, Universality,
Usefulness

[18, 21, 23, 24]

Cousaris and Kim, 2011 [33] Effectiveness, Efficiency,
Satisfaction, Errors, Utility,
Learnability, Attitude, Operability,
Safety, Accuracy, Ease of use,
Flexibility, Usefulness,
Accessibility, Playfulness,
Memorability

[30]

mGQM, 2012 [34] Accuracy, Attractiveness, Features,
Safety, Simplicity, Time taken

[21–23, 30]

Baharuddin et al., 2013 [35] Effectiveness, Efficiency,
Satisfaction, Usefulness, Aesthetic,
Learnability, Simplicity,
Intuitiveness, Understandability
Attractiveness

[21, 30]

Tan et al., 2013 [36] Efficiency, Effectiveness,
Productivity, Satisfaction,
Learnability, Safety, Accessibility,
Generalisability, Understandability

[30]

(continued)
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Table 1. (continued)

Model Dimensions Source

PACMAD, 2013 [20] Effectiveness, Efficiency,
Satisfaction, Learnability,
Memorability, Errors, Cognitive
Load

[14, 22–24, 30, 37]

Saleh et al., 2015 [24] Effectiveness, Efficiency,
Satisfaction, Learnability,
Memorability, Errors, Cognitive
Load

[23, 24, 30]

Heuristic Evaluation [6] Visibility, User control/freedom,
Consistency, Error prevention
Recognition, Flexibility, Aesthetic,
Help, Documentation, Privacy,
Navigation, Presentation,
Appropriateness, Learnability,
Customizability, Supportability

[10, 38]

For the discussion below, we focus on the most relevant usability models of Table
1. They have already been used in numerous studies to measure the usability of mobile
applications [23].

Firstly, we discuss the heuristic evaluation that has already been applied for mobile
ERP systems by Omar, Rapp, and Gómez. The focus is on an expert-based approach
using a checklist with various heuristic requirements for the application [39]. However,
expert-based models have some weaknesses compared to end-user-based models. While
experts reveal more general problems, end-users only identify the personally relevant
usability obstacles of a task. It shows that a usability problem does not necessarily prevail
in all cases [40].

To determine usability from the end-user’s point of view, somemodels exist thatmake
this possible. Typical examples are the ISO standard 9241-11 and the Nielsen model.
These models mainly consider traditional desktop applications. However, as mentioned
by Zhang and Omar, the advent of mobile devices has brought new usability challenges
[6, 13] that are difficult to model using traditional models [20].

Harrison et al. argue that mobile devices require specific usabilitymodels. To remedy
this, they developed the PACMAD usability model in 2013, which considers cognitive
load in addition to the dimensions of other models [20].

From Hussain et al.’s perspective, this represents a comprehensive and robust model
[41]. Nevertheless, Hussain et al. built their usability model mGQM (mobile Goal Ques-
tion Metric) for mobile systems back in 2012. Like PACMAD, this is also based on
ISO 9241-11 and uses a GQM (Goal Question Metric) approach, additionally [34].
Despite its comprehensive conceptualization, it lacks proper descriptors for determining
appropriate usability [23].

Unlike Hussain et al., Saleh et al. consider PACMAD to be too general. In 2015, they,
therefore, extended PACMAD to include 21 low-level metrics using a GQM approach.
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Themain innovationof theGQMmodel is the task list and the questionnaire for collecting
objective and subjective data for usability assessment [24].However, the decision ismade
not to use the extended model because it restricts the freedom concerning the upcoming
development of an own method specifically for mobile ERP systems due to its fixed
questions and metrics. Therefore, it is necessary to apply a model that meets the specific
requirements of mobile devices and ERP systems. The PACMAD model in its existing
structure is best suited for this purpose.

It corresponds to the specific requirements of mobile devices and offers sufficient
scope for adaptation. PACMAD stands for People At the Center of Mobile Application
Development and builds on the theories of Nielsen and ISO 9241-11 [14, 20, 30, 42].
The model identifies the three factors user, use, and context of use that influence the
usability of an application [14, 20]. In addition, the model has seven dimensions [20].

Effectiveness as the first dimension refers to a user’s ability to complete a given task
in a given context. It measures successful task completion [20, 43]. It is implemented in
the same way several times in practice [25, 26, 43, 44]. The attribute efficiency captures
a user’s ability to perform tasks with the desired speed and accuracy [20, 26, 43, 45].
Satisfaction examines the perceived level of comfort and friendliness of the system [5,
14, 20, 26]. It is measured using a questionnaire or other qualitative techniques, such
as emoji cards [20]. The Errors dimension includes the error rate during use [19]. In
practice, this involves measuring the error number [36, 41, 43]. According to PACMAD,
memorability is the ability of a user to maintain effective use of an application and
avoid repeated learning [20]. It can be determined via repeated sessions after a period
of inactivity [43, 46] or using a questionnaire [41]. Cognitive load refers to the amount
of cognitive processing the user is doing [18, 20]. It can be measured using eye-tracking
or a NASA TLX test [43].

The analysis of usability studies on mobile ERP systems shows that no end-user-
oriented approach to usability evaluation exists yet. The development of a corresponding
end-user-based model is part of this article.

2.2 ERP-Specific Usability Models

Satisfied users have a crucial impact on the implementation andoperation ofERP systems
[50]. The usability of the software can significantly contribute to reducing the neces-
sary end-user training and increasing user productivity and satisfaction [50]. However,
practice shows that the complexity of their user interfaces harms usability [10].

Scientific approaches and studies already exist for assessing the usability of ERP
systems (see the table below).

One of the articles in Table 2 is “Measuring ERP Usability from the Users‘ Perspec-
tive” by Paa et al. This provides an insight into measuring the usability of ERP systems
and shows the results of a study involving customers of ERP systems. The study is
limited to computerized systems from the end-user perspective [50].

Paa et al., 2016, derive an “ERP usability test” with five dimensions from existing
models [50]. The test is the content of aworking paper from 2006 andwas already carried
out among students [51]. In the new examination, 102 end-users were test persons. A
questionnaire with 53 points refers to five dimensions, whereby the content is about the
degree of agreement and the subjective importance [50].
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Table 2. ERP specific usability studies [according to 5].

Author Method Participants Dimensions

Topi et al., 2005 [47] Interviews 9 end-user, 1 non-user Accessing information,
Executing transactions,
System output, Support
for errors, Terms,
Complexity

Singh and Wesson,
2009 [10]

Heuristic
evaluation

3 experts Navigation,
Presentation, Task
Support, Learnability,
Customisation

Scholtz et al., 2010
[48]

Case study with
questionnaire

21 non-users Navigation,
Presentation, Task
Support, Learnability,
Customisation

Parks, 2012 [49] Case study,
interviews

38 end-user Task success, Task
time, Possible
significant effect

Omar et al., 2016 [6] Heuristic
evaluation

3–5 experts Visibility, User control/
freedom, Consistency,
Error prevention
Recognition,
Flexibility, Aesthetic,
Help, documentation,
Privacy, Navigation,
Presentation,
Appropriateness,
Learnability,
Customizability,
Supportability

Paa et al., 2016 [50] Questionnaire 102
end-user

Emotion, Software
Handling,
Efficiency, System
Support,
Learnability

In contrast to the previously explained study, Omar, Rapp, and Gomez dealt with the
usability of ERP systems on mobile devices. The work aimed to determine a suitable
evaluation method for the usability of mobile ERP systems. Therefore, they firstly iden-
tified usability problems in mobile interaction. It took place in a small group of about
three to five experts. Afterward, some usability heuristics were enriched and compiled in
a list. On the one hand, these consist of heuristics by Gomez, Caballero, and Sevillano,
and on the other hand, the researchers introduce five more heuristics for mobile ERP



Eye-Tracking and Usability in (Mobile) ERP Systems 409

systems. Subsequently, they validated the developed heuristic checklist for mobile ERP
systems in a practical application case [6].

Similarly, in the article by Singh and Wesson, a set of heuristics for assessing the
usability of ERP systems was proposed and verified using a case study. The process and
the involvement of experts are similar to the article by Omar and Co. In contrast to the
previous article, specific heuristics were formulated based on five criteria and assigned to
the individual dimensions. The study results show that the proposed set of ERP usability
heuristics identifies usability attributes differently from Nielsen’s ten heuristics [10].

In the study of Scholtz et al. [48], measuring usability includes three data collection
techniques, the case study, questionnaires, and time diaries. For this, 21 students were
available as participants, and SAP-R/3 as software. The first sessions were to familiarize
the students with the situation. However, the tasks became more complex later on. The
Usability assessment took place with a questionnaire including Singh and Wesson’s
criteria [10]. Time diaries recorded qualitative information on user behavior. These
allowed participants to electronically record their reactions during the sessions [48].

A mixture of methods was also the choice for investigating the usability of the
PeopleSoft ERP system. The evaluation measures the successful task completion, the
duration for completing it, and significant effects. Consequently, a case study with tasks
and interviews revealed additional qualitative data [49].

In the study by Topi et al., the researchers conducted ten interviews with nine ERP
users and one non-user. The interviewed users all used the same ERP system, which
was not named. The interview material was then classified to identify and categorize
usability issues (see Table 2) [47].

From the analysis of usability studies on mobile ERP systems, it turns out that
no end-user-oriented approach to usability assessment exists yet. Therefore, the next
sub-chapter contains the development of a corresponding end-user-based model.

2.3 MERP-U

The literature review reveals that the PACMAD is one of the most popular usability
models for mobile devices. Therefore, we take this model as a basis for our mobile ERP-
specific model MERP-U. In Sect. 2.2, the importance of ERP-specific usability models
became clear. In particular, the model of Singh and Wesson [10] includes ERP-specific
criteria for the evaluation of usability [10]:

– Learnability: Degree of learnability of the ERP system (learnability, memorability,
and user-friendliness).

– Navigation: Navigation functions of the ERP system (navigation and guidance).
– Task Support: the ability of the ERP system to provide effective task support (task
support, perceived usefulness, and accuracy and completeness)

– Presentation: presentation capabilities of the ERP system (UI presentation and output
presentation)

– Customization: the ability of the ERP system to adapt to a specific organization and
individual user (customization and flexibility)
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To avoid complexity, we tried to keep the number of additional dimensions low. For
our model, we dropped Task Support because it is covered indirectly with Effectiveness.
Furthermore, there is a strong influence of the application context on task support. Learn-
ability comes along with memorability. Therefore, we combined both to one dimension.
Customization is not very suitable for a usability study with end-users, especially not
for a comparison of two different software applications. It is more like a selection cri-
terion for ERP systems. In our studies, we ensure that the ERP systems are properly
customized for the given tasks. According to Singh and Wesson [10], the main usability
challenges in ERP systems come from complex screen displays. [10] It is even more
relevant to consider this for mobile devices with small displays [6]. Therefore, we added
the dimension Presentation to our model. Navigation is another crucial design element
regarding complexity. Navigation elements, such as menus and navigation bars, simplify
the work in complex systems and support the user with the task fulfillment in the system
[10]. The table below contains an overview of the MERP-U dimensions, definitions, and
sources according to Wüllerich and Dobhan [8] (Table 3).

Table 3. MERP-U dimensions [8].

Type Definition Source

Efficiency user’s “[…] ability to perform
tasks with the desired speed
and accuracy[…]” [8]

PACMAD [20]

Satisfaction “[…] perceived level of
comfort and friendliness of the
system […]” [8]

PACMAD [20]

Memorability & Learnability “[…] ability to retain effective
use of the application […]” &
“[…] experience that the user
can gain […]” [8]

PACMAD [20]

Errors & Effectiveness “[…] Error rate during use
[…]”&”[…] ability of a user to
complete a certain task.” [8]

PACMAD [20]

Cognitive load “[…] amount of cognitive
processing[…]” [8]

PACMAD [20]

Navigation “navigational functions” [8] Singh and Wesson, 2009 [10]

Presentation “presentation capabilities” [8] Singh and Wesson, 2009 [10]

TheMERP-Umodel [8] results from new dimensions for PACMAD. It is specifically
suitable for mobile ERP systems. On the one hand, the factors of mobile applications
are taken into account by the existing PACMAD dimensions. On the other hand, ERP-
specific usability aspects are not neglected by including some of the heuristics of Singh
andWesson. Furthermore, we avoid defining new attributes and combine existing dimen-
sions for mobile apps (PACMAD) and ERP systems [10]. With the MERP-U model, we
give a usability definition. ERP usability is the way of using an ERP system, described
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by the dimensions of MERP-U. In total, there are seven different dimensions. We tested
MERP-U within a preliminary study using the application of two mobile ERP systems
[8]. The most important results of the study are summarized below.

2.4 Empirical Results MERP-U (According to Wüllerich and Dobhan [8])

For testing the applicability of our model, we carried out an initial study with two ERP
systems. The results are described extensively in [8]. In that study, we applied MERP-U
to compare two software products. The 19 participants of the study fulfilled the sim-
ple tasks described on a (digital) test sheet in both systems. The test sheet and the
data records in the ERP systems contain the users’ solutions to the tasks. The eval-
uation of both data and test sheet allowed an assessment of Errors and Effectiveness.
In addition, the study coordinator created observation protocols. The protocol contents
allowed feedback on the dimensions of Satisfaction, Cognitive Load, Navigation, and
Presentation. Furthermore, a post-study questionnaire (5-point Likert scales) gathered
the participants’ feedback on Navigation, Presentation, Satisfaction, Memorability, and
Learnability. Additionally, the questionnaire includes an extended NASA TLX test and
a textbox for comments.

The results of the test show a clear difference for all MERP-U dimensions. Sys-
tem A has higher values regarding Effectiveness, Efficiency, Satisfaction, Learnabil-
ity/Memorability, Navigation, and Presentation. Furthermore, the error count was below
the error count of system B. It comes along with a lower Cognitive Load during the work
in systemA. The text-box comments back the results regarding the usability dimensions.
Participants praise the simple structure, drop-down menus, and transaction feedback of

Fig. 1. Results of a preliminary MERP-U study [according to 8].
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system A. In addition, they criticized the overloaded input fields and the problems in
finding the modules of system B (Fig. 1).

Adeeper analysis of the study results indicates interrelations between the various user
dimensions [8]. Together with previous results [52–54] our study outcome, including the
text-box comments, indicate relations between the different usability dimensions below
(Fig. 2).

Fig. 2. Interrelation between MERP-U dimensions [8].

3 Eye-Tracking and MERP-U

3.1 Eye-Tracking Fundamentals

The results of the above study rely exclusively on observations and questionnaires. Both
methods have the disadvantage that they consider subjective interpretations of either the
examiner or the subject. Another method that minimizes these confounding factors is
the measuring of eye movements through eye-tracking. One approach for the realization
of eye tracking is the Video-based Combined Pupil and Cornea Reflection: the Video-
based Pupil and Cornea reflection is an eye-tracking technique, which is the basis for
two different system types. As the term Head-mounted System reveals, this system
is mounted on the subject’s head. The position is relative to their eye [55]. Thereby,
after calibration, the apparatus must remain firmly fixed on the head. The eye camera
calculates the gaze path of the eye employing the pupils and corneal reflection. The so-
called scene camera records the field of view. It is then combined with the recorded gaze
path [56]. Static eye-tracking systems are permanently in one place. The eye-tracking
system (infrared sensor and video camera) has a defined distance to the stimulus. A
screen usually displays the stimulus. The eye-tracking system must point in the same
direction as the screen to detect the person’s eye movements. It also measures absolute
eye movements [55].

For eye-tracking, in particular, the following eye movements are relevant: Fixations
are gazes on a specific object with a specific duration (e.g. 100 ms). The fixation count is
the gaze number in a certain period [57]. Saccades are eye movements with permanently
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changing fixation points [58]. A Scanpath combines saccades and fixations [57]. These
movements are measured and aggregated in different ways. Qualitative analyses apply
diagrams, such as heatmaps or gaze plots. Heatmaps represent an overview of the fixa-
tions for each screen area, whereas gaze plots show a sequence of fixations and saccades
for a specific task. Quantitative analysis aggregates metrics such as the fixations count
or the fixation duration to overall indicators of the relevant eye movements. The metrics
belong to 4 different categories:

– Fixation-related metrics refer to gazes above a specific duration
– Saccade-related metrics represent the change of gazes.
– Scanpath-related metrics refer to the combination of fixations and saccades.
– Gaze-related metrics include fixations and shorter gazes.

There are plenty of overviews regarding eye-tracking metrics. The most relevant
for our research are Salvucci and Goldberg, 2000 [58], Goldberg and Kotval, 1999 [59],
Holmqvist and Andersson, 2017 [60], Duchowski, 2017 [61], Rayner 1998 [62], Sharafi,
Soh, and Guéhéneuc, 2015 [63]. Furthermore, Wang et al. compare various eye-tracking
metrics with traditional usability metrics [64]. They emphasize the importance of the
fixation count. Table 4 contains an overview of the most relevant indicators for our work.

Table 4. Eye-tracking metrics.

Type Metrics

Fixation-related Fixation duration, Fixation count (on AOI), Fixation ratio

Saccade-related Number of Saccades, Saccade direction change, Saccade duration

Scanpath-related Backtrack

Gaze-related Gaze duration (on AoI), Number of gazes on AOI

3.2 State of the Art

Eye-tracking is widely used for understanding user or customer behavior. Its application
aims to improve devices, environments, or software programs. In particular, eye track-
ing is a relevant methodology for market research, psychology, medicine, or usability
research. For the software or web page usability research, we detected several research
fields. One is the examination of the usability of educational systems.

Tonbuloğlu conducted a qualitative analysis (gaze path diagrams and heatmaps)
of the eye-tracking records to identify gender-related differences concerning the use
of a learning management software [65]. Additionally, the fixation count backs the
qualitative analysis. Zardari et al. investigate in their study the usability of the e-learning
portal QUEST [66]. The eye-tracking results support the results of a heuristic evaluation
and the test of Effectiveness and Efficiency. The researchers firstly examined a pilot
version of the e-learning portal. After modifying the design of the portal, they carried
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out the study again with another group. The results show improved usability for the final
version. Conley, Earnshaw, and McWatters apply the time to fixation to measure the
usability of an e-learning course [67]. They compare the usability of a functional view
with a chronological view of the course. For measuring usability, they used the time
to first fixation and the two graphical tools, gaze plot and heatmap. However, the time
to the first fixation did not differ significantly for most of the tasks in the two layouts.
In parallel to the eye-tracking study, observations and surveys complete the usability
analysis. Wang et al. compare traditional usability methods with eye-tracking metrics
for an educational web platform. In that study, the system usability scale and the task
difficulty rating belong to the traditional methods. The study outcome indicates that the
fixation count correlates with the task difficulty rating and time on task. The same holds
for the average saccade amplitude [64].

Stankov and Nagy compare the number fixations and the heatmap for tasks in a
virtual 3D learning space with those in moodle. [68] The higher fixation count leads
to the conclusion that information search in the 3D space is more effective than in
Moodle. Unlike the studies above, Bataineh, Al Mourad, and Kammoun conducted an
eye-tracking study for measuring the usability of three Dubai e-government portals. [69]
They use various quantitative indicators to examine the usability (such as time to first
fixation, fixation duration, or fixation count together with duration and number of visits).
For the interpretation of the result, they built gaze plots and heatmaps. However, they
only derive very general guidelines, instead of specific indications, what to improve.
Tomaschko and Hohenwarter examine a calculator app for mobile devices [70]. They
explicitly connect the results of the eye-tracking study with the Efficiency. From these
results and the outcome of a System Usability Scale questionnaire with a Think Aloud
Model, they identified various problems in using the app. Eloff, De Bruin, and Malan
evaluate the usability of a cloud-based ERP solution on a smartphone [71]. Therefore,
they evaluated the saccades and fixations of users in comparison to those of a benchmark
user. As a result, they can rank the various sub-tasks according to the deviations between
the benchmark and test user. The outcome enables them to derive improvements for the
lowest ranks.

Diego-Mas et al. describe a more general approach for a usable design configuration
of web pages [72]. They take eye-tracking data together with mouse movement data as
a foundation for a slicing tree algorithm to arrange the elements of a web page. The
results show that the application of the algorithm increases the Effectiveness, Efficiency,
and Satisfaction in the use of web pages. Weichbroth gives a systematic overview of
the literature publications regarding usability in mobile applications [73]. The literature
review reveals that eye tracking has hardly been used for measuring the usability of ERP
mobile apps so far. Furthermore, he identifies a lack of theoretical foundations and a
kind of arbitrariness in developing new attributes. Goldberg and Wichansky provide a
good summary of how to conduct a usability eye-tracking study [74]. Furthermore, they
describe the architecture and study design alternatives. Joseph, and Murugesh identify
and analyze numerous eye-tracking metrics to measure the Cognitive Load as a usability
dimension [57].

In summary, we state that there are numerous publications onmeasuring the usability
of software programs by using eye-tracking. However, most of the eye-tracking studies
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for measuring usability lack a profound and complete connection to the usability mod-
els. If so, just one dimension (Cognitive Load, Efficiency, Task Difficulty) is usually
addressed. This finding confirms the result of Weichbroth. He identified a lack of the-
oretical foundation for usability studies (which we avoided by anchoring MERP-U in
the results of our extensive literature research of MERP-U above) [73]. Moreover, only
Eloff, De Bruin, and Malan refer to the specific requirements of a mobile ERP system
(see Sect. 2.2) [71]. To close this research gap in the subsequent chapter, we will assign
eye-tracking metrics to MERP-U as a fundament for eye-tracking studies.

3.3 Connecting MERP-U with Eye-Tracking

The above literature analysis shows that few researchers have already assigned eyetrack-
ing results to usability dimensions. However, a comprehensive approach that examines
the possibilities of eye-tracking is still missing. Joseph and Murugesh applied eye-
tracking for measuring cognitive load [57], Tomaschko and Hohenwarter [70] refer
their eye-tracking results to Efficiency. In addition, Diego-Mas et al. (2019) consider
Effectiveness [72].

Subsequently, we discuss which eye-tracking metrics refer to dimensions of our
MERP-U model.

– Efficiency refers to the time and the effort in general for completing the tasks. High
fixation duration indicates longer information processing. But, the reason for it can
also be high expertise or interest [59, 75]. The same holds for Gaze duration on
AoI [72]. For Efficiency, it is, therefore, crucial to take a look at the fixation count.
Low fixation count might be an indicator for an efficient way to solve the tasks. A
high fixation count shows inefficiency [56]. Tomaschko and Hohenwarter distinguish
search time, construction time, and time for repair from failure [20]. The lower the
search timeshare, the more efficient the task completion and, thus, the system.

– Satisfaction highly refers to the emotional and perceived attitude to the software,
which is hard to measure. However, according to Sect. 2.4, there are first indicators
that Satisfaction is dependent on Navigation, Presentation, and Cognitive Workload.
From that it follows, that good Navigation, Presentation, and Cognitive Workload
result in high Satisfaction.

– Memorability and Learnability include the ability to remember software functions
and their use for the next time of software use. In similar or even repetitive tasks,
the difference between two runs concerning both fixation count and fixation duration
allows conclusions on the Learnability and Memorability. If the difference for both
values relative to the first-run values is high (that means fixation count and fixation
duration are less than in the first run), the Memorability and Learnability is high. It is,
in particular, interesting to examine the strength of the increase in fixation counts and
fixation duration. The stronger the effect, the better the Learnability andMemorability.
The same holds for all gazes. Furthermore, the saccades count should back the results
concerning the fixations. A large number of saccades indicates difficulties in the visual
search and processing process. Therefore, a high number of saccades, in particular for
non-initial tasks means a low Memorability and Learnability for the given software.
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– Effectiveness and Errors refer to the solution quality. If the error count regarding the
same task in two different software systems is less for one software system, then there
seems to be a difference between the software systems regarding the usability dimen-
sion Effectiveness and Errors. Backtracks and a high number of Saccade direction
changes show uncertainty about how to solve the tasks. Together with the number
of saccades, backtracks and direction changes seem to be appropriate to measure
Effectiveness and Errors.

– Cognitive Load is a dimension, which refers to the cognitive processing of the user.
Nearly all of the listed metrics are helpful to determine the Cognitive Load of the task
(and therefore system). Fixation and Gaze count help to understand a person’s focus
on the task. In particular, the saccades metrics are indicators for the Cognitive Load.
A higher Cognitive Load might cause a longer saccade length [57]. Additionally, a
high fixation count and a low fixation duration reveal confusion, which also stands
for a high load [66].

– Navigation depends on the navigation possibilities (like menus, functions overviews)
in the system. The fixation count, especially for a specific area of interest, shows
how often users look at navigation elements. Backtracks and saccade direction
changes indicate if the navigation elements arewhere expected. In addition, unsuitable
positioning of the elements lead to a higher number of saccades

– Presentation refers to the presentation capabilities of the system. A high fixation ratio
and a high fixation or gaze duration are indicators for a longer time to understand the
contents of the screen objects. The same holds for a high fixation count or gaze counts
(Table 5).

Table 5. Eye-tracking metrics.

Type Metrics

Efficiency Fixation duration, Fixation count (on AoI), Gaze duration (on
AoI)

Satisfaction -

Memorability + Learnability Fixation duration, Fixation count, Fixation ratio, Number of
saccades, fixation count on AoI, Gaze duration on AoI, Number
of gazes on AoI

Errors + Effectiveness Backtrack, Saccade direction change, number of saccades

Cognitive load Fixation duration, Fixation count, Gaze duration on AoI,
Number of Gazes on AoI, Saccade duration/length

Navigation Fixation Count, Backtrack, Saccade direction change, Number
of saccades, Number of fixations on AoI

Presentation Fixation duration, Fixation count, fixation ratio, fixation count
on AoI, Gaze duration on AoI, Number of Gazes on AoI



Eye-Tracking and Usability in (Mobile) ERP Systems 417

Overall, the theoretical overview above shows that eye-tracking metrics can measure
all but one usability dimension.

3.4 Applicability of Eye-Tracking

Up to now, we just tested the applicability in a preliminary test for five out of seven
dimensions. We neglected Satisfaction due to its relation to attitude. We also did not
consider Cognitive Load as this is widely discussed in [54] and [57]. We asked three
students for a preliminary test. They carried out similar tasks in the same systems as
for the study in Sect. 2.4. For tracking their eyes, we used the Dikablis Glasses 3. As
in 2.4, the participants received a test sheet, and they filled out a questionnaire with
questions regarding the usability afterward. For each dimension, we applied a question
with a 5-Point-Likert-scale. For measuring Learnability and Memorability, the partic-
ipants carried out the same task after one hour again. The values below concerning
Memorability and Learnability represent the differences between the two runs. After-
ward, we carried out a simple comparison of the different questionnaire results with the
eye-tracking metrics (Table 6).

Table 6. Eye-tracking metrics (the better values are bold).

System A
Participant 1/2/3

System B
Participant 1/2/3

Efficiency Fixation duration (s):
291/253/118
Fixation count: 576/905/1092
Fixation count(AOI):
322/419/660
Gaze duration (AOI):
184/194/113
Questionnaire: 5/5/4

Fixation duration (s):
351/425/347
Fixation count: 757/1515/1755
Fixation count (AOI):
420/710/1076
Gaze duration (AOI):
224/309/253
Questionnaire: 3/3/3

(continued)
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Table 6. (continued)

System A
Participant 1/2/3

System B
Participant 1/2/3

Memorability & Learnability Fixation duration:
46%/27%/-68%
Fixation count:
58%/44%/48%
Fixation rate (1/s):
22%/28%/21%
Number of saccades:
61%/40%/51%
Fixation count (AOI):
67%/14%/75%
Gaze duration (AOI):
49%/30%/-29%
Number of gazes (AOI):
55%/39%/
-280%
Questionnaire: 5/5/5

Fixation duration:
37%/52%/23%
Fixation count: 37%/51%/57%
Fixation rate (1/s):
1%/4%/31%
Number of saccades:
38%/51%/57%
Fixation count (AOI):
34%/38%/74%
Gaze duration (AOI):
42%/59%/24%
Number of gazes (AOI):
40%/65%/
- 40%
Questionnaire: 2/4/3

Errors & Effectiveness Backtracks + Saccade
direction changes: 22/28/20
Number of saccades:
568/704/773
Questionnaire: 5/5/4

Backtracks + Saccade
direction changes: 53/67/53
Number of saccades:
757/1284/1302
Questionnaire: 3/4/3

Navigation Fixation count: 576/905/1092
Backtracks + Saccade
direction changes: 20/28/30
Number of saccades:
568/704/773
Fixation count (AOI):
322/419/660
Questionnaire: 5/4/4

Fixation count: 757/1515/1755
Backtracks + Saccade
direction changes: 53/67/53
Number of saccades:
420/710/1076
Fixation count (AOI):
Questionnaire: 2/3/4

Presentation Fixation duration (s):
291/253/118
Fixation count: 576/905/1092
Fixation rate (1/s):
1,80/2,38/2,76
Fixation count (AOI):
322/419/660
Gaze duration on AOI (s):
184/194/113
Number of gazes (AOI):
31/33/6
Questionnaire: 4/5/5

Fixation duration (s):
351/425/347
Fixation count: 757/1515/1755
Fixation rate (1/s):
1,95/2,56/3,15
Fixation count (AOI):
420/710/1076
Gaze duration on AOI (s):
224/309/253
Number of gazes on AOI:
32/40/27
Questionnaire: 3/3/2
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The outcome of the preliminary study is clear regarding four out of five dimensions.
Both eye-tracking metrics and questionnaire results are better for system A. The Learn-
ability and Memorability metrics are not that clear. Negative percentages indicate an
increase in the eye-tracking parameter. This value probably shows a deterioration of the
parameter. Moreover, the improvement is relative to the results of the first run. The sys-
tem whose usability was rated worse in the first run offers more room for improvement
in the second run. The study outcome gives a first idea, how eye-tracking metrics can
support measuring the usability according to MERP-U.

4 Conclusion and Outlook

In this article, we covered theMERP-Umodel [8] and examined its anchoring in existing
models conducting a detailed literature review. After a brief introduction of the model
and a summary of the results of an initial study [8], we then explored the possibilities
of eye-tracking and MERP-U. Eye-tracking allows direct measurement of the visual
sense relevant for software use. To check how comprehensively eye-tracking measures
mobile software usability, we assigned usability dimensions to the different eye-tracking
metrics. In a small preliminary study, we tested the applicability. The next step is to carry
out an experimental study with a sufficient number of participants to gain robust results
regarding the interrelations between the MERP-U dimensions and the ability of eye-
tracking to measure the usability of an ERP system comprehensively. In addition, further
research should address the effect of personal attributes (such as attitude to software in
general, or experience) on the usability measurement. Another interesting aspect in the
future is to derive concrete actions from an ERP usability study’s outcome.
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Abstract. The objective of this paper was to evaluate the impact of the pandemic
as a stressor event on young people at the beginning of their professional careers.
We report on three subsequent studies on a relatively underexplored aspect: The
lack of inspiration, challenge, and team spirit, could lead to job boredom, disinter-
est, and a perceived limitation to personal development. At its extreme, a boreout
can occur. A boreout describes a negative mental state triggered by prolonged
exposure to the combined impact of the three aforementioned dimensions. Bore-
dom and a crisis of growth became evident, but neither of the three studies could
find evidence for disinterest or a crisis of meaning. Instead, it revealed the magic
of resilience kicking in and confirmed that digital work connectivity diminished
the negative side-effects of starting a professional career during the lockdown.

Keywords: Career start · Stressor event · Boreout

1 Covid-19 as a Stressor for Young People at the Beginning of Their
Professional Careers

At the beginning of the millennium, teleworking as a new working arrangement outside
traditional offices became a topic of research (e.g.) [1–3]. Twenty years ago, Baruch
summarized the possible benefits and shortcomings of teleworking (Table 1).

Rather visionary, Baruch pointed out three negative aspects mentioned in research
up to 2001:

• Social isolation,
• invisibility and limited promotion options,
• health impact, due to various stressors related to teleworking.

Twenty years later, the Covid-19 pandemic put the world into lockdown and tele-
working became the ultima ratio to prevent the virus from spreading. The worldwide
field experiment revealed: the possible benefits and shortcomings of working from home
on an individual level remained unchanged but intensified during the pandemic. Digital
work connectivity became themagic bullet [4] to protect collaborativeworking situations
from malfunctioning during the pandemic.
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Table 1. Possible benefits and shortcomings of teleworking on an individual level, dated 2001
(Adapted from [1]).

Benefits Shortcomings

• Less commuting time
• Higher autonomy
• Higher performance/productivity
• Higher quality of working situations
• More family time
• Inclusion of persons who otherwise wouldn’t be
able to work at all

• Social isolation, detachment
• Insecurity regarding job and status
• Limited career development
• Limited promotion options, visibility
• Work-life balance/boundary
management

The Covid-19-pandemic had profound impacts on living and working conditions on
a global scale. Early research pointed towards serious impacts regarding health and well-
being as well as on working conditions and job satisfaction [5]. A lack of motivation
became evident [6]. Recent studies confirmed an effect on mental health and found
evidence for stress, emotional reactions, and various psychological functioning variables
[7]. Literature even suggests that the pandemic could qualify as a traumatic stressor event,
capable of inducing Post-Traumatic Stress Disorder (PTSD) like symptoms and other
mental health issues [7]. Bridland et al. (2021) pointed out that mildly stressful events
could be perceived more strongly by persons living an otherwise less stressful life [7].
The situation is exceptional, the stressor episodic, but findings gained within this special
situation could be valuable for the aftermath of the pandemic [8].

There is ongoing research on the impact of the pandemic on working conditions,
e.g., on the well-being of Healthcare workers on the frontline of the pandemic (e.g. [9–
12]). Another professional group within the focus of interest are researchers (e.g. [13,
14]). The importance of conferences and in-person networking has been underlined,
and the impact of the lockdown for early-career researchers identified it as a limitation
in personal development [14]. Ongoing stress caused by under-accomplishment could
lead to researcher burnout [15]. Dissatisfaction and a perceived limitation regarding
the perspective for promotion and personal development are positively associated with
active job search behavior [28], thus turning boreout into a management issue [17].

When it comes to working situations, the Covid-19 crisis could induce a career shock
[16]. A career shock is characterized as a disruptive and extraordinary event beyond the
limits of a persons’ control with serious impacts on this person’s career path [17]. A
study on young people’s perception of the Covid-19 crisis identified four clusters of
lemmas [18]:

• Lack of Future: Characterized by blurred visions of the future, a feeling of insecurity,
and loneliness.

• Future Planning: Characterized by a positive and constructive approach towards their
future.

• Career Paths: Characterized by career choices and appreciation of family support.
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• Dark Future: Characterized by the perception of a slowed down career path
and increased difficulties related to school-to-work transition and labor market
development.

Due to the Covid-19 pandemic young people worldwide started their professional
careers outside offices and co-working spaces within the safe compounds of their homes.
The impact of the pandemic on young people and their career aspirations is dramatic
[18]. These young people at the beginning of their professional careers are at the core of
this paper. Within this paper we report on a multi-wave study. The first wave of the study
[8] laid the ground for two subsequent waves, that were conducted along the different
stages of the pandemic.

2 Boreout: The Unbearable Eternity of Emptiness

No one expects a job to be exciting all the time. Some tasks are boring and still need
to be done. Boredom during working hours might even feel good for a short period
of time, but in the long run, it is tedious and exhausting [19]. Being underchallenged
and capable of achieving more than what is demanded could lead to job boredom [20].
While underchallenge of pupils is an issue well established in classroom management,
the management of underchallenged employees isn’t sufficiently explored [21]. And the
more intelligent and ambitious young employees are, the more likely they are underchal-
lenged. Frustration grows if they perceive the performance of their capabilities restricted
by circumstances beyond their control [22]. If the capabilities of a person and the capa-
bilities called up by the working environment don’t fit together, this can induce a notion
of stress [22]. Understimulation can lead to dissatisfying working environments [23],
lack of excitement and on-the-job challenges to demotivation [24], increased habitua-
tion, and lower creativity [25]. A recent study confirmed that subjective underchallenge,
underutilization, and boredom are positively correlated with depression [26].

Job boredom describes a negative psychological state of unwell-being, characterized
by low internal arousal and dissatisfaction [23]. Boredom is an emotion related to a
certain situation, bound to a moment. The intensity of the negative state grows over time
[20]. The persons get restless and discontent. Further indications for boredom can be
daydreaming or a distorted perception of time dragging along or passing more slowly
[27]. Job boredom is an issue difficult to talk about with co-workers and superiors.
Strategies to cover a lack of work are developed, turning into an almost paradoxical
behavioral pattern: Hiding the lack of work and pretending to be busy prevents the
assignment of additional tasks, thus prolonging the unpleasant situation [28]. Working
from home obliterates the necessity to cover the lack of tasks, as the employees remain
invisible.
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Invisibility and limited promotion options were among the shortcomings of working
at a distance mentioned in the very early literature on teleworking [1]. “Not been seen
in true potential” can be a major stressor, capable of damaging self-esteem within an
otherwise self-confident person [22]. Invisibility is an issue amplified by working from
home during the lockdown within the Covid-19 pandemic. The more important work is
for a person, the stronger the negative effect of lacking recognition [26]. As overquali-
fication is positively correlated with a tendency to quit one’s job (latent or in real) [22],
this is an issue of managerial interest.

A crisis of growth corresponds with a perceived limitation in personal development.
Young people are ambitious to growwithin their environment. Starting a profession from
a distance without the option to participate in the working routines of co-workers can
slow down the learning curve [8]. Feedback from superiors and co-workers is reduced,
acknowledgment less noticeable. A lack of opportunities to go beyond the expectations
of co-workers and superiors could fuel dissatisfaction.

Many characteristics of the profession these young people have chosen for them-
selves have disappeared during lockdown due to the pandemic. Young people could
develop a crisis of meaning when starting their professional careers under these circum-
stances. The term “crisis of meaning” has been coined to describe a loss of purpose.
People need to believe that what they do is important, is significant, and makes sense.
Without this sense of meaning, difficulties within the working environment are more
difficult to face, withdrawal more attractive, health issues become more probable, they
might even crash [29]. The importance of meaningful experiences is underlined by the
Model of Salutogenesis [30, 31]. A sense of meaning or a sense of coherence influences
the capabilities of a person to make proper use of the available job resources and to cope
with stressors in working life [32].

When a crisis of meaning at work meets job boredom and a crisis of growth without
any option of a change, discontent arouses which in its extreme can turn into a boreout
[24, 25, 33]. The term “boreout” was coined by Rothlin and Werder 2007 [20, 28], who
vehemently opposed critical voices who called the phenomenon “boreout” a hoax, a
pathologization of laziness. A boreout describes a negative mental state triggered by
prolonged exposure to the combined impact of the three aforementioned dimensions.
Literature found evidence for a positive correlation of boreout with depression, anxi-
ety, and stress [34]. Longlasting and deep enough, this state could be described as the
“Unbearable eternity of emptiness” [35].

Part of the effects of boreout can be explained by the Conservation of Resources
(COR) theory introduced by Hobfoll [36, 37]. A loss of meaning, a loss of excitement,
and of personal development correspondwith a loss of valued resources that according to
theCOR theory could causemental strain [33]. Add to this the loss of infrastructure, short
access to co-workers, formal and informal information exchanges in-between meetings,
social interaction, etc. Compared to job demands, job resources used to be more stable
[38] until Covid-19 changed the game.
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3 Research Model and Data Collection: A Multi-wave Study

Within this paper, we focus on the Covid-19 pandemic as a stressor event. The specific
objective of the research presented here is on the phenomenon “boreout” perceived by
young people, who had to start their professional career from home. Within this paper,
we evaluate boreout with its three dimensions: the crisis of meaning (disinterest, losing
the sense of coherence), job boredom (e.g., underchallenge, monotony), and a crisis of
growth (perceived limitation in personal development) [24, 25, 33]. This research is part
of a study that seeks to answer the following research questions: Have young people
lost their interest in their chosen profession during the lockdown (crisis of meaning)?
To what extend do they feel underchallenged and bored (job boredom)? Did working
from home during the lockdown limit their professional development (crisis of growth)?
Could digital work connectivity level these impacts? To evaluate the impact on young
people facing the beginning of their career under the influence of the lockdown, we
conducted a multi-wave study (e.g. [39, 40]) with young people from Germany.

3.1 Stressed by Boredom in Your Home Office? (Part 1)

The first study was conducted at the beginning of the pandemic while working from
home was still a bit new, a bit exciting, a bit like playing truant. A positive attitude
towards the expectation of working from home was confirmed by early research [41].
After the initial excitement washed off, discontent aroused. This first study aimed to
assess possible negative effects of working from home on young people at the beginning
of their professional careers [8].

Informed by literature, five-semistructured interviews with young trainees, interns,
or student workers were conducted. The interviews lasted 25–45 min and revealed seri-
ous discontent. There was only spare indication for a crisis of meaning, but signals for
job boredom became evident. Subjective underchallenge wasmentioned, the assignment
of monotonous tasks, a lack of challenge. The participants voiced signals for job bore-
dom like a distorted perception of passing time (e.g., “time has stopped”) and reported
on distraction, prolonged task-fulfillment, or procrastination. Individuals perceive the
meaning of their work differently. Within one interview, a comment pointed towards a
crisis of meaning, indicating that within the working situation during the lockdown, “a
lot is missing, that made this profession special.” Signals for a perceived crisis of growth
were mentioned, discontent with perceived underperformance and a lack of acknowl-
edgment. A perceived limitation of personal development became evident when a person
reported to have postponed taking up studies at a university due to the pandemic. The
comments given within the interviews [8] indicate how important social interaction for
these young people is and how difficult it is for them to build up a network of professional
contacts. As a network could help them through on-the-job-challenges, this is perceived
as a factor limiting their personal development. But positive aspects were mentioned as
well: higher concentration at home or reduced commuting time.
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Boreout

Crisis of meaning 

Job Boredom

Crisis of growth

H1

H2

H3
H4

IT-equipment and support

Fig. 1. Research model [8].

Informed by literature [24, 25, 33] the research model was deduced (Fig. 1) [8]:

H1: A crisis of meaning (CM) is positively correlated with boreout (B).
H2: Job boredom (JB) is positively correlated with boreout.
H3: A crisis of growth (CG) is positively correlated with boreout.
H4: The effect is be moderated by digital surrogates relying heavily on IT-equipment
and support.

An anonymous online survey was conducted to evaluate the research model. Sixty-
five datasets were collected as a convenience sample. Twenty-five datasets participants
stated, that they didn’t work from home during lockdown. These datasets were omitted
from further analysis. The results of the analysis were encouraging: All interviewees and
almost all participants of the online survey stated that theywould like to continue or work
more often from home after the pandemic at will. Within the data analysis it could not be
verified that the working situation would induce a crisis of meaning, job boredom, and a
crisis of growth among these young people starting the professional careers from home
during the lockdown [8]. Neither the interviews nor the online survey gave evidence for a
boreout. Indicators towards a crisis of meaning were spare. There were signals pointing
towards job boredom and a crisis of growth, leading to discontent and frustration. The
study underlined the importance of connectivity to cushion the effects of a crisis of
meaning, job boredom and a crisis of growth [8].

IT equipment is mandatory when IT-related tasks must be fulfilled from a distance.
The coping strategies to maintain connectivity rely heavily on social network services,
so the importance of IT equipment goes beyond the basic necessity. Coping strategies
proliferated based on social network services, chats, virtual coffee breaks, etc., worth
further exploration.

Due to the small size of the dataset, a broader survey was required, to confirm the
results. With no clear indication pointing towards a boreout, the focus of the second,
broader study was shifted towards the impact of the lockdown on a perceived crisis of
growth. The study was conducted among those young people within a lifespan dedicated
to personal development: students.
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3.2 Stressed by Boredom Attending Only Online Classes during the Lockdown?

The Covid-19 pandemic led to widespread adoption of digital teaching and learning
environments, with advantages and disadvantages for students. Ten months into the
pandemic, a fatigue effect became evident. Boredom as a reaction to quantitative or
qualitative underchallenge or monotony of tasks has been discussed broadly regarding
pupils in schools, but less intense regarding students taking online classes at academic
institutions during lockdown.

Within a study on the boredomof college students, themost common causes for bore-
dom mentioned were the lectures, having nothing to do, lack of challenge, monotony,
loneliness, and having to wait [27]. Boredom can contribute to lower academic achieve-
ments, dropping out of classes, a lesser feeling of purpose, less volunteering, etc. [27].
Within earlier studies, the issue of distance education and higher drop-out rates has
already been broached [42]. Dropping out of courses can have a negative impact on
students’ self-confidence and can keep them from taking further distance courses [42].
The motivation of learners has been identified as crucial for their decision between per-
sistence or dropping out [42]. The feeling of isolation can add to a decreased motivation
of students [42].

With signals pointing towards a crisis of growth among young people starting their
professional careers, this second study focuses on students amidst the pandemic. Personal
development is the most important reason to take up study. Universities were closed,
distance learning the new “normal”, social interaction limited. If students perceive a
crisis of growth within a period of life dedicated to personal development, this could be
a serious setback on their personal career path.

Crisis of 
growth (CG)

Crisis of meaning 
(CM)

Learning Boredom
(LB)

H1

H2

Fig. 2. Research model.

As no evidence for boreout could be found within the first study, the focus of interest
of the second study was on a crisis of growth perceived by students during lockdown
and on the interdependencies of the three dimensions of boreout: a crisis of meaning,
boredom and a crisis of growth (Fig. 2). With the impact of a crisis of meaning and
learning boredom on a crisis of growth at the core of this study, we postulate:

H1: A crisis of meaning (CM) is positively correlated with a crisis of growth (CG).
H2: Learning boredom (LM) can imply quantitative or qualitative underchallenge. It is
positively correlated with a crisis of growth (CG).

Students from different universities and faculties were invited to participate in the
survey. The surveywas anonymous, participation voluntary and therewere no incentives.
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Two hundred eighty-six students participated; thirty-six data sets were incomplete and
had to be omitted. Two hundred fifty data sets remained for further analysis. The items
in the questionnaire were derived from literature and only slightly adapted to the context
(Table 2). A five-point Likert scale was used to measure the results.

Table 2. Items in the questionnaire, mean and standard deviation (SD).

Variable Item in questionnaire Mean SD

CM1 I lost interest in the content of my studies 2.724 0.848

CM2 Studying is no longer valuable to me. I perceive it as meaningless 3.032 0.894

CM3 The identification with my study fades away and I no longer feel
that I belong to the university

2.264 0.977

LB1 I perceive online lectures as monotonous and boring 2.052 0.908

LB2 I often distract myself during the online lecture and get busy with
other things (e.g., doing private things, with social media, private
chat, etc.)

1.704 0.830

LB3 It feels like time passes slower (both in learning and online
lecture/exercise)

2.212 1.011

CG1 My self-discipline/coordination is lost. I have no self-motivation 2.304 0.948

CG2 I have the impression that I have not developed myself and have
learned little after an online semester

2.432 0.962

CG3 I doubt being capable of applying the learned knowledge in the
exam or later in professional life

2.156 0.965

One-third of the participants started with digital distance learning and thus had no
comparison to conventional studies. Over two-thirds of the participants have experienced
their studies before and during lockdown, allowing a comparison between both learning
situations.

More than one-quarter of the students declared to have lost their identification with
their university during lockdown, 47.20% lost motivation, over 30% perceived online
classes as monotonous and boring, 48.8% admitted to allowing themselves to be dis-
tracted during online classes. 96% of the participants stated that they had “very good”
or “rather good” technical equipment. Only four percent had poor technical equipment.
Most have access to a stable internet connection.

We followed the partial-least square structural equation modeling (PLS-SEM) to
analyze thedata usingSmartPLSversion3.3.3 [43].Within this analysis themeasurement
model and the structural model are assessed. The reliability and validity of the constructs
are evaluated (Table 3). With a Cronbach’s Alpha above 0.7, the values are acceptable
[44],with the lowest beingCGat 0.74. To assess the reliability ofmeasures theComposite
Reliability (CR) and the Average Variance Extracted (AVE) scores for each construct
were computed. The CR is above 0.7 for all constructs. The AVE scores satisfy the
nominal value of 0.5 for all constructs [45]. With all three criteria fulfilled, reliability
and validity of the constructs could be confirmed.



432 A. Schüll et al.

Table 3. Construct reliability and validity (CR=CompositeReliability,AVE=AverageVariance
Extracted).

Cronbach’s Alpha CR AVE

CG 0.741 0.853 0.660

CM 0.795 0.880 0.709

LB 0.747 0.856 0.665

To assess the discriminant validity, the inter-construct correlations were compared
with the square root of AVE. With the correlation of these constructs below the square
root of AVE (Table 4), the Fornell-Larcker-Criterion is fulfilled.

Table 4. Fornell-Larcker-Criterion.

CG CM LB

CG 0.812

CM 0.639 0.842

LB 0.638 0.494 0.816

The validity of the constructs was verified by examining the cross-loadings. The
cross-loadings of the items are higher on the assigned construct than on the other
constructs (Table 5).

Table 5. Cross loadings.

CG CM LB

CG1 0.795 0.515 0.528

CG2 0.889 0.574 0.608

CG3 0.746 0.460 0.394

CM1 0.545 0.872 0.392

CM2 0.513 0.835 0.357

CM3 0.553 0.818 0.493

LB1 0.541 0.441 0.848

LB2 0.561 0.385 0.850

LB3 0.452 0.385 0.743

Bootstrapping to test the significance of item loadings confirmed the first hypothesis
(CM - > CG) as well as the second (LB - > CG) (Table 6).
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Table 6. Hypothesis test result.

Original
sample (O)

Sample
mean (M)

Standard
deviation
(STDEV)

T statistics
(|O/STDEV|)

P values

CM −> CG 0.428 0.431 0.050 8.625 0.000 Accepted

LB −> CG 0.427 0.425 0.050 8.555 0.000 Accepted

The data analysis confirmed that both a crisis of meaning and (learning) boredom
are positively correlated with a crisis of growth (Table 6). These three dimensions com-
bined lay the ground for a boreout. Even though the correlation could be confirmed,
the comments given within the free-text fields of the questionnaire revealed a positive
effect of boredom: As boredom is perceived as a negative mental state of unwell-being,
it can trigger activity to escape the unpleasant situation. Coping strategies kicked in to
cushion the negative effects. The students mentioned, e.g., accelerating playback speed
of uploaded videos, sticking to a routine, connecting with other students, meditation to
prevent sleeping problems, sports, and Vitamin D supplementation to keep in a good
mood and to stay healthy. These individual coping strategies fall in line with previous
research on students’ boredom: socializing, physical activity, reading, watching TV, and
trying something new were among the most common ways of coping with boredom
identified within the study of Harris (2000) [27]. One student put it like this: “Staying
focused and also trying to take advantage of new teaching opportunities.”

Table 7. Statements on the availability of online courses.

Statement

“The online semester is quite good, because many professors are now forced to upload their
lectures”

“I like that there are a lot more videos uploaded”

“When the lectures are uploaded, it’s much easier to understand the content at your own pace”

“The advantage is that the lectures, exercises, as well as the tutorials are mainly recorded, so
that you can decide for yourself when and where you deal with which information. This has the
advantage that you can decide whether you want to study the material given in the lectures in
blocks (for example, you can study all the exercises, lectures and tutorials within a week, in
order to achieve an extreme depth in the given subject area) or, as prescribed, ‘in small
chunks’”
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Several students commented on the benefits of online courses (Table 7). A positive
attitude towards lectures and tasks can be a consequence of increased autonomy [24]. But
this perceived advantage could turn into adisadvantage when procrastinated: “In past
semesters, I postponed watching the uploaded videos because I could watch the videos at
whatever time I wanted [….]. Now I get up at 8 a.m. at the latest and listen to the videos
at regular lecture times.” A structural precondition for boreout is a certain flexibility
in the timing of task-fulfillment: procrastination must be possible [28]. Working from
home increases the flexibility to postpone tasks until after work, tomorrow, or any other
time soon.

The individual tendency to be bored differs from person to person. People with a high
proneness to boredom get bored more often, have a higher tendency to find their classes
or jobs boring, and are more likely to use drugs or alcohol to escape the unpleasant
state [27]. Within the Boredom Proneness Scale [27], the abuse of substances to escape
boredom was used to indicate the extent of a person’s boredom. Studies uncovered a
significant change in alcohol consumption patterns during Covid-19 pandemic [46, 47].
Indications were found pointing towards a positive correlation between higher levels
of physical, mental, and intellectual capacity and a higher boredom proneness [48].
One student commented on alcohol as a coping strategy, which could be worth further
exploration, but it is not at the core of this study.

3.3 Stressed by Boredom in Your Home Office? (Part 2)

The aim of this paper was to explore the impact of the pandemic on young people at
the beginning of their professional careers. Almost one year into the pandemic, when
working from home was well matured and coping strategies in place to cushion the
negative effects, another evaluation of young people starting their career situation from
home was overdue. Thus, a third study was conducted in summer 2021, following the
research model of the second wave of this study (Fig. 2), postulating:

H1: A crisis of meaning (CM) is positively correlated with a crisis of growth (CG).
H2: Job boredom (JM) is positively correlated with a crisis of growth (CG).

The questionnaire was derived from literature and the previous waves of the study,
but the tonality changed into a less suggestive form. Items like “I perceive online lec-
tures as monotonous and boring.” (LB3) were inverted to “My tasks are exciting and
interesting.” (JB1*) to avoid taking influence on the participants through the tonality of
the questionnaire (Table 8, inverted items are marked with ‘*’). Questions to assess the
workspace environment were followed by statements with a five-point Likert scale and
space for additional comments.
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Table 8. Items in the questionnaire, mean and standard deviation (SD).

Variable Item in questionnaire Mean SD

CM1* This is exactly how I imagined my job and my tasks 2.465 0.949

CM2* My tasks are important and relevant 1.955 0.999

CM3 I consider changing my job 2.282 1.449

CM4* It’s not just about the mere completion of tasks 2.024 1.080

JB1* My tasks are exciting and interesting 2.256 0.967

JB2* I am highly motivated to complete my tasks well 1.976 1.123

CG1* I could get into the job well during the pandemic 2.262 1.001

CG2* I can continue to develop my professional skills 2.400 1.179

CG3* I can learn something new on the job 1.932 1.009

The anonymous online survey was conducted in August/September 2021. Sixty-
four data sets were collected, nineteen data sets were incomplete and dismissed from
further analysis. The sample size is poor [49], analysis thus kept to the minimum with
a stronger focus on evaluating the statements given in the free-text field included in the
questionnaire.

As Smart-PLS [43] works well with small data sets, we used the same version
(Smart-PLS 3.3.3) to conduct a PLS-SEM analysis of the data sets starting with the
evaluation of the measurement model (Table 9). Cronbach’s Alpha was calculated, pro-
viding acceptable or very good values [44], thus confirming the reliability of the scale
[50]. The Composite Reliability (CR) is above the threshold value of 0.7. The Average
Variance Extracted (AVE) scores above the suggested benchmark of 0.5, all constructs
thus fulfill the criteria (Table 9).

Table 9. Construct reliability and validity (CR=CompositeReliability,AVE=AverageVariance
Extracted).

Cronbach’s Alpha CR AVE

CG 0.714 0.836 0.632

CM 0.824 0.883 0.655

JB 0.777 0.897 0.813

The Fornell-Larcker Criterion is met (Table 10), as the square root of AVE is higher
than the correlation of the constructs. This supports discriminant validity.
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Table 10. Fornell-Larcker Criterion.

CG CM JB

CG 0.795

CM 0.620 0.810

JB 0.719 0.645 0.901

The loading of each item on their construct is higher than on the others (Table 11).

Table 11. Cross loadings.

CG CM JB

CG1* 0.668 0.279 0.396

CG2* 0.859 0.649 0.546

CG3* 0.843 0.493 0.719

CM1* 0.344 0.678 0.420

CM2* 0.502 0.824 0.521

CM3 0.499 0.825 0.413

CM4* 0.616 0.896 0.694

JB1* 0.747 0.597 0.937

JB2* 0.517 0.570 0.864

As the scale’s reliability and validity could be confirmed, the inner loadings were
computed within the next step. To test the significance of item loadings PLS Bootstrap-
ping was used (Table 12). The first hypothesis (CM- > CG) could be accepted, as well
as the second hypothesis (JB - > CG).

Table 12. Hypothesis test result.

Original
sample (O)

Sample
mean (M)

Standard
deviation
(STDEV)

T statistics
(|O/STDEV|)

P values

CM −> CG 0.266 0.291 0.129 2.073 0.039 Accepted

JB −> CG 0.547 0.540 0.123 4.447 0.000 Accepted

Disinterest [20], a crisis of meaning [24, 25, 33], or rather losing the sense of coher-
ence is one dimension of boreout. Within the questionnaire, free-text fields offered the
opportunity to elaborate, e.g., on the tasks’ perceived scope, difficulty, and complexity.



Stressor Event Covid-19 Lockdown? 437

Some difficulties were mentioned resulting from more cumbersome communication,
but the majority of statements confirmed that these young people are working on tasks
appropriate and comparable to those within a regular office.

Additional comments could be given on how the meaning of tasks/jobs is perceived
(Table 13). The first statement addresses a lack of meaning related to video conferences.
The last example commented on vanished communication.

A loss of resources could causemental strain [33]. This mental strain became evident
within one comment on the perceived scope, difficulty, and complexity of tasks “I am
underchallenged and stressed at the same time in the home office, because I cannot
control how the clients I serve are doing.”

Table 13. Statements on how the meaning of tasks/jobs is perceived.

Statement

Negatively affected, as I perceived many video conferences as unnecessary and did not
understand the meaning behind them. Thereby loss of motivation

However, it seemed to me that I would have been given the same meaningful tasks even if I had
not been in the home office

[…]However, the exchange and the “side conversations,” which often set new impulses for
future activities, have vanished. This essential aspect was almost completely missing in the last
months

Among the coping strategies mentioned within this questionnaire were sports, keep-
ing up a routine as well as a radical change in lifestyle. Looking for a change and trying
something new can be an active way of coping with boredom [27]. Creativity sometimes
even requires a certain extend of boredom. Increasing creativity is a positive aspect of
boredom [27].

As a crisis of growth is the focus of interest, one free-text question within the ques-
tionnaire was: “Did the time spent in the home office do more harm or good to your
professional development? In which way?” Several statements addressed the negative
sides: still no part of the team, lack of social interaction. But even more referred to posi-
tive aspects within this specific situation: development of new IT-related competencies,
improvement of social skills, and participation in online courses. One person stated. “I
have used it to improve my soft skills and self-organization, because I look for solutions
myself .” Two participants commented on working from home as the reason they could
do their job at all.

Among the free-text questions, one invited the participants to turn back the clock:
“If you could go back in time one year with your today’s experience: What would you
suggest your employer/team do differently? What would you do yourself differently?”
To indicate the bandwidth in the perception of working from home, two statements were
selected. The first statement emphasized that “exchanges via digital platforms must not
replace personal contacts. Especially in the social work field, personal ones are irre-
placeable.” The second statement represents a counterpoint: “Be brave, try something
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new more often. Digital team huddle focussing on personal conversation. Digital lec-
tures to learn and exchange together. Use the momentum of the pandemic: tear down
existing (outdated) structures and build new/better things.”

The first wave of this study underlined the importance of connectivity to cushion the
effects of a crisis of meaning, job boredom and a crisis of growth [8]. Within this wave
of the study, participants commented on connectivity and argued in the same line as the
young people within the first wave of our study Table 14.

Table 14. Statements on connectivity.

Statement

No contact with boss and colleagues difficult to grow into the team

For good project management, you have to get to know people, exchange ideas, and grow
together this is only possible to a limited extent via video conferences

Communication with my colleagues is sometimes difficult due to problems with […]. (a certain
software)

Social interaction only succeeds reasonably face-to-face. Personal conversations in the office
often fuel new ideas, approaches, projects…

These statements reveal that progress was made, but the lacking integration into the
team and the lack of small conversations between meetings, over lunch, or during coffee
break still remains an unsolved issue that requires further attention.

4 Conclusions

There is a paucity of research on the impact of the pandemic on young people and their
start into their professional careers. Relying on the flexibility of the youth, their interests
go unnoticed. Talented and ambitious people, hungry to prove themselves, are affected
the most by a crisis of growth. The aim of this research was to gain insight into the
occurrence of boreout and its three dimensions in young people at the beginning of their
professional careers. Within the invisibility of distance working, their struggling goes
unnoticed, nourishing discontent and frustration.

The study was conducted in three waves during the pandemic. The first wave of the
study aimed at evaluating the extent of boreout perceived by young people starting their
professional careers out of the safe compounds of their home, separated from their co-
workers and their team. The relevance of the three dimensions as factors lying the ground
for boreout could be confirmed. To our relief, neither the qualitative nor the quantitative
analysis indicated a boreout, even though signals pointed towards boredom and a crisis
of growth. Coping strategies evolved to rebuild connectivity by digital means: social
network services, chats, virtual coffee breaks, etc. As the sample size was too small
to provide reliable insights, further studies were conducted to assess the impact of this
exceptional situation on young people at the beginning of their professional careers.
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The first study gave no indication of a boreout within young people starting their
professional career from their desktop at home but pointed towards an interdependency
between a lack of challenge, monotony, and boredom and a crisis of growth. Signals
for a crisis of meaning became evident, also pointing towards perceived limitations in
personal development. A crisis of growth thus moved into the focus of the second wave
of the study. To get a hold onto the extent of limitation perceived, young people were
selected within a phase of their life dedicated to personal development: students. Within
this broader study, a positive correlation between a crisis of meaning and job boredom
with a crisis of growth could be confirmed.

On the grounds of the second study, almost one year into the pandemic another eval-
uation of young people at the beginning of their careers was conducted. With processes,
structures and infrastructure in place, confirmation of the impact of a crisis of meaning
and of job boredom on a crisis of growth was expected, as well as the maturity of coping
strategies to cushion the effects. This wave of the study confirmed a positive correlation
between job boredom and a crisis of growth. Dissatisfaction and a perceived limitation
regarding the perspective for promotion and personal development are positively asso-
ciated with active job search behavior [48]. That a crisis of meaning has an impact on
a crisis of growth could also be confirmed within the small compounds of this data set.
The extend of mental strain became evident within comments given within the free-text
fields of the questionnaire:“I am underchallenged and stressed at the same time in the
home office, because I cannot control how the clients I serve are doing.”

There are several methodological limitations. The size of the data sets, especially
within the first and the third wave of the study, is poor. Broader studies would have
been necessary to verify the results. These three studies were conducted during different
phases of lockdown during the pandemic. With each month into the pandemic, coping
strategies improved, a new routine evolved. This had an impact on the focus of inter-
est of these three studies. The adjustment of the research model and the items of the
questionnaire diminished the comparability of the results. The participants of the survey
represented a specific group of young people from Germany. Young people from other
countries, cultures, social milieus or family backgrounds could perceive the situation
very differently. This multi-wave study on a crisis of meaning, boredom and a crisis of
growth still contributes to the body of knowledge by providing valuable insights on the
impact of loosing purpose and job or learning boredom on a crisis of growth and on the
coping mechanisms kicking in to level this impact.

The three studies underline the importance of connectivity. Cutbacks in the per-
sonal development of these young people could be avoided by including them into the
formal and informal communication, keeping them connected andwell-informed.Work-
ing from a distance requires excessive use of digital surrogates. The third study revealed
that progress was made, but insufficient integration into the team and the lack of small
conversations between meetings, over lunch, or during coffee break remains an issue
that requires further exploration. Lack of feedback and acknowledgement of achieve-
ments was mentioned as an issue perceived as limiting personal development. The more
important work is for a person, the stronger the negative effect of lacking recognition
[26]. Providing feedback and acknowledgment and preventing job boredom using digital
means turns into new managerial issue and an interesting topic for further research.
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Within these three waves of the study no evidence could be found that the pandemic-
enforced working situation would have laid the ground for a boreout, but a positive
correlation from boredom with a crisis of growth and a loss of meaning with a crisis
of growth could be confirmed. The study aimed at identifying the extent of a crisis of
growth perceived by students during the lockdown and revealed the magic of resilience
kicking in. There is boredom, monotony, underchallenge, and discontent. But there is
also the willingness to cope with the circumstances and to make the most out of them.
Some even referred to positive aspects: development of new IT-related competencies,
improvement of social skills, and participation in online courses. One participant of
the 3rd wave study stated to perceive the working situation as beneficial”because every
experience is useful and equips you for new (similar) challenges.” Akkermans et al.
(2020) discussed the career shock induced by the Covid-19 pandemic and pointed out
that negative career shocks could incur positive career outcomes. “Resilience” is at least
in part acquired by exposure to stressful events [51]. These positive aspects could be
worth further exploration.
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Abstract. A pattern is a concept widely used in engineering and other disciplines
for variety of purpose, e.g. business or system analysis. In this work, we present
the concept of patterns usage within enterprise modelling. The undertaking is a
part of the larger case study dedicated to Fractal Enterprise Modelling (FEM)
development deploying Design Science (DS) research methodology. Based on the
case study, we have identified three FEM related patterns: one modelling pattern
and two analyzing patterns. A modeling pattern advises on a proper way of build-
ing a model for a particular purpose, while an analysis pattern helps to find places
in a business where a decision could/should be made. More precisely, the mod-
elling pattern identified in this study helps to build a model on an appropriate level
of granularity for a certain purpose (operational decision-making). The analysis
patterns identified in the study are divided into two categories of patterns: trans-
formational patterns and problem patterns. Transformational pattern is a pattern
that contains a condition and an action parts that represent a standardized solution
or an opportunity. Problem pattern is a pattern that expresses conditions where a
problemmight exist without specifying a definite action. These patterns contribute
into the creation of the bank of patterns to guide practitioners in modelling and
analyzes of the business situations using FEM.

Keywords: Decision-making · Enterprise modelling · Fractal Enterprise
Modelling · FEM

1 Introduction

A pattern is a concept widely used in engineering and other disciplines for variety of
purpose, e.g. business or system analysis [1]. This wide usage has been inspired by
the works of Alexander [2] which describes architectural patterns. There are numerous
definitions of the term pattern, see examples in [2, 3]. In this paper, we use this term in
the most general way: “a pattern is an idea that has been useful in one practical context
and will probably be useful in others” [3].

We limit our scope to the domain of operational decision-making. At the operational
level, decisions are related to a short-term planning for the implementation of guidelines
set by the upper planning levels. These decisions concern the preparation of detailed
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instructions for operational execution [4]. We concentrate on the operational decisions
within the current business model accepted in a given organization, i.e. decisions that
are not connected to changing what, how and for whom an enterprise creates value.
Such operational decisions may include streamlining business processes, outsourcing
or relocating some parts of the business operations, introducing more efficient/effective
methods of completing operational activities, including changing equipment or software
systems.

Our discussion is focused only on the cases of operational decision-making where
Fractal EnterpriseModel (FEM) [5] could be used ignoring other methods of conducting
such decisions. FEM is employed for (1) getting a holistic picture of business activities
of interest, (2) analyzing the situation, and (3) finding places in the business where some
operational-level decision can or need to be made. FEM has a form of a directed graph
with two types of nodes, processes and assets, where the arrows (edges) from assets to
processes show which assets are used in which processes and arrows from processes to
assets show which processes help to have specific assets in "healthy" and working order.
The arrows are labeled with meta-tags that show in what way a given asset is used, e.g.
as workforce, reputation, infrastructure, etc., or in what way a given process helps to
have the given assets “in order”, i.e. acquire, maintain or retire (see Fig. 1).

In our view, using a certain kind of modeling technique in a decision-making process
means (1) a model of the relevant part of the business is built, and (2) the model is used
to analyze the situation, generate hypotheses for decision-making, and help to select
among the hypotheses. Thus, there are two distinct phases: (1) building a model, and (2)
analyzing the model. Each of phases may require different type of patterns. We refer to
the first type of patterns as to modeling patterns, and to the second type of patterns as to
analysis patterns. We define these patterns as following:

A modeling pattern advises on a proper way of building a model for a particu-
lar purpose, while an analysis pattern helps to find places regarding which a deci-
sion could/should be made. We roughly divide analysis patterns into two categories:
transformational patterns and problem patterns.

A transformational pattern has two parts: a condition and an action, the condition
part defines places in the business where it is possible to apply the given transformation
action. This type of patterns may represent a standard solution for a known problem in
the context of the condition. Such a pattern can also represent a temporal opportunity
opened for the business.

A problem pattern helps to detect places where a certain problem potentially exists.
It may not recommend a specific action, or may suggest several options. To determine
the action, an additional investigation of the problem place is needed. This investigation
may also require employing other modeling techniques in addition to FEM.

In this work, the identified patterns represent its own class – a modeling pattern, a
transformational pattern, and a problem pattern. The modeling pattern suggest how to
break a process into subprocesses to obtain the intermediate level of details in a model
as it is required for operational decision making. The transformational pattern is related
to relocating process participants to another physical location. The problem pattern is
related to a process/subprocess using a set of disconnected IT tools and information
sources that may result in human errors and inefficiency.
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All three pattern were identified and used in a project aimed at testing FEM in
operational decision-making [6]. The study was conducted in a high-tech company that
produces and sells testing equipment in ICT field. FEMwas used to help with generating
of alternatives/options for operational decision-making. This paper is an extension of
the study presented in [6], as it shares the same business case as the former. However, the
focus of discussion has been moved from testing FEM for operational decision-making
to developing a methodology for using FEM in operational decision-making. Creating
a library of patterns of different types constitutes an important part of this methodology.

The rest of the paper is structured in the following way. In Sect. 2, we present our
knowledge base - practical and theoretical knowledge used in this work. The section
includes an overview of Fractal Enterprise Model, an overview of the business case in
which the patterns have been discovered, and amethodology used in this work. Section 3
presents the format for describing FEM patterns, the three FEM patterns for operational
decision-making, and the examples of their usage in the business case. The last section,
Sect. 4, includes concluding remarks and the areas of future research.

2 Knowledge Base

2.1 Fractal Enterprise Model

In this section, we repeat the main principles of building Fractal Enterprise Models
(FEM) already published in a number of other works, especially in [5]. FEM includes
three types of elements: business processes (more exactly, business process types), assets,
and relationships between them, see Fig. 1, in which a fragment of a model is presented.
The fragment is related to the business case analyzed in this paper, and itwill be explained
in detail later. In this section, Fig. 1 is used for illustrating the FEM concepts. Note that
processes in FEM can be presented on different levels of granularity. For example, on
the highest level the whole company can be presented as one process. In Fig. 1, an
intermediate level of granularity has been chosen.

Graphically, a process is represented by an oval, an asset is represented by a rectangle
(box), while a relationship between a process and an asset is represented by an arrow.
We differentiate two types of relationships in the fractal model. One type represents a
relationship of a process “using” an asset; in this case, the arrow points from the asset
to the process and has a solid line. The other type represents a relationship of a process
changing the asset; in this case, the arrow points from the process to the asset and has
a dashed line. These two types of relationships allow tying up processes and assets in a
directed graph.

In FEM, a label inside an oval notates a name of the process, and a label inside
a rectangle notates a name of the asset. Arrows are also labelled to show the type of
relationships between the processes and assets. A label on an arrow pointing from an
asset to a process identifies the role the given asset plays in the process, for example,
workforce, and infrastructure. A label on an arrow pointing from a process to an asset
identifies the way in which the process affects (i.e. changes) the asset. In FEM, an asset is
considered as a pool of entities capable of playing a given role in a given process. Labels
leading into assets from processes reflect the way the pool is affected, for example, the
label acquire identifies that the process can/should increase the pool size.
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Note that the same asset can be used in multiple processes playing the same or
different roles in them, which is reflected by labels on the corresponding arrows. It is
also possible that the same asset plays multiple roles in the same process. In this case,
several labels can be placed on the arrow between the asset and the process. Similarly,
a process could affect multiple assets, each in the same or in different ways, which is
represented by the corresponding labels on the arrows. Moreover, it is possible that a
single process affects a single asset in multiple ways, which is represented by having
two or more labels on the corresponding arrow.

Agenda for border coloring: Red – BSS is responsible for the process; Purple – another
department of EMEA is responsible for the process; Black - a third party is responsible
for the process

Fig. 1. A fragment of a FEM for the business case, adapted from [6]. (Color figure online)

When there are too many arrows leading to the same process or asset, several copies
can be created for this process or asset in the diagram. In this case, the shapes for copies
have an arrow in the upper right corner, see asset Support team in Fig. 1 that appears in
three places.

In FEM, different styles can be used for shapes to group together different kinds of
processes, assets, and/or relationships between them. Such styles can include dashed or
double lines, or lines of different thickness, or colored lines and/or shapes. For example,
a special start of an arrow notifies that the relation is of the stock type (see the arrows in
Fig. 1). Another example of styles used in this project, is the color of borders of processes
and assets which identify which department is responsible for each process and asset.
The third example is using an arrow in the upper right corner of the model element.
The arrow shows that this element has already been used in this or another diagram, see
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different occurrences of asset Support team in Fig. 1. A model element with an arrow is
called ghost (of the original element).

Labels inside ovals (which represent processes) and rectangles (which represent
assets) are not standardized. They can be set according to the terminology accepted
in the given domain, or be specific for a given organization. Labels on arrows (which
represent the relationships between processes and assets) are standardized. This is done
by using a relatively limited set of abstract relations, such as, workforce or acquire,
which are clarified by the domain- and context-specific labels inside ovals and rectangles.
Standardization improves the understandability of the models.

While there are a number of types of relationships that show how an asset is used in
a process (see example in Fig. 1), there are only three types of relationships that describe
how an asset is managed by a process – Acquire, Maintain and Retire.

To make the work of building a fractal model more systematic, FEM uses archetypes
(or patterns) for fragments from which a particular model can be built. An archetype
is a template defined as a fragment of a model where labels inside ovals (processes)
and rectangles (assets) are omitted, but arrows are labelled. Instantiating an archetype
means putting the fragment inside the model and labelling ovals and rectangles; it is also
possible to add elements absent in the archetype, or omit some elements that are present
in the archetype.

FEM has two types of archetypes, process-assets archetypes and an asset-processes
archetype. A process-assets archetype represents the kinds of assets that can be used in
a given category of processes, an example of such archetype is presented in Fig. 2. The
asset-processes archetype shows the kinds of processes that are aimed at changing the
given category of assets. The whole FEM graph can be built by alternative application of
these two archetypes in a recursivemanner representing self-similar patterns on different
scales, fractals. The term fractal in the name of our modelling technique points to the
recursive nature of the model.

Fig. 2. A generic process-assets archetype.

To facilitate drawing FEM diagram, we created a toolkit, called FEM toolkit [7].
The diagram in Fig. 1, and other FEM diagrams in this paper are all drawn using FEM
toolkit. The toolkit ensures correctness of FEM diagrams, and it includes additional
features, like support for archetypes, navigation between ghosts and original elements,
sub-classing, and decomposition [8]. The toolkit was implemented using ADOxx toolkit
(ADOxx.org 2017) [9].

Hereby, we finish a short overview of the standard FEM. The reader who wants to
know more about the model and why it is called fractal are referred to [5] and the later
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works related to FEM, some of which extend FEM to represent the business context in
which an organization operates [10, 11].

2.2 The Business Case

This section contains short overview of the project in which the patterns have been
discovered, see also [6]. It presents both, description of the project and the description
of company including the department in cooperation with which it was completed. It
also explains the FEM diagram in Fig. 1 in business terms.

Overview of the Project
The project aimed at investigating of the operational improvement opportunities in the
branch of an international high-tech business concern, EMEA (i.e. Europe, Middle East
and Africa). The concern provides the test measurement products and related services to
other high-tech organizations. The project started by a request from the director of the
internal Business Support and Services (BSS) department whose prime responsibility is
tomanage sales support and supply chain activities. TheBSSdepartment is entrustedwith
the task of relieving sales and service departments from administrative work. Thereby,
these departments could concentrate on their core businesses, i.e. increasing sales, and
providing efficient high-quality calibration and repair of products. As a result, BSS
completes the activities in operation processes that belong to other departments, while
having no total responsibility for these processes. The staff of the BSS department is
distributed across several European countries residing in sales and services headquarters.

The background of the request that triggered the project is the exposure of EMEA
branch to a significant economic decline that requires adjustment of the operational cost
retaining the quality. Several alternatives to achieve cost reduction were considered,
e.g. restructuring or staff relocation to a lower-wage country. Our task has been to
suggest a set of organizational changes based on the modelling and analysis of the
operational activities of the BSS department. The expected result of the project was
either to provide more evidence to support already anticipated alternatives or to produce
other possible solutions. We assumed that modelling of BSS’s operational activities
on an intermediate level of details would be reasonable for the task, i.e. sufficient for
identifying opportunities for improvements. More details, if are needed for analysis of
the opportunities and implementation of the final decision, could be added later.

At the end of the project, the management was presented with a set of potential areas
for improvement detected during the modelling. To our knowledge, the alternative of
moving BSS staff into a lower-wage country is under the current implementation.

Overview of the Company
The business concern produces and sells test measurement equipment to their clients,
most of which are teleoperators or providers of equipment for teleoperators. The organi-
zation also provides services related to the test measurement equipment. There are three
major branches of the global organizations: USA, Asia and EMEA (Europe/ Middle
East/ Africa). These days, EMEA, which has been in the center of our investigation, is
challenged by the competitive environment. It has been exposed to a significant eco-
nomic decline and urgently needs a solution that will help retaining a leading position in
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the industry. In particular, the question of how to minimize the operational costs while
maintaining the quality of service of the EMEA Business Support and Service (BSS)
department has been raised.

Fig. 3. EMEA structure in relation to BSS, taken from [6].

The core activities of EMEA related to our project are presented in the form of
four boxes in Fig. 3. The last box is marked with a red font to highlight activities that
are entrusted to the BSS department, the department with which we have cooperated
during our project. Some examples of activities included in this box, according to EMEA
documentation, are as follows:

– Sales and Service Support. This activity is aimed at unloading sales staff and technical
service personal from paperwork and other formalities related to the customer orders
for equipment and service. It ensures that other departments (i.e. the Sales and the
Service departments) can concentrate on their primary activities, e.g. generating cus-
tomer orders or performing service and calibration. This activity includes Purchasing
of products from the factories (see the next activity) and Customer Support as its parts.

– Purchasing. The activity takes care of any purchase within the company, such as
products for customers, equipment, spare parts, etc. It includes Export Control and
Shipping as its parts.

– Export Control and Shipping (i.e. Supply Chain). This activity is aimed at ensuring
export and import compliance with the government regulations and smooth physical
movement of products and equipment between relevant parties, e.g. production plants,
country offices, customers.

– Demo and Loan. This activity is aimed at supplying sales with demonstration units
of company products to be tested by customers, and later can be sold to customer
with reduced prices. It includes paper work and Purchasing and Export Control and
Shipping as its parts.

The formal organization of BSS is presented in Fig. 4, which also shows that the
staff of BSS is distributed through the whole Europe. The red font in Fig. 4 identifies
managers with whom we cooperated during the project.
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Considering the range of activities completed by BSS and their interweaving with
the activities of other departments, choosing what to change and the scale of changes
have become a challenge for the management team.

Fractal Enterprise Model of BSS Operations
Figure 1 presents a high-level model of EMEA business activities in which BSS partic-
ipate. It includes two primary processes that deliver value to the customers, Sales order
delivery and Calibration and Repair. It also shows the assets needed for the processes’
instances to run smoothly. In addition, Fig. 1 features a number of management pro-
cesses aimed at having the assets in order. The most important of these processes is a
Sales process; it provides the process’Sales order delivery’ with both new ‘Customers’
and new ‘Sale orders’. One of the prime assets required in ‘Sales process’ are Demo
units that can be borrowed by customers for testing. These need to be sold after half
of a year in order to retain a profit of the remaining products’ value. This is done by a
special sales process called Ex Demo sale. Hence, the Demo stock has to be frequently
renewed.

Fig. 4. BSS formal organization, taken from [6].

Figure 1 uses a special coloring scheme to show for which processes BSS is respon-
sible. The red border ovals show the processes that BSS is responsible for. The purple
border ovals show that some other EMEA departments are responsible for the process.
The processes in which BSS participate but might not be responsible for, are identified
by the asset Support team being used in it. As follows from Fig. 1, BSS is responsible
for one primary process, Sales order deliver, and participates in two other processes,
Calibration and Repair process (a primary process), and Sales process. Besides, BSS is
responsible for multiple supporting processes; some of them are depicted in Fig. 1.
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2.3 Research Approach

The research presented in this paper belongs to Design Science (DS) paradigm [12–
14] which focuses on generic solutions for the problems. The problems can be known
or unknown. The result of a DS research project can be a solution of a problem in
terminology of [13] or artifact in terminology of [14]. Alternatively, the result can be in
form of “negative knowledge” stating that certain approach is not appropriate for solving
a certain kind of problem [13].

This research is part of a larger undertaking connected to FEM. Initially, FEM has
been developed as a means for finding all or the majority of the processes that exist
in an organization through interconnections. However, the results of the initial research
produced implications for FEM usage going beyond the solution to the original problem.
FEMmay also be used for mapping the assets and their management in the organization
since it interrelates processes to assets.

The larger undertaking is related to developing methods of using FEM for various
purposes. This is undertaken in a two-phase process. First phase is about testing FEM for
a certain purpose in a case study. The second phase is developing amethod of using FEM
for this purpose, provided that the case study has confirmed that FEM could be useful
in the context. One of the areas where such methodology was exploited is using FEM
for Business Model Innovation (BMI), see [11, 15, 16]. The current paper concerns the
second phase of developing a method for using FEM in operational decision-making.
The first phase has been completed in the project discussed in [6].

Patterns play an essential role in developing methods of using FEM for specific pur-
poses. As has already beenmentioned in Sect. 2.1, FEM includes two type of archetypes:
process-assets and asset-processes, which can be considered as modelling patterns of
general nature. Our works on BMI have introduced patterns of transformational type
that allow to generate hypothesis for radical change. This work continues the tradition
of designing patterns for using FEM in different fields by presenting patterns that can
be used in the operational decision-making.

2.4 Patterns in Software Engineering

As has alreadymentioned in Introduction, the work of Alexander on architectural pattern
[2] has much influence on Software Engineering (SE). This influence resulted in appear-
ance of the concept of analysis patterns in [3, 17]. An analysis pattern in SE consists
of two parts: (1) a modelling part - how to reflect the needs of the business in a model,
e.g. using UML, and (2) a solution part - how to develop a piece of software that will
support these needs in an IT system. This interpretation is illustrated in Fig. 5 adopted
from [18].

Paper [18] identifies two main tasks where analysis patterns contribute to higher
efficiency of the software development process. Firstly, analysis patterns speed up the
development of an abstract model that captures the requirements on the solution for
a concrete problem; this is done by providing reusable fragments for such models.
Secondly, analysis patterns facilitate the transformation of the analysis model into a
design model by suggesting design patterns as reliable solutions for common problems.
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Fig. 5. Analysis patterns in the software development process, adapted from [18].

Analysis patterns in SE are similar to our transformational patterns, the difference
being that our actions are not specifically directed at developing software systems.
Thus, we expect the same kind of effect from using FEM related patterns in opera-
tional decision-making. In addition, we can use some ideas from analysis patterns in SE.
In particular, [1] suggest a format for describing patterns that consists of following items:
(1) Pattern Name, (2) Intent, (3) Forces and Context, (4) Solution, (5) Consequences,
(6) Design, (7) Known Uses. We will amend this format to adjust it to our needs in the
next section.

3 Three Patterns for Operational Decision-Making

3.1 Format for Presenting Patterns

As has been discussed in Introduction, we differentiate three types of patterns that can
be used in operational decision-making, the last two are grouped into the category of
analysis patterns:

Modelling pattern – a pattern that helps to build a model on the appropriate level of
granularity, so that it will be useful for the purpose (operational decision-making).

Transformational pattern – a pattern that contains a condition and an action parts
that represent a standardized solution or an opportunity.

Problem pattern – a pattern that expresses conditions where a problem might exist
without specifying a definite action.

To describe patterns of these types we suggest the following format, which is an
adaptation of the format presented in [1]:

– Pattern name. A concise name that expresses the essence of the pattern
– Pattern Type. Modelling, Transformational or Problem
– Intent. Describes a situation when this pattern should/could be used and what is
achieved by using it.

– Application Procedure. Describes how the pattern can be applied when building or
analyzing a model. This part may contain fragments of FEM diagrams for identifying
condition and/or actions.



Patterns for Using Fractal Enterprise Modelling 455

– Examples of usage. Examples that demonstrate the usability of the pattern.

In the next three sections, we will use this format to describe the patterns informally
identified in [6].

3.2 Process Decomposition – A Modelling Pattern

Pattern Name: Process Decomposition.

Pattern Type: Modelling pattern.

Intent: To break down a process to subprocesses that will be used as units for anal-
ysis. This is especially important when several departments participate in the process.
Breaking down – decomposing – a process into subprocesses allows to identify units
of work (subprocesses) for which each department is responsible for. It also allows to
apply analysis patterns to smaller units.

Application Procedure
A process can be decomposed in two subprocesses if the first subprocess could be
represented as acquiring an asset that serves as a stock for the second subprocess. The
role of being a stock differs from other types of assets usage in a process. A stock asset is
constantly depleted by instances (runs) of the process. Each process instance consumes
one or more entities from the stock; thus, the stock needs to be constantly filled with
the new entities by other business process(es). Other types of assets, e.g. workforce,
infrastructure, can serve in many instances without visible depletion. A typical stock
asset is a stock of parts that are used in an assembly process. Other examples of stock
assets are: a list of orders, customer complaints that need to be handled, etc.

In terms of FEM diagrams the decomposition pattern can be illustrated as in Fig. 6.
The left-hand part of Fig. 6 represents a process to be decomposed, the right-hand part
shows the decomposition. The diagram in Fig. 6 uses capabilities built-in in FEM toolkit.
Firstly, we create a ghost of Process, then we declare that the ghost is a group getting
a shape where we can put other processes. After that, we place two subprocesses that
present the decomposition inside, and connect them via Subproces1 acquires Asset that
serve as a Stock in Subprocess2. Naturally, there can be more than two processes in a
decomposition.

Fig. 6. The process decomposition pattern expressed in terms of FEM diagram.
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Examples: While Fig. 1 present an overall picture of the processes in which BSS par-
ticipate, it does not have details on what particular tasks BSS performs in each process.
More detailed diagrams are needed to understand the matter and whether the same tasks
are present in other processes in which BSS is engaged. The decomposition pattern was
extensively used for this end; without the decomposition it would be difficult to grasp
the function of the department. Two examples of decompositions are illustrated by Fig. 6
and Fig. 7.

Figure 7 presents a simplified decomposition of business process Sales order delivery
from Fig. 1. Simplification has been made to illustrate the idea of the decomposition
without presenting too many details (more detailed fragments will be presented in the
Sect. 3.4. ‘Fragmented infrastructure – a problem pattern’. The decomposition features
four subprocesses. Two of them are handled by BSS and are highlighted by the red
colored borders. The other two are handled by the parties outside EMEA, these are
highlighted by the black colored borders. For instance, the subprocess Manufacturing
and export is handled by one of the factories of the concern, while Delivering products to
end destination is handled by a shipping agent. The connection between the subprocesses
is done through acquire-asset-stock chain. Figure 7 shows that subprocesses Sales Order
processing and Manufacturing and export are connected via the asset Factory order,
more precisely via the first subprocess acquiring Factory order that serve as a stock for
the second subprocess.

Agenda for border coloring: Red – BSS is responsible for the process; Purple – another depart-
ment of EMEA is responsible for the process (not present at the figure); Black - a third party is 
responsible for the process.

Fig. 7. Decomposition of Sales order delivery, adapted from [6]. (Color figure online)

Figure 8 presents the decomposition of the process of Calibration and Repair from
Fig. 1. Note that the subprocesses in Fig. 8 are connected to each other in the same
manner as in Fig. 7. But in this model subprocesses for which BSS is responsible (red
colored border) are intervenedwith the subprocesses of the repair and service department
of EMEA (purple border coloring).
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3.3 Staff Relocation – A Transformational Pattern

Pattern Name: Staff Relocation.

Pattern Type: Transformational pattern.

Intent: To analyze the conditions for staff relocation (or to support operational decision-
making) on whether or not to relocate staff to a different physical location when other
substantial assets remain fixed. The reason for relocation can vary from case to case. For
example, it can be lower wages in a different part of the world, at least for the moment.
Alternatively, it can be easier access to the qualified labor or as a part of a knowledge
acquisition program to build an internal expertise.

Application Procedure
There are two main reasons why the asset of type workforce needs to be in a particular
physical location:

1. Infrastructure related connection. The workforce is engaged in a process that uses
an essential piece of infrastructure and it is mandatory for the workforce to be in the
same physical location. The infrastructure can be, for example, an equipment that
the workforce physically operates on when participating in the process. It can also
be workforce engaged in monitoring and tuning the equipment.

2. Stakeholders related connection. The workforce engaged in a process in which phys-
ical proximity with a beneficiary or partner is necessary. For example, the workers
need to act on the premises of the customer or in tight cooperation with a partner at
their specific location.

If there is no situation described above, the workforce can be moved to a different
location. Note that there can be other restrictions and/or requirements to staff relocation,
e.g. requirement on the time zone, the willingness of the current members to relocate,
the trade-off factors between employment of the new staff and relocation of existing
such as time and investments.

The application procedure for this pattern is based on negative condition. For each
asset of the type workforce, the nearest environment of the processes in which this asset
is engaged need to be investigated. If one of the conditions above is discovered then
it is more likely that the asset cannot be relocated. If none of the conditions above are
discovered then the staff asset is considered being “independent” and is more likely that
can be relocated.

Note that this pattern is concerned only staff relocation without relocating any other
asset. If asset cannot be relocated alone, an investigation can be launched whether the
connected asset(s), e.g. equipment, can also be relocated. However, this situation is
outside the scope of the current pattern.

In FEM terms, the negative conditions that prevents staff relocation can be presented
as in Fig. 9. The action part is simple and consists of moving an “independent” staff
asset from one physical location to another, which is presented in Fig. 10. Note, that in
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Fig. 10 the blue color indicates the current location of an asset; it does not mean that all
blue assets are in the same location. In the same way, green color means that the asset
changes location. The left-hand part of Fig. 10 shows the state before the action, while
the right-hand part shows the result of the action, i.e. the asset Staff is moved to another
location, while all other assets remain in their current locations.

Examples: Let us consider the diagram in Fig. 7. The activities completed by the Sales
order team are of administrative nature, i.e. they are related to creating and sharing
information/documents. The assets acquired in the preceding subprocess and used as
a stock in the following subprocesses are various paper/digital forms filled with data.
Examples of such assets in Fig. 7 are Factory order, Export documentation, etc. The
larger part of this information resides in various IT systems, and PDF documents sent
and received by email.

Fig. 9. Negative conditions for Staff relocation pattern. They show when it is not possible to
relocate the staff.

Fig. 10. Action part of the Staff relocation pattern. Staff is relocated (in green) while other related
assets remain in the same physical location as before (in blue). (Color figure online)
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The assets of infrastructure type used in the subprocesses where Sales order team is
involved do not require the staff to be in a specific physical location; all IT systems, and
databases can be easily accessed and operated from any location. Therefore, negative
conditions presented in Fig. 9 do not apply to the subprocesses in Fig. 7 that are conducted
by this team. Thus, the team could be relocated to a location different from the one in
which they are now. Before making the decision, an additional check needs to be made,
namely, whether the current members would be wiling to relocate, and the time it takes
and costs for hiring new staff in the new location and training it.

This pattern was applicable in several areas of BSS business activities. These were
presented to the management to assist decision-making.

3.4 Fragmented Infrastructure – A Problem Pattern

Pattern Name: Fragmented infrastructure.

Pattern Type: Problem pattern.

Intent: To analyze efficiency in operations by finding the places where process par-
ticipants deal with large number of pieces of infrastructure not connected or integrated
between themselves. This especially concerns IT related infrastructure, e.g. IT systems,
databases, and various documents in electronic form, e.g. Excel sheets. Such a situation
may be a source of human-related errors, for example, when there is a need to manually
move information from one IT system to another. It can be a source of inefficiency, as
a lot of manual work is required to complete a process. It also may affect wellbeing
of the staff completing these manual activities, as they are tedious and require much
attention to not introduce a mistake. From the management perspective, it also may lead
to difficulties in adding new participants to the project, as it may require too long time
to understand how to handle activities in the process.

However, this pattern does not identify a definite problem situation, rather implies
on a potential issue that need investigation. Neither it provides the information on how
essential the issue may be. It does not suggest a definite solution to the problem, though
several alternatives can be discussed, like substituting the diverse set of IT systems with
one integrated system.

Application Procedure
To find places where this pattern fits, FEM needs to present all elements of the infras-
tructure that are actively used in the process. Hence, the granularity of the model should
be more refined. If we take a process on the higher level, it may have a diverse set of
IT systems and other elements of infrastructure. However, different elements may be
used by different team. To find where the pattern fit, one should decompose processes
to subprocesses to the level that each subprocess is handled by a specific team – an asset
that is used as Workforce in the subprocess. When such a subprocesses uses large and
diverse set of assets with the role of Technical and Informational infrastructure, then the
pattern fits this subprocess, which means that there could be a problem.
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Examples: To demonstrate the pattern, we expand the subprocess Sales order process-
ing fromFig. 7 by adding elements of IT related infrastructure operated by the BSS team.
This is illustrated in Fig. 10. Databases and other digital sources provide information on
prices for products and services as well as various types of forms to enable the documen-
tation creation, e.g. a sales order into a factory order. To such sources belong Customer
profile form, Customer screening form, Purchase order screening form, Incoterms, Cus-
tomer credits, Price lists, Quote, etc. First, all documentation related to a factory order is
created and shared internally using an IT system called SBO (provided by SAP). Then,
these documents must be shared/uploaded into IT systems used in a business concern’s
production organization, one of which is situated in Japan and another one in US. The
Japan production uses systems CP, MXE and R3, and the US production uses systems
QAD and Tradesphere. Besides these systems, email and customer portals are often
involved in communicating the information related to a factory order. The situation in
Fig. 11 fits the pattern as the subprocesses employ multiple disjoint IT systems, which
are not easy to use and which require manual transfer of information from one system
into another.

Fig. 11. Expanded FEM for Sales order processing, adapted from [6].

Figure 11 illustrates the complexity of the process Sales order processing which
implies onwhy theBSSdepartment has been created inEMEA.Sales people have no time
or desire to learn how to handle all this information sources and IT systems. Theywant to
concentrate their efforts at getting new orders and new customers, especially, considering
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that their salary is based on commission from sales. One of our recommendation to
management in the project described in [6] was to consider alternatives to having such
diverse set of IT tools to just convert a sales order to a factory order.

4 Conclusion and Plans for the Future

As was stated in the introduction, this paper is devoted to developing an initial set of
FEM related patterns that could facilitate operational decision-making. This is the first
paper related to this specific kind of patterns. Therefore, besides designing patterns,
several other tasks have been completed in order to set up a framework for patterns
development. Though we have borrowed some ideas from how patterns are designed in
Software Engineering, our field of patterns application – operational decision-making –
substantially differs from Software Engineering. Thus, we needed to adjust these ideas
to the new domain, which was done in several steps.

First, we have introduced a classification of patterns by dividing them in two groups:

1. Modeling patterns – patterns used when creating a FEM model with the right level
of details for operational decision-making.

2. Analysis patterns –patterns used to analyze themodel in order to generate alternatives
for improvements.

Second, we have introduced two subcategories of analysis patterns:

2.1. Transformational pattern – a pattern that has both condition and action parts, where
a condition defines when a transformation action could/should be applied. Such a
pattern represents a standard solution or a temporal opportunity.

2.2. Problem pattern – a pattern that specifies a condition where a problem that needs
fixing might exist.

Third, we have adjusted the format for representing patterns from [1] to FEM related
patterns for operational decision-making; The format consists of four parts: (1) pattern
name, (2) pattern type, (3) intent, and (4) examples.

Fourth,weused this format for presenting three patterns, one for each typeof patterns:

– Process decomposition – modelling pattern,
– Staff relocation – transformational pattern,
– Fragmented infrastructure – problem pattern.

These patterns were discovered and used in the project described in [6]. However,
in the project the patterns where use informally, the current work is devoted to their
standardization.

The future research needs to be concentrated on finding newpatterns. Bothmodelling
and analysis patterns are needed to introduce FEM in practice as a tool for operational
decision-making.

We also need to mention that the description of patterns presented in this paper
are the first drafts, and they might need to be expanded. Particularly, the pattern Staff
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relocation requires additional conditions that put constraints on the possibility ofmoving
staff to other physical places, for example, a condition is needed that explains why sales
representatives cannot be moved to another location. This condition cannot always be
expressed in terms of processes and assets only. Hence, the conditions related to external
environment must be considered for this pattern. For example, sales may need to be in
close proximity with the pool of potential customers. Such condition may be expressed
in terms of two new concepts - external pool and external actor - introduced in [11], see
Fig. 12. The cloud shape in Fig. 12 represents external entities that can become elements
of an Asset via an Acquire process.

Fig. 12. Additional negative condition for Staff relocation.

Another example of expansion is the format for problempatterns.Anewelement such
as Additional information to obtain, may explain what kind of information is needed
to understand the situation in more detail. For example, a Fragmented infrastructure
problem could be solved by substituting diverse IT tools with one integrated system.
However, to understand whether it is a viable solution, we need information on whether
the decision makers have authority over such decisions and the cost of substitution. In
our business case discussed in [6] this kind of decisions was outside the authority of the
decision makers with whom we worked. To our knowledge, the solution is not found
yet.
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Abstract. Digital Twins (DTs) in Industry 4.0 are complex cyber-physical sys-
tems that can provide an interface that allows humans and machines to combine
their better skills to improve industrial activity. However, in a limited and risky
industrial scenario, DTs challenged working with high-demand computer power,
transfer rate, and restricted devices. Thus, this work address DT challenges into
asynchronous and synchronous requirements. First, this work reviewed the liter-
ature best approaches, hardware, and software while implementing a DT. Then,
it proposes a high-level architecture over a Petri Net (PN) model to address the
async issue. After that, to perform a sync test, it implements a DT prototype using
the literature equipment and respecting the architecture proposed. The results
show that the case study respects the requirements for safe operation regarding
timing and modeling constraints.

Keywords: Digital twin · Industry 4.0 · IoT · Virtualization

1 Introduction

Industry 4.0 has been modifying the role of the human within the context of factories. In
this context Operator 4.0 arises, which is the one capable of acting on the factory floor
in a state of symbiosis with the other equipment, to share tasks (between machines and
humans), taking advantage of its best features in solving problems [24].

For this new operator to act more efficiently, it must be supplied with informa-
tion relevant to its performance. However, while industrial processes occur in a three-
dimensional physical environment, most of the captured data is displayed in its raw
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form over two-dimensional interfaces. This factor limits the interpretation of the oper-
ator, restricting the use of the information [19].

The solution for that is the digitalization and virtualization of machines and pro-
cesses into Digital Twins (DTs) [28]. DT is a system comprised of a physical object
and its virtual replica. This replica is capable of monitoring and reflecting the behav-
ior of the physical object. It is also possible to apply AI and make predictions on the
behavior of this object [8]. This new technology permits operators to access information
from the machinery to contribute to their decision-making using Extended Reality (XR)
devices. XR devices allow the interaction with the data in a more contextualized and
three-dimensional way, collaborating for more effective interaction. There are different
types and purposes for these devices, such as Virtual Reality (VR) and Mixed Reality
(MR), and analyzed their prominent cases expressed in the literature.

As a distributed system, DT has synchronous network requirements. Real-time
needs are challenging while working with graphical applications and in an industrial
site. The data flow among the physical object, virtual entity, and human-machine inter-
face (HMI) determines experience quality. This experience can be evaluated by Quality-
of-Service (QoS) matter [31].

Samsung released a white paper saying that the wireless 5G transfer rate doesn’t
support a genuinely immersive DT technology experience. However, they already have
a plan for launching 6G by 2028, where it will be the perfect environment for exploring
DTs without temporal or spatial restrictions with a transfer rate close to 1,000 Gbps
[27]. Meanwhile, this work adapts the DT concept to the technology available to make
DT viable nowadays.

In addition to real-time needs, asynchronous requirements occur in the industrial
environment and also with DTs such as requests and decisions [1]. This way, Dts
must support event-based calls without disrespecting previous synchronous constraints.
Thus, it is essential to have modularity systems that allow the designer to integrate,
update, and verify it easily. This work exposes its asynchronous discussion through a
Petri Net (PN) methodology.

Fig. 1. IPAS hierarchy and synchronicity requirements.
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Figure 1 shows the Using the Industrial Process Automation System (IPAS) hier-
archy that represents the relationship among industrial processes and synchronous and
asynchronous requirements [9]. While process control and field devices mainly require
synchronous aspects at the bottom, corporate and plant management present mostly
asynchronous aspects at the top. In the middle, the supervision combines both parts
where the context presented for the DT applies.

So, the objective of this work is:

– Develop a digital twin according to the latest literature methods and analyze its
synchronous and asynchronous requirements.

This work is an extended version of the study published by Vitor et al. [35]. In
addition to that work, this study reviewed literature approaches on DT applications
development (Sect. 3) to support this study’s methodology while interpreting the DT
concept, proposing a prototype, and evaluating it.

Finally, this work outline is as follows. Section 2 shows the theoretical refer-
ences. Section 3 exposes DT literature approaches. Section 4 develop the case study.
Section 4.3 presents the experiment and its results. Lastly, Sect. 5 presents the conclu-
sions.

2 Theoretical Background

This section contains theoretical research that examines the state-of-the-art and most
current studies in the fields of Industry 4.0, IoT, DT, and DES modeling using Petri
Nets (PNs).

2.1 Industry 4.0 and the Internet of Things

Industry 4.0 is the most recent technical advancement in the industrial environment [15].
Decentralization, adaptability, and resource efficiency are among its primary themes.

The concept of the revolution is based on the digitization of industrial plants and
the integration of their components, which is enabled by the Internet of Things [3].
There are an increasing number of devices connected to networks that can produce,
process, and exchange data between human and industrial plant components [32]. This
viewpoint imposes a distributed device network that is widespread and omnipresent. IoT
applications, by their very nature, have synchronous problems, which result in network
limitations [26].

In an industrial context, IoT limitations are more stringent since system reliability
includes human security and industrial plant integrity. As a result, it emphasizes the
significance of evaluating synchronous requirements based on network QoS concerns
[31]. Considering this environment, the IoT is referred to as the Industrial Internet of
Things (IIoT).

Sensors/actuators, network, integration, augmented intelligence, and enhanced
behavior are five levels that can be used to examine the IIoT system [12]. The sensors
in the first layer are in charge of extracting raw data from the machine. It also receives
and analyzes commands in order to activate actuators and change the machine’s state.
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The network layer allows data to flow between IIoT components. The integration
layer then organizes data from many sources and groups it for analysis. The enhanced
intelligence layer uses AI techniques to execute operations on the data in order to extract
knowledge. Machine-learning algorithms are frequently utilized to handle this type of
challenge among a diverse set of AI methodologies. However, as the amount of data
grows, new techniques such as Big Data emerge as a viable alternative for dealing with
massive amounts of data [21]. Finally, the augmented behavior layer is in charge of
reporting or acting on the knowledge gained in the research object.

The IIoT in the mining sector is an example of an industrial scenario [2]. Because of
the working circumstances, mine safety is a major concern. To avoid fatalities, wireless
communications solutions (RFID, Wi-Fi) can send data from the IIoT to monitoring
sensors, allowing a supervisor to better comprehend the real situation and circumstances
at a mining facility (such as equipment and machines). However, those IIoT devices
have limitations, such as energy consumption. To meet its demands, it may put the
operation at danger (for example, one of the wires may break and explode gas in the
mine) citeda2014internet.

2.2 Digital Twin

DTs are systems that represent the properties and behavior of physical objects in a
virtual environment [28]. They can describe the current state of a physical object, mon-
itor it, and provide the user with analysis, recommendations, and predictions about the
operation of a particular physical object state [8,25].

The goal of this technology is to improve object inspection, monitoring, and main-
tenance (equipment and machines). This approach also provides for the verification of
probable decision-making before delivering the command to act. The major goal is to
reduce the time and effort spent on maintenance inspections in the industrial setting, as
well as to simplify and make the operator’s decision-making process safer.

Fig. 2. Digital twin main components.

Figure 2 shows an example of the main components of DT: a physical object (PO), a
virtual entity (VE), and a human-machine interface (HMI). To understand the data flow
of DT, you need to understand the relationship between its parts, shown as directional
arrows and explained as follows.
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PO: First, a physical object having IIoT sensors can transfer its sensed data to the
virtual entity through PO/VE. IIoT actuators on the physical device can also trigger
commands from the VE/PO.

VE: The virtual entity can receive data from PO or HMI via PO/VE or HMI/VE. The
virtual entity utilizes the information it receives from PO to feed AI algorithms
capable of enhancing its learning and extracting the knowledge of the PO state. It
also brings the abstract representation up to date. On the one hand, the virtual entity
may pass information to the HMI (through VE/HMI) based on data obtained from
PO/VE. An alert may accompany this information and the physical item state data if
the AI determines that anything is essential to the user’s knowledge. If the AI senses
a problem and can act, it sends an action instruction to the physical object through
VE/PO. In a second case, the data from HMI/VE is used to hold an instruction
from the user. As a result, the virtual entity determines if the command is safe for
the PO. If the answer is yes, it sends the instruction to VE/PO. Otherwise, it sends
a message to the HMI through VE/HMI.

HMI: Through VE/HMI, the human-machine interface gets data from the VE and ren-
ders it in the visual interface. An input component of the human-machine interface
allows a user to give a command through HMI/VE, where it will be evaluated.

The primary distinction between DTs and simulation systems is specificity. Simu-
lators are generic and do not take into account the current state of the equipment. They
always show the same response under certain conditions. In contrast, each DT is unique
and associated with the corresponding physical object. Thanks to its ability to keep the
information about the object up to date, DT can adapt its model. Thus, a worn out device
may not have the same response as a brand new device of the same model. This is due
to wear and tear and calibrations that change with time and type of use. Therefore, since
DT constantly monitors the devices by updating their status information, it is possible
to make more reliable predictions.

DTs are frequently mistaken with AI approaches such as Big Data. The primary
distinction between DTs and Big Data is the virtual entity. The virtual entity has four
levels of abstraction, according to Tao and Zhang [33]: geometric representation (three-
dimensional modeling), physical modeling (representation and performance of forces),
behavioral structure (response to stimuli such as human activation and interruption),
and rule formulation (identification and association of patterns of behavior). Big Data
can be used to enhance the intelligence of the DT AI [21]. It does not, however, reflect
the entire DT.

2.3 DES Simulation Using Petri Nets

DES simulation is a powerful feature to ensure the development of Industry 4.0. The
IIoT devices can group and process information in different locations, using direct and
persistent connections. However, they also bring new challenges, such as managing
many devices that communicate with each other [6].

This entire flow of communication and information requires models that guaran-
tee synchronism, security, traceability, and time restrictions. One way to describe and
model a distributed system is to use Petri nets (PNs). PNs are efficient for modeling,
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controlling, and analyzing dynamic discrete event systems (DDES). A basic PN is a
bipartite graph with two types of nodes (places and transitions), a marker (token), and
a directional arc (flow arrows) [6].

The places in the graphical representation are circles that indicate token accumu-
lation regions. The state-specific values are described by these tokens, which are dots
inside the place circle. Transitions are rectangles that allow tokens to move between
places via arcs. Directional arrows symbolize the arcs, which connect the two types
of places and transitions. A weight is assigned to each arc, restricting the number of
tokens flowing from one node (place) to the next. The PN execution begins when the
transitions are fired [39].

PN is composed of a 5-tuple structure PN = (P, T, F,W,Ms). P denotes a finite
set of places P = {p0, p1, p2, p3, ..., pn}, whereas T denotes a finite set of transitions
T = {t0, t1, t2, t3, ..., tq}. F represents a finite set of arcs connecting nodes P and T ,
F ⊆ (P × T ) ∪ (T × P ). W represents the weights on the arcs that specify how many
tokens can go from one arc to the next (W : F → {1, 2, 3, ...}). Ms represents the
current state of the PN, where Ms = {m0,m1,m2, ...,mn} is a set of integers, each
representing the number of tokens in relation to their respective places pi ∈ P . M0

defines the PN initial state. Moreover, s represents the state iteration. The transfer of
tokens between places determines a distinct state for each s iteration [18].

PN is being used to mimic many Industry 4.0 situations due to its properties. Yam-
aguchi et al. [36] described their IoT service as an agent-oriented PN to analyze IoT
services through simulation. Similarly, Yang et al. [37] idealized his IoT ecosystem as
a PN to improve dataflow. Latorre et al. [16] developed a PN model that allowed them
to analyze the performance of the production flow and provide decision support for the
system.

In addition, Lomotey et al. [18] described IoT health monitoring systems using a
PN model. They discovered that the model ensures better openness of medical IoT data
traceability, high scalability across peak load situations, and efficiently detects human
fault activities such as spoofing and masking, based on empirical testing.

3 Literature Approaches on DT Applications Development

The concept of DT could be valuable for any context. However, each scenario has its
particularities, and it is necessary to understand the demand. As DT is more of a concept
than a framework, many sorts of software and hardware could support its implementa-
tion in one scenario. According to the needs, some questions could help people chose
where to start building a DT application: where will it be used? Who will use it? What
and how information should be displayed? What are the restrictions on the environ-
ment? What are technology restrictions? Those are examples of questions that need to
be answered to find the best fit set of tools to build a DT.

In practice, this section shows examples of how researchers are building DT appli-
cations to improve human-machine interaction. The following sections review the liter-
ature and discuss themes as: Hardware, Software, Proof of Concept, DTs on the Field
vs. Remote DTs, and Computational Performance. All of these themes oriented the
conduction of this study.
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3.1 Software

One of the main steps in the development of DTs is modeling in the virtual environment.
Its development environment shall support the representation of behaviors, permit inter-
action, provide simulations, interconnectivity, and be reconfigurable, to not be limited
to mere three-dimensional representation.

Gordon et al. [10] show that in the new Master’s Degree program of University
of Limerick, the students used SolidWorks1 to geometrically develop set models with
Emulate3D2, so as to create cinematic representations. Zheng et al. [40] also used Solid-
Works, since it allows HTTP requirements to obtain data from sensors, and justify its
use, saying that it is a well-documented program.

More specifically, for the simulation area, another software reported was FlexSim3.
According to Lohtander et al. [17], this software is an excellent alternative for the
development of industrial applications and supports the direct connection with the
equipment, thus speeding up the development. The programming language used is
Flexscript; however, C++ may also be used, as well as external libraries with DLL.
Since 2016, FlexSim already supports VR, and may export its applications to Oculus
Rift4, for example. As for 2018, compatibility resources with peripheral controls are
already available, permitting the user to have a more realistic interaction with the vir-
tual environment, and possibly with its DT. According to Zhang et al. [38], the software
also has a vast array of environments and demonstration components that may serve as
models for possible unique constructions. Lohtander et al. [17] recommend the use of
SolidWorks and FlexSim together for new modeling; however, they note that it is not
possible to export assemblies5 directly to FlexSim, since the relationship between the
components is lost.

When it comes to modeling in augmented reality environment, the Software Devel-
oper Kit (SDK) Vuforia6 integrated to Unity7 is brought to light. The SDK uses visual
computer technologies to recognize and track markers and simple objects, to the extent
of recognizing the environment and allowing developers to position virtual representa-
tions on the scene. Thus, it is possible to bring the DT virtual entity representation to
the physical environment, making the interaction more realistic. Following this concept,
Schroeder et al. [29] used Vuforia to implement their proof of concept, in which an oil
tanker may be seen on a surface, as well as its oil, gas, and water storage information.

Another option for the development of virtual environments is Unreal Engine 4
(UE4)8. Kose et al. [13] used its resources to develop the so-called Virtual Lab. The
success of UE4 is also because it is a graphic engine fully available. Thus, the tool
does not require the installation of plugins or package purchases to have its version
complemented. In addition to having resources for the creation of games, movies, and

1 https://www.solidworks.com/ (accessed on 22/08/2021 07:33 PM).
2 https://www.demo3d.com/ (accessed on 22/08/2021 07:33 PM).
3 https://www.flexsim.com/ (accessed on 22/08/2021 07:34 PM).
4 https://www.oculus.com/ (accessed on 22/08/2021 07:35 PM).
5 Complex sets of virtual components (set of vertices, edges, and features).
6 https://developer.vuforia.com/ (accessed on 22/08/2021 07:37 PM).
7 https://unity.com/ (accessed on 22/08/2021 07:39 PM).
8 https://www.unrealengine.com/ (accessed on 22/08/2021 07:42 PM).

https://www.solidworks.com/
https://www.demo3d.com/
https://www.flexsim.com/
https://www.oculus.com/
https://developer.vuforia.com/
https://unity.com/
https://www.unrealengine.com/
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animations available, the graphic engine also leads the development of Virtual Reality
applications, making available high-quality rendering resources specific to VR and 90
frames per second (FPS) images. Kose et al. [13] used Blender 3D9 resources as a
complement for the development of objects for its environment. They also used both
software for individual advantages; Blender 3D for three-dimensional modeling and
UE4 for the development of virtual environments.

In addition to both market software mentioned, Roman et al. [23] developed a
robotic arm simulator for educational purposes. The purpose was to engage students
with this type of equipment in a controlled environment. The same author applied the
simulator developed to a DT of a shoe factory [22]. According to the authors, the sim-
ulator allows the use of several types of robotic arms, and also simulate their cinematic
behavior.

3.2 Hardware

Below, this work describes a list of equipment used to improve the user experience
while engaging with those systems. This list highlights some items used in the literature
and how they were used to improve the DT concept, but it does not correspond to all
possibilities. It gives examples of how researchers This work divides the equipment
into three main topics: Visualization Equipment, Interaction Equipment, and Actuation
Equipment.

Visualization Equipment. In the MR scenario, one of the most promising equipment
is Hololens10. Gordon et al. [10] state that this was the visualization equipment used
by students of the new Master’s Degree program of the University of Limerick for the
presentation of their DTs.

Um et al. [34] used resources from the equipment camera to collect environment
data, process this information, and present it conforming to the operator’s vision.

In another scenario, to control his smart factory, Kritzler et al. [14] chose Hololens
as the equipment of interaction with the model.

In the VR scenario, two pieces of equipment stand out: HTC Vive11 and Oculus Rift.
These devices allow immersion and mobility experience in real-scale environments.
Kose et al. [13] also used both type of equipment in their experiences, and thanks to
its availability, they could collect reports and compare their usabilities. Thus, it was
reported that HTC Vive was the preferred choice, and one of the aspects observed was
the benefits of standalone navigation, hand controllers that are easy to use, and high-
resolution screens.

Control Interface. The way DTs are controlled directly impacts the sensation assim-
ilation of the task, ensuring a higher user immersion into the application. XR pieces
of equipment usually have efficient interaction mechanisms, such as hand controls and

9 https://www.blender.org/ (accessed on 22/08/2021 07:43 PM).
10 https://www.microsoft.com/en-us/hololens (accessed on 22/08/2021 07:47 PM).
11 https://www.vive.com (accessed on 22/08/2021 07:49 PM).

https://www.blender.org/
https://www.microsoft.com/en-us/hololens
https://www.vive.com
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manual and voice recognition. However, in addition to these common mechanisms,
Dombrowski et al. [5] used a haptic interface to perform this interaction.

Haptic interfaces are controllers that allow force feedback from the person that is
handling them. For example, usually, it is possible to feel a vibration in video game
consoles after some collision happens in the game. The purpose of this vibration is to
simulate the force sensation the user would have if the same movement were made in
a real environment. There are more realistic interfaces, such as racing wheels that not
only vibrate but provide force feedback depending on the movement of the user, to
represent the friction between the wheels and the road.

Thus, Dombrowski et al. [5] chose a haptic interface called Virtuose 6D12. This
equipment has a robotic arm-like structure with 6 degrees of active freedom (transla-
tions and rotations), as well as 3 buttons (2 programmable). Virtuose 6D was designed
to translate efforts as realistic as possible. Dombrowski et al. [5] tried to use this inter-
face to perform the control training of the robotic arm, which is called KUKA LBR
iiwa13, and is used at Volkswagen’s assembly line.

Thus, adding haptic interfaces to DTs may increase the sensation of immersion and
presence in the real scenario.

Actuation Equipment. Apart from the approaches that try to sense and control legacy
analogic machines’ data to feed the DTs system, others develop smart robots with sen-
sors and actuators and are already adapted to this context.

Priggemeyer et al. [20] tried to develop a i4.0-oriented DT for one of these robots.
The robot was ReconCell14. ReconCell is a versatile robotic arm aiming at providing
services for large- and intermediate-sized companies. The robot is based on new tech-
nologies for visual programming and autonomous monitoring and execution of assem-
bly operations. Its main advantage is that it can be almost automatically reconfigurable
to execute new assembly tasks with efficiency, accuracy, and economy, with minimum
human intervention. In that manner, the robotic arm may be adjusted according to the
needs of each industry. ReconCell also offers online monitoring to collect performance
indicators, error recovery support, exception handling, and remote servicing.

3.3 DT Proof of Concept

Proofs of concept contribute to the fundamentals of the proposed ideas and suggest new
research lines. The studies initially aim at defining the theory of their proposals, but to
be valid, it is crucial to submit all concepts to practical scenarios. This section shows
two studies that highly influenced the conduction of this work by its methodology of
applying the DT concept into a proof of concept.

Zheng et al. [40] primarily focused on presenting a methodology for the develop-
ment of products based on technology advances to the extent that their product man-
ufacturing process contributes to its improvement, which is called Smart Connected
Open Architecture Product (SCOAP). This methodology aims at creating products that

12 https://bit.ly/haption-virtuose (accessed on 22/08/2021 07:52 PM).
13 https://bit.ly/kuka-iiwa (accessed on 22/08/2021 07:53 PM).
14 http://www.reconcell.eu/ (accessed on 22/08/2021 07:54 PM).

https://bit.ly/haption-virtuose
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can be monitored by sensors that feed an AI that is capable of providing relevant infor-
mation for improvement. To show their idea, in the end, they presented an illustrative
scenario of the MR application in the monitoring of a bicycle’s life cycle. During the
explanation of their proof of concept, they make a very good distinction between the
technologies used and the creation steps. Finally, an application called MIRAGE15 was
made available, and the user may have a privileged visualization of the subject being
studied. Users may have access to information from rotation sensors fixed to the wheels
by a VR and MR application developed for mobile phones.

Frontoni et al. [7] proposed the creation of a DT from a real industrial machine,
the forklift16. They used a web application developed in WebGL17 to be accessed by
computers, mobile phones, tablets, and even VR equipment. In the application, it is
possible to see the three-dimensional model of the equipment and monitored its opera-
tion. To provide support so the operator can in fact see the information, specific points
were marked in green when the operation was under control, or in red if some issue
was detected, thus speeding up the analysis process.The application uses real data from
the machine and has the history of its operations to identify potential defects. In the
end, the application allowed a more comprehensive visualization of the machine under
operation, showing to the operators possible warning before the issue occurs.

Both authors successfully assessed the methodology they proposed to create a DT
when based on their proofs of concept. Zheng et al. [40] used an illustrative scenario to
apply their methods; however, it was sufficient to provide evidence of the possibilities.
It is possible to realize that the use of MR over information about the equipment may
bring a more interactive and easy to understand approach to the use of the application.
Then, its use could have been extended to any other type of application, either real or
virtual.

Frontoni et al. [7] decided to develop their application in a real scenario. Based
on their experiments, they found a delay of approximately 8 s concerning the physi-
cal machine, considering the application in pseudo-real time. The reason was that even
though the delay, it provided fast enough information for the analysis. Then, this per-
ception was only possible once they developed an application and tried to measure its
performance. Thus, the development of real-time proofs of concept also revealed appli-
cation challenges that can be identified and improved.

In conclusion, those studies highlight the importance of the practical scenario even
with limited resources. With that, they influenced this work to build a prototype to
support its concept with nowadays technology.

3.4 DTs on the Field X Remote DTs

When it comes to field operations (directly in physical contact with the equipment),
or remote processes (away from the equipment), either scenario can take advantage of
DT. However, each one has particularities that should be considered while developing
user-centered solutions.

15 https://bit.ly/yt-mirage (accessed on 22/08/2021 20:01 PM).
16 http://www.ubisive.it/demo/sensorviewer/ (accessed on 22/08/2021 20:03 PM).
17 https://mzl.la/3y6zitt (accessed on 22/08/2021 20:071 PM).

https://bit.ly/yt-mirage
http://www.ubisive.it/demo/sensorviewer/
https://mzl.la/3y6zitt
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DTs on the Field. Conforming to Hadar [11], the development of DTs in MR is based
on three topics: scene sensing, context enrichment, and direction. Scene sensing is cru-
cial for overlapping the environment with relevant information in a way that does not
affect the vision of the operator. Positioning, lighting conditions, and object recognition
information are essential for the adjustment of the system’s visualization to the user
context. Based on this data, it is possible to adjust the location, angle, and brightness
information on the display, and also to filter data for the objects in the visual field.

Once the environment is recognized, the scene undergoes an enrichment of context,
in order to select information relevant to the operator’s view, to assist him in his task.
Depending on the type of information to be displayed, it may be seen as a text, graphic,
or spot. According to the size of the device’s display, more information may be dis-
played; however, mainly for smartglasses, in which the visual field is reduced, minimal
information shall be provided.

The direction is the most important step because it not only recognizes the scene
and chooses what is important, but because it is necessary to understand the actions
on the scene to determine the information to be displayed and at what time, according
to the task’s development. Similar actions may occur in a single scene, for example,
to pour water on the windshield or fill up the starting tank of a car with gasoline. For
both cases, the user shall see how to open the car’s hood; however, information from
different sensors and tanks shall be returned (starting tank or windshield water tank).
Thus, the system would recognize the operation executed and could show the informa-
tion only from the corresponding tank. Graphic animations may be required for a better
explanation of the operation. Then, to know in which moment a determined information
is relevant depends on the recognition of the what is happening on the scene.

As shown by Hadar [11], a series of concerns shall be considered during the devel-
opment of DTs to help operators on the field. Their functions shall not be affected by
the use of the equipment. The system should be adaptable to the environment, to better
meet the needs of the operators. The environment’s recognition is crucial for the equip-
ment used as an interface to recognize the environment in which it is inserted and to
adjust the way the information will be displayed. Also, to enrich the operator’s visu-
alization with data relevant to what is being visualized, it is important to optimize the
information to be displayed to a minimum. Finally, direction systems shall be capable
of recognizing what is happening on the scene to determine what information shall be
displayed to the user and at what time.

Remote DTs. In the study of Kritzler et al. [14], Hololens are used to present the whole
plant floor to the user. The user can select a particular machine, and so its information
will be displayed on the screen, avoiding the accumulation of unnecessary information
in the operator’s view. When selecting a machine, a data request is made to the cloud
that returns the data for the specific machine. This cloud is fed with real data from a
smart factory. If changes occur in the real factory, such as positioning, the DT updates
its information according to the positioning variable.

The proof of concept developed was a train line with different control stations. The
user then could activate or deactivate these stations and control the operation of the train
in real-time, while its physical representation was concomitant to the activities.



476 R. F. Vitor et al.

Kritzler et al. [14] reported that frequently, adverse situations, such as raised tem-
peratures, nuclear radiation, explosions, or other risk conditions in the company, com-
promise the access of operators to determined areas due to the risk. However, it is nec-
essary to carry out periodical maintenance of the equipment in these areas. The access
to all information in a safe place tends to bring a series of advantages, such as remote
access to the plant, less time in the plant and less exposure of the worker to risk environ-
ments. All this without losing the spatial notion of the equipment on the plant floor and
allowing the visualization of information directly on the corresponding physical object.

3.5 Interaction Considering Computational Performance

DTs are directly related to expensive tasks, such as image processing, machine learn-
ing, and three-dimensional rendering, which is against the definitions of equipment
portability [30]. Then it is necessary to approach computational experiments to verify
the applicability and identify their limitations considering technology nowadays. Then
comes out the need to try new ways to process this information (ways that do not over-
charge the equipment used by the operator).

Um et al. [34] developed a platform operating on an industrial modulated system.
The platform had an MR headset (Hololens) and an edge computing platform.

According to the authors, the headset’s function was to obtain information about
the environment through its camera. After the information is obtained, the purpose is to
identify scene objects to feed the DT with environment knowledge. However, to do this,
it is necessary to apply object identification algorithms on the image, and this process
may be performed locally or by a server. Finally, the information result shall contribute
to the visualization of the headset user, as a support to its operation.

The main paper’s contribution was the fact that the authors wanted to test an archi-
tecture that would divide the processing of the information collected by the headset
during the capture, transmission, and processing steps. The approach to mobile devices
in this experiment is very much relevant due to their computational power and informa-
tion storage restrictions.

They tested the devices alone and jointly. Finally, they verified that information
processing by the server is very favorable versus headset processing only. Thus, using
the headset to collect information, then having such data transferred to the server and
the response displayed with the headset is a good approach. However, they also found
out that information processing with more than one equipment would slow down the
task versus headset processing only, the reason why the approach was not feasible.
Then, they concluded that the biggest difficulty was information transfer since isolated
applications had better outcomes.

For future papers, they state they need to test 5G communication to compare the
performance and make a better assessment of the battery life of MR headsets since its
processing alone drains too much battery.
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3.6 Summarizing

This section summarizes the literature approaches on DT applications development.
As for technologies, this study identified software and hardware being used for the
development of interaction-focused DTs.

Market software for modeling, creation of virtual environments, physical represen-
tations for the development of XR (MR and VR) technologies were presented. A sim-
ulator software was also developed in the academy setting [23] and shown throughout
the studies.

AR and VR visualization equipment was the most used across the analyzed studies.
In addition to mobility, such equipment is useful and permits intuitive handling, as well
as control by natural commands.

As for interaction devices, it is possible to realize that studies such as Dombrowski
et al. [5] have a concern in increasing the immersion of the user into DT by haptic
interfaces.

It was also observed that new robots are already under development, aiming at meet-
ing DTs demands, such as ReconCell, which was shown in the study by Priggemeyer
et al. [20], thus providing high connectivity and system native forms of control.

When it comes to emerging technologies, Frontoni et al. and Zheng et al. [7,40]
expressed the importance of practical studies besides theoretical ones to prove the con-
cept and show viability within technologies nowadays.

AR has been a promising technology for DTs development since it permits the real
world to be viewed with relevant digital information overlapping the operator’s vision.
However, to make this possible, a series of procedures shall be carried out by the sys-
tems to effectively provide support to the operator in his task, without exposing him to
risks.

When it is not required to be near the machinery, remote DTs may reduce the time a
worker stays at the plant and the risk of exposure to obtain information from determined
machinery. VR falls under this scenario since the operator does not need to know the
environment to ensure his/her safety because the equipment may be used in a controlled
site. However, AR may also be used in this application, but away from the physical
entity and showing the whole plant or equipment and not only information over it.

Finally, Segura et al. and Um et al. [30,34] discussed the need for performance tests
to identify limitations and allows the search for better ways to execute high computa-
tional software as DTs.

4 Developing a Case Study

This paper conducts a case study to assess the specified requirements and restrictions
after examining the theoretical approaches to this topic. The implementation of a DT
prototype is shown in Fig. 3, where elements 1, 2, and 3 relate to the physical object,
4 to the virtual entity, and 5 and 6 to the HMI. Except for 1 and 2, which have a serial
link, all communication between the elements is done over Wi-Fi.

Element 1 is a conveyor belt prototype that includes sensors and actuators. It can
monitor and regulate its operations. The communication with the sensors and actua-
tors is handled by Element 2, a microcontroller Arduino. The conveyor belt prototype
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Fig. 3. Case study prototype environment configuration.

is represented by the combination of elements 1 and 2. Each instance communicates
with a central conveyor handler, represented by a Raspberry Pi in three examples. It
uses Python code and the SocketIO module to link the conveyor to the virtual object,
represented in 4.

The virtual entity contains an AI component that can monitor and act on the con-
veyor belt’s functioning. For example, if the AI system detects an object of unusual
size, it may send an alarm to the HMI or even switch the conveyor belt off for safety.
This element system was created using Python programming, the Scikit-learn package,
and SocketIO.

The HMI is represented by the HTC-VIVE (i.e., VIVE) and Microsoft Hololens
(i.e., Hololens) 5 and 6, respectively. They let the user to engage with the system while
also obtaining input from the many components. They can also operate the conveyors,
which is element 5 in VR and element 6 in AR.

4.1 Asynchronous Requirement Test

Figure 4 exhibits a classical PN representation of the DT architecture to demonstrate
the data flow of our proposal. Using a high-level abstraction, this model shows the
relationship between the physical object, the virtual entity, and the HMI, in addition
to the system behavior and changes. We treat the synchronous requirements (like time
or connection faults) as real instances, not included in this abstraction. This will be
considered in Sect. 4.3.

Fig. 4. Petri net representation of the proposed system behavior.
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In Fig. 4 there are tokens (dots in red inside of the circles), places (circles in blue),
and transitions (rectangles in green). The token carries three pieces of information to
be transmitted by the places. These pieces of information were type, payload, and
message. The type characterize the data into non actuation or actuation. When
the type information is non actuation, the payload information stores the physical
object’s sensor data. Otherwise, when type information is a actuation, the payload
transmit an actuation command. Lastly, message can carry additional information.

Place indicates a location in which the data will be stored or processed.
In Fig. 4 we have eight places: Input, AI, Business Rule, Actuators, Sensors,
Abstract Representation, and Visualization. Finally, the transition is an action fired
when the token is prepared to flow to another place. In Fig. 4 we have four transitions:
T0, T1, T2, T3, and T4.

Once a place receives a token, the place acts according to the information received
and can also change the information that will be flowed. It is important to note that a
place can receive information in a token that is not relevant for the moment, but it still
passes the information since it can be relevant in other places.

The place Input produces a token in which the type is actuation, and the payload
consists of the command that the user will execute. The place Sensors produces
another token with type as non actuation and the payload with data of sensors from
the physical object. In these two places, no information is added to message.

The place AI receives a token and checks their type. In the case of type with
actuation value, the place analyses if that action can cause any risk. If there is no risk,
the token is fired; but, if a risk was detected, the place change the type to nonactuation
and puts the cause into the message information. However, if the token received by the
AI has a non actuationtype, the physical object condition is validated. In this case, if
any warning is detected, the place AI adds a message information and fires the token.
Additionally, if a risk is detected, the place AI modifies the token to actuation, adds
the actuation command into the payload, and adds a message related to the action.

The place Business Rule recieves the token fired by the place AI and acts the
same as the AI . The difference is that place AI uses artificial intelligence to validate
the token, while the Business Rule uses rules defined by humans.

Then the token is sent to Actuators. If the token is of type actuation, the
Actuators read the command in the payload and process it. If not, the token is dis-
carded.

If the place Abstract Representation receives a message, this message
is attached to the abstract representation. Otherwise, the payload is read,
and the state of the abstract representation is updated. In both cases, the
Abstract Representation updates the payload and triggers the token.

Finally, the place V isualization receives the token and presents the payload and
message for the user.

In the initial state, the Petri Net starts with a token in the place Input or in the
place Sensors. If the token is in Sensors, it expresses an IIoT data obtained from the
physical object. But if the token is in Input, it represents user data input.

Our network data flow can be divided into four conditions (see arrow pairs in
Fig. 2): Visualization (arrows PO/VE and VE/HMI), Self actuation (arrows PO/VE and
VE/PO), Human actuation (arrows VE/HMI and VE/PO), and Input feedback (arrows
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HMI/VE and VE/HMI). If a different data flow is detected, the token is passed, but it is
discarded in the following.

In the Visualization (PO/VE and VE/HMI) condition, the physical object trans-
mits the information to the virtual entity that processes and passes it to the HMI.
Sensors fires T0 which sends the data token to the Abstract Representation which
changes its representation state and fires T1 which sends the new representation to the
V isualization.

In the Self actuation (PO/VE and VE/PO) condition, a physical object sends infor-
mation to the virtual entity that decides an action without human intervention and
sends this action to the actuator. Data tokens are provided by Sensors, which fire
T0 that passes to AI algorithms. If the AI detects that an actuation is required but
does not need human decision-making skill, it fires T3, which sends a actuation type
command along with an alert message to the actuating user. The token is then ver-
ified to see if it complies with the Business Rule. The Actuators are then tasked
with the actuation by T4. At the same time, the token sends the alert message to the
Abstract Representation, which renders the action alert and fires T1, which sends
the visual alert to the V isualization.

In the Human actuation (VE/HMI and VE/PO) condition, the HMI passes an input
action to the virtual entity to be delivered to the physical object. In this case, the
Input token is of the actuation type, which fires T2 and feeds the AI algorithm,
which confirms the command’s safety. Then it fires T3, which filters the token using
Business Rule. After AI the Business Rule filter, it fires T4, which delivers the
command token to the Actuator that will act. In addition, when T4 is fired, a confir-
mation token is delivered to the Abstract Representation, which renders it and fires
T 1, confirming the command delivery.

Finally, in the Input feedback (HMI/VE and VE/HMI) condition, the HMI passes
an input action to the virtual entity to be processed and to return feedback to the
HMI. Input offers a data token that is passed into the AI algorithm, which then
fires T2, where the token is validated by Business Rule. It fires T4, and is sent to
the Abstract Representation, which renders it and then fires T1 to give the visual
information.

The PN used has a determinism characteristic, which means that is possible to deter-
mine whichever the following state given the PN = (P, T, F,W,Ms) and a state (s).
To that, each place p ∈ P can only fire one transition t ∈ T . As shown in Fig. 4, in our
PN each place only has only one output arc, characterizing their determinism.

The boundness of PN models is another key criteria in their analysis. A PN is said
to be k-bounded if, in each of its potential states (Ms), (m ≤ k,∀m ∈ Ms). Besides
that, a PN is bounded if it notices the presence of a k value that satisfies the following
condition ∃k | (m ≤ k,∀m ∈ Ms).

4.2 Synchronous Requirement Test

The validation and test process for the proposed architecture required settling an envi-
ronment containing the proposed features. For this matter, we arranged a testbed to
evaluate the assets from this proposal. This structure provides a medium to discuss the
quality of the provided services considering the proposed dataflow. We use the gathered
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data to determine the timing constraints given the application. Also, we use this testbed
to evaluate how changes in the scale of the services affect its soft real-time constraint in
a model based on a QoS formalization.

The elements observed in this context are the virtual entity, the middleware, the
machine learning, and the real object. It is possible to test how much time it takes to
exchange information with the middleware on each node, and this timing allows the
observation of the system’s soft real-time constraint.

The modeling of such QoS-based-test is based on similar previous studies concern-
ing IoT and Wireless Sensor Networks [31]. These studies also target the evaluation of
network-related pipelines with real-time constraints.

The initial step is to consider duration as discrete intervals, as the set D = di, i ∈ N,
where di+1 − di = θ, and θ is a constant sampling time. The soft real-time constraint
will be represented by φ, where φ = k × θ, k ∈ N

∗. From this point, we establish the
following definitions:

Definition 1. Let G = gi be the finite set of nodes consuming and producing data from
the middleware, where i ∈ N;

Definition 2. Let E = ei be the finite set of events that each node performs, where
i ∈ N;

Definition 3. LetL = lg,e be the length of time interval that the node g takes to perform
an event e, where g ∈ G and e ∈ E;

Definition 4. Let Ψ = ψi be the set of patterns of events to be observed in the devices,
where ψi = Ei, Ei ⊂ E and i ∈ N;

Definition 5. Let O = oi be the finite set of observations of a certain pattern ψi ∈ Ψ
on each device;

The equation used to determine the time λ taken to observe a particular pattern
ψi ∈ Ψ is:

λoi
=

∑
lg,ek

|∀ek ∈ oi, oi = Oψi
(1)

In this case, every node in the network composition can have its single φi soft real-
time constraint. Given this equation, let Ô be a subset of O, where λoi

≤ φi, ∀oi ∈ Ô.
Finally, given the sets O and Ô:

Definition 6. Let N be the number of elements on the set O;

Definition 7. Let Nh be the number of elements on the subset Ô;

The following equation represents the quality factor Qf :

Qf =
Nh

N
(×100%) (2)

The resulting value obtained from this equation represents the percentage of obser-
vations of a pattern that does not violate the soft real-time constraint. In the context
of this work, the nodes gather or update their data and internal conditions based on the
communication with the middleware. Therefore, we added virtual entity nodes to exper-
iment on the change of quality based on an increasing number of clients consuming data
from the middleware and how it affects this quality factor.
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4.3 Case-Study Validation Results

This section discusses the experimental processes and their results considering the con-
straints described and formalized in the previous section. Also, we present some pre-
liminary constraints based on our data.

Asynchronous Requirement Test. At first, this work developed a PN formalization to
evaluate the asynchronous constraint in a high-level dataflow over the DT system.

We designed and tested our PN using TAPAAL [4], a tool capable of modeling,
simulating, and verifying PN designs. The PN designed is shown at Table 1. As stated,
we want the PN to be both deterministic and bounded. The deterministic propriety is
supported by the number of transitions and input arcs being the same (5).

Our design can start in one of three states: (i) one token in the Input place, (ii)
one token in the Sensors place, or (iii) one token in both the Input and Sensors places.
Any other circumstance is understood as a mix of these states. The network statistics
collected from the model check tool are shown in Table 1.

Table 1. PN Stats extracted from TAPAAL. Extracted from [35].

Shown component Active components All components

Number of components considered: 1 1 1

Number of places: 7 7 7

Number of transitions: 5 5 5

Number of input arcs: 5 5 5

Number of output arcs: 8 8 8

Number of inhibitor arcs: 0 0 0

Number of pairs of transport arcs: 0 0 0

Total number of arcs: 13 13 13

Number of tokens: 2 2 2

Number of untimed input arcs: 5 5 5

Number of shared places: 0

Number of shared transitions: 0

The network is untimed: Yes Yes Yes

The network is weighted: No No No

We performed some queries over the produced model, which results are summarized
as follow:

– Every state in the PN is reachable, and the number of operations is limited. That was
verified by performing a full state-space search for each case within 0.006 s;

– There are deadlocks, which was confirmed in 0.005 s or simulation modes. These
also indicate that the PN design is bounded;

– Finally, the network is 4-bounded, satisfying the boundness criteria.
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These results indicate that the proposed dataflow is safe to develop the proposed
application. However, we also need to verify the synchronous test results to understand
the proposed system and its constraints better.

Synchronous Requirement Test. In this section, we present and discuss the syn-
chronous test methods. We create the architecture shown in Fig. 2 using the elements
displayed in Fig. 3. In this test, we divided our experiment into two stages: (i) estab-
lishing the quality factor baseline and (ii) evaluating the quality factor for an increased
number of elements in the architecture, using the baseline determined.

Our objective is to establish a baseline for each node φi real-time requirement in
the first stage. As stated in Sect. 4.2, this value is a factor of a time block size, named θ,
and an integer number of blocks, represented by k. This relation is represented by the
equation φi = ki × θ and we established an arbitrary value of θ = 2 ms for the tests
performed.

We performed three tests in minimal conditions to define each device’s real-time
constraint using the prototype elements. In the first test, all the tasks were performed
with an IoT element, a device running the server with the Business Rule and AI appli-
cation, and the VIVE interface. The second one, the interface, was changed from the
VIVE to a Hololens. Finally, in the third test, both interfaces were used in joint with
base elements.

Observations of the lengths lg,e of each device’s events were made in each test. We
checked the lengths λoi

from the observations of the required patterns and determined
the minimal ki value from this data to reach a relaxed criterion of Qf = 0.95. The
results of these tests are shown in Table 2, where 1A represents the test without IHM-
Hololens, 1B represents the thest without IHM-VIVE, and finally 1C represent the test
with all devices. We have a single φi for each device using the ki and θ values.

Table 2. Timing requirement test (k). Extracted from [35].

1A 1B 1C

AI/Business rule 23 23 23

IHM-Hololens – 27 34

IHM-VIVE 19 – 22

IoT-GET 1 1 1

The results show that the third test presents the most overloaded conditions. Thus,
we took the values of this test (column 1C in Table 2) as ki to establish the soft real-
time constraints using θ = 2 ms. Having established these constraints, we performed
another set of experiments to evaluate how system performance is impacted by adding
more devices.

In the first scenario appraised, we evaluate the impact of raising the number of inter-
faces on the quality of the data provided by this system. To evaluate that, we increase
the number of interfaces from one to five, measuring the time to perform all the events
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with the desired pattern. The increase had the following pattern: the interfaces from one
to four was a VIVE interface, and the fifth interface added was a Hololens interface.
Figure 5 displays the result of this test.

Fig. 5. Quality factor test results for the first scenario.

In the second scenario, we tested the effect of increasing the number of conveyor
belts. In this scenario, we had two configurations: (i) increasing the number of belts in
a single device and (ii) increasing the number of devices containing the same number
of belts. For both cases, we started with ten simulated belts, increasing ten more on
each iteration. Figure 6 shows the result for the second scenario. In red is the result of
increasing the number of belts in a single computer, and in blue, it increases the number
of computers containing ten belts each.

Fig. 6. Quality factor test results for the second scenario.
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The results from the first scenario indicate that increasing the VIVE interfaces has a
minor impact on the appliance soft real-time quality constraints. Although, the addition
of a Hololens interface had a significant impact on the results. This also has impacted
the first test, resulting in a tight constraint. The second scenario results also indicate that
the quality factor performs better, at first sight, increasing the number of belts in a sin-
gle device. However, with the continuous increase of belts, the distributed architecture
performs better.

5 Conclusions

This work analyzes the development process of a digital twin according to its
synchronous and asynchronous requirements. This development targets applications
towards Industry 4.0. Initially, we present the theoretical aspects of this solution, includ-
ing the latest literature approaches. Then, we review the application of these concepts
in a case study.

In this text, we initially assess the most relevant concepts that cover the synchronous
and asynchronous restraintss when developing applications for the industrial environ-
ments. The main terms reviewed in this process were the Industrial Internet of Things
(IIoT), Digital Twins (DTs), and Discrete Event Systems (DES). From the synchronous
aspects, an important feature is studying soft real time constraints through QoS indica-
tors. The asynchronous constraints enforce the verification of the appliance robustness
and safe operating conditions through its dataflow.

Through the literature approaches, we present an extensive review of the DT
approaches on several aspects. As parts of these primary aspects, we understood that
several software and hardware tools enforce the usage of augmented and virtual real-
ity that enforce the development of digital twin applications. Furthermore, it is desir-
able that the development also has a proof-of-concept stage, in which the developers
integrate the physical machines and test their constraints. Finally, the end application
should not require workers to stay in the working plant for long periods, and the concept
of remote DTs enables this.

The provided case study is a set of analyses of the synchronous and asynchronous
aspects of a conveyor belt prototype application. The asynchronous features were tested
using a classical Petri Net (PN), which provides the means to evaluate the determinism
and boundness of the operation conditions. These aspects are considered indicators of
a robust dataflow. For the soft real-time constraint, we modeled and employed a QoS-
based test to evaluate IIoT environments.

The results of the tests indicate safe operating conditions according to the pro-
posed data flow. The PN developed to model the operational flow is both deterministic
and bounded. Our results also indicated that the consuming applications have a minor
impact on the system’s real-time constraints. A final result indicates that increasing the
number of distributed devices in the environment is preferable to overloading a device
with the acquisition of data from multiple conveyor belts.

Future works would consider tests with even more elements on the architecture. The
presence of more devices and processes could raise new results, considering the hard-
ware limitations. Also, another possible analysis is considering Object-Oriented Petri
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Nets (OOPN) to analyze the performance of case studies through different simulation
tools. This new approach would allow the inclusion of rules and features that were not
explored in this context, such as priority, condition, and timing within the PN.
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Abstract. Organizational agility combined with high level of enterprise IT con-
trol, and both business and IT risk management, shapes the focal problem of this
study. We add a third case to a previously published analysis of two cases, where
under the business environment pressure, the existing enterprise architecture man-
agement (EAM) is challenged by new capability buildingwith new technology and
business operations thereby undergoing a change. The development projects lead
to a structural change, or change in organizing the operations, reflected also in the
allocation of managerial responsibility. The analysis of two cases with the com-
plex adaptive systems (CAS) theory in the earlier study is continued in this paper
with the third case, extending the theoretical analysis to a multi-layered organiza-
tional structure. An initial outline of a ‘dual capability EAM’, that was based on
the analysis of the two earlier cases, is now developed to a methodic approach to
be used in similar situations, i.e., new business capability building and emerging
organizational structures, however with controlled development and risk manage-
ment. CAS is employed as an analytical tool, and with it, a theoretical foundation
is suggested for the EAM approach.

Keywords: Enterprise Architecture Management · EAM · Complex Adaptive
Systems · CAS Organizational capability

1 Introduction

This study builds on an earlier elaboration of two cases focusing on new business capa-
bility development, and the role of enterprise architecture management (EAM) with
organizational agility, materializing in a dynamically emerging change in the enterprise
structure [28]. The present study delves into this problem area with an additional case,
showing similar traits as the two previous ones, but a broader scope and a more com-
plex environment. Following the theoretical baseline adopted in the earlier case study,
we examine the complex adaptive systems (CAS) paradigm [18, 20, 21] as a potential
explanation and an analytical tool. Both the two previously presented cases “Alpha” and
“Beta” [28], and the new, “Gamma” in focus in this paper, involve the building of a new
business capability, at the core of which is technology novel to the respective organiza-
tion. The development induces an evolutive change even in the organizational structure.
The new case Gamma extends the study to a larger scale and nested governance systems
extending over organizational borders.
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From the systems theoretical perspective, broadly used in studying EAM and devel-
oping approaches for it [26], each of the cases, shows a new technical system bringing
forth a change at a higher complexity level, or socio-technical systems setting in the
enterprises our three cases represent. We find the concept of organizational capability
[6, 32] as a fitting analytical conceptualization at this level. New business capability
development is in all the cases an agile response to environment sensing, leading to evo-
lutive changes the enterprise organizations. The IS concept of ‘socio-technical’ or ‘work’
systems tend to pertain to a more stable notion of an organization and its information
systems.

The focus on enterprise structure touches also the respective management or gover-
nance systems. EAM is understood an approach for implementing IT governance [27].
In CAS terms, we observe the emergence of a new sub-system in a broader system-
of-systems. A hierarchy of governance and management systems guides the division of
labor and the resources within an enterprise.

The business agility, or the dynamics in the emergence of a new structure, is the third
common characteristic for all the cases. The evolution step is triggered under an external
pressure, enabled by an agile operations level mode [23]. This challenges the traditional
IT governance and enterprise architecture management approaches, which are rather sit-
uated at the top managerial or strategic level. Agility in business capability development
meets here with the requirement to simultaneously sustain high standards of enterprise
IT governance, a norm in all the case organizations. Such controlled development is
also understood as a part of the EAMmission. The combination of a required dynamism
(agility in business capability development) and the EAMoversight role creates the focal
problem for this study, i.e. the requirement for a “dual EAM capability”.

IT governance, for IT and business alignment, and coherence of business and IT
architectures, is practiced among other things through the enterprise architecture man-
agement process [3, 27, COBIT5]. In the cases at hand, this faces the challenge to
firstly, maintain a coherent, inter-operable and stable enterprise IT with high standards
for information security, and risk management both for business and for IT. Secondly,
the enterprise business is driven by the enterprise performance, in its strategies pay-
ing heed to the business environment opportunities and threats. The pace of change
in the business environment and technologies demands agile business development to
seize opening opportunities – also following good corporate governance principles, that
point towards strategic advances for maintaining and enhancing the enterprise value and
performance.

Our initial proposal to tackle this challenge, the guidelines for a ‘dual EAMcapability
model’, outlined in a previous study [28], is in this paper extended with new empirical
findings from another case. The new case presents a scaling challenge to the initial CAS
theorization, through the embeddedness in a complex, hierarchical governance structure
and a cross-organizational setting.

The research question is:
RQ How can EAM support business capability development in an agile manner,

when it involves the building of a new system and a new unit, changing the enterprise
structure?
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The rest of the paper is structured as follows: In the following section (Sect. 2),
we discuss the theoretical background, first, the systems approaches and CAS for a
study of enterprise as a system of systems. Next, organizational agility as the challenge,
and further, EAM approaches as a tool for the governance of enterprise IT and its
developments. In Sect. 3, the study method is explained, and in Sect. 4, the study cases
are accounted for. In Sect. 5, the cases are analyzed and in Sect. 6 the resulting model
for dual capability EAM is presented. In Sect. 7 we conclude the report, discuss the
limitations and openings for future research.

2 Theoretical Background and Prior Findings

2.1 Systems Approaches and CAS

ComplexAdaptiveSystems (CAS) is an acknowledged theory to explain diverse complex
problems in the present world, among them, “encouraging innovation in dynamic envi-
ronments” [20, 21]. Mingers and White [25] point to system hierarchies, and properties
emerging at different hierarchical levels, following the Boulding [7] systems hierarchy
from mechanical to intelligent systems. At higher complexity level (intelligent agents
and social systems), the actors’ rationalities and reasoning define the individual agent
or sub-system behavior, affecting the overall system performance [25].

Organizational units may be seen as sub-systems in a systems hierarchy. The CAS
also show hierarchies. The sub-systems may be called simply agents or actors, which
is fitting especially if not consisting of several parts. Within an organization, the units
(as sub-systems, or agents) may be competing for the limited organizational resources,
interpret signals for opportunities and threats, receiving them both from their immediate
environment (other sub-systems/agents, governance or management systems, or lower-
level systems such as technical systems), and from the environment of the enterprise,
i.e., the system-of-systems. Seen as a CAS, an organization or enterprise can be analyzed
for EAM questions with the following concepts [12, 18, 20, 24]:

– Agents as individual organization members, groups or teams, or collectives thereof,
(organizational units) as sub-systems, interacting with their environment [24]. Fol-
lowing this, the concept of agency, or ability to take meaningful action, pertains to
the next concept:

– Self-organization as the capability of an agent to adapt (cf. the ‘adaptive’ trait of CAS),
i.e., re-direct and re-organize its resources and activities, according to the interpretation
of its environment and signals received. This leads to a change at the agent and
sub-system level, which again changes the whole system, or system-of-systems.

• Degrees of freedom for individual agents within a system to enact upon signals they
receive (“dimensionality”; [12]).

• Emergence is the notion of systemevolution due to changes induced by agent or sub-
system adaptive behaviors, cumulatively perceived as system-of-systems change,
as change in performance, in structure etc. as the system and individual agents aim
at fitness in their environment [12], or optimal behavior in their given conditions.
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– Signals and interactions. The concept of signals [20] pertains to the interactions and
activities of the agents. Haki et al. [18] further explicate the interactions as the “dy-
namic connections between agents and resource flows”, entailing from the “mutually
adaptive” (self-organizing, or co-evolutive) behaviors of the agents [18].

– Environment. The focal system as in all systems theories is confined by a system
boundary.With organizations, the boundary is drawnby the ownership of the resources
under the control of an enterprise [13], and the environment forming the external
conditions for the system.

Significantly, signals from the external environment may be interpreted as changes
in the external conditions that require action by the system, in order the system to survive
in the long term, or to influence the system performance in short or medium term. The
focus of our study is to understand the dynamics in a business organization, detecting
signals in their environment interpreted as business opportunities and leading to the need
of new capability building around a new technological asset. The traditional top-down
governance approach to EAM is challenged with initiatives coming from lower echelon
‘agents’, and signals not observed by the governance systems but away from the central
governance, in the line-of-business or organizational unit, which is systems terms means
the sub-system level. We discuss the related organizational agility concept next.

2.2 Organizational Agility

Tallon et al. [33] in their review study on organizational agility point to the sensing of
the environment, in CAS terms, receiving and interpreting signals as the key mechanism
of the system to interact with its environment. The ability to do so is in organizations
related to the structures and hierarchies of an enterprise, as Tallon et al. [33] point
out: “there may be significant delays in getting information to top executives” with
whom the decision-making power is, “while the richness and immediacy of the source
information may also be lost”, meaning that the interpretation of the signals is, due
to the structure and decision-making hierarchy, not done by agents with best ability to
interpret their significance. Tiwana and Kim [34] point to the decision-making power
vs. requisite knowledge for the decision needing both business and IT understanding.
Tallon et al. [33] further point to the information overload and bureaucracy as possible
causes for missing significant signals. This is noteworthy for an EAM study, since EA as
an approach is known for susceptibility for exactly these phenomena [16]. Lee et al. [23]
brings forth the need for ambidexterity and elaborate this at the strategic and operational
levels of business-IT alignment. This reflects the opportunity for not only capturing and
interpreting signals, but also to act accordingly, i.e., guide new capability development,
achieving agility at the business operations level. The related phenomena have been
explained with the dynamic capability concepts, also adopted in several EAM studies
(e.g. Abraham et al. [1]), which is another plausible way to explain the sensing and
the seizing. However, with CAS, we find an analytical tool for the change taking place
with the emergence of a new technical system, around which a new business capability
(entailing one or more socio-technical systems, or organizational sub-systems, and new,
requisite IT capabilities) and in some cases, also a new organizational unit is forming.
Such structural change may entail also changes in the decision-making structures. Such
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situations are delicate within an organization, and in CAS terms, the mutual adaptation
[18], or co-evolution may also mean rivalry and competitive behaviors [12].

2.3 Enterprise Architecture Management

For over two decades, the complexities of managing organizational IT have been tackled
with EA management approaches. EAM has been evolving from a technical design
of IT infrastructures and systems architectures to a strategic management approach,
aligning the enterprise business and IT developments [31]. It has a role in enterprise
IT governance, to maintain a portfolio of technologies and applications for enterprise
performance, and among other things, also manage both business and IT related risks.
An architectural approach is requisite for information and data security management
[30]. Beyond alignment, a rather project-by-project effort, EAM creates an oversight
to all enterprise IT assets and resources (awareness), targets the ensuring of business
continuity (assurance) [3, 5, 15], all the above further essential in managing information
security.

Support for agility has early on been attributed to EA [30], as the awareness provided
by a managed EA gives a headstart in developing business and IT. The later emerging
EAM, a research area in its own right, has repeatedly been studied in the context of
business agility, often with the conceptualizations of dynamic capabilities [1, 4, 36], and
agile development [11, 19]. Systems approaches have a long-standing and broad interest
in the enterprise architecture research area [26], early EA approaches applied e.g., the
living systems concept [29, 37], following with systems approaches to EAM, e.g., the
viable systems model [10], the hierarchical, multi-level systems [2] and recently also
CAS [18, 22].

In our cases, the focus is on the role of EAM and combining to its best practices the
dynamism of a systems evolution, induced by a new technical system implementation,
leading to the emergence of a new organizational capability (entailing socio-technical
level systems as a sub-systems or sub-CAS within a “CAS of CASs”, i.e. the entire
enterprise). This leads also to changes in the enterprise governance structures, pertaining
to resource ownership and location of control.We see a need to examine themanagement
and governance systems as a type of system or sub-system within the entire enterprise.
It is a sub-system where decision-making power over resources and actions of also
the other sub-CAS have been concentrated. One of its core activities is to allocate and
guide the resources to other-sub-systems and control their use through monitoring of
sub-system performance.

In our previous study [28], with two cases we illustrated the capability of EAM to
support the evolutive change, allowing for piloting solutions at the level of a business
function or organizational unit (in EA terms, a ‘segment’, or domain; Bruls et al. [9];
Pulkkinen [29]). As stated over the results, “changes in the EA segment structures mean
that the systems structure of the enterprise evolves. New technology is the core technical
system, entailing a new socio-technical system to emerge, with among other things a
new business process to be designed as the core of a new capability to be established.
New EA segment structure means an evolution of the sub-CASs within the enterprise”
[28].
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3 Research Method

Case study is amultifaceted research approach [38], established for exploringphenomena
not yet fully understood or explained by existing theories and conceptualizations. As
pointed out by Eisenhardt and Graebner [17], missing a theoretical underpinning is a
reason to conduct qualitative inquiries. They also reinforce Yin’s [38] view to examine
subsequent cases to elicit sound evidence for the suggested explanation. The initial
study [28] continued in this paper, started out by exploring two cases capturing research
attention by a dynamism in EA development cases not fully explained by existing views,
conceptualizations, and methodologies for EA management. The cases also offered an
opportunity for qualitative data collection, in form of a series of documented workshops,
in addition to the guiding project documentation. These, accompanied by discussions
with the people in oversight positions in all cases, allow for a deep insight into the
organizational reality. Both the documentation and the workshop outcomes remain with
the researchers for later study. For the third case in focus in this paper, we follow the
same scheme for research data collection. As the material base from the three cases is
very extensive, the documents are analyzed selectively, concentrating on material on the
focal phenomena of organization evolution and the required EAM approach.

The workshop participation of organization members with rank and authority for
decision making, on both business and EA, as well as organizational IT issues, sheds
light to the related organizational issues. In the scope of the analysis, the mass of docu-
mentation on e.g., finer technical design details for the cases is given less attention, but
the analysis is concentrating on how key issues are solved, and how a man-aged path in
developing the EA, satisfying all requirements, can be found.

An author participating in the development projects gave in all three cases a unique
opportunity for participant observation [8], where the focus of the study, the aspect
of emergence in a system and the organizational change, is ‘objective reality’ from
the perspective of the researcher. Not an organization member, he can retain observer
objectivity. The long-term observation during development requiring on-site time with
the organizations was needed to observe the organizational evolution take place to the
point where the new structure is planned, and the new capability is developed. This
was for case Alpha 6 months, case Beta 12 months, and for case Gamma 6 months,
“virtual” participation due to the distributed organization and the pandemic conditions
2020–2021. Contact with the case organizations continued after the project completion,
giving the opportunity to observe if and how the developed solutions are deployed, and
induced changes are permeated.

4 Case Introduction

As this study builds on top of the two earlier cases [28], a short review of those cases is
provided. Case “Alpha”was a large public agency, “Beta” a private corporation. A shared
strategic choice in both was, to develop a new business capability with a technology new
to the enterprise, the corporate IT and the business units. The strategic intent entailed a
fast move. Alpha leveraged AI to build a virtual customer service assistant and aimed
at a ‘first mover’ status with this technology. Beta built an IoT platform to enable a
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new business service concept and to support the users of their physical technology-
intensive product customers. Relevant characteristics of the earlier cases for this study
are represented and compared to case Gamma in this chapter.

Case Gamma is a cross agency collaboration project with two public agencies that
participates in an EU program that has a goal to harmonize domain specific processes
across member countries. The case project is part of a collaboration on control and risk
management in the EU, and the goal is to enable agencies to become compliant with the
EU level processes and to become more data driven. The case’s organizational structure
is represented in Fig. 1.

Fig. 1. Organizational structure of the case.

The ministry governs a large domain which both case agencies are part of. Ministry’s
role in the case is not direct, but it has the overall ownership of the whole.

Steering group is a temporary structure created by ministry to govern the program’s
implementation. Steering group is the decision forum that is responsible for the oper-
ational management of the program and the coordination between case agencies. Part
of steering group is the Architecture Forum that has the ownership of the program’s IT
system landscape and architecture into which the project is to deliver. The key steering
mechanisms are project management and target architecture.
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Case Gamma is organized as a temporary cross agency collaboration project under
the ministry. Gamma’s goal is to design and implement the new cross-organizational
process and enriching an IT system outlined by the target architecture.

Agency A represents the ITDevelopment capabilities and procures the new IT system
as a licensed system from the selected vendor. Agency A owns the system.

Agency B represents the business requirements and owns the to-be business process.
Vendor does the detailed design and implementation with an agile delivery method-

ology. The vendor operates the new system during production phase with a small team,
becoming a part of the organizational structure.

Both Gamma’s agencies have ICT departments with associated EAM functions.
Agencies EAM functions ensure that the new capability is integrated properly to
agencies’ own architectures.

The research data is like with the two cases presented in Poutanen and Pulkkinen
[28] and is represented in Table 1. The first author did participatory observation in case
Gamma during the design phase of the project.

Table 1. The data for qualitative analysis.

Data sources available Case alpha Case beta Case gamma

Strategy and plans Yes Yes Yes

Organizational guidelines & standards (documents) 5 4 6

Project plan Yes Yes Yes

Number of design workshops (1–2 h each) 21 18 35

Number of workshop participants 5–6 2–11 1–8

The urgency to Gamma comes from the from EU-program timeline. The following
tables display the analysis of the three cases (Tables 2 and 3).

Table 2. The case analysis: the emerging of a new capability as a sub-subsystem.

Case attribute Case alpha Case beta Case gamma

Business driver Strategy deployment,
customer service
improvement

Strategy deployment,
growth generation

Process
harmonization

Capability
developed

New AI-based virtual
assistant service
channel for customers

New business
concept: After-sales
product service with
IoT support

New digitized process
and risk analysis
system

(continued)
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Table 2. (continued)

Case attribute Case alpha Case beta Case gamma

Business goals Service quality
improvement
Cost savings
First agency to deploy
AI

New revenue from
novel service business
Customer
commitment to
product

Inter-organizational
process coherency

Key technological
goal to develop
enterprise IT

AI adoption in a pilot
service area for further
deployment

IoT platform
deployment
Sensor data analytics
adoption

Process enrichment
with ML, secure use
of public cloud

Initiative and
project ownership

Customer Service
Development Unit – to
be handed over to
customer channel
management

Business
Development Unit
– to be handed over to
a new unit

Top-level organization

Novelty of the
solution

High (no prior AI
implementations)

High (no prior
implementations or
IoT/SDA)

High (no prior public
cloud and ML)

Type of solution Pilot implementation Production quality Production quality

Intra organization
connection

No No Yes

Table 3. The role of EAM prior to the project.

Role of EAM Case alpha Case beta Case gamma

Focus of the EAM
team

Business systems,
Administrative
systems

Administrative
systems

EA-compliancy

EAM role in the
project

Informed Consulted Authority

Perceived role of
EAM

Slow, no value Slow, limited value Necessity

EAM role in
post-implementation
phase

Standardization of the
solution
Created EA
knowledge retention

Standardization of the
solution
Created EA
knowledge retention

Standardization of the
solution
Created EA
knowledge retention
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5 Case Analysis

Poutanen and Pulkkinen [28] concluded with a model of a dual capability EAM for
steering new capability development in emergent, agile, and yet, controlled manner. In
this section, case Gamma is analyzed using an updated and visualized version of that
model, represented in Fig. 2.

The model is a workflow containing phases and activities that an organisation can
follow to create new capabilities with novel technologies in emergent settings. Observed
characteristics of case Gamma are reflected to each activity of the model and compared
with characteristics of cases Alpha and Beta. The goal is to provide insight how the
model performs in more complex cases like Gamma.

Detect Signal
In earlier cases business units (agents) of an organization (CAS) detected the signals from
the environment and in case Gamma the top-level organization (CAS). Signal detection
is agnostic of the organizational hierarchy level.

Evaluate

• Business potential: in cases Alpha and Beta, business units identified an opportunity
and were able to create a strong business case. In Gamma, the top-level organization
did the evaluation. In all cases a joint agreement was made before the project start

• Risk: Case Alpha’s planning with the concepts of Dual EAMmodel resulted in lower
project risk, allowing purposedly less engagement by the management. Both Beta and
Gamma involved a high financial risk, due to the scale of the work, resulting to stricter
management policies of the project. In all cases, all involved parties inserted their
arguments to the project evaluation and an overall risk appetite was determined by the
topmanagement. Of the technological risks, business units had the best understanding.
High risk level requires to increase in the level of steering.

• Novel elements: all cases faced novel technologies to leverage. This is an important
point, as it helps to define what knowledge needs to be acquired into the team

Form the Team

• All cases used a temporary team. In riskier and larger cases Beta and Gamma, a more
formal structure was used, due to the larger scale of the effort

• Owning business unit leads: inAlpha andBeta business units (‘agents’ of theCAS) led
the development, in Gamma a temporary collaborative project, with overall steering
from the owning organization

• Engage affected business units: In all cases business units collaborated actively. In
Alpha and Beta, the business units detected who were needed. In Gamma the CAS
detected, and gave the project ownership and an active role to business units
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• Resource skills: all cases leveraged external resources due to the novel technology.
This was a fast way to resource the project and to acquire skills transfer into own
organization

Prepare

• Study the context: in all cases EAM played a critical role in this activity, enabling
understanding of the current business and IT architectures. In case Gamma, EAM
provided the target architecture for the project (top-down). In Alpha and Beta, target
architecture was unknown at start, it had to be designed (bottom-up), but with clear
integration points known a-priori, reducing the risk of incompatibility.

• Reduce scope: all cases limited the cost of a potential failure by designing a temporary
EA-segment with clearly defined interfaces to their environments. Alpha additionally
limited the functionality of the virtual assistant focusing strictly to the novel elements
of the solution.

• Use temporary development environment: all cases leveraged a public cloud to provide
speed and to avoid capital costs. Majority of the work could be developed on cloud
due to the black-box design. In case of failure, effects would be minimized on the
existing IT environment

Experiment

• Design business processes: in Beta, the new processes were novel to the organization.
In Alpha, a new customer service channel was introduced with several new roles.
New boundary spanning roles between business units were needed to train the virtual
assistant, e.g., from linguistic and legal aspects. In Gamma a new cross-organizational
internal process was designed to enhance business capability and to meet EU targets

• Identify and apply integrations and standards: in all cases, EAM played a critical
role in identifying the required integrations. All cases used a black-box integration
as a strategic choice, to reduce technical risks and to enable more agile and faster
future changes. Gamma represents amore complex case architecturally, as the solution
had most integrations to the current environment. In all cases identifying existing
legislation, related constrains and standards played a critical role in helping to design
a viable solution

• Minimized EAM control: The cases indicate that the development case attributes
affect greatly what is the optimal level of control needed. This must be decided case
by case. With Alpha, a totally isolated development environment allowed to reduce
EAM involvement to only to understand future integration needs and to create future-
compliant design for the experimentation. In Gamma, EAM team controlled only the
defined interface of the new solution thanks to the black-box design approach. This
enabled Gamma to design the content and the internal architecture autonomously
behind the interface.
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Ensure Viability

• The risk/opportunity level of the case determines the level of steering andmanagement
that is needed. It is important to ensure that the proposed value and quality could be
achieved. A failing project must be stopped.

• In very novel cases the produced solution’s value for the business must be evaluated.
The solution needs to be consolidated to the current EA. With proper preparation-
phase work, the effort is optimized. In case Gamma, EAM team was involved from
the start within the steering group.

Fig. 2. Dual EAM model.

6 Discussion

Case Gamma provides a context and elements that enable evaluation of the CAS-based
Dual EAM model represented in Fig. 2 in a more complex case. In Gamma, additional
organizational hierarchies (Fig. 1) are in place, and the new capability development
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requires cross-organizational change. The following evaluation is performed trough
CAS theoretical lenses [12, 18, 20, 24]. Essential phases and activities of the model
for answering the research question are explored from the case analysis.

The case structurewould allow to select other options for the boundaries of this study,
but the selected unit of analysis is the Ministry, as the top-level organizational layer and
the resource owner, representing the CAS [18]. EU and the program represent parts
of the CAS’s environment. Steering group, case Gamma as a temporary organizational
structure, both agencies A and B and the vendor are internal agents of the CAS. The
vendor is interpreted also as an agent, as it provides a development team and later a
support team to the CAS, that becomes part of the organization, as part of the emergent
change or re-structuring of the organization.

As Choi et al. [12] points out, modern CAS theories and models of CAS focus on the
interplay between a system and its environment and the co-evolution of both the system
and the environment. In this case, Ministry detects a signal from then environment as
a member of the EU program and identifies the need to build new capabilities leading
into this development project. The new capability for the CAS (ministry) represents an
attempt to increase the global fitness of the CAS within its environment.

In contrast to Gamma, in cases Alpha and Beta, business units as internal agents
were the environmental signal detectors and triggered the change. Agents behave in a
manner to increase fitness of the system that they belong to - either locally or globally
[12]. The success of Alpha and Beta cases indicates that organizations should allow and
encourage business units to be active environmental scanners.

Additionally, being able to detect and interpret signalsmore accurately [33], business
units as also understand best their existing resources, strengths, and weaknesses, making
them optimal organizational level to lead the design of new local capabilities in a self-
organizing manner. Fostering active collaboration between business units during the
capability development in a co-evolutionary way is also a trait of a CAS. The vendor
is also an important part of the internal agent network, participating in the co-evolution
and knowledge transfer into the network of agents. In all cases, the vendors’ role was
critical to achieve an agile development speed and more importantly, to acquire requisite
knowledge of the new technologies.

A key tenet of this research is, how an organization can steer new capability devel-
opment in an agile yet controlled manner. This is a balancing act between freedom and
control. As pointed out in Sect. 2, the traditional approach where top-level management
system and its EAM govern the development has its well-studied challenges.

The dimensionality of a CAS [12] is defined as the degrees of freedom that individual
agentswithin the systemmust have to enact behavior in a somewhat autonomous fashion.
Controls reduce dimensionality [14]. Controls, such as rules and regulations, both system
internal and external, ensure that an individual agent’s behavior is greatly limited and
helps the CAS to behave more predictably, or as in case Gamma, in a compliant way.

In case Gamma, target architecture and the use of a steering group leverages EAM as
a control tool to ensure requisite external fitness could be achieved. A high-level target
architecture with clearly defined interfaces for business units represents an efficient way
to steer design and control the cross-agent (business unit) collaboration. Simultaneously,
this approach allows for innovation within the new capability’s boundaries.
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7 Conclusion

Through three studied cases, Alpha, Beta and Gamma, where in each, a new business
capability is developed, a Dual EAM Model is suggested. In these cases, around a
novel technological solution (AI, IoT, andML respectively), a new business capability is
developed, inducing organizational change in structures andmanagerial responsibilities.
The EAMmodel supports organizational agility for both the business operations and the
IT developments, among other things by shifting control flexibly, enabling the business
units (agents, in CAS terms) to take control and guide the development, as in the two
first cases, or keeps it centrally, as in the third one. The model allows for a flexible
development path retaining the amount of organizational control needed for architectural
coherency and risk management.

The enterprise architecture field of research has early understood the systemic nature
of organizations and the IT systems in them, and adapted several systems approaches for
method development in the areas of EA and EAM. Recently, the complex adaptive sys-
tems paradigm has been in the focus, and we find through the analysis of the three cases,
that it does offer explanations and a fitting analytical tool, that supports the development
of the suggested Dual EAM model.

The study has the limitations of a case study, leaving the suggestedmodel to be tested
in both practice and in further research. The evidence from multiple cases, however,
strengthens the developed result, and the three cases show not only similar traits, but
also differences that allow for testing the flexibility of the suggested model. We hope
that this model finds ample use and will be tested in further cases.
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Abstract. Classically, enterprises future is intertwined with the needs and
demands of society. Nowadays, in addition to those two elements, challenges
are becoming more and more numerous and unavoidable. Saying a few, global
warming, social responsibilities, Covid 19, digital transformation…We are living
in a new era that is highly volatile and unpredictable. We don’t have anymore
the privilege to choose threats and opportunities that we want to adapt to. In fact
adaptation becomes a necessity to survive in this highly competitive and dynamic
environment. Factors coming from those challenges externally on top of internal
ones can impact various parts of the enterprise in the form of changes. Thus, Adap-
tive Enterprise Architecture (EA) is leveraged to assist the continuous adaptation
to the evolving transformation. On the other hand, one of the criteria of Adaptive
EA is the ability to monitor and control the complexity of changes. In this paper,
we suggest a mixed approach of EA complexity measurement based on quantita-
tive and qualitative analysis. First, we begin with a recap of the criteria shaping
our Adaptive Enterprise Architecture approach and we give an overview of the
model that we worked on in previous work. Then we investigate related work
about complexity and subjective measurement. Finally, we describe our mixed
approach of assessment of complexity and we focus on the calculation of some
objective and subjective metrics.

Keywords: Adaptation · Complexity · Dynamic environments · Enterprise
architecture

1 Introduction

Fewyears back, digital transformation and drastic adaptations to challengeswere consid-
ered as important decisions requiring strategic planning and companies either considered
positively the changes or rejected the transformations. Nowadays, in highly dynamic and
competitive environments companies are looking for ways to become adaptive and agile
by responding to the factors that they encounter with the specificities of each of them
(cycles, recurrence, frequency, etc.). They need to assess the impact of change, detect
proactively issues and smoothen decision-making.

As a catalyst of change, Enterprise Architecture can be leveraged to support the
response to the new requirements. Moreover, EA is required to provide continuous
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improvement to address evolving needs with the right level of complexity. In this regard,
we introduced Adaptive Enterprise Architecture model [1].

We defined, Adaptive EA as an approach that allows the proactive sense and response
to change and the explicit management of adaptability trade-offs. Most importantly, it
leads dynamic transitions, in the form of projects, from an “as is” to a “to be” by ensuring
the right level of complexity.

On the other hand, the widely definition of complexity in different domains leads to
a lack of consensus on it and on its measurement [2].

In this paper, we explore the state of the art related to complexity and subjective
measurement. Then, we define a mixed evaluation approach for complexity in Adaptive
Enterprise Architecture. In Sect. 2 we focus on related work of complexity of change
management and subjective measurement. Section 3 summarizes the results of our pre-
vious work in regards to Adaptive Enterprise Architecture. In Sect. 4, we define our
mixed evaluation approach Complexity in an elementary EA transition and deep dive
into the calculation of some metrics. Finally, in the last part, we conclude our work and
present our perspectives.

This paper complements the conference paper [3]. It focuses on mixed evaluation
methods and subjective measurement of complexity in Adaptive enterprise architecture.
We suggest as well as a literature analysis, a model for complexity measurement, the
factors and supporting calculation of some metrics.

2 Related Work

In the current VUCA (Volatility, uncertainty, complexity and ambiguity) environment,
management approaches need to adapt to the new requirements and to manage com-
plexity. In the literature, multiple papers and researches have shown the importance of
complexity management as it impacts various project phases during its lifecycle, it hin-
ders the identification of goals and objectives and it can affect different project outcomes
in terms of time, cost and quality [4, 5]. Also, the larger and the more complex a project
is, the riskier it is. In fact, this type of projects face significant, unpredictable change,
and are difficult or impossible to forecast [6]. If we focus only on the IT (Information
System), complexity has been attributed as one of the causes of high failure rates in IT
projects. So as to give some statistics, one in six IT projects is expected to be a black
swan, with a cost overrun of 200% on average [7]. In general, complexity is taken as
having negative impact on project performance [8]. But in order to maximize the effec-
tiveness of architecture, some new concepts evolved recently like “requisite complexity”.
It shows that is important to find the right balance between complexity excess and deficit,
that is, to find an optimal level of complexity [9].

On the other hand, limited research has been conducted on metrics and measuring
IT complex projects and less in defining methods for managing them. Most research
concludes that metrics and tools are required but not available or not reliable [10].
Specifically talking about complexity and Enterprise Architecture, complexity has been
identified as one of themajor challenges faced by the discipline of enterprise architecture
[11]. But little research on complexity management in other areas is applicable to the
field of enterprise architecture [12].
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In addition to that, systems are increasingly exposed to hazards of disruptive events
[13] e.g., new business requirements, unexpected system failures, climate change and
natural disasters, terrorist attacks. Risk assessment is, then, applied to inform risk man-
agement on how to protect from the potential losses. It is a mature discipline that allows
analysts to identify possible hazards/threats, understand and analyze them, describe them
quantitatively and with a proper representation of uncertainties [14]. Its principles are
based on assessment of risk as a scientific activity depending on the available knowl-
edge and the uncertainty inherent in risk, and decision making based on risk is regarded
as a political activity. According to [15], in the current literature, some researchers are
supporters of the existence of a relationship between complexity and risk. They argue
that the adoption of a disintegrated approach of evaluating complexity and risks in silos
raises the possibility of selecting sub-optimal risk mitigation strategies while others are
detractors of this link and suggest that these two concepts are distinct.

In the following, we explore the broader state-of-the-art related to the definition of
complexity with a focus on research papers related to IT, business and project man-
agement as, in our model, the elementary transition from EAi to an EAi+1 is a project.
We also, identify the main contributions that discussed complexity measurement in
Enterprise Architecture.

2.1 Definition of Complexity

The notion of complexity can be found in STEM (Science, Technology, Engineering,
and Mathematics), social, economic and management disciplines. The main challenge
is that there is a lack of consensus on the definition of complexity of a project [2]. In the
Table 1, we summarize the main definitions of complexity [3].

In our paper, we consider that complexity of an Adaptive Enterprise Architecture
involves many unknowns and many interrelated factors as explained by the previous
criteria. In fact, complexity is related to the different parts of an enterprise with their
specificities, to the interrelation between layers and to the environment. Moreover, we
also have the dynamic aspect between EAi and EAi+1. This means that the complexity
is not applied to a static approach but has a dynamic part. Thus, our reasoning tends
towards the definitions given by [16, 17], and [29].

2.2 Complexity Measurement

As shown in the previous part and in [3], complexity can have many interpretations
sometimes even in the same field. In the following, we focus on papers that discussed
the measurement of complexity.

According to [30] in order to comprehend project complexity concept can be drilled
down into factors and characteristics. They identified themain factors that are considered
in the literature: Size, Interdependence and Interrelations, Goals and Objectives, Stake-
holders, Management Practices, Division Labor, Technology, Conccurent engineering,
Globalization and context dependence, Diversity, ambiguity, Flux.

Also, with a focus on IT projects, [10] identified the below characteristics of com-
plexity: Multiplicity, ambiguity, uncertainty, Details (Structural), Dynamics, Disorder,
Instability, Emergence,Non-Linearity, recursiveness, irregularity, randomness,Dynamic
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Table 1. Definitions of complexity [3].

Sources Definition of complexity

[16] He defined complexity as “the whole is something else than the sum of its parts”

[17] The theory of holism reintroduced complexity notions. It highlighted that the
ultimate sources of knowledge derive from a reference to the system’s broader
context

[18] They defined complexity as information inadequacy when too many variables
interact

[19] They viewed the number of influencing factors and their interdependencies as
constituents of complexity

[20] He considered that complex society is characterized by open systems, chaos,
self-organization and interdependence

[21] In relation with complex systems theory, they highlighted the following attributes of
complexity: Emergence and Unpredictability

[22] The Luhmannian system theory, defined complexity as the sum of the following
components: differentiation of functions between project participants, dependencies
between systems and subsystems, and the consequential impact of a decision field

[23] They qualified project complexity as that property that makes it difficult to
understand, foresee, and keep under control its overall behaviour

[24] They linked complexity to the severity of project specificities in relation with the
difficulty of control, management and predictability

[25] They defined complexity as the number and the heterogeneity of the components
and relations of an EA

[26] He considered that a project is complex when it is difficult to formulate its overall
behaviour in a given language, even with reasonable complete information about its
atomic components and their interrelations

[27] They calculated the distance of an architecture from a reference simplicity

[28] They defined ‘structural complexity’ as the relation of project elements to the
structure of the project

[29] They considered that the attributes of project complexity are parts of the following
groups: organizational complexity, technical complexity and environmental
complexity

complexity, uncertainty of objectives and methods, varied stakeholder and competing
views, changing objectives, adaptive evolving, explanation states of stability-instability,
Size, Variety, interdependence, context, innovation, difficult to understand, Difficult to
foresee and difficult to control.

[31] applied Design Structure Matrices. They classify applications based on their
dependencies into core, control, shared and periphery applications and calculate the
propagation costs.

In [32], the authors identified eight aspects frequently examined in complexity
science literature and proposed a conceptual framework that aims to unify views on
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complexity through four dimensions: Objective vs Subjective/Structural vs Dynam-
ics/Quantitative vs Qualitative/Ordered vs Disordered.

Kahane’s approach to complexity used a process called the U-process. Basically,
the project managers try to sense the current reality of the project, then analyse it and
propose action items, and finally they implement those actions [33].

Cynefin Decision-Making Framework originated from Snowden ”s work in knowl-
edge management. It is a sense-making framework that sorts systems into five
domains that require different actions based on cause and effect relationships: simple,
complicated, complex, chaotic and disorder [34].

In relation with Enterprise Architecture, [35] worked on the conceptualization of
EA complexity measurement, including the variables and the metrics to measure them.
Through an analysis of the state-of-the-art, they proposed a measurement model that
integrated existing complexity metrics and introduced new metrics.

[36] considered enterprises as complex adaptive systems and attributed to them
properties like emergence and self-organization. In addition, they provided concrete
architectural guidelines.

[37] provided one of the first empirical evaluations of complexitymeasures including
interdependencies of applications, diversity of technologies, deviation from standard
technologies and redundancy.

[38] presented a co-evolution path model, which is based on the idea of Ashby’s law
of requisite variety. The model shows that each time the complexity of an enterprise’s
environment changes, the enterprise itself has to adjust its complexity.

According to the IEEE Standard 1471–2000 in [39] and [25], we can consider EA
as a system, consisting of its components and its relations to each other. [13] stated that
systems are increasingly exposed to hazards of disruptive events. Thus, risk assessment
is applied to act proactively to those events and prevent eventual losses.

The [40] defined risk as an uncertain (generally adverse) consequence of an event or
activity with respect to something that human beings value. As for the risk description,
the focus is on the accident scenarios, their possible consequences and likelihoods, and
the uncertainties therein [41]. The post-accident recovery process, is not considered.
As the accuracy of scenarios and of estimations are evaluated against the available
knowledge which is limited, risk needs to take into account the uncertainties associated
to the risk assessment [42]. [43] integrated knowledge as an explicit component in the
definition of risk. The challenge is to have under analysis all the knowledge from experts
observations and model prediction about rare but potentially disastrous accident events
[14]. The relatively recent discussions on the concept of risk, have clearly stated the
outcomes of risk assessment are conditioned on the knowledge available on the system
and/or process under analysis [44]. This means that there is inevitable existence of a
residual risk related to the unknowns in the system, and/or process characteristics and
behaviors.

For a specific project, the identification and the tracking requirement are not sufficient
as they are based on unconstrained plans. Thus, [45] proposed to integrate 7 pillars of risk
management (Schedule, people, technical, configuration management, Safety, Environ-
ment, and cost/Budget) with the three major areas of emphasis of project management
which are project control, systems engineering, and safety and mission assurance.
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Recognizing the common framework used to describe the uncertainties in the assess-
ment stands on probability theory, and particularly on the subjectivist (Bayesian) theory
of probability, as the adequate framework within which expert opinions can be combined
with statistical data to provide quantitative measures of risk [46].

According to [45], NASA’s (National Aeronautics and Space Administration) risk
management strategy is a continuous and iterative process performed to reduce the
probability of adverse threats. It includes also an approach of knowledge archiving and
sharing as a basis for future mitigation activities. It focuses on the following activities.
First step is the identification of potential problems. Then, we have the analysis of those
threats by understanding the nature of the risks, cleaning by merging elements and
eliminating duplicates, classifying and prioritizing them which help with the creation of
themitigation plans. The next step is risk planning (action plan). After that is the tracking
part. Finally, risk control which is the decision making in relation with each risk and the
actual action plan. One Other contribution of this paper is the measure of effectiveness
of the risk management process though four dimensions: Input (documentation hinders),
Speed (time to get from source to right destination), Fidelity (risk input changes) and
Synthesis (view of correlated input from different sources). In addition, Dynamic Risk
Assessment (DRA) is defined as a risk assessment that updates the estimation of the
risk of a deteriorating system according to the states of its components, as knowledge
on them is acquired in time [47]. Most existing DRA methods, only use statistical data
that require the occurrence of the accidents or near misses [14].

2.3 Subjective Measurement

Measurement is considered as the assignment of a number by an assessor to the state of
a real world object such that the states can be ordered [48]. It has five constructs: Target,
Assessor, Criterion, Instrument or tool, and Environment. It can be classified into two
categories: Subjective that is based on human judgment/narratives and Objective that is
human-independent and based on numbers [49].

[50] states that “An objective procedure is one in which agreement among observers
is at maximum. In variance terms, observer variance is at a minimum.” This leads us to
a main characteristic of Objective methods which is reliability. So anyone following the
prescribed rules will assign the same numerals to objects and sets of objects as anyone
else.

Subjectivemeasures are a retrospective judgment. It doesn’t have a reference criterion
and is influenced by assessor’s current mood and memory, as well as by the immediate
context. [51]. In fact, the reference, the target and the comparison between both depend
on the accuracy of the expert judgment. So this may lead to different outcomes if the
action is repeated with same assessor or with other assessors [52].

In our era where machines and software evolve, there is what is called “Lay scien-
tism” belief. This is materialized in a preference to objective measurement rather than
subjective one. Indeed, people tend to qualify information collected from non-human
sources as ‘scientific’. This is nourished, also, by the fact that subjective measurements
are criticized for being impossible to verify, unreliable and difficult to aggregate [52].

On the other hand, subjective measurement is widely used in “classic” areas like
arts, social science and psychology but also “modern” areas such as informatics and
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artificial intelligence via prediction, group decision making… Several scholars argue
that qualitative studies have the potential to show causal description of mechanisms,
and possibly even causal explanation[53]. So this type can become very handy when
measuring some unobservable and vague targets. One of the examples from social sci-
ences is the Easterlin paradox, which shows that happiness does not increase within a
country (such as the United States) as GDP per capita increases, although objectively
higher income predicts higher happiness [54]. In social science, psychology and clinical
Psychology, subjective indicator measures can bring valuable details and information
that cannot be extracted objectively from data [44–46].Another example, in employee
performance assessment, the use of objective measures exclusively can lead to biased
incentives and create frustration for employees. The addition of a subjective evaluation
can help with the alignment between employees’ goals and firm goals. In a multi-task
setting, [58] find that evaluators’ subjective rating for a task is deeply related to a previous
objective measure of another task and its readjustment by expert judgment.

Mixed reviewingmethods are highly solicited over the past decade. In thosemethods
quantitative and qualitative findings can be combined at the review level by quantitizing
qualitative ones before aggregating them into one method [59]. According to [60], this
process is defined as ‘the process of assigning numerical values (nominal or ordinal) to
data conceived as not numerical’, the process of transforming coded qualitative data into
quantitative data or ‘transforming qualitative data into numerical format’.

To support with subjective measurement, the use of a shared meaning descriptors
via checklists for example can help in reducing the errors [61]. Moreover, on the overall
approach side, rating scale tools are themost widely used [62]. They are based on content
analysis of qualitative data and quantitizing of the qualitative codes into dichotomies
(coded as 1 vs 0), or a continuum (ordinal, even scales type Likert) [63]. The results are
then a set of quantitative data that can be combined and aggregated with other objective
measures. It can be then used in models like Regression models, multiple fuzzy linear
regression… helping to state the correlation with other objective measures [62].

The downsides and critics directed towards quantitizing process are generally related
to the loss of critical information. It undercuts the nuance and subtlety of particulars
within given contexts of meaning [59]. But, there are large opportunities of quatitizing
subjective measures and their use in mixed reviewing methods as they can be treated
by software and bring value to the field where they are used for. It renders the mixed
methods a unified approach empirically shedding light on social inquiries [60].

3 Our Adaptive Enterprise Architecture Approach

Putting into context our paper, we present in this part the main results than we achieved
and that were published in previous work. We proposed a definition for Adaptation:
Adaptation ensures that the EA is consistent with the changes, to maintain its normal
functioning. It is a process of adjustment and of continuous improvement to reach an
EA in harmony with its environment. Then, we defined some criteria that we consider
compulsory ingredients for Adaptive Enterprise Architecture [64].

First, we highlightedmulti-level of dynamics factor as some types of change occur at
different layers and impact the relations inter-layers and intra-layers. Then, we explained
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the sensing of change part which is the ability to detect continuously the need for
change proactively at internal and external levels. We also underlined the process of
adaptation which is the core of the adaptive enterprise architecture. We pointed out the
complexity of change management that is related to the degree of complexity of the
different components and relationships in an EA. It is for example related to business
diversification, geographic diversification or network interconnectedness. Moreover, a
complex document-oriented framework will certainly fail to handle abrupt changes that
happen at high pace. Then, we defined the ability of handling unforeseen changes
which is the proactive definition of unexpected change specificities: location, severity,
probability and kinds of adaptations needed. Another criterion specified was related to
the explicit management of adaptability trade-offs. It allows the archiving, tracking
and knowledge sharing of trade-offs necessary when deciding of an architecture. Finally,
we underlined the importance of evaluation of adaptationwhich allows the assessment
of the improvements made through the adaptation process.

Then driven by those criteria,we tried to propose anAdaptiveEnterpriseArchitecture
approach based on agile methodologies [1]. The Fig. 1 is a simplified diagram that shows
the main elements of our Adaptive Enterprise Architecture Approach.

Fig. 1. Simplified diagram of the proposed model [1].

Our approach allows having a dynamic architecture that is continuously evolving
through time. Thus, in order to analyze the components of the EA we take a static
snapshot at a certain time (EAi).We consider that during an enterprise lifecycle wemove
from an EAi (i ∈ N*) to EAi+1 (i ∈ N*) (Elementary transition). So as to ensure those
continuous transitions, every elementary transition is a project with the main objective
to close the gap between the “As-Is” and “To-Be”.

As for the modeling, we suggested the use of Goal Modeling i* elements in strategy
part. The main elements are Soft goals and Hard Goals. First, there is “Soft Goal” that
is a strategic goal that the actor wants to achieve. Second, there is “Hard Goal” that is an
operational goal whose satisfaction criteria are precisely defined. Moreover, we suggest
the use of Archimate language in Business and Information System/Technology layers.
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It presents a unified method for modeling Enterprise Architecture, similar to UML but
designed tomodel EA.Archimate [65] core framework is composed of 3 layers: business,
application and technology and defines three views at these layers: passive structures,
behavior and active structure. [64].

4 Complexity in Adaptive Enterprise Architecture

In this paper and in relation with our approach, we propose a mixed evaluation approach
of one of the criteria of “Adaptive Enterprise Architecture” that were proposed in [1]:
the complexity of change management.

Such as stated in [3], before tackling the core of this part we consider EA as a system,
consisting of its components and its relations to each other. This consideration is aligned
with IEEE Standard 1471–2000 in [39] and [25]work. As such, we suggest considering
the complexity of change management or the complexity of moving from an EAi to an
EAi + 1 as a function of time that has multiple factors that we will define later. We
named this metric: EA Degree of Dynamic Complexity (DDC).

DDCi,i+1(t) = ) where n

where i the indicator of the EA version, fj(t) the values of dynamic factors and fj the
values static factors.

Based on [32]and as shown in the formula, we proposed a first dimension of clas-
sification of our factors. Thus, we have “Dynamic” one who can have many values
overtime. Those factors can allow us to study their trends and to assess their evolution
during the elementary transition. On the other hand, we have “Static” ones that have the
same value overtime during the elementary transition. Those factors can be picked by
the management in collaboration with the Architecture owner. In our proposition, we
won’t consider any static factor.

The second classification dimension is Objectivity. Thus, we consider that we have
factors that are assessed based on expert judgment and available knowledge. Those
are “Subjective” Factors. In opposite, we define “Objective” factors that can be calcu-
lated using mathematic formulas based on the characteristics of the components of the
architecture.

[29] considered that the attributes of project complexity are parts of the following
groups: organizational complexity, technical complexity and environmental complexity.
Also, [25] introduced a system theoretic conceptualization of complexity in enterprise
architectures. Similarly and in application to EA, we also propose a third dimension of
classification that is based on the below EA sub-systems. The first one is “Architecture”.
It encompasses the factors that are drivers of complexity of the whole project of transi-
tioning from an EAi to an EAi+1. It contains also factors that are related tomultiple layers
of theEA.Then,we have “Strategy”, “Business” and “Information System/Technology”.
The factors in these categories translate the specificities of complexity at respectively
each level. We added “External” category, it is not a sub-system of EA but it is worth
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mentioning as some environmental requirements may have an impact on the complexity
studied.

All the elements can be split into intrinsic and extrinsic elements. The intrinsic
one can be split into 4 views: architecture or overview, business, Information sys-
tem/Technology and strategy. The extrinsic is related to environment where the company
evolves [3].

To sum up, all factors can be intrinsic or extrinsic. They belong to a specific view
(Architecture, Business, Strategy, Information System/Technology and External). We
didn’t split the external view as it is not our research focus but we couldn’t omit it
as it is part of the analysis. Then, those factors can be qualified by Dynamic/Static or
Objective/Subjective.

In order to allow the translations of different elements into numbers, we based our
reasoning on previous work done for the assessment of quality of software where the
idea is to propose a multilevel tree of elements until quantifying the initial element. Here
we recall Boehm model [66] who proposed a multilevel hierarchy of software criteria.
Also, McCall Model [67] that suggest three uses of software product and for every use
defines different factors, each factor is decomposed into criteria that describe the internal
view. As well as [68] that suggests a hierarchy of different levels for quality factors, sub
factors and metrics. There is also ISO/IEC 9126 who breaks software quality into six
broad categories of characteristics that can be further broken into sub characteristics that
have measurable attributes [69].

In our model, we suggest that the complexity in each view can be impacted by one of
the following “influencers”: Structural schema, Support, Project parameters. Influencers
are categories of elements that define complexity from an external perspective. Each
influencer is composed of factors that describe the internal view. Then we have measures
for each factor and some suggested metrics (Fig. 2).

Fig. 2. Simplified model of complexity model for a specific view.

EA Degree of Dynamic Complexity (DDC) can help with the monitoring of the
complexity of elementary transitions. It is based on metrics of each factor (Objective or
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Subjective) topped by an expert judgment. It is a mixed review method that will help us
draw the benefits of quantitative and qualitative methods.

In fact, after calculating objective metrics and subjective metrics, we suggest their
remapping to values between 0 and 5 (Linkert Scale). Thus, each values fj(t) dynamic
factors in DDCi, i+1(t) is comprised in this interval. At the end the DDCi, i+1(t) is the
average of those values and it is also comprised between 0 and 5. The trend of this Degree
of complexity can then traced each time the Owner at Architectural level (Enterprise
Architect) changes his judgment about project Parameters, Support metrics or structural
architectural changes. The bias of his judgment will be reduced by the recording of
original Objective/Subjective metrics before the remapping.

The next part shows the factors that we consider as drivers of the complexity of each
increment or elementary transition (project) in our proposed approach. The list is not
exhaustive.

4.1 Complexity Metrics in Adaptive Enterprise Architecture

The selection of the factors was mainly based on the interrelations between layers and
the heterogeneity of elements [25]. In addition, it is also related to the characteristics of
the dynamic aspect in our approach: elementary transition EAi to EAi+1 and also sprints
and weekly vertical alignment in each transition [1] (Table 2).

In the following we will define each complexity factor. For objective factors we used
quantitative metrics. As for subjective factors, we adopted a rating scale methodology
to translate the expert judgment in numbers.

First at architectural level for subjective factors, we proposed “context awareness”
which expresses the ability to catch internal changes and to adapt the project details
accordingly at architectural level. Then we have “ambiguity” that shows to which extent
the decisions and the communication are traceable and clear to all the stakeholders. There
is also “uncertainty” that shows the level of uncertainty in project estimations according
to the owners (Architecture, Business and IT) and the assumptions taken for the uncon-
strained plans. Another factor is “Security”. It describes the degree of complexity of
security requirements in the whole project. Finally, we have “Risk assessment” which
shows the assessment of risks in the elementary architectural transition. Then, we have
objective factors at architectural level. We considered in those the “Interdependencies
between different layers” which is the different relationships interlayers. We also iden-
tified some factors related to the project of moving from EAi to EAi+1: “Number of
deliverables estimated of the project”, “effort estimated of the project”, “Cost/budget
of the project” and “Duration of the project estimated”.

At strategy level, we identified two subjective factors. “Context awareness” is the
first one it and it expresses the degree of integration of strategic priorities and the level
of support from management. Then, we have “Competing soft goals”. As we proposed
the use of goal modelling [70], the assessment of soft goals and the identification of
the competing ones gives an outlook over the trade-offs that will be needed. The other
objective factor is related to interdependencies and the number of interrelated had goals.

Regarding organization, we suggest three objective factors. “Variety of Stakehold-
ers and competing views” allows the calculation of the concentration of the business
units, the geographic dispersion, the division labor, the competing stakeholders’ views
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Table 2. Proposed complexity factors in EA transition project.

and the implicated contingent companies. Then, “team size” which is the number of
collaborators implicated in the project. Finally, the “Variety of skills” that shows the
distribution of skills that are needed in the project.

At business layer,we propose the calculation of interdependencies that are impacted
by the elementary transition. We will present in the next parts an overview of the sup-
porting method. The other factor is the existence of “Business KPIs” to monitor the
transition or the necessity of creation of new ones. This one is subjective and assessed
by expert judgment.

At IT layer, we proposed the assessment of “Infrastructure and material resource
availability” so as to identify the needed acquisitions, leasing and partnerships. Then,
we identified the “variety of systems and applications” that shows the heterogeneity
of applications and systems and the number of their types. Another important factor is
the “Quality-of-Service” required in the IT systems and the network. We also have the
interdependencies between the impacted components in IT layer.

Moreover, we added the external perspective which is an outlook over the environ-
ment of the EA. It is mainly focused on the analysis of external limitations, compliances
and regulations.
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4.2 Supporting Calculation of Some Complexity Metrics

In this part we are going to present some supporting calculations for some met-
rics. We will focus on two objective metrics: interdependencies between different
layers impacted in an elementary transition, Heterogeneity in business and Informa-
tion System/Technology and two subjective metrics context awareness and external
assessment.

As stated in first part, we suggested the use of Goal Modeling i* in Strategy Layer
and Archimate language in Business and Information System/Technology Layers.

Objective Metrics
Regarding the factor “interdependence” between different layers, we use as per our
model ArchiMate 3.1 [65] for Business and Information System/Technology and Goal
Modelling concepts in Strategy. We translate this into matrix notation where the links
between different elements have weights [3].

The main concepts used are: Soft Goals and Hard Goals in Strategy Layer, Busi-
ness Process in Business Layer, Application Component and Node in Information Sys-
tem/Technology Layer. In the Two last Layers the recommendation is to set a higher
abstraction of the components and to embed details into those abstractions.

The relationships supporting this metric were exclusively “Influence relationships”
going Top-Down from Strategy to Business to Information Systems/Technology layers.
As a reminder, “Influence relationships” are commonly used in Archimate Specifica-
tions 3.1 [65]. The influence relationship is used to describe that some architectural
element influences achievement or implementation of a motivation element. In general,
a motivation element is realized to a certain degree. Thus each influence relationship
has strength. In our case, our Business Processes and Information System/Technology
represents the cartography of the As-Is in an elementary transition. Thus Hard Goals
and Soft Goals coming fromGoal modeling i* (Intentional approaches) are the ones that
influence this existing cartography. We add to each relationship a weight of influence.

The representative matrix XYn,m n,m∈N2 will be constituted of n rows representing
one layer andmcolumns representing the other layer. Also,X andYbelongs to {S,B,A,I}
where S stands for Strategy, B stands for Business, A stands for Information System and
I stands for infrastructure.We propose then six representative matrices: SS, SB, BB, BA,
AA, AI. SS has soft goals in rows and Hard goals in columns, SB has hard goals in rows
and Business process in columns, BB represents the intra-relations inside the business
layer, BA has business processes in the rows and applications in the columns, AA rep-
resents the intra-relations in the application layer and AI has applications at rows and
infrastructure components at columns and II represents intra-relations between infras-
tructure components. The elements of the representative matrices are couples (aij,wij)
∈ {0,1}xN i, j xN2 where aij represents the existence of relationship between rows and
columns and wij represents the weight of this relationship.

Based on this definition, we can automatically find impacted entities in the business
layer, application layer and in the infrastructure layer through dependency chain.

We use for this purpose the following operator “x”:
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We suppose :  i, j, l, n, m ∈ N5

A ={(aij,wij)}n,m where(aij,wij) ∈ {0,1}xN 

B={(bij,pij) }m,l  where (bij,pij) ∈ {0,1}xN

R = {(rij,kij) }n,l  where (rij,kij) ∈ {0,1}xN

The resulting matrix is then 

R= A x n,l

Where U is the OR operator.

Thenumber of interdependences is then the sumof thefirst part of elements impacted.
Based on the resulting matrix, we select the set of elements impacted and sum its ele-
ments. The value is couple represented by the number of relations and the weight of the
relations.

Regarding the variety of applications and systems and the variety of stakeholders we
suggest the use of Entropy.

The term entropy was introduced in 1865 by Rudolf Clausius. He developed the
concept based on the formulation of the second law of thermodynamics. The entropy
of a system is determined by the number of states accessible to the system, and the
probability of occurrence of each of those states. Its formula is:

S= -

where S is the entropy and pi the probability of each state of the studied system.
According to [71], we can consider the organisational aspect as a system and thus

apply Entropy to it. We will use his definition of organisational entropy. For the variety
of applications and systems, we will also use entropy so as to assess the heterogeneity
of the landscape.

Subjective Metrics
Themost commonly assessment of a strategy is strengths, weaknesses, opportunities and
threats. The most relevant strengths and weaknesses of an organization come from an
analysis of their resources and capabilities. In addition, the most relevant opportunities
and threats can come from the macro-environment of organization [72].

We will first discuss the intrinsic part related to Strengths and Weaknesses. Support-
ing the subjective analysis and given that strategy elements are modeled in our model
using Goal Modeling concepts, we suggest an analysis on this basis. Thus we can create
a context awareness map using the following concepts are used: Soft Goal, Hard Goal
(They are linked to Soft Goals with weighted influence relationship), Capabilities (They
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are linked to hard goals using a serve relationship), Resources (They are assigned to
Capabilities).

As a reminder of relationships, the serving relationship represents that an element
provides its functionality to another element,Assignment relationship represents the allo-
cation of responsibility, performance of behavior, storage, or execution and the influence
relationship is as presented in previous paragraph 4.2.1.1.

Reiterating the same analysis for a To-Be architecture, we can then draw twomatrices
of the As-IS and the To-Be as Table 3. In this matrix, we have the weighted influence of
each hard goal on a specific soft goal and the count of capabilities and resources serving
the hard goal.

We can perform a gap analysis first based on an objective calculation. Then we
complete the view with a deeper analysis of each element which will help with the
expert judgment.

Table 3. Context awareness template matrix.

Using the same logic behind context awareness analysis, we can then check
opportunities and threats using an environment assessment metric.

Given that strategy elements are modelled using Goal Modeling concepts, we will
analyze the implications, at high level, of contextual environment of the strategic initia-
tives (Soft Goals and Hard Goals). Thus, we will use Archimate concept that is drivers
and weight linking it positively and negatively to hard goals coming from i* notations.
Then the concepts used will be: Soft Goal, Hard Goal (They are linked to Soft Goals
with weighted positive influence relationship) and drivers (They will materialize oppor-
tunities by linking them to hard goals using weighted positive influence links and threats
by linking them to hard goals using weighted negative influence links) (Fig. 3).

Fig. 3. External assessment example.

All concepts are linked using Influence relationship that was presented in paragraph
4.2.1.1. Once the model created, the architecture owner can calculate for each hard
goal/soft goal the sum of weights negative and positive to assess if the environment is
favorable of the implementation or resistant to it. He then gets a numeric metric that can
be topped with his expert judgment and added to the DDC value.
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5 Conclusion

As a catalyst for changemanagement, Enterprise Architecture needs to allow continuous
self-improvement and proactive adaptation to better match the highly unpredictable and
dynamic new conditions. Thus, any Enterprise architecture (EA) needs to focus on the
management of its implementation complexity. In this paper, we explored in a broader
view the literature regarding complexity in relation with Enterprise Architecture. We,
also, gather state of the artwith regards tomixed (Quantitative andQualitative) evaluation
approaches. Then, we did a recap about our Adaptive Enterprise architecture approach.
Moreover, we suggested a methodology based on factors, measures and metrics to mon-
itor complexity when doing an elementary transition (project) in our approach. Also,
we categorized our factors depending on the implication of an expert stakeholder, the
perspectives/views targeted and the dynamic aspects.

The main contribution in this paper is a set of metrics that can help different stake-
holders with the monitoring of the complexity of their elementary projects. We also
defined Degree of Dynamic Complexity that summarizes the different metrics and that
can be used as reference by analyzing its trend. One other contribution is the stimulation
of discussion about complexity in Enterprise Architecture context. Our paper has some
assumptions that can be a limitation when extrapolating the approaches to different con-
texts. This said, we didn’t take into consideration organizational resistance meaning all
organizational stakeholders are considered as aligned towards the company goals. This
aspect can be deepened in social sciences.

In subsequent work, we aim to propose a case study for our Adaptive Enterprise
Architecture Model and suggest a prototype that renders complexity factors and apply
it to the use case.
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