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Abstract. Despite the diversity of studies related to PLS-SEM, there is no study
showing how to deal with the results of PLS-SEM in empirical studies. There-
fore, this study aims to explain how to deal with the results of PLS-SEM briefly
in order to facilitate the procedure for researchers. This study presented a hypo-
thetical example in order to clarify the tests systematically. The example consists
of two variables are human resource management practices as the independent
variable and organizational performance as the dependent variable. The results of
the analysis using the software of SmartPLS include three main steps namely ini-
tial description of the data, measurement model assessment, and structural model
assessment. SmartPLS provides values for each predefined indicator including
missing, mean, median, minimum, maximum, standard deviation, excess kurtosis,
and skewness. The measurement model assessment includes three main aspects
namely internal consistency reliability, convergent validity, and discriminant valid-
ity based on HTMT criterion. The structural model assessment includes four main
aspects namely coefficient of determination, cross-validated redundancy, effect
sizes, and path coefficients.
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1 Introduction

The Partial Least Squares Structural Equations Modeling (PLS-SEM) is a variance-
based method for estimating structural equation models with the goal of maximizing the
explained variance of the dependent variables [1]. Moreover, PLS-SEM is an ordinarily
utilized approach in the assessment of causal effects in the scope of path models taking
latent constructs which are measured indirectly through many indicators [2]. The PLS-
SEM was developed by the seminal paper by Wold [3] as mentioned by Vinzi et al. [4].
Extensive reviews on the PLS approach, with further developments, are given by Chin
[5], and Chin and Newsted [6] for the new graphical interface and improved verification
methods. The basic idea of PLS-SEM is that intricacy in a system can be studied by
causality relationship among latent concepts “called latent construct”, each measured
by several observed indicators usually defined as manifest constructs [4].
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There are many reasons to use PLS-SEM namely: (1) PLS-SEM can examine the
measurement model and structural model at the same time [7]; (2) PLS-SEM is suitable
for complex models like those with hierarchical structures and mediator or moderator
effects [7, 8]; (3) Other analysis software lead to less clear conclusions and require a
greater number of different analyzes, while the PLS-SEM provides more reliable and
valid results [9, 10]; (4) PLS-SEM analysis has become a popular technique as an
alternative to other SEM technologies like LISREL and AMOS [11]; (5) PLS-SEM
does not require large samples to analyze, because it is a component-based approach
[12, 13]; and (6) PLS-SEM provides more accurate estimates for paths analysis whether
direct and indirect effects [5]. On the other hand, Hair et al. [14] suggest that it is
better to choose PLS-SEM as the main analysis technique in the following cases “When
the structural model is complex and includes many constructs, indicators and/or model
relationships; when the research objective is to better understand increasing complexity
by exploring theoretical extensions of established theories (exploratory research for
theory development); when the path model includes one or more formatively measured
constructs;when the research consists of financial ratios or similar types of data artifacts”.

One of the common software of PLS-SEM is SmartPLS. SmartPLS was developed
by Ringle et al. [15] under the name “SmartPLS 2”. Then, it was developed and updated
by Ringle et al. [16] under the name “SmartPLS 3”. At the moment, the latest version of
SmartPLS is 3.3.7. SmartPLS has acquired popularitywith researchers since its launch in
2005 because it is freely available to academics and researchers, and has an easy-to-use
user interface and advanced reporting features. Hair et al. [1] indicated that SmartPLS is
“Amilestone in latent variable modeling. It combines state of the art methods (e.g., PLS-
POS, IPMA, complex bootstrapping routines) with an easy to use and intuitive graphical
user interface”. Themodel in SmartPLS ismainly based on theory and hypothesis to form
paths. The paths in the model are created by the suggested constructs and indicators. The
benefit of the model is that it allows researchers to explore and simplify the structure, in
order to be able to assess the link between indicators and constructs for testing hypotheses
[17].

Ringle et al. [18] indicated that SmartPLS is a useful software for examining models
proposed by researchers in many fields, especially in the field of management (e.g.,
human resource management, accounting, logistics, marketing, supply chain manage-
ment, productionmanagement, international businessmanagement, and operationsman-
agement). SmartPLS allows drawing the path between constructs and identifying indi-
cators of constructs [19]. SmartPLS also ensures that the indicators used in the model
are valid and reliable for further analysis [11]. SmartPLS explains causal effects and
validates hypotheses and theory [20]. Besides, SmartPLS introduces paths for the model
that is able to describe the relationship between constructs and indicators. This comes as
an important vital point to provide an understandable picture and support for the demon-
stration of results [21]. Finally, SmartPLS provides more accurate and valid results if
the sample size is less than 250 than other methods of testing models or explaining the
causal effects [18].

Despite the diversity of studies related to PLS-SEM (e.g., [1, 2, 4, 7, 11, 14, 18–20,
22]), there is no study showing how to deal with the results of PLS-SEM in empirical
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studies. Therefore, this study aims to explain how to deal with the results of PLS-
SEM briefly in order to facilitate the procedure for researchers. This study includes five
sections namely introduction, initial description of the data, measurement model assess-
ment (outer model), structural model assessment (inner model), and conclusion. This
study presented a hypothetical example in order to clarify the tests systematically. The
example consists of two variables are human resource management practices (career
opportunities, compensation, human resource planning, performance appraisal, promo-
tion, recruitment & selection, training, and development) as the independent variable
and organizational performance as the dependent variable.

2 Initial Description of the Data

The initial description of the data is the first step in software of SmartPLS. The initial
description of the data aims to give the researcher a detailed notion of how the respondents
have responded to the indicators in the survey. SmartPLS provides values for each
predefined indicator including missing, mean, median, minimum, maximum, standard
deviation, excess kurtosis, and skewness. Themissing data is the result of not responding
to one of the indicators. The mean is the sum of the values divided by the number of
values. The median is the middle number in a list of numbers in ascending or descending
order and can be more of a description of that data set than the mean. Minimum refers
to the smallest value in the data set, while maximum refers to the largest value in the
data set. Standard deviation is an indication of how far a group of numbers diverges.
Kurtosis and skewness are statistical methods for normality tests of data. Kurtosis is a
measure of the peak of distribution, while skewness is a measure of asymmetry. Table 1
shows how descriptive analysis is reported in empirical studies. All constructs achieved
zero for missing values, 3.27 to 4.02 for mean, 3 and 4 for median, 1 for minimum, 5
for maximum, and 0.950 to 1.182 for standard deviation.

Table 1. Descriptive analysis

Construct Missing Mean Median Min Max Standard deviation

COP 0 3.27 3 1 5 1.182

COM 0 3.36 3 1 5 1.053

HRP 0 3.67 4 1 5 1.013

PA 0 4.02 4 1 5 1.066

PR 0 3.79 4 1 5 .950

R&S 0 3.94 4 1 5 .984

T&D 0 3.64 4 1 5 1.031

OP 0 3.85 4 1 5 1.003

Note: COP: career opportunities, COM: compensation, HRP: human resource planning, PA:
performance appraisal, PR: promotion, R&S: recruitment and selection, T&D: training and
development, OP: organizational performance.
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Table 2 shows how kurtosis and skewness for the normality test are reported in
empirical studies. In order to ensure that the data has a normal distribution, the values of
kurtosis and skewness should be range between +3 to −3. In this example, the value of
Kurtosis for all constructs ranges from −1.533 to −0.564, while the value of skewness
for all constructs ranges from −0.943 to −0.123. As a result, the data of this example
has a normal distribution.

Table 2. Kurtosis and skewness for the normality test

Construct Kurtosis Skewness

Career opportunities −1.533 −.291

Compensation −1.096 −.436

HR planning −1.041 −.358

Performance appraisal −.564 −.943

Promotion −1.179 −.357

Recruitment & selection −1.396 −.123

Training & development −.951 −.563

Organizational performance −1.130 −.627

3 Measurement Model Assessment (Outer Model)

The measurement model assessment is the second step in software of SmartPLS. Gen-
erally, the measurement model is denoted as the outer model. The measurement model
(outer model) describes the relationship between a latent variable and its indicators. The
measurement model specifies the relationship between observable constructs and the
underlying construct. In this context, the search for an investigation of suitable indi-
cators is an important step with regard to the operationalization of such a construct.
Moreover, the measurement model aims to determine how well the indicators (items)
are loaded onto theoretically defined constructs. By measurement model assessment,
we can ensure those survey items measure the fixtures they were designed to measure.
Thus, ensuring that the survey instrument is valid and reliable.

In order to assessment the measurement model, the researchers should examine
three main aspects namely (1) internal consistency reliability, (2) convergent validity,
and (3) discriminant validity. The internal consistency reliability includes twomain tests
namely Cronbach’s alpha (CA) and composite reliability (CR). CA provides an estimate
of reliability based on the inter-correlations of the observed indicator constructs, while
the CR indicates the degree to which the set of items consistently indicates the latent
construct. Table 3 shows how internal consistency reliability (CA and CR) is reported
in empirical studies. Generally, values between 0.70 and 0.95 for CA and CR are values
widely accepted. In our example, all constructs achieved values ranging between 0.856
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Table 3. Internal consistency reliability

Construct Cronbach’s alpha Composite reliability

Career opportunities 0.900 0.931

Compensation 0.883 0.920

HR planning 0.885 0.920

Performance appraisal 0.868 0.910

Promotion 0.856 0.903

Recruitment & selection 0.874 0.914

Training & development 0.861 0.906

Organizational performance 0.943 0.932

and 0.943 for CA. Moreover, all constructs achieved values ranging between 0.903 and
0.932 for CR. As a result, the model of this study has internal consistency reliability.

Convergent validity refers to that indicators developed to measure a particular con-
struct are actuallymeasuring this construct. Chin andYao [23] indicated that “Convergent
validity states that tests having the same or similar constructs should be highly corre-
lated. Two methods are often applied to test convergent validity. One is to correlate
the scores between two assessment tools or tools’ sub-domains that are considered to
measure the same construct. In intelligence research, two intelligence tests are supposed
to share some general parts of intelligence and at least be moderately correlated with
each other. Then, moderate to high correlation shows evidence of convergent validity”.
The convergent validity includes two main tests namely factor loading (FL) and Aver-
age Variance Extracted (AVE). Table 4 shows how convergent validity (FL and AVE) is
reported in empirical studies. Generally, researchers should accept and retain indicators
that have loading 0.7 or more, while should drop and delete indicators that have loading
less than 0.4. Regarding indicators that have loading between 0.4 to 0.7, researchers
should retain indicators if values of CA, CR, and AVE are above the suggested threshold
value. Whereas should delete indicators from construct only when deleting the indicator
leads to an increase in the values of CA, CR, and AVE above the suggested threshold
value. On the other hand, values more than 0.5 for AVE are values widely accepted.
In our example, all indicators have loading more than 0.7. Meanwhile, all constructs
achieved values more than 0.5 for the AVE.

The assessment of discriminative validity aims to ensure that the construct has the
strongest relationships with its indicators compared to other constructs. Criticisms of
the Fornell-Larker criterion in SmartPLS led to the innovation of the HTMT criterion.
The innovation of the HTMT criterion removed the limitations of the Fornell-Larcker
criterion, which has less ability than the HTMT criterion to examine the discrimina-
tory validity. Henseler et al. [24] indicated that “The new HTMT criteria, which are
based on a comparison of the heterotrait-heteromethod correlations and the monotrait-
heteromethod correlations, identify a lack of discriminant validity effectively, as evi-
denced by their high sensitivity rates. The main difference between the HTMT criteria
lies in their specificity. Of the three approaches, HTMT 0.85 is the most conservative
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Table 4. Convergent validity

Construct Item Loading AVE

COP COP1 0.849 0.770

COP2 0.906

COP3 0.892

COP4 0.863

COM COM1 0.781 0.742

COM2 0.899

COM3 0.783

COM4 0.876

HRP HRP1 0.881 0.743

HRP2 0.871

HRP3 0.782

HRP4 0.813

PA PA1 0.856 0.717

PA2 0.875

PA3 0.793

PA4 0.862

PR PR1 0.854 0.700

PR2 0.798

PR3 0.888

PR4 0.802

R&S R&S1 0.835 0.725

R&S2 0.842

R&S3 0.783

R&S4 0.846

T&D T&D1 0.926 0.706

T&D2 0.885

T&D3 0.854

T&D4 0.794

OP OP1 0.883 0.581

OP2 0.875

OP3 0.898

OP4 0.705

(continued)
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Table 4. (continued)

Construct Item Loading AVE

OP5 0.824

OP6 0.744

OP7 0.795

OP8 0.735

OP9 0.742

OP10 0.747

Note: COP: career opportunities, COM: compensation, HRP: human resource planning, PA:
performance appraisal, PR: promotion, R&S: recruitment and selection, T&D: training and
development, OP: organizational performance.

criterion, as it achieves the lowest specificity rates of all the simulation conditions. This
means that HTMT 0.85 can point to discriminant validity problems in research situa-
tions in which HTMT 0.90 and HTMT inference indicate that discriminant validity has
been established”. Table 5 shows how discriminative validity based on HTMT criterion
is reported in empirical studies. Generally, values less than 0.85 for the HTMT crite-
rion are values widely accepted. In our example, all constructs achieved values ranging
between 0.038 and 0.592 for discriminative validity based on the HTMT criterion.

Table 5. Discriminant validity

Construct COP COM HRP PA PR RS TD OP

COP

COM 0.481

HRP 0.177 0.067

PA 0.415 0.330 0.121

PR 0.569 0.313 0.055 0.351

RS 0.138 0.048 0.592 0.130 0.049

TD 0.247 0.131 0.056 0.038 0.191 0.085

OP 0.074 0.138 0.283 0.092 0.183 0.361 0.056

Note: COP: career opportunities, COM: compensation, HRP: human resource planning, PA:
performance appraisal, PR: promotion, R&S: recruitment and selection, T&D: training and
development, OP: organizational performance.
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4 Structural Model Assessment (Inner Model)

The structural model assessment is the third step in software of SmartPLS. The structural
model is denoted as the inner model. The structural model (inner model) handles the
relation of unobserved with latent constructs. The structural model assessment aims to
examine the predictive capabilities of model and the relationships between constructs.
In order to assessment the structural model, the researchers should examine four main
aspects namely coefficient of determination (R2), cross-validated redundancy (Q2), effect
sizes (f2), and path coefficients (hypotheses testing).

Table 6 shows how structural model assessment (R2, Q2, f2, and path coefficients)
is reported in empirical studies. Generally, values of 0.75, 0.50, and 0.25 are considered
substantial, moderate, and weak for R2. In our example, the organizational performance
achieved a value of 0.626 (moderate) for R2. Moreover, values more than zero are
meaningful for Q2. In our example, the organizational performance achieved a value of
0.315 (meaningful) for Q2. Regarding effect sizes (f2), values of 0.35, 0.15, and 0.02
are considered large, medium, and small for f2. In our example, career opportunities
achieved a value of 0.036 (small) for f2, compensation achieved a value of 0.021 (small)
for f2, human resource planning achieved a value of 0.004 (no effect) for f2, performance
appraisal achieved a value of 0.003 (no effect) for f2, promotion achieved a value of 0.035
(small) for f2, recruitment and selection achieved a value of 0.002 (no effect) for f2, and
training and development achieved a value of 0.047 (small) for f2.

In order to examine the path coefficients (hypotheses testing), the researchers should
follow two steps. The first step is ensure that p-value of direct or indirect effects are
less than 0.05. The second step is ensure that zero not cross the confidence interval
values (lower level and upper level). Therefore, if any path coefficient (direct or indirect)
achieves the above requirements, then that path or hypothesis is considered statistically
supported and acceptable. In our example, hypothesis 1 has been supported, because
p-value was less than 0.05 and zero didn’t crossed the confidence interval values (lower
level and upper level). While hypothesis 3 has been not supported, because p-value was
more than 0.05 and zero crossed the confidence interval values (lower level and upper
level).

Table 6. Structural model assessment

H Path Path T-Value P-Value R2 Q2 f2 CI Decision

LL UL

H1 COP → OP 0.210 2.719 0.003* 0.626 0.315 0.036 0.027 0.298 Supported

H2 COM → OP 0.144 3.156 0.001* - - 0.021 0.209 0.065 Supported

H3 HRP → OP −0.128 1.441 0.075 - - 0.004 −0.273 0.018 Not supported

H4 PA → OP −0.056 0.759 0.224 - - 0.003 −0.137 0.109 Not supported

H5 PR → OP 0.200 3.724 0.000** - - 0.035 0.285 0.112 Supported

(continued)
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Table 6. (continued)

H Path Path T-Value P-Value R2 Q2 f2 CI Decision

LL UL

H6 R&S → OP −0.040 0.553 0.290 - - 0.002 −0.135 0.082 Not supported

H7 T&D → OP 0.418 4.535 0.000** - - 0.047 0.272 0.574 Supported

Note: COP: career opportunities, COM: compensation, HRP: human resource planning, PA: per-
formance appraisal, PR: promotion, R&S: recruitment and selection, T&D: training and devel-
opment, OP: organizational performance, CI: Confidence Interval, LL: lower level, UL: upper
level.
Note: *: p < 0.01, **: p < 0.001.
Note: 5,000 bootstrap samples.

5 Conclusion and Future Directions

Despite the diversity of studies related to PLS-SEM (e.g., [1, 2, 4, 7, 11, 14, 18–20,
22]), there is no study showing how to deal with the results of PLS-SEM in empirical
studies. Therefore, this study aims to explain how to deal with the results of PLS-
SEM briefly in order to facilitate the procedure for researchers. This study presented a
hypothetical example in order to clarify the tests systematically. The example consists
of two variables are human resource management practices as the independent variable
and organizational performance as the dependent variable.

The results of the analysis using the software of SmartPLS include three main steps
namely initial description of the data, measurement model assessment (outer model),
and structural model assessment (inner model). The initial description of the data is the
first step in software of SmartPLS. The initial description of the data aims to give the
researcher a detailed notion of how the respondents have responded to the indicators in
the survey. SmartPLS provides values for each predefined indicator including missing,
mean, median, minimum, maximum, standard deviation, excess kurtosis, and skewness.
The measurement model assessment is the second step in software of SmartPLS. By
measurement model assessment, we can ensure those survey items measure the fixtures
they were designed to measure. Thus, ensuring that the survey instrument is valid and
reliable. The researchers should examine three main aspects in orde to assessment the
measurement model namely internal consistency reliability (CA and CR), convergent
validity (FL and AVE), and discriminant validity based on HTMT criterion. The struc-
tural model assessment is the third step in software of SmartPLS. The structural model
assessment aims to examine the predictive capabilities of model and the relationships
between constructs. In order to assessment the structural model, the researchers should
examine four main aspects namely coefficient of determination (R2), cross-validated
redundancy (Q2), effect sizes (f2), and path coefficients (hypotheses testing).

Despite the important results provided by this study, it has the following limitations.
First, the study was limited to how to deal with the results of PLS-SEM in empirical
studies, but it did not provide details on how to use the software of SmartPLS. As a result,
future studies may provide a detailed explanation of how to use SmartPLS. Second, this
study focused on the field of management, thus it is difficult to generalize the results to
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other fields. As a result, future studies may address the above limitation by explaining
how to deal with the results of PLS-SEM in empirical studies in other fields such as
curricula & teaching, linguistics, and special education.

References

1. Hair, J.F., Hult, G.T.M., Ringle, C., Sarstedt, M.: A Primer on Partial Least Squares Structural
Equation Modeling (PLS-SEM). Sage Publications, California (2016)

2. Tenenhaus, M., Vinzi, V.E., Chatelin, Y.M., Lauro, C.: PLS path modeling. Comput. Stat.
Data Anal. 48(1), 159–205 (2005)

3. Wold, H.: Systems analysis by partial least squares. In: Nijkamp, P., Leitner, H., Wrigley, N.
(eds.) Measuring the Unmeasurable, pp. 221–251. Springer Netherlands, Dordrecht (1985)

4. Vinzi, V.E., Trinchera, L., Amato, S.: PLS path modeling: from foundations to recent devel-
opments and open issues for model assessment and improvement. In: Vinzi, V.E., Chin,W.W.,
Henseler, J., Wang, H. (eds.) Handbook of Partial Least Squares, pp. 47–82. Springer Berlin
Heidelberg, Berlin, Heidelberg (2010). https://doi.org/10.1007/978-3-540-32827-8_3

5. Chin,W.W.: The partial least squares approach to structural equationmodeling.Mod.Methods
Bus. Res. 295(2), 295–336 (1998)

6. Chin, W.W., Newsted, P.R.: Structural equation modeling analysis with small samples using
partial least squares. Stat. Strat. Small Sample Res. 1(1), 307–341 (1999)

7. Chin, W.W., Marcolin, B.L., Newsted, P.R.: A partial least squares latent variable modeling
approach for measuring interaction effects: results from a Monte Carlo simulation study and
an electronic-mail emotion/adoption study. Inf. Syst. Res. 14(2), 189–217 (2003)

8. Khoi, B.H., Tuan, N.: Using SmartPLS 3.0 to analyse internet service quality in Vietnam. In:
Anh, L.H., Dong, L.S., Kreinovich, V., Thach, N.N. (eds.) ECONVN 2018. SCI, vol. 760,
pp. 430–439. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-73150-6_34

9. Bollen, K.A.: Structural Equations with Latent Variables. Wiley, Hoboken (1989)
10. Wong, K.K.K.: Mediation analysis, categorical moderation analysis, and higher-order con-

structs modeling in Partial Least Squares Structural Equation Modeling (PLS-SEM): a B2B
example using SmartPLS. Mark. Bull. 26(1), 1–22 (2016)

11. Hair, J.F., Black, W.C., Babin, B.J., Anderson, R.E.: Multivariate Data Analysis, A Global
Perspective, 7th edn. Pearson, New Jersey (2010)

12. Lohmöller, J.B.: Predictive vs. Structural Modeling: Pls vs. ml. In: Latent variable path mod-
eling with partial least squares. Physica, Heidelberg, pp. 199–226 (1989). https://doi.org/10.
1007/978-3-642-52512-4_5

13. Sleimi, M.T., Emeagwali, O.L.: Do employee attitudes mediate the relationship between
strategic human resource management practices and organizational effectiveness? a SEM
based investigation using SMART-PLS software. Bus. Econ. Horiz. (BEH), 13(1232–2017–
2403), 42–59 (2017)

14. Hair, J.F., Risher, J.J., Sarstedt, M., Ringle, C.M.: When to use and how to report the results
of PLS-SEM. Eur. Bus. Rev. 31(1), 2–24 (2019)

15. Ringle, C.M., Wende, S., Will, A.: SmartPLS 2.0 (beta) (2005)
16. Ringle, C.M., Wende, S., Becker, J.-M.: “SmartPLS 3.” Boenningstedt: SmartPLS GmbH

(2015).http://www.smartpls.com
17. Urban, D.,Mayerl, J.: Strukturgleichungsmodellierung: ein Ratgeber für die Praxis. Springer-

Verlag, New York (2013)
18. Ringle, C., Da Silva, D., Bido, D.: Structural equation modeling with the SmartPLS. Braz. J.

Mark. 13(2), 56–73 (2015)

https://doi.org/10.1007/978-3-540-32827-8_3
https://doi.org/10.1007/978-3-319-73150-6_34
https://doi.org/10.1007/978-3-642-52512-4_5
http://www.smartpls.com


1206 O. J. Aburumman et al.

19. Nitzl, C., Chin, W.W.: The case of partial least squares (PLS) path modeling in managerial
accounting research. J. Manag. Control. 28(2), 137–156 (2017). https://doi.org/10.1007/s00
187-017-0249-6

20. Chin,W.W.:How towrite up and report PLSanalyses. In:Vinzi,V.E., Chin,W.W.,Henseler, J.,
Wang,H. (eds.) HandbookOf Partial Least Squares, pp. 655–690. Springer BerlinHeidelberg,
Berlin, Heidelberg (2010). https://doi.org/10.1007/978-3-540-32827-8_29

21. Haenlein, M., Kaplan, A.M.: A beginner’s guide to partial least squares analysis. Underst.
Stat. 3(4), 283–297 (2004)

22. Purwanto, A., Asbari, M., Santoso, T.I.: Analisis Data Penelitian Marketing: Perbandingan
Hasil antara Amos, SmartPLS,WarpPLS, dan SPSSUntuk Jumlah Sampel Besar. J. Ind. Eng.
Manag. Res. 2(4), 216–227 (2021)

23. Chin, C.L., Yao, G.: Convergent validity. In: Michalos A.C. (eds.) Encyclopedia of Quality
of Life and Well-Being Research. Springer, Dordrecht (2014). https://doi.org/10.1007/978-
94-007-0753-5

24. Henseler, J., Ringle, C.M., Sarstedt, M.: A new criterion for assessing discriminant validity
in variance-based structural equation modeling. J. Acad. Mark. Sci. 43(1), 115–135 (2014).
https://doi.org/10.1007/s11747-014-0403-8

https://doi.org/10.1007/s00187-017-0249-6
https://doi.org/10.1007/978-3-540-32827-8_29
https://doi.org/10.1007/978-94-007-0753-5
https://doi.org/10.1007/s11747-014-0403-8

	How to Deal with the Results of PLS-SEM?
	1 Introduction
	2 Initial Description of the Data
	3 Measurement Model Assessment (Outer Model)
	4 Structural Model Assessment (Inner Model)
	5 Conclusion and Future Directions
	References




