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Abstract. Process event data is a fundamental building block for pro-
cess mining as event logs portray the execution trails of business pro-
cesses from which knowledge and insights can be extracted. In this
Chapter, we discuss the core structure of event logs, in particular the
three main requirements in the form of the presence of case IDs, activity
labels, and timestamps. Moreover, we introduce fundamental concepts
of event log processing and preparation, including data sources, extrac-
tion, correlation and abstraction techniques. The chapter is concluded
with an imperative section on data quality, arguably the most important
determinant of process mining project success.

1 Introduction

This chapter is devoted to a core building block of process mining, namely event
data or event logs. The particularities of event logs in comparison to traditional
attribute-value data sets used for non-process mining data science and analytics
applications, make that dedicated analysis techniques become worthwhile. To
put it more concretely, classical data science analyses, e.g. learning a decision
tree or running a clustering algorithm, when straightforwardly applied to an
event log, will not give you workable results. This is because events in an event
log, which can be considered as the observations (rows) in our dataset, are related
to each other in terms of time and by means of an overarching case dimension,
which, when not taken into account via dedicated analysis techniques, results
in useless or biased results. In this chapter, we will first explain and exemplify
the fundamental structure of event logs. In addition, we will discuss the most
common sources from which event logs can be obtained. Furthermore, we will
dive into the data preprocessing pipeline, bringing in the perspectives of event
extraction, correlation and abstraction. Finally, given the uphill battle in many
organizations in terms of data availability and especially data quality, we close
the chapter with a discussion of this theme.

2 The Fundamental Structure of Event Logs

We refer to [3] for the conceptual definition of an event log. Here, we will com-
plement the definition with a more practical view on the essential event log data
requirements, an exploration on additional data attributes, an analysis of event
types, as well as the link to the XES storage standard.
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2.1 Essential Event Log Data Requirements

Figure 1 illustrates an excerpt of an example event log related to a fictitious
Purchase-to-Pay (P2P) process. This small excerpt can help to understand the
three essential data requirements for event logs to be analysis-ready for process
mining technique application. First, each event should be linked to a case or
process instance, typically by using a Case ID. This is “Requirement 1”. In
the simple example of Fig. 1, each case or process instance will refer to one
procurement of a product or service by an organization with one of its suppliers.
Events will be collected for every process instance and will pertain to activities or
steps executed within the different stages of the P2P process (e.g. requisitioning,
invoicing, reception of goods, etc.).

We thus argue that the presence of a Case ID is an essential requirement for
an event log. However, it should be pointed out that Case IDs are not always
straightforwardly available. This problem has been addressed in both process
mining literature, as well as in practice, and is often referred to as event correla-
tion. This topic is addressed in Sect. 3. There also exists research on the direct
application of process mining techniques on event data without Case IDs (e.g.
[27]), however, this is a rather niche application. Nevertheless, it is important to
point out that, in contrast to static event logs, an increasing number of process
mining techniques are developed for streams of events. In such event streams,
the notion of a CaseID is often even more complicated.

Fig. 1. Example event log from a fictitious P2P process, illustrating the three essential
requirements: presence of a case ID, activity label, and timestamp per event.

The second key requirement (“Requirement 2”) for event log data is the fact
that each event should correspond to an activity executed within the process.
More specifically, an assumption is made that there exists a restricted set of
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labels, reflecting the activities in the business process, to which each event is
mapped. In Fig. 1, this is shown in the second column. Given that activity
labels are simple strings, there is a lot of freedom to tailor the activity label
for the right analysis viewpoint. However, oftentimes, natural log data is stored
at lower levels of granularity than desired for analysis purposes. Typically, one
would prefer that the granularity level of activities is such that they can be
understood and interpreted by business experts. Nonetheless, a lot of event data
exists for which the granularity level is much lower. In Sect. 3, we discuss the
task of bringing lower level events to a better granularity level, which is referred
to as event abstraction.

Finally, the last requirement (“Requirement 3”) entails that there exists an
ordering of the events pertaining to a case. As such, each case logically consists of
a sequence of events. Most often, this ordering will be derived from a timestamp
attribute. However, this is not strictly mandatory, given that the order could also
be derived from the order in which events are recorded in a database or table,
insofar this order in which events occurred matched with their factual execution
order within a process.

It should be pointed out that, while a Case ID, Activity and Timestamp
column are essential requirements in order to be able to conduct process mining
analyses, their definition might not always be as clear cut as is the case for the
illustrative example. For instance, for many real-life datasets, different choices
can be made in terms of using one single or multiple columns to create the activ-
ity label, and as such provide a different perspective on the process. A similar
effect can also occur for Case IDs, where for instance, with an example from a
clinical pathway perspective, the use of a patient ID instead of an admission ID
as case identifier, can yield a very different analysis.

2.2 Additional Data Attributes

In addition to the mandatory elements of a Case ID, Activity, and Times-
tamp, event logs will usually contain several or often many additional attributes
(columns). In Fig. 1, the event log contains additional attributes including Ven-
dor, Plan, Country, City, Value and Order Quantity. In our example, the values
for these attributes remain constant within a single case, and accordingly can be
considered as process instance-level attributes. However, this is not mandatory,
as attributes can pertain to events or activities, and might be updated through-
out the execution of a process instance. For instance, an item number or item
type that is recorded when a purchase order item is created is an example of
such an event-level attribute.

Additional data attributes can have many purposes, but typically the follow-
ing three uses are most important. Foremost, these additional data attributes
can help to filter cases and events in order to obtain a more focused analysis
viewpoint or perform comparative analysis between subsets of process instances.
Secondly, these additional data attributes might contain valuable context infor-
mation, and can therefore be exploited to gain better insights into the process.
For instance, a textual comment field in an incident management process could
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contain essential information regarding the problem at hand, which in turn might
impact routing choices, timing, resource allocation, etc. Finally, the availability of
additional data attributes, especially information on resources, costs, etc. opens
up possibilities for the application of process mining techniques that go beyond
process discovery and conformance checking. For instance, organizational min-
ing techniques were developed to focus on resources employed within the pro-
cess [53]. Moreover, these additional data attributes also play a fundamental
role in decision mining [18,47] (see [17]) and predictive process monitoring [19]
(see [20]).

2.3 Storing Event Data

Event data is intrinsically simple attribute value data, easily visualized in a two-
dimensional table. Nonetheless, unstructured data formats including Excel-files
or plain text files, without any form of underlying schema, fail to serve as a
proper storage format. This is mainly due to the complex interactions between
events, cases, and their attributes. This observation drove the development of the
eXtensible Event Stream (XES) standard [1], an IEEE Standards Association-
approved language to transport, store, and exchange event data. Its metadata
structure is represented in Fig. 2. XES uses the W3C XML Schema definition
language, guaranteeing interoperability between various systems. An IEEE XES
instance corresponds to a file-based event log or formatted event stream that
can be used to transfer event data in a unified manner. In IEEE XES, events are
considered as an observed atomic granule of activity. Next to events, IEEE XES
specifies the concept of a log, a trace, and an attribute component. Event and/or
trace classifiers are used to assign an identity to traces and events. The standard
does not define a specific set of attributes for events, traces or logs. However, it
does allow for extensions. An extension can be used to define a set of attributes
for events, traces and/or logs. For instance, a common set of attributes can be
defined for event logs within a particular application domain. An overview of
currently available standard extensions is available on the XES website1.

2.4 Event Types

To conclude the section on the fundamental structure of event logs, it is impor-
tant to point to the concept of event types or lifecycle transitions of activities.
When sourcing events from many process-aware information systems, events
oftentimes relate to the transactional lifecycle that activities undergo. One exam-
ple of such a transactional lifecycle model is shown in Fig. 3a. This is the tran-
sition lifecycle model of the BPMN 2.0 standard2. Such a transactional lifecycle
model describes the states and state transitions which an activity might take in
its execution. Also in IEEE XES, a lifecycle extension has been approved, which
specifies a default activity lifecycle3. This state machine is shown in Fig. 3b.
1 http://www.xes-standard.org/.
2 https://www.omg.org/spec/BPMN/2.0/.
3 http://www.xes-standard.org/.

http://www.xes-standard.org/
https://www.omg.org/spec/BPMN/2.0/
http://www.xes-standard.org/
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Fig. 2. The IEEE XES metadata structure

(a) The lifecycle of an activity as defined
in BPMN 2.0

(b) State machine illustrating the most
typical transitions in an activity’s lifecy-
cle, according to XES

Fig. 3. Two different activity life cycle models
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When retrieving data from process-aware information system, especially from
Business Process Management Systems (BPMS) [43], a large collection of event
types might be readily available. This is oftentimes not the case in other environ-
ments, for instance for web data. In case there are no defined event types, one typ-
ically assumes that an event pertaining to the execution of an activity reflects the
completion of the activity. In this case, every activity execution is represented by
a single event. However, having only a single event per activity execution does not
allow to make a distinction between waiting time and execution time of activities.
As such, for more fine-grained performance analysis, one would typically prefer
two events per activity execution, indicating its start and completion time.

3 Event Log Preprocessing

Data preprocessing is a fundamental part of any data science project. While not
as attractive compared to model building or deployment, the preprocessing stage
of a project is often most time and effort consuming. Estimates indicate that 80%
of resources in typical data science projects is devoted to data preprocessing. One
model illustrating the typical data analytics process is depicted in Fig. 4. This
model, originally introduced in [25] as the Knowledge Discovery in Databases
(KDD) process, reflects the main stages in the execution of a data analytics
process. It should be pointed out that this model is an oversimplification of
reality, given the frequent and unpredictable iterations that most often occur,
rendering the management and completion of a typical data science project
usually much more difficult. One notable complexity is the preprocessing of data,
usually consisting of data selection, data cleaning, and data transformation.

Fig. 4. A representation of the typical stages in a data analytics project [25]

In this part, we want to zoom in on a couple of aspects related to the different
stages of a process mining-based analytics project. Most importantly, we want
to elaborate on event log data sources, as well as the differences in terms of
pipelines between classical data analytics projects and process mining projects.
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3.1 Event Log Data Sources

Event data is rapidly becoming an almost untameable beast, given the widespread
and drastic increase in availability of such kind of data. In application domains
ranging from typical service sector companies including banks and insurers, over
manufacturing, to healthcare and education. At system level, we identify the fol-
lowing categorization of most common and important sources for event data:

– BPMS: On a scale of most to least process-aware systems, BPMSs most
likely rank on top. As such, without exception, event data obtained from
these systems is readily available for process mining analysis. Very little or
even no data integration is required, and logging is usually executed at the
ideal level of granularity.

– Case management and ticketing sytems: In line with BPMSs, also case
management and ticketing systems natively log timestamped data that is
directly useful for process mining. Oftentimes, logs from case management and
ticketing systems relate to status changes, so some additional preprocessing
might be required to disentangle the true units of work or activity labels.

– ERP/CRM: Given their widespread adoption, these enterprise information
systems are probably the most important source of event data for modern
businesses and organizations. An ERP (Enterprise Resource Planning) sys-
tem can be seen as a suite of integrated applications for supporting and
managing the core business processes. CRM (Customer Relationship Man-
agement) systems on the other hand have a dedicated focus on managing
all interactions and relationships with customers. By design, ERP systems
use shared databases to store relevant business data. As such, and although
sometimes a bit more arduous than expected, event log data can be sourced
from ERP and CRM systems.

– Operational databases: Next to ERP and CRM systems, companies might
employ other operational databases supporting their business processes. If
these databases have some functionality to store historical data, they can
often also serve as a valuable event data source.

– Project management software: Applications including popular Hive,
Trello, ZOHO, and JIRA support many organizations with managing projects
according to a scrum, agile, lean or other fancy project management method-
ology. When you take an interest into process mining analysis of project
management and execution, these systems can provide valuable event data.

– Data warehouses and data lakes: Next to operational systems including
ERP and CRM, many organizations have a dedicated stack of Business Intel-
ligence (BI) systems and technologies in place. Classical data warehouses are
oftentimes a goldmine for process miners. Their hype alternative, allowing for
more flexible and unstructured data storage by shifting from schema-on-write
to a schema-on-read data management, are referred to as data lakes.

– Web data: Website and apps data are another unmistakably important
source of event data. From online shopping, gaming, investing, trading, media
consumption, to social interaction, online platforms are the main driver of
modern B2C business models. With the strong uptake in customer centricity
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for business value and competitive advantage creation, customer-centric pro-
cess mining analysis has strong potential. As such, in addition to CRM data,
process mining has a strong interest into event data produced on these online
platforms. Please note that, in many cases, including for instance learning
environments such as MOOCs, a default standard for web-based platforms to
store data is JSON (JavaScript Object Notation).

– Internet of Things (IoT): Finally, IoT systems also contain a high potential
as source for event data. Sensors and actuators have been deployed widely for
all kinds of purposes. Although the granularity gap between typical IoT data
(sensor readings) and event data is sometimes challenging to bridge, IoT is
becoming a hugely important source of even data in areas such as security,
manufacturing, healthcare, and transportation.

It is pointed out that this is not a comprehensive list of all possible event
log data sources. In an online survey with 289 participants spanning the roles
of practitioners, researchers, software vendors, and end-users, SAP ECC (R/3),
SAP S/4 HANA, and Salesforce are selected as the top three most analyzed
source systems for process mining analysis [57].

3.2 A Comparison with Classical Analytics Data Preprocessing

While sourcing appropriate data is always the first step in any data preprocessing
exercise, it seems reasonable to state that in many situations, analysts could rely
on a vast amount of event data sources. This is in line with classical analytics
tasks, for which a growth in available data has been observed as well. However,
in comparison to classical data preprocessing stages within an analytics process,
starker differences exist at the level of cleaning and transforming data.

With respect to data cleaning, where in classical setups, problems including
missing values and outliers are a main focus, data cleaning of event logs has
received much less scientific and practical attention. A more detailed discussion
on data quality for process mining can be found below in Sect. 5. Other differ-
ences between a process mining project process and a classical data analytics
process are even more notable.

First, at the selection stage, a typical procedure within classical data analytics
is to, early-on in the process, divide obtained data into training and test data.
Especially when considering predictive analytics, it is of crucial importance to
evaluate the true predictive power of learned models by means of independent
test data that was not used for training the model. This procedure is rarely
seen in process mining, with the exception of some works on predictive process
monitoring. One could claim that this is due to the more unsupervised nature
of process discovery algorithm, nonetheless, the difference remains striking.

Another essential data preprocessing step for classical data analytics projects
relates to transforming the features space such that more valuable features are
provided to algorithms for training models. Feature transformation includes tech-
niques such as normalization, grouping and binning. Moreover, advanced feature
engineering is also an important but often neglected step to improve model
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performance. Feature engineering aims at crafting new features based on the
original data. The typical data format of event logs, consisting of events pertain-
ing to cases, make that the “rows” in event log are intrinsically correlated. This
invalidates the assumption of data being independent and identically distributed
(IID). This is a central assumption underpinning about every machine learning
technique. However, for process mining, when considering events as the observa-
tion level, they are by definition not IID. As such, a large majority of techniques
addressing data cleaning and feature transformation including advanced feature
engineering, remain purposeless when applied to event data.

When making an assessment of one of the most recently introduced process
mining methodologies, i.e. PM2 [56], four event data preprocessing tasks are
defined: (1) creating views, (2) filtering logs, (3) enriching logs, and (4) aggregat-
ing events. All these tasks are tailored to the process mining context, and have no
immediate corresponding task in a classical data analytics pipeline. For instance, in
CRISP-DM [52], data preparation includes selection, cleaning, construction, inte-
gration and formatting of data. Several process mining case studies such as the one
presented in [6] adapted CRISP-DM to work with healthcare datasets.

In the next Section, we will dive deeper into the problem of event log prepa-
ration, which is often extensive and demanding, especially when data for process
mining cannot be sourced from process-aware information systems.

4 Event Log Preparation

While possibly not perfectly disjoint, event log preparation often includes three
types of techniques: extraction, correlation and abstraction [21]. Figure 5 illus-
trates the relationship between these types of techniques and fundamental pro-
cess mining concepts.

Fig. 5. Event log preparation techniques (extraction, correlation, and abstraction) and
their relationship to key process mining concepts [21].
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In what follows, we will provide a summary overview of reported tools and
techniques for abstraction, correlation and abstraction of event data.

4.1 Extraction of Event Data

Extraction refers to obtaining event data from source systems, most often
databases underlying a variety of information systems. Generally, data stored
in such databases is not recorded with a process perspective in mind, and there-
fore will not automatically reflect essential concepts such as events and traces.
Accordingly, identification of relevant event data is a primordial challenge. It
often requires strong domain knowledge, and despite standardization efforts,
often remains prone to ad-hoc solutions.

Two perspectives should be separated when investigating solutions for event
data extraction. On the one hand, there is commercial process mining software,
where vendors have adopted a clear strategic focus to address the challenges
that come with extraction of event logs. Accordingly, a majority of commercial
process mining tools comes with software solutions (connectors) that have been
developed to allow tapping into all kinds of source systems and databases. Such
connectors define how to extract relevant event data from particular source sys-
tems and which additional transformations should be applied. As such, these
tools promise the holy grail of automating data extraction, a problem addressed
in the academic community for over a decade.

One of the first tools stemming from scientific research was the ProM Import
Framework [31]. Already in these early days, the idea of an extensible plug-in
architecture allowing to develop adapters to hook into a large variety of systems
was proposed and partially implemented. With the uptake of XES, XESame was
developed as a more flexible successor to the ProM Import Framework. Other
researchers have focused on extraction from ERP systems, e.g. the EVS Model
Builder [33] and XTract [41], or other operational systems, e.g. Eventifier [46].

Another important stream of research within the realm of event extraction
addresses object or artifact centricity. Many source systems, including popular
ERP systems, store data at the logical level of objects instead of providing a true
process perspective. Oftentimes, assumptions in terms of a desired perspective
(definition of case id and activity) are required in order to flatten an object-
centered database into a “flat” event log. One noteworthy scientific initiative in
this context is ontology-based data access (ODBA) for event log extraction [13,
14]. The approach is based on an ontological view of the domain of interest and
linking it as such to a database schema and has been implemented in the Onprom
tool. Finally, the recently introduced OCEL standard4 is another relevant piece
of work, putting forward a general standard to interchange object-centric event
data with multiple case notions.

The XES survey also uncovered the top tools that are currently being used by
the process mining community for the preparing of event logs [57]. There is also
ongoing work by the IEEE Task force on reinventing the IEEE XES standard

4 http://ocel-standard.org/.

http://ocel-standard.org/
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to address several identified data related challenges in the XES survey [57], in
particular, to capture the semantics of event data and to support complex data
structures.

4.2 Correlation of Event Data

Mapping event data extracted from source systems and databases to cases
(instances of the business process under investigation) is denoted as correlation.
In cases where event data is obtained but Case IDs are missing, a non-trivial
process can be started to automatically or semi-automatically generate Case IDs.
In a scientific context, several solutions have been proposed, most of them being
focused on using additional event data attributes [12,15,42,44,48], sometimes
aided by a conceptual model [9,40] or even a process model [8,37].

In practical situations, the problem of correlating event data is probably more
related to a variety of non-integrated data sources, which all capture or support
part of a business process. As such, an integration of these different sources
should be achieved. Hereto, especially when an organizational data warehousing
architecture is present, Extract-Transform-Load (ETL) processing would be a
default technology to resort to. ETL tools are perfectly equipped to derive and
deploy matching schemes to integrate data from non-integrated data sources.
Nevertheless, an ETL-approach leading to a data consolidation integration pat-
tern is not the sole option. Increasingly, companies start to focus on the introduc-
tion of data virtualization layers in order to realize a more federation-oriented
data integration. Data federation can prevent the creation of yet another dupli-
cated database or data store, but instead provides flexible querying and analysis
tools for information from multiple source systems as if all data resides within
a single integrated database.

4.3 Abstraction of Event Data

Next to extraction and correlation, abstraction is considered as the third prong of
the process mining event data preparation trident. In many real-world scenarios,
event data is stored at much more fine-grained granularity levels compared to a
business-understandable process activity level. As such, abstraction techniques
can be considered as mapping techniques that can translate one or more lower-
level events into higher-level events pertaining to business process activities. For
a detailed taxonomy of event abstraction, we refer the interested reader to [59].

IoT. One particular field of application in which event abstraction is becoming
a crucial factor for success is IoT business processes [34]. In IoT, a wide variety of
sensors and actuators record contextual observations of a physical environment.
These sensor readings or measurements give rise to low-level events, which are
intrinsically useful to derive activity-level events from. For instance, in [51],
a technique for mapping location-based sensor data to process activities was
proposed using so-called interactions. Another prominent work in this area is
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[23], which relies on clustering of segmented continuous sensor data to derive
higher-level activities.

Clustering. Given that event abstraction is a largely unsupervised learning
problem in most cases (i.e. unless domain knowledge is used, there is no natural
target available), a pretty intuitive way to map lower-level events to coarse-
grained events is using clustering. The earliest proposed event abstraction tech-
niques took this perspective, i.e. by clustering sets or sequences of lower-level
events, abstraction into higher-level events can be obtained. For instance, in
[32], coherent subsequences of events are learned via trace segmentation to cre-
ate coarse-granular events. Also in [29,45], clustering techniques have been put
forward for event abstraction.

Pattern-Based Approaches. Another frequently used paradigm to perform
abstraction is pattern matching. The work by Bose and van der Aalst [11] can
be considered as origination of pattern-based abstraction. Repeated local subse-
quence patterns, e.g. maximal repeats or tandem arrays are discovered and used
as a basis for the creation of coarse-granular activities. In [38], a more advanced
technique is proposed based on mining local process models.

Supervised Learning. Despite the unsupervised nature of the problem,
abstraction techniques will often leverage additional domain knowledge, a pro-
cess model, or other information to turn the problem into a more supervised
approach. The technique in [7] relies on a predefined process model, an app-
roach also followed by [26]. Other approaches expect supervision in the form
of a set of annotated traces in which fine-granular event sets are matched with
a higher-level activity [55], or in the form of timing information, e.g. for ses-
sionization as in [36]. Another example of event abstraction from the healthcare
domains was presented in [35], in which they rely on multi-level semantic abstrac-
tion using a combination of ontologies and dynamic programming. Also active
learning is a promising pathway, bringing the expert in the learning loop to solve
the supervision problem.

5 Process Mining Data Quality Considerations

“Garbage in, garbage out.” It is by far the most mentioned quote in data science
and far beyond. But it appears that the more the quote is used, the more relevant
it becomes. In process mining, while the problem has been acknowledged in both
scientific literature and in practice [57], there is still a need for further research
into the development of a comprehensive framework to address the problem of
bad quality data leading to incorrect analysis results [58]. We also need to have
a better understanding of the root-causes of such data quality issues [5,24].
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5.1 Data Quality Dimensions

Some typical data quality dimensions are shown in Fig. 6 [39]. Although there
are some similarities between the data quality challenges encountered for event
data and traditional data sets for data mining, a key distinguishing factor is our
need for detailed correlated event data in their raw form, to capture the true
behavior of processes.

In [10], four broad data quality dimensions are identified for event logs: miss-
ing data, incorrect data, imprecise data and irrelevant data. Among these four
dimensions, incorrect data (where a data item is not recorded correctly) and
imprecise data (where a recorded value is too coarse to be useful) for key event
attributes such as activity labels and timestamps could have significant conse-
quences for all forms of process mining techniques.

Fig. 6. An overview of some of the most common data quality dimensions, taken
from [39].

5.2 Detection and Repair

The process mining manifesto [2] categorizes the quality of event data from one
star to five stars; while most real-life event logs are found to be in-between
these two extremes of the scale with many quality issues [58]. Some advocate for
repairing or fixing the erroneous data, while others argue that the data should
be left alone as it is meant to reflect reality. Regardless of your personal view,
it is unavoidable that these data quality issues are dealt with in one way or
another. As a process mining professional, it is imperative that we measure the
quality of an event log respective to the type of process mining analysis being
considered [58]. The data pre-processing task is recognized to be one of the most
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time-consuming aspects of a process mining study with many spending 60–80%
of their efforts while some spending up to 90% of their total efforts on this
step [57].

Suriadi et al. [54] identified eleven event log imperfection patterns based on
their experience with over 20 Australian industry data sets. The eleven patterns
include form-based event capture, inadvertent time travel, unanchored event,
scattered event, elusive case, scattered case, collateral event, polluted label, dis-
torted label, synonymous labels and homonymous labels. These event log pat-
terns have been used as a starting point for detection and repair of quality issues
in event logs.

There is a growing body of work focusing on the detection and repair of data
quality issues associated with activity labels, timestamps, and event orderings.
In [49], crowdsourcing and gamification approaches are being proposed to solicit
domain expert knowledge for the detection and repair of activity labels while [50]
proposes an automated context-aware approach to detecting synonymous and
polluted activity labels in an event log. In [28], the authors described a framework
to detect timestamp quality issues in an event log and proposed measures to
quantify the extent of these data quality issues as a way to measure the quality
of an overall event log. In [16], an approach to automatically repairing same-
timestamp errors in an event log is presented. In [22], an interactive approach
to detect and repair event order imperfections in an event log is presented.

5.3 Quality-Informed Process Mining

Although data quality issues are well-acknowledged in the process mining com-
munity by now, most of the existing process mining algorithms do not explic-
itly take the potential presence of data quality issues. A notable exception is
the removal of infrequent behaviors or noises from discovered process models.
The algorithms also typically treat an event log as the “whole truth” with-
out considering the potential effects of data-preprocessing on the reliability of
the results [58]. This could lead to misleading or inaccurate conclusions about
the process under investigation. In [30], the authors proposed a range of qual-
ity annotations at event, trace and log levels to keep track of the data quality
issues founded in an event log and also to record the extent of repairs are made
to the event log as a result. Such metadata about data quality can assist in
undertaking quality-informed process mining. One such algorithm is presented
as the ‘Quality-Informed visual Miner’plug-in’ which demonstrates the use of
these data quality annotations for conformance checking and performance anal-
ysis purposes.

Alternatively, it is possible to determine whether certain data attributes are
of high-quality (i.e., fit-for-purpose) before incorporating them into an event
log and then into the process mining analysis. In the Process Mining in Practice
book5, checklists are provided to detect a range of data quality issues and sugges-
tions are provided on how to potentially correct them. The quality issues covered

5 https://fluxicon.com/book/.

https://fluxicon.com/book/
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include formatting errors, missing data (event, attribute values, case IDs, activ-
ities, timestamps, attribute history, timestamps for activity repetition) as well
as zero timestamps, wrong timestamps, same timestamps for multiple activities
and different timestamp granularity. In [4], a data-quality informed approach is
proposed where data attributes from a relational database are evaluated on their
quality across a range of data quality measures before generating an event log.
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