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Abstract. Electric power generated from Solar Photovoltaic (PV) panels is esti-
mated to have increased globally by 22% in 2019, to 720 TWh [5]. It is now
considered the third-largest renewable energy technology after wind and hydro
powers. The primary reason for this growth is the need to utilize free energy
resources that are also environmentally clean. PV-generated power, however, is
uncertain and varies from time to time and season to season. Dealing with this
uncertainty requires having predictive and forecasting models that accurately esti-
mate generated power from historical data. This paper reports on an in-progress
research project that explores weather-related variables such as humidity, temper-
ature, and wind speed and uses them to predict and forecast generated power using
a dataset collected over three years by a weather station at Southeast NewMexico
College in Carlsbad, New Mexico. Various predictive and forecasting models are
built, trained, and evaluated. The goal is to explore these variables and report on
what makes a good predictive model and how such a model behaves over time.

Keywords: Photovoltaic modules · PV generation forecasting · Weather
station · Solar irradiance

1 Introduction

In 2020 despite the Covid 19 pandemic, solar Photovoltaic (PV) panel installation was
up by 23% and the renewable energy market expanded by 45%: the highest growth rate
since 1999 [8]. In addition, the USEnergy InformationAdministration projects that solar
PV modules installation will reach 46% of all the renewable energy sources by the end
of 2022 [2]. Many factors contribute to this growth. Concerns about climate change and
energy crises, for instance, have been linked to such substantial growth in solar power
generation [1].

PV-generated power, however, suffers from uncertainty and varies from time to time
and season to season. The solar irradiance is reliant on several geographic and atmo-
spheric factors. The PV-generated power of a solar panel depends on its location and the
weather conditions at that location. Important variables here include but are not limited
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to temperature, humidity, wind speed, wind direction, and time of day [4, 9–11, 17]. The
efficiency of a solar panel is also impacted by the aforementioned weather conditions.
For example, as the temperature of the panel increases, its efficiency decreases. Sim-
ilarly, as the wind speed increases, the panel cools down, and the efficiency increases
[4, 10]. Being able to forecast PV generation based on historical data is an important
way to deal with such uncertainty. It is also important for better power planning and
management [3].

This requires creating and evaluating multiple predictive models. Indeed, many such
models have been proposed that use weather-related data to predict solar intensity and/or
PVgeneration.One suchmodel tries to forecast PVgeneration utilizing site-specific fore-
castingmodels trained using data from the NationalWeather Service (NWS) [15]. Doing
so resulted in a 27% improvement over the performance of existing forecasting models.
Another model attempted to predict PV generation utilizing a combination of weather
and PV system parameters [11]. The effect of wind speed and air velocity, measured
by PV panel surface temperature at different angular positions, on the performance of
solar PV modules has also been studied [4]. This experiment showed that as the panel’s
temperature drops, its efficiency and power output increases. Another study investigated
how temperature and wind speed affect the PV module efficiency [10].

More studies have looked into the impact of temperature and wind speed on the
performance of PV modules [9, 10, 17]. The effect of humidity has also been studied
[14]. Humidity creates a minimal sheet or layer of water on the PV module surface and
a concentration of water vapor in the air, which reduces solar radiation and causes it to
be reflected away from the PV module surface. This leads to decreased PV productivity
by 10%-20%. Many machine learning models have been used in these studies such
as artificial neural networks (ANN) with mean absolute percentage error (MAPE) [13];
hiddenMarkovmodels and support vector machines (SVM) [12]; and an artificial neural
network with a self-organizing feature map (SOFM) [19].

This paper 1) explores the relationships between weather-related variables and solar
irradiance. It uses data collected over three years using a weather station installed at
the campus of Southeast New Mexico College (formerly New Mexico State University
- Carlsbad) in Carlsbad, New Mexico. It then 2) utilizes multiple machine learning
models to predict solar irradiance given these weather-related variables. Treating the
solar irradiance data as a time series, it 3) uses an additive forecasting model with
logistic growth to forecast future solar irradiance values given historical ones.

The remainder of this paper is organized as follows. Section 2 describes the approach
taken to satisfy the above three tasks. Section 3 presents the obtained results, and Sect. 4
concludes this paper and discusses future work.

2 Approach

The main goal of this paper is to show how weather conditions affect solar irradiance,
which, in turn, affect power output. As stated in the last section, this paper focuses
on three tasks. The first task explores how weather-related variables such as humidity,
temperature, and wind speed affect solar irradiance. Unlike the studies cited in the last
section, this paper also considers the impact that meteorological seasons have over these
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variables. Understanding how these variables affect solar irradiance is critical to being
able to perform the second task. The second task involves the use of machine learning
models to predict solar irradiance. As will be shown later in this paper, solar irradiance
is also a good predictor of voltage and power output. The third task looks at the solar
irradiance data as a time series and employs a forecasting model to forecast future values
given historical ones. For brevity, we only forecast solar irradiance values. The same
approach can, however, be applied to other variables such as voltage and power outputs.

The data used in this paper comes from a Campbell Scientific CR6 series weather
station installed outside the campus of Southeast NewMexico College in Carlsbad, New
Mexico since January 2019. This station is equipped with a solar PV panel and a data
logger. The solar panel faces true south, with a fixed tilt of 30° angle for the whole year.
This station collects information about the following variables:

– timestamp which is the date and time of when the data example or record is added
to the data file.

– relative humidity as a percent (%). This is also related to the dew point temperature,
also measured by the station.

– temperatures in °C. The station supports three temperatures: ambient, panel, and
dew point. The panel and ambient temperatures are very similar, while the dew point
temperature is more related to humidity. This paper uses only the panel temperature;
this is the temperature of the surface of the PV panel.

– wind speed measured in m/s. Wind direction is also supported but not used in this
paper.

– solar irradiance, which according to the National Renewable Energy Laboratory
(NREL) is the “incident flux of radiant power per unit area expressed in W/m2” [18].
This is a key variable for the analysis and models of this paper. It is also different from
irradiation, which is irradiance integrated over time and expressed in kWh/m2.

– voltage output measured in Volts.

The station reads these variables every minute. These readings, however, are not
recorded directly to the data file. They are combined (averaged) and recorded every
fifteen minutes. In addition to this fifteen-minute frequency data file, the station also
provides hourly, daily, and monthly data files. Only the fifteen-minute and hourly data
files are used in this paper. In addition to the above variables, three calculated variables
are utilized: the power output of the PV module, its power input, and its efficiency. The
power output is calculated based on the formula:

Pout = V 2

R

where V (in Volts) is the voltage output and R (in �) is the load connected to the
module (≈19�). We opted to calculate the power output this way, instead of descaling
the solar irradiance by an arbitrary factor, because the load is known, and we have direct
measurement of the voltage output. The power input is the same as solar irradiance
adjusted for the area of the PV panel in (m2). In other words:

Pin = Irradiance × Area
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The efficiency of the PV panel is the calculated using the formula:

Efficiency = η = Pout

Pin
(1)

Two additional variables are extracted from the timestamp variable: time of day and
meteorological season. These variables tell how solar irradiance changes from time to
time and season to season.

As is typical with data files, the files produced by this station require cleanup and pre-
processing. Some examples have inf and NAN solar irradiance values. These examples
are removed from the dataset. For prediction, all data examples with negative irradiance
or negative humidity values are also removed. The daily time points are extracted from
timestamps, converted to numeric, and used as an input variable. The data examples
outside the time period of 5:00 am to 9:00 pm, where solar irradiance is around zero, are
removed from the dataset. Moreover, the data examples where the calculated efficiency
is more than 100% are removed. For time series forecasting, only the timestamp and
solar irradiance variables are required. In addition, only the data examples where solar
irradiance is inf or NAN are removed. This is to avoid disturbing the time series or
adding gaps to it.

This paper uses data collected over a period of more than 3 years (January 2019
to April 2022). The first exploration task is done using the Pandas and NumPy Python
packages. The secondprediction task usesScikit-learn [7].While there aremanymachine
learning models to use, we only report the results of four models: linear regression, k-
nearest neighbors, decision tree, and random forest. Not all machine learning models are
the same, however. Some models such as linear regression or decision trees are simpler
than others such as radial basis function networks (RBF) or artificial neural networks
(ANN) [6]. Simpler models tend to be easier to understand and produce results that
are easier to visualize and interpret. This is why the aforementioned four models were
chosen by this paper; they are all simple models to understand, interpret and visualize.
Finally, the Python Prophet package [16] is used for the third forecasting task. The next
section elaborates more on these models and presents their obtained results.

3 Results

3.1 Data Exploration

First, we explore how humidity, temperature, and wind speed relate to solar irradiance
per season. Figure 1 does not show a clear relationship between humidity and solar
irradiance except for the fact that large humidity values seem to correlate with lower
irradiance values, which suggests the existence of a negative relationship. There is no
clear relationship between wind speed and solar irradiance either. There seems to be,
however, a positive relationship between temperature and solar irradiance. In addition,
summer and spring data points coincide together while fall/winter points do the same.
Dividing seasons into these two groups is a better fit for the actual weather pattern of
Carlsbad, New Mexico, where it is more like two seasons than four. Figure 2 shows the
same data as above but for two season groups: spring/summer and fall/winter.
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Fig. 1. Humidity, temperature, and wind speed vs solar irradiance per meteorological season

Fig. 2. Humidity, temperature, and wind speed vs solar irradiance using two season groups

Figure 3 depicts how these variables behave on average over a 16-h (5:00AM to
9:00PM) period for the two-season groups. Humidity, as expected, is high in themorning
before it decreases throughout the day. Temperature and wind speed, on the other hand,
increase throughout the day before they decrease at night.

Fig. 3. Humidity, temperature, wind speed, solar irradiance, output voltage, and efficiency
averaged over a 5:00 AM to 9:00 PM time period.

Figure 3 also shows how solar irradiance, voltage output, and efficiency behave on
average throughout the same time period. The solar irradiance curves are bell-shaped.
The spring/summer curve is earlier, wider, and higher than the fall/winter curve. It
corresponds to longer days with lower humidity curves, and higher temperature and
wind speed curves. The spring/summer voltage output curve is earlier than and peaks
and flattens at the same level as the fall/winter curve. The efficiency curves are, however,
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interesting. They increase in the morning before they change direction and decrease. At
midday they bottom out at about 22% for spring/summer and 32% for fall/winter. This
can be attributed to the interplay between temperature and wind speed and the effect of
that on solar irradiance. Higher temperatures decrease the efficiency of the PV module
while stronger winds cool the PV module down and increase efficiency.

Fig. 4. Solar irradiance at different levels of humidity, temperature, and wind speed

In addition, we can have a better picture of how humidity, temperature, and wind
speed affect solar irradiance by drawing solar irradiance curves at different values of
these variables. Tomake thismanageable, we divide the range of these variables into four
levels and draw a solar irradiance curve at each level. Figure 4 shows these curves. It is
clear from this figure that higher levels of humidity correspond to lower solar irradiance,
and higher levels of temperature and wind speed correspond to higher solar irradiance.

In summary, the humidity, temperature, and wind speed variables affect solar irradi-
ance and the efficiency of the PVmodule. Next, we see if these weather-related variables
are good predictors of solar irradiance. We also evaluate how good a predictor solar
irradiance is of the voltage output.

Table 1. Performance of multiple solar irradiance-predicting models with different dataset
configurations (Hmd = Humidity, Tmp = Temperature, Wnd = Wind Speed) tables.

Predictor Hmd Tmp Wnd Hmd & Tmp Hmd & Wnd Tmp & Wnd All

Linear
regression

0.27 0.22 0.10 0.31 0.29 0.23 0.31

K-Nearest
neighbors

0.55 0.62 0.29 0.67 0.56 0.59 0.70

Decision
tree

0.65 0.70 0.45 0.70 0.63 0.67 0.73

Random
forest

0.47 0.50 0.40 0.49 0.47 0.48 0.46

3.2 Making Predictions

As mentioned before, this paper uses four machine learning regression models for their
simplicity, understandability, and interpretability. These models are linear regression,
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k-nearest neighbors, decision tree, and random forest. Before the results of these four
models are presented, we briefly describe them. Linear regression is a parametric model
for learning the parameters of a linear equation of the form:

y = f (X ) = w0 + w1x1 + w2x2 + · · · + wmxm

where x1, x1, · · · , xm are the input variables, y is the output variable, andw0,w1, · · · ,wm

are the parameters learned by the model. The goal is to assign these parameters values
so as to minimize the mean square error (MSE). In addition to its simplicity, linear
regression is robust against overfitting, which is the process of overexposing the model
to the training data. Once trained, the equation above is used to calculate the output
values of unseen data examples.

The k-nearest neighbors is a non-parametric model that predicts output values based
on the mean of the values of its nearest neighboring points. The number of neighbors is
a parameter used to control for overfitting.

Decision tree is another non-parametric model that uses the data to learn a set of
if-then-else rules, which effectively divide the input space into multiple partitions. It is
a simple model to understand, interpret, and visualize. It can, however, easily overfit the
data, and we use the maximum depth parameter to constrain the tree and guard against
overfitting.

Random forest is an ensemble method that applies a technique called bagging or
bootstrap aggregation to decision trees. The idea here is to take multiple bootstrap sam-
ples from the given dataset and to train a decision tree using each sample. It also uses
a technique called feature bagging, which requires that only a randomly selected subset
of the input variables is considered at each node during the construction of the decision
trees. The predicted value of an unseen example is the average of all the output values
predicted by all the trained trees.

The described four models are used in this paper to see if humidity, temperature,
and wind speed can accurately predict solar irradiance. We trained these models using
all combinations of these variables as input and solar irradiance as output. All these
models resulted in very low R2 scores (0.0–0.13). This is because one important variable
is missing from these models. That variable is the time of day, which is needed to tell the
models when solar irradiance is low and when it is high. Once added to these models,
the scores improved significantly.

Table 1 summarizes the performance of these models. As can be seen from this table,
the best performance happens when all three variables (humidity, temperature, and wind
speed) plus time of day are considered. The best performing models with scores of
.70 and .73 are the k-nearest neighbors (k = 3) and the decision tree (max-depth =
5), respectively. The linear regression model did not perform well, which suggests a
non-linear relationship between input and output variables.

Predicting voltage output from solar irradiance is also investigated. The samemodels,
as before, are used, and Table 2 shows their obtained scores. These scores indicate that
solar irradiance is a good predictor of voltage output. It is also a good predictor of power
output, because power output is calculated using voltage output. The linear regression
model performed the worst here as well, which again suggests a non-linear relationship
between these variables.
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Table 2. Performance of multiple output voltage-predicting models.

Predictor R-Squared

Linear regression 0.13

K-Nearest neighbors 0.92

Decision tree 0.96

Random forest 0.94

3.3 Forecasting Solar Irradiance

Lastly, forecasting future solar irradiance values given historical ones is investigated.
This is motivated by the fact that solar irradiance is a time series with a pattern that
repeats, with minor changes, every day. It also changes slightly from one season to
another. Only the results of forecasting solar irradiance are presented in this paper. The
same approach could be used for other variables such as voltage and power output.

To this end, an additive forecasting model that takes the form:

y(t) = g(t) + s(t) + h(t) + εt

Fig. 5. Forecasted values vs actual values

where g(t) is a growth function, s(t) is a seasonality function, h(t) is a holiday function,
and εt is an error term [16]. The growth function g(t) represents the trend of the data. The
seasonality function s(t), which uses a Fourier series as a function of time, represents
the periodic changes, and the holiday function h(t) represents the effect of holidays on
the timeline. The error term εt represents any changes not captured by the model. In this
paper, a logistic growth function with a saturating minimum of 0 and maximum of 1200
is utilized. The seasonality was automatically detected from the dataset. No holidays
were specified.

The resulting model is a simple one with a single variable: solar irradiance. Figure 5
shows the results of such a model and compares forecasted values to actual ones. The



158 J. Al-Nouman and A. Al-Gahmi

top graph shows the forecasted future values against the actual ones averaged over a day.
The bottom graph shows both values over a two-week period, immediately after the time
series that the model was trained on. As Fig. 5 shows, both values are close with some
peak differences. Parameter tuning and/or utilizing a more complex forecasting model
is likely to improve these results. These improvements, however, are left as future work.

4 Future Work and Concluding Remarks

The scope of this paper is determined by the data provided by the weather station,
which only supports a few weather-related variables (humidity, temperature, and wind
speed) in addition to solar irradiance and voltage output. As has been shown, these
weather-related variables impact solar irradiance, which, in turn, impacts generated
power output. As cited studies have shown, these are not the only relevant variables.
Missing from the dataset used in this paper are variables such as sky cloud cover, air
quality, and precipitation potential, to name a few. These variables are not tracked by the
weather station of this paper. There is a need to improve the performance of the models
presented in this paper by augmenting the data collected by this weather station with
outside datasets such as the ones provided by the Carlsbad Environmental Monitoring &
Research Center and/or the National Weather Service (NWS). Additional predictive
models could then be evaluated using the combined data.

In addition, forecasting models can also be used to predict the future solar irradi-
ance, voltage, and/or power output values given historical data. The forecasting model
presented in the paper is a simple one with a single variable. More complex forecasting
models that utilize a time serieswithmore than a single variable are yet to be investigated.

The weather conditions at the locations where solar panels are installed add uncer-
tainty to their generated power output, which also varies from time to time and season
to season. Predictive and forecasting models such as the ones presented in this paper,
are useful tools to cope with this uncertainty. They are also important for better power
planning and management.

In summary, this paper explored the relationships between weather-related variables
and solar irradiance. Such exploration is critical to understanding how these variables
interact with and affect the PV-generated power. It then utilized multiple machine learn-
ing models to predict solar irradiance given these weather-related variables. The per-
formance of these models varies from one model to another, which suggests a complex
relationship between input and output variables that some models capture better than
others. The fact that the linear regressionmodel performs the worst suggests a non-linear
relationship between these variables. Finally, the paper utilized an additive forecasting
model with logistic growth to forecast future solar irradiance values given historical
ones. This model yields good results that can still be further improved by tuning and
adding more variables.
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