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Abstract. Hospital readmissions are frequent and costly events. Early
risk prediction can lead to more effective resource planning and utiliza-
tion. This paper presents a deep learning framework for predicting the
risk of 30-day all-cause readmission given a patient journey dataset. The
problem is posed as a binary classification. A novel personalized self-
adaptive feature learning and embedding strategy is applied to learn
the representations of patient journeys. We first introduce a Variable
Attention module to capture the interdependencies of clinical features
and generate attention feature representations. We then place a convo-
lutional neural network (CNN) on the generated feature representations
to estimate outcome probabilities. Demographic features, including sex
and age, are then incorporated into a personalized representation used for
adaptively fixing the output of CNN by modifying the network loss func-
tion. We successfully predict 30-day all-cause risk-of-readmission with
area-under-receiver-operating-curve (AUROC) ranging between 0.838 to
0.858 and overall maximum accuracy of 77.34%.
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1 Introduction

Hospital readmission is a costly event, which imposes a tremendous burden on
a nation’s healthcare system. In the USA, there were 7.8 million (19.6%) of
hospital-discharged patients readmitted from 2003 to 2004, which accounted for
$17.4 billion of hospital payments [1]. A recent study focused on the readmission
rate of atherothrombotic disease in Western Australia reported that the cost of
readmissions (A$30 million) accounted for 42% of the original admissions cost
(A$71 million) [2]. Moreover, high readmission rates cause a disruption to the
normality of hospital management, particularly in critical resources allocation
such as inpatient beds. Thus, predicting readmission is critically important for
more effective healthcare resource planning and utilization.
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Employing a predictive model is one of the useful strategies to reduce the
hospital readmission rate [3]. Specifically, machine learning (ML) or deep learn-
ing (DL) algorithms can be adopted to identify high-risk patients from electronic
health records (EHRs) data so that corresponding preventive approach may be
developed to minimize their risk-of-readmission. To this end, this paper investi-
gates the issues and challenges associated with the prediction task, and addresses
these by developing a DL-based predictive framework to predict the 30-day all-
cause risk-of-readmission given a patient journey dataset.

In practice, it is challenging to learn the representations of patient journeys.
Specifically, each patient journey includes two aspects: patient visit and feature
levels. Further, the feature level consists of demographic and clinical features.
As shown in Fig. 1, two anonymous patients visited the emergency department
(ED). They were admitted to different care units. The diagnoses and procedures
performed at each visit were recorded as the documented content for a single
patient. Each clinical feature records an independent observation, while a set of
features can represent the medical conditions of a patient at a given time point.

Fig. 1. Patient journey samples. A patient journey is often a consequence of clini-
cal patterns that are associated with specific sequences of clinical events. Usually, a
patient walks in or takes an ambulance to the ED for medical treatment. The ED has
a dedicated triage area, where nurses and doctors follow a specialized triage process
and triages a patient on the basis of how critical the illness or injury is at the time of
presentation to the ED. As a result, a patient is either admitted to the corresponding
unit or discharged after medical treatments.

When predicting the risk-of-readmission, we aim to automatically model the
contexts of patient journeys and generate new patient journey representations.
The benefit of modeling patient journey contexts is that such a consideration
can help us capture patient medical conditions for effective risk-of-readmission
prediction. However, the patient visit process is often patient-specific, which
is a consequence of a range of health problems or the environment of clinical
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(the capacity of the hospital to admit patients). As a result, a part of clini-
cal features within a patient journey is irrelevant to the target prediction, and
should be treated as noise for the risk-of-readmission. This issue has been largely
disregarded in the existing studies on patient journey learning, which leads to
significantly reduced accuracy of the prediction results. Thus, in order to cap-
ture patient medical conditions correctly, a good risk prediction method should
be able to learn patient journey contexts by distinguishing the importance of
features in each patient journey.

Another noticeable challenge stems from the heterogeneity in the disease and
demographic features [4]. In practice, it is difficult to predict risk-of-readmission
because of the heterogeneity in the disease and demographic features. Specif-
ically, demographic features are usually regarded as a health context before
admission. To fully model a patient journey, researchers usually examine the
demographic features and combine them with the clinical features. However, if
two patients were admitted with heart failure, one is 20-year-old, another 80,
then the corresponding health status may have significant differences, resulting
in different risk-of readmission. Additionally, due to the complexity and diversity
of all cause inpatient data, a certain amount of diseases are patient-specific.

To jointly tackle the above issues, in this paper, we propose a novel DL
predictive framework, which can automatically learn the representations of the
patient journey and effectively perform risk-of-readmission prediction. Firstly, it
proposes a Variable Attention module, which is composed of a 1D-CNNs and
the self-attention mechanism [5]. The 1D-CNN is developed to capture the inter-
dependencies of clinical features to model each patient journey context and gen-
erate feature representations, which are then used as query and key vectors in
the self-attention mechanism. The key-query pairs are used to compute the inner
dependency weights, then used to update the values. A series of attention feature
representations are generated for each patient journey. We place a customized
CNN on attention feature representations to perform the predictive modeling.
Secondly, it introduces a personalized characterization representation to fix the
output of the neural network adaptively, which is achieved by adding two addi-
tional terms into the network loss function. The personalized characterization
representation is formed by exploiting a standard logistic function to automati-
cally and adaptively learn demographic feature distribution and importance and
then embed the newly generated feature representations into one overall repre-
sentation. This framework enables learning and embedding of demographic and
clinical features self-adaptively take place so that their respective contributions
to final outputs are captured.

Our major contributions are as follows:

1. We propose a novel deep learning framework for predicting 30-day all-cause
risk-of-readmission by fully learning patient journey representations.

2. We designed a personalized feature learning and embedding strategy to incor-
porate demographic and clinical features. Meanwhile, we modify the network
loss function to adjust their contributions in the framework.
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3. We conduct extensive experiments on a real patient journey dataset to vali-
date our proposed framework. The empirical results demonstrated significant
prediction performance improvement across the task.

2 Basic Notation and Problem Definition

Our patient journey dataset consists of patients’ time-ordered visiting records,
which is denoted by V, i.e., V = {V1, V2, ..., VT }. Each visiting record Vt consists
of demographic and clinical features. Demographic features contains age and
sex. For each Vt, we use Dt ∈ R1×M and Ct ∈ R1×N separately to denote
demographic and clinical features at time t. For each Vt, we provided the visit
event-level label for binary task, Yt = 1 denotes a patient is readmitted within
30-day, otherwise Yt = 0. The goal of this task is to predict Yt by learning
V = {V1, V2, ..., VT } from the given dataset.

3 The Proposed Framework

To tackle the aforementioned challenges, in this work, we propose a novel deep
learning framework. Figure 2 provides an overview of the proposed framework.
In the rest of this section, we introduce the modules of the framework separately.

Fig. 2. An overview architecture of the proposed framework.

3.1 Personalized Feature Learning and Embedding

Clinical Features. Learning new feature representations for diagnosis is at
the heart of healthcare analytics [6]. In particular, our diagnostic information
contains a medical diagnosis, syndrome, or symptom. To model its impact, we
used a logistic function as follows:

fDiag(C, Y ;WDiag) =

{1 + exp{−WDiag · (CDiag − ϕ)}}−1,
(1)
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where CDiag denotes diagnosis and WDiag ∈ R is the specific parameter to model
the corresponding impact for the prediction task. ϕ is a predefined scalar and
set ϕ = 90 (see Sect. 4.2, there are 181 types of diagnosis).

Capturing the Interdependencies of Clinical Features and Generating
Attention Feature Representations. In this subsection, we propose Variable
Attention module, which consists of a 1D-CNN and the self-attention mechanism
[5]. Specifically, we first apply a 1D convolution operation on clinical features
to learn the interdependencies of clinical features and generate the new feature
representations. Then, the max-pooling operation [7] is used to extract the most
important feature representations. Last, the pooling results are used as query
and key vectors in the attention mechanism. Note that 1D convolution and max-
pooling operations separately work in the horizontal and vertical directions.

With the help of convolution operation, the attention mechanism can learn
the interdependencies of clinical features at a larger nonlinear space. Moreover,
the obtained max-pooling results provide the most important feature represen-
tations used for the attention mechanism. Furthermore, one notable advantage
of the module is that an interpretable attention map is given after the training,
which gives valuable information about the target variables on how much they
are correlated to each other.

Mathematically, in the 1D-CNN, the shape of output matrix corresponds
to the shape of input matrix as follows: Lout = (Lin − filter size + 2 ×
padding)/stride+1. We define the stride is 1, and filter size = 2×padding+1.
For clinical features C, we have the following 1D convolution operation:

H = Conv1D(C), (2)

where Conv1D(·) denotes the 1D convolution operation and H ∈ RT ×N denotes
the new feature representations. Both have the same shape. The max-pooling
operation extracts the most important feature representations from H. The pool-
ing result is used as the query vector q ∈ R1×N and key vector k ∈ R1×N for
the attention mechanism.

The query-key pairs are used to compute the inner dependency weights and
then update the values. Mathematically, the formula is defined as below:

α = softmax(q�k),
Attention(C) = C · α,

(3)

where α ∈ RN×N generated for a patient journey can explain the causative
and associative relationships between diagnoses and procedures performed at
each patient journey. For simplicity, we use AttC to denote Attention(C) in the
following sections.

Demographics Features. In this work, we mainly consider patient age and
gender when predicting risk-of-readmission [8,9]. Moreover, age was categorized
by the Australian Institute of Health and Welfare (AIHW1) into below 1 year,
1 https://www.aihw.gov.au/reports-data/myhospitals/sectors/admitted-patients.

https://www.aihw.gov.au/reports-data/myhospitals/sectors/admitted-patients
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1–4 years, 5–14 years, 15–24 years, 25–34 years, 35–44 years, 45–54 years, 55–64
years, 65–74 years, 75–84 years, over 85 years. In the same vein, we used logistic
function again to model age and sex in order to learn their distributions and
importance as follows:

fAGE(D,Y ;WAGE) = {1 + exp{−WAGE · (DAGE − ϕ)}}−1, (4)

where DAGE denotes age and WAGE ∈ R is the specific parameter to model the
impact of age for prediction task. The parameter is used to regularize variable
outputs in order to achieve its optimization. ϕ is a predefined scalar. We used
age groups instead of patients’ actual ages and set ϕ = 5 (based on above 11
subgroups of age).

fSEX(D,Y ;WSEX) = {1 + exp{−WSEX · (DSEX)}}−1, (5)

where DSEX denotes sex and WSEX ∈ R is the specific parameter to model the
impact of sex for prediction task. ϕ is a predefined scalar and set ϕ = 1.

To better characterize age and sex, we embed them into a personalized char-
acterization representation.

fbase = W emb
base · base, (6)

where W emb
base is an embedding matrix and base consists of fAGE and fSEX .

3.2 Personalized Prediction

We customize a CNN with a 1D convolutional layer and a max-pooling layer.
The convolutional layer is placed on the attention feature representations.
We use a combination of m filters with s different window sizes. We use l to
denote the size of feature window and AttCj:j+l−1 denote the concatenation of l
clinical features from AttCj to AttCj+l−1. A filter Wf ∈ R1×l is applied on the
window of l clinical features to produce a new feature fj ∈ R with the ReLU
activation function as follows:

fj = ReLU(Wf · AttCj:j+l−1 + bf ), (7)

where bf ∈ R is a bias term and ReLU(f) = max(f, 0).
This filter is applied to each possible window of clinical features in the whole

{AttC1:l, AttC2:l+1, ..., AttCN−l+1:N} to generate a feature map f ∈ RN−l+1 as
follows:

f = [f1, f2, ..., fN−l+1]. (8)

The max-pooling layer is placed on the feature map f. Each filter produces a
feature. Since we have m filters with s different window sizes, the final vector
representation of AttCt can be obtained by concatenating all the extracted fea-
tures, e.g., zt ∈ Rms. A fully connected softmax layer is used to estimate outcome
probabilities as follows:

Ŷt = softmax(WY · zt + bY ), (9)
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where WY ∈ Rn×ms and bY ∈ Rn are the learnable parameters and n is the
number of target labels (e.g., 0 or 1 in binary classification).

Let θ be the set of all the parameters in CNN. Ŷt and Yt are separately pre-
diction probability vector and ground truth. The cross-entropy between ground
truth Yt and outcome probabilities Ŷt is used to estimate the loss. The objective
function can be defined as follows:

L(θ) = − 1
T

T∑

t=1

(Y �
t · log(Ŷt) + (1 − Yt)� · log(1 − Ŷt)). (10)

Given the input data t to predict its true label vector Yt, we can obtain out-
come probability vector Ŷt = p(Yt|Ct; θ)). Now we use the proposed personalized
characterization representation f t

base (demographic features) to fix the output
of CNN adaptively. The objective function can be rewritten as follows:

L(θ,W) = L(θ) + α
1
T

T∑

t=1

KL(f t
base|P (Yt|Ct; θ))

+β · L′
(W),

(11)

where α, β are the hyper-parameters and L′
(W) is the average cross entropy

between f t
base and ground truth Yt. The L′

(W) is defined as follows:

L′
(W) = − 1

T

T∑

t=1

(Y �
t · log(f t

base)

+(1 − Yt)� · log(1 − f t
base)).

(12)

In summary, Eq. (12) incorporates two additional loss terms, both of which
are relevant with demographic features.

α 1
T

∑T
t=1 KL(f t

base|P (Yt|Ct; θ)) is the KL loss between personalized charac-
terization representation and prediction distributions, which is used to fix the
prediction results achieved by CNN.

Another loss function of L′
(W) represents the self-adaptive process for demo-

graphic features. It provides a bridge between distributions of demographic fea-
tures and ground truth, where each demographic feature can achieve its opti-
mization by updating its values with the learning process.

4 Experimental Setup

4.1 Dataset Description

We presented one case study on the risk-of-readmission prediction, using a
patient journey dataset from a metropolitan hospital in Australia. The data
set being used is the administrative part of the EHRs from the hospital for
the whole of 2018 and 2019. It contains demographic, admission (emergency or
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elective, location of care and treating clinical team) and discharge data, and
detailed diagnostic information. It also contains time and location stamp infor-
mation that records every occasion a patient is moved between locations within
the hospital. Ethical approval was obtained for access to the dataset. Table 1
presents an overview of all the selected features.

Table 1. Overview of the feature groups

Demographic features

AGE

SEX

Clinical features

Ambulance (yes or not)

Triage AREA

Triage Level (ESI: 1–5)

ED HOURS

FIRST BED

UNIT

FINAL WARD

FINAL UNIT

Diag (medical diagnosis, syndrome, or symptom)

4.2 Data Preprocessing

We selected the patient data that was readmitted within 30-day from the dis-
charge based on the standardized HRRP readmission measure [10]. Each patient
has a unique patient URN (ID) for distinguishing multiple admissions such as
readmission. We examined the number of days between the current admission
and him/her previous discharge for a given patient and checked if it is less than
30-day. Moreover, to accurately learn the common patient behaviors, we selected
a diagnosis with more than 100 visits from the dataset. The final dataset includes
181 diseases and 61264 records (roughly 83% of the total data). Besides, we also
used the undersampling approach [11] to address the label imbalance problem.

4.3 Baseline Approaches

To validate the performance of the proposed framework for our prediction task,
we compare the proposed framework with logistic regression (LR), Gaussian
Naive Bayes (GNB), Support Vector Machine (SVM), Random Forest (RF),
AdaBoost, Explainable Boosting Machine (EBM) [12], and two CNN models.
EBM is a strong baseline that has been applied in 30-day risk-of-readmission
prediction and reported state-of-the-art accuracy. Besides, in ablation exper-
iments, we present one variant of the proposed framework (CNN+). It only
incorporates the attention mechanism [5].
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4.4 Implementation Details and Evaluation Strategies

We implement the proposed framework with PyTorch 0.2.0. We implement ML
approaches with scikit-learn2 and EBM3. We use the same settings for the pro-
posed framework and other CNN models. Specifically, we set the size of filter
windows (l) from 2 to 5 with s = 100 filter maps. Moreover, we propose using 1
as the size of filter windows that can introduce more nonlinearities without mod-
ifying the size of the input and thus enhance the expression ability of the neural
network [13]. We also use regularization (l2 norm with the coefficient 0.001),
and drop-out strategies (drop-out rate is 0.5) for all DL approaches. For train-
ing models, we employ a standard train/test/validation split. The validation set
is used to select the best values of parameters. To evaluate binary outcomes, we
calculate AUROC, Accuracy, F1 Score, and Brier Score Loss (BSL). We perform
100 repeats for all used approaches and report the average performance.

5 Results and Discussion

5.1 Performance Evaluation

Table 2 shows the performance of all approaches on the dataset. The results
indicate that the proposed framework can outperform other baseline methods.
Specifically, the risk-of-readmission was predicted with an AUROC of 0.8480 and
one standard deviation of 0.010. Moreover, we find that the proposed frame-
work can outperform CNN. Therefore, it indicates that the proposed person-
alized feature learning and embedding can improve the accuracy of risk-of-
readmission prediction. Another important finding was that the proposed frame-
work could outperform the CNN+. Therefore, it indicates that incorporating the
self-attention mechanism and 1D-CNN is better for improving predictive accu-
racy than using the self-attention mechanism alone.

Table 2. Results of 30-day risk-of-readmission prediction

Model AUROC Accuracy F1 Score BSL

LR 0.7543(0.012) 0.7000(0.013) 0.6888(0.014) 0.2016(0.005)

GNB 0.7403(0.013) 0.6767(0.012) 0.6884(0.011) 0.2315(0.008)

SVM 0.7527(0.012) 0.6939(0.012) 0.6892(0.013) 0.2016(0.005)

RF 0.8150(0.011) 0.7488(0.012) 0.7369(0.013) 0.1751(0.006)

Adaboost 0.8123(0.011) 0.7435(0.012) 0.7311(0.013) 0.2464(0.000)

EBM 0.8292(0.010) 0.7588(0.011) 0.7468(0.012) 0.1677(0.005)

CNN 0.8180(0.011) 0.7463(0.012) 0.7341(0.013) 0.1734(0.005)

CNN+ 0.8274(0.010) 0.7575(0.012) 0.7452(0.012) 0.1686(0.005)

The proposed framework 0.8480(0.010) 0.7734(0.011) 0.7573(0.013) 0.1579(0.005)

2 http://scikitlearn.org/stable/.
3 https://github.com/interpretml/interpret.

http://scikitlearn.org/stable/
https://github.com/interpretml/interpret
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5.2 Clinical Feature Interdependencies

One aspect of the proposed method is that it explicitly captures the interdepen-
dencies of clinical features and generates attention feature representations. This
is achieved by applying Variable Attention module to each patient journey. The
module provides an interpretable attention map after the training, which gives
valuable information about the target variables on how much they are corre-
lated to each other. Therefore, this makes the proposed method explainable. To
showcase this feature, we visualized four patient journeys, which correspond to
patients A-D. These examples come from the test dataset. Patients A and B were
readmitted with Heart Failure and Shock but with significant differences in other
clinical features. Patients C and D were readmitted with Chronic Obstructive
Airways Disease but with minor differences in other clinical features.

Figure 3 shows the clinical feature interdependencies of patients A–D. The
attention scores calculated by the proposed Variable Attention module are
shown. Note that for each attention score, we round up to 2 decimal places. The
ordinates of the figure are the Query features, and the abscissas are the Key
features. The boxes in the figures show how much each Key feature responds to
the Query when a Query feature makes a query. We find that Variable Atten-
tion module can figure out clinical feature interdependencies for four patients.
These feature interdependencies can be explained in part by attention scores.
e.g., Variable Attention module figures out there are relatively high interdepen-
dencies between most clinical features and Diag. Additionally, Variable Attention

Fig. 3. Clinical feature interdependencies: patients A–D
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module figures out that the part of the clinical features is also likely to respond
strongly to themselves, which is denoted by the diagonal of four matrices.

6 Conclusion

In this work, we have presented a novel DL framework of personalized learning
and embedding features with the aim of predicting risk-of-readmission. Experi-
ments on a real patient journey dataset show that our framework demonstrated
significant prediction performance improvement. The findings from this study
make several contributions to the current literature. Firstly, we have proven
that prediction of 30-day all-cause risk-of-readmission in hospitals is possible
using patient journeys. Secondly, personalized feature learning and embedding
contribute in several ways to our understanding of the importance of clinical
and demographic features and provide a basis for further research. Lastly, it is
a scalable framework, which can readily be of broad use to the scientific and
health care communities. A number of possible future studies using the same
experimental setup are apparent such as admission prediction at the time of
triage and hospital admission location prediction.
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