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Preface

Artificial Intelligence (AI) is a relatively new scientific area that emerged from the
efforts of a handful of scientists from diverse fields, approximately 70 years ago. The
achievements of AI in the era of the 4th Industrial Revolution are amazing and the
expectations are continuously rising. Today AI applications are found in almost all
areas of human activities.

Healthcare, finance, industry, security, robotics, molecular biology, autonomous
vehicles, are only a small sample of the domains that have been influenced by artificial
intelligence. However, serious ethical matters have emerged (e.g., privacy, surveil-
lance, bias-discrimination, elimination of entire job categories) requiring corrective
legislative actions.

The 18th International Conference on Artificial Intelligence Applications and
Innovations (AIAI 2022) offered insight into all timely challenges related to technical,
legal, and ethical aspects of intelligent systems and their applications. New algorithms
and potential prototypes employed in diverse domains were also introduced.

AIAI is a mature international scientific conference that has been held all over the
world and it is well established in the scientific area of AI. Its history is long and very
successful, following and propagating the evolution of intelligent systems.

The first event was organized in Toulouse, France, in 2004. Since then, it has had a
continuous and dynamic presence as a major global, but mainly European scientific
event. More specifically, it has been organized in China, Greece, Cyprus, Australia, and
France. It has always been technically supported by the International Federation for
Information Processing (IFIP) and more specifically by the Working Group 12.5, which
is interested in AI applications.

Overall, seven workshops were organized under the auspices of the 18th AIAI 2022
as satellite events.

Following tradition, this Springer volume belongs to the IFIP AICT Series. It
contains original research papers that were accepted after a peer review process to be
presented orally at the following five workshops that were organized under the
framework of the 18th AIAI 2022 conference:

• The 11th Mining Humanistic Data Workshop (MHDW 2022),
• The 7th Workshop on 5G-Putting Intelligence to the Network Edge (5G-PINE 2022)
• The 1st Workshop on AI in Energy, Building and Micro-Grids (AIBMG 2022)
• The 1st Workshop/Special Session on Machine Learning and Big Data in Health

Care (ML@HC 2022)
• The 2nd Workshop on Artificial Intelligence in Biomedical Engineering and

Informatics (AIBEI 2022)



The following paragraphs contain a brief description of the aforementioned five
workshops.

• The 11th Mining Humanistic Data Workshop (MHDW 2022)

MHDW 2022 was organized by the University of Patras and the Ionian University,
Greece. It aimed to bring together interdisciplinary approaches that focus on the
application of innovative as well as existing artificial intelligence, data matching, fusion
and mining and knowledge discovery and management techniques to data derived from
all areas of humanistic sciences.

• The 7th Workshop on 5G-Putting Intelligence to the Network Edge (5G-PINE
2022)

5G-PINE 2022 workshop was organized by the research team of the Hellenic
Telecommunications Organization (OTE) in cooperation with many major partner
companies. The 5G-PINE workshop was established to disseminate knowledge
obtained from ongoing EU projects as well as from any other action of EU-funded
research, in the wider thematic area of “5G Innovative Activities – Putting Intelligence
to the Network Edge” and with the aim of focusing on artificial intelligence in modern
5G telecommunications infrastructures. This is achieved by emphasizing results,
methodologies, trials, concepts and/or findings originating from technical
reports/deliverables, related pilot actions, and/or any other relevant 5G-based appli-
cations, intending to enhance intelligence to the network edges.

• The 2nd Workshop on Defense Applications of AI (DAAI 2022)

The 2nd DAAI workshop was organized by the European Defense Agency (EDA), a
European Union (EU) organization. Defense and security systems are becoming more
and more complicated and at the same time equipped with a plethora of sensing devices
which collect an enormous amount of information both from their operating environ-
ment as well as from their own functioning. Considering the accelerating technology
advancements of AI, it is likely that it will have a profound impact on practically every
segment of daily life, from the labor market to business and service provision. The
security and defense sectors will not remain idle or unaffected by this technological
evolution. On the contrary, AI is expected to transform the nature of future defense and
security domains, because by definition defense and security forces are highly
dependent on (accurate) data and (reliable) information. DAAI 2022 aimed at pre-
senting recent evolutions in artificial intelligence applicable to defense and security
applications.

• The 1st Workshop on AI in Energy, Buildings and Micro-Grids (AIBMG 2022)

This workshop was organized by the Center for Research and Technology), Greece.
Sustainable energy is hands down one of the biggest challenges of our times. As the EU
sets its focus on reaching its 2030 and 2050 goals, the role of artificial intelligence in
the energy domain at building, district and micro-grid level becomes more prevalent.
The EU and member states are increasingly highlighting the need to complement IoT
capacity (e.g., appliances and meters) with artificial intelligence capabilities (e.g.,
building management systems, proactive optimization, prescriptive maintenance).
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Moreover, moving away from the centralized production schema of the grid, novel
approaches are needed not just for reducing energy consumption but also for the
optimal management and/or balancing of local (or remote aggregated net metering)
generation and consumption.

The aim of the AIBMG workshop was to bring together interdisciplinary approaches
that focus on the application of AI-driven solutions for increasing and improving
energy efficiency of residential and tertiary buildings without compromising the
occupants’ well-being. Applied directly at either the device, building or district man-
agement system level; the proposed solutions should enable more energy efficient and
sustainable operation of devices, buildings, districts and micro-grids. The workshop
also welcomed cross-domain approaches that investigate how to support energy effi-
ciency by exploiting decentralized, proactive, plug-n-play solutions.

• The 2nd Workshop on Artificial Intelligence in Biomedical Engineering and
Informatics (AIBEI 2022)

Artificial intelligence (AI) is gradually changing the routine of medical practice, and
the level of acceptance by medical personnel is constantly increasing. Recent progress
in digital medical data acquisition through advanced biosignal and medical imaging
devices, machine learning and high-performance cloud computing infrastructures, push
health-related AI applications into areas that were previously thought to be only the
province of human experts. Such applications employ a variety of methodologies,
including fuzzy logic, evolutionary computing, neural networks, or deep learning for
producing AI-powered models that simulate human physiology.

• The 1st Workshop/Special Session on Machine Learning and Big Data in Health
Care (ML@HC 2022)

In the present era, machine learning (ML) has been extensively used for many
applications to real world problems. ML techniques are very suitable for big data
mining, to extract new knowledge and build predictive models that given a new input
can provide in the output a reliable estimate. On the other hand, healthcare is one of the
fastest growing data segments of the digital world, with healthcare data increasing at a
rate of about 50% per year. There are three primary sources of big data in healthcare:
providers and payers (including EMR, imaging, insurance claims and pharmacy data), -
omic data (including genomic, epigenomic, proteomic, and metabolomic data), and
patients and non-providers (including data from smart phone and Internet activities
sensors and monitoring tools).

The growth of big data in oncology, as well as other severe diseases (such as
Alzheimer’s Disease) can provide unprecedented opportunities to explore the biopsy-
chosocial characteristics of these diseases and for descriptive observation, hypothesis
generation, and prediction for clinical, research and business issues. The results of big
data analyses can be incorporated into standards and guidelines and will directly impact
clinical decision making. Oncologists and professionals from related medical fields can
increasingly evaluate the results from research studies and commercial analytical
products that are based on big data, based on ML techniques. Furthermore, all these
applications can be Web-based, so are very useful for the post treatment of the patients.

Preface vii



The aim of this workshop/special session was to serve as an interdisciplinary forum
for bringing together specialists from the scientific areas of computer and web engi-
neering, data science, semantic computing, bioinformatics-personalized medicine,
along with clinicians and caregivers. The focus of this special session was on current
technological advances and challenges regarding the development of big data-driven
algorithms, methods and tools; furthermore, it sought to investigate how ML-aware
applications can contribute towards big data analysis on post-treatment follow up.

Moreover, the following two workshops, namely the 2nd AI & Ethics and the 2nd
DAAI were organized as lecture and discussion events without a call for papers. The
2nd AIETH workshop aimed to discuss scientific responsibilities about global AI.
Respective scientists must be prepared to act preemptively and ensure that our societies
will avoid negative effects of AI and of 4th Industrial Revolution in general. The
workshop on AI Ethics was organized at the University of Sunderland, UK, and it
discussed potential major ethical issues that will arise in the near future. It was coor-
dinated by John Macintyre.

The 18th AIAI was held during June 17–20, 2022, in Crete, Greece.
The diverse nature of papers presented demonstrates the vitality of AI algorithms

and approaches. It certainly proves the very wide range of AI applications as well and it
promotes the timely advances in this area on both theoretical and application level.

The response of the international scientific community to the workshops of the AIAI
2022 call for papers was more than satisfactory, with 74 papers initially submitted. All
papers were peer reviewed by at least two independent academic referees. Where
needed, a third referee was consulted to resolve any potential conflicts. A total of 35
papers 47% of the submitted manuscripts) were accepted to be published as full papers
(12 pages long) in the proceedings.

June 2022 Ilias Maglogiannis
Lazaros Iliadis
John MacIntyre

Paulo Cortez
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What Neuroimaging Can Tell About Human
Brain Function

Riitta Salmelin

Department of Neuroscience and Biomedical Engineering Aalto University,
Finland

riitta.salmelin@aalto.fi

Abstract. Over the past few decades, real-time tracking of cortical current flow
(magneto/electroencephalography, MEG/EEG) and accurate localization of
blood oxygenation changes (functional magnetic resonance imaging, fMRI)
have offered windows to the functional architecture of the human brain. The
neuroimaging domain has reached its first level of maturity: we now know how
to measure and quantify different types of signals and, phenomenologically, we
know what type of group-level functional effects to expect in a large variety of
experimental conditions. Specific brain areas, networks and electrophysiological
dynamics have been proposed to be linked with various perceptual, motor and
cognitive functions and their disorders. To reach the next phase in human
neuroscience, we need to advance from group-level descriptions to quantitative
model-based individual-level predictions. These developments will be illustrated
with focus on language function for which descriptive models, largely based on
observations of patients with language disorders, are being supplemented by
computationally explicit models of mechanisms and representations. Machine
learning approaches are essential tools in this endeavor.



Socially Interactive Artificial Intelligence:
Perception, Synthesis and Learning

of Human-Like Behaviors

Elisabeth Andre

Human-Centered Artificial Intelligence, Institute for Informatics,
University of Augsburg, Germany

andre@informatik.uni-augsburg.de

Abstract. The automatic analysis and synthesis of social signals conveyed by
voice, gestures, mimics, etc., will play a vital role for next-generation interfaces
as it paves the way towards a more intuitive and natural human-computer
interaction with robots and virtual agents. In my talk, I will present computa-
tional methods to implement socially interactive behaviors in artificial agents,
focusing on three essential properties of socially interactive interfaces: Social
Perception, Socially Aware Behavior Synthesis, and Learning Socially Aware
Behaviors. I will highlight opportunities and challenges that arise from deep
learning approaches that promise to achieve the next level of human-likeness in
virtual agents and social robots. I will illustrate my talk with examples from
various applications with socially interactive characters or robots, including art
and entertainment, cultural training and social coaching, and personal well-being
and health.



Responsible Conversational AI: Trusted, Safe
and Bias-Free

Verena Rieser

School of Mathematical and Computer Sciences (MACS) at Heriot Watt
University, Edinburgh

V.T.Rieser@hw.ac.uk

Abstract. With recent progress in deep learning, there has been an increased
interest in learning dialogue systems from data, also known as “Conversational
AI”. In this talk, I will focus on the task of response generation, for which I will
highlight lessons learnt and ongoing challenges, such as reducing ‘hallucina-
tions for task-based systems, safety critical issues for open-domain chatbots, and
the often-overlooked problem of ‘good’ persona design. I will argue that we will
need to solve these challenges to create trusted, safe and bias-free systems for
end-user applications.



Is Big Tech Becoming the Big Tobacco of AI?

John Macintyre

Dean of the Faculty of Applied Sciences and Pro Vice Chancellor at University
of Sunderland

John.Macintyre@sunderland.ac.uk

Abstract. The future of AI is being shaped by many forces – politics, eco-
nomics, and technology all play their part. Whilst science and academia con-
tinue to push forward the boundaries of knowledge, private sector investment in
AI is growing exponentially, with commercial revenues from AI expected to
exceed $500 billion in the near future. At the forefront of this commercial boom
in AI is so-called “Big Tech” – the biggest technology companies driving the
commercialization of AI products and systems for profit. These companies have
vast R&D budgets, and employ an increasingly large fraction of the AI R&D
workforce globally. The question is: are they living up to their responsibilities to
develop AI for the good of society, or are they just pursuing profit? Will Big
Tech follow the very negative pattern of huge companies prepared to inflict
harms on society to boost their profits and shareholder dividends? Professor
John MacIntyre’s talk will look at the emerging issues in AI and examine what
impact the behaviour of Big Tech is having on the whole field of AI.
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Preface to 5G-PINE’2022

The seventh, in turn, 5G-PINE Workshop following to the great success and the wider
impact of its predecessors, has been established and organized in a concrete and fully
efficient way to disseminate knowledge obtained from actual 5G EU-funded projects as
well as from other actions of research, in the wider thematic area of “5G Innovative
Activities – Putting Intelligence to the Network Edge” and with the aim of focusing
upon Artificial Intelligence (AI) in modern 5G-oriented telecommunications
infrastructures.

Based on its selected research papers, the 7th 5G-PINE Workshop is once again
assesses to have a strong impact on the broader context of the AIAI-2022 International
Conference in Aldemar Knossos Royal, Hersonissos, Crete, Greece (scheduled for June
17-20, 2022). Fore once again, the preparatory work has mainly been driven by the
hard organizational effort and the dynamic coordination and supervision of Dr.
Ioannis P. Chochliouros (Hellenic Telecommunications Organization S.A. - OTE,
Greece). Support has been provided by: Dr. Latif Ladid (President of IPv6 Forum and
Researcher of SnT/University of Luxembourg, Luxembourg), Dr. George Lyber-
opoulos (COSMOTE Mobile Telecommunications S.A., Greece), Mr. Daniele Porcu
(ENEL Global Infrastructure and Networks S.r.l., Italy) also coordinator of the 5G-PPP
project “Smart5Grid”, Dr. John Vardakas (Iquadrat Informatica S.L., Spain) also
coordinator of the 5G-PPP project “MARSAL”, Prof. Pavlos Lazaridis (University of
Huddersfield, UK), Dr. Zaharias Zaharis (Aristotle University of Thessaloniki,
Greece), Dr. Slawomir Kukliński and Dr. Lechosław Tomaszewski (Orange Polska,
Poland), Prof. Nancy Alonistioti (National and Kapodistrian University of Athens,
Greece), Mrs. Christina Lessi (Hellenic Telecommunications organization S.A.,
Greece), Prof. Oriol Sallent and Prof. Jordi Pérez-Romero (Universitat Politècnica de
Catalunya, Spain) and Dr. Michail-Alexandros Kourtis (National Centre for Scientific
Research “DEMOKRITOS”, Greece).

Apart from the above members of the Workshop Organising Committee, the entire
process has also been supported by more than 80 European experts, several of which
coming from the relevant EU-funded H2020/5G-PPP projects “Smart5GRID”,
“MARSAL” and “5G-ERA” as well as from the H2020-MCSA-RISE “RECOM-
BINE” project. These projects have formed the “core” of the corresponding effort
towards realizing a “joint” 5G-PINE 2022 Workshop, purely 5G oriented.

The 7th 5G-PINE Workshop promotes, inter-alia, the context of modern 5G net-
work infrastructures and of related innovative services in a complex and highly
heterogeneous underlying Radio Access Network (RAN) ecosystem, strongly
enhanced by the inclusion of cognitive capabilities and intelligence features, with the
aim of improving network management. Furthermore, based upon the well-known Self-
Organizing Network (SON) functionalities, the 7th 5G-PINE Workshop promotes
network planning and optimization processes through Artificial Intelligence- (AI-)
based tools, able to smartly process input data from the environment and come up with
knowledge that can be formalized in terms of models and/or structured metrics, so that
to “depict” the network behavior to a satisfactory level. This allows for gaining in-



depth and detailed knowledge about the whole underlying 5G ecosystem, under-
standing hidden patterns, data structures and relationships and, ultimately, using them
for a more efficient network management. In parallel related Key Performance Indi-
cators (KPIs) have also been evaluated, to demonstrate progress implicated by 5G
growth. The Workshop also supports delivery of intelligence directly to network’s
edge, by exploiting the emerging paradigms of Network Functions Virtualisation
(NFV), Software Defined Networking (SDN), Network Slicing and Edge Cloud
Computing. Moreover, it supports promotion of rich virtualization and multi-tenant
capabilities, optimally deployed close to the end-user.

Among the pillars of the 7th 5G-PINE Workshop has been the innovative back-
ground of the ongoing 5G-PPP/H2020 “Smart5Grid” project, where emphasis has
been put both on the description of the corresponding project objectives for the
demonstration of 5G solutions to serve smart energy grids as well as upon the
description of related use cases coming from the energy vertical industry that may have
significant impact on the broader 5G market sector. Two papers have been presented,
shortly discussed as follows: (i) Based on the original framework of the Smart5Grid
context, one work has examined several fundamental features of the related platform
being able to affect 5G implementation as well as the intended NetApps (Network
Applications). Therefore this paper has examined: (a) the specific context of smart
energy grids, enhanced by the inclusion of ICT and also supported by 5G connectivity;
(b) the cloud native context, together with the example of the cloud native VNF
modelling, and; (c) the MEC context as a 5G enabler for integrating management,
control and orchestration processes. Each among them has been assessed and compared
to the actual state of the design and implementation of the Smart5Grid platform. As a
step further, a preliminary framework for the definition of the NetApps has been
proposed, following to the way how the previous essential features are specifically
incorporated within the project processes. (ii) The second accepted paper has been
about the detailed presentations of two Smart5Grid use cases of significant interest for
the corresponding energy verticals: These are the millisecond level precise distributed
generation monitoring and the real-time wide area monitoring. Both use cases have
been described, conceptually assessed and evaluated as of their proposed services, their
main business goals and their benefits in various sections, with specific emphasis given
on the need for the inclusion of 5G facilities.

Moreover, the thematic context of the 7th 5G-PINE Workshop has also been upon
the progress of the ongoing 5G-PPP/H2020 “5G-ERA” project, aiming to develop an
enhanced 5G experimentation facility and relevant Network Applications (NetApps)
for 3rd party application developers so as to provide them with a 5G experimentation
playground to test and qualify their applications. Taking into account the present state
of this project, two papers have been accepted and presented: (i) One paper has been
about intent-based networking for 5G enhanced robot autonomy. A detailed work flow
of four tools has been proposed comprising of: (a) Action Sequence Generation;
(b) Network Intent Estimation; (c) Resource Usage Forecasting, and; (d) OSM Control
Policy Generation. All of these have been further discussed with specific function
descriptions, inputs, outputs and semantic models/Machine Learning tools that have
been used, together with corresponding QoE considerations. (ii) The second paper has
been about the use of robotics in critical use cases. 5G-ERA’s ambition is to propose
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robotic solutions targeting vertical sectors such as transport, healthcare, Public Pro-
tection and Disaster Relief and Industry 4.0. These sectors require intensive data
transmission and processing in order to implement robot collective intelligence
approaches, that are technically impossible without the use of 5G networks capabilities.
5G-ERA promotes at a user-centered approach, where the main focus is on the Quality
of Experience (QoE) offered for vertical customers. The work of the paper focuses on
the description and the evaluation of suitable use cases, in parallel with the network
design and corresponding requirements.

An interesting part of the actual Workshop has been around the progress of the
ongoing 5G-PPP/H2020 “LOCUS” project, where a corresponding accepted paper
was about the discussion of a 5G-based architecture, for localization accuracy pur-
poses. LOCUS aims to design and implement an innovative location management
layered platform, being able to improve localization accuracy and taking into consid-
eration localization security and privacy concerns, to extend localization with physical
analytics and finally to extract value out from the combined interaction of localization
and analytics, while guaranteeing users’ privacy.

Furthermore, another remarkable area has been the one correlated to the ongoing
5G-PPP/H2020 “MARSAL” project, targeting the development and evaluation of a
complete framework for the management and orchestration of network resources in 5G
and beyond, by utilising a converged optical-wireless network infrastructure in the
access and fronthaul/midhaul segments. Upon this core objective, a related paper has
presented a conceptual view of the MARSAL architecture, as well as a wide range of
corresponding experimentation scenarios, based on latest progress.

The scope of the approved works also included an interesting paper coming from
the ongoing 5G-PPP/H2020 “5G!Drones” project, discussing potential application of
mobile networks (5G and beyond) in Precision Agriculture (PA) to facilitate related use
cases. After the requirements assessment and 5G network capabilities analysis, the
assignment of currently defined slice types to the typical PA services has been pro-
posed. Moreover, the readiness of the 5G network as well as several missing features
with regards to PA, have also identified. Contrary to the stereotypical vision that
equates PA with the “low-end” IoT class, the needs of this sector will be a big
challenge for the Mobile Network Operators (MNOs) in terms of the required QoS,
involving a variety of service architectures and Network Slices Instances (NSIs).

The 7th 5G-PINE Worksop has also hosted a selected paper coming from the 5G-
PPP/H2020 “5G-COMPLETE” project that focuses on delivering Beyond 5G (B5G)
technology innovations in the edge and orchestration domains (among others), that can
support highly demanding vertical services/applications and relevant use cases such as
Advanced Surveillance along with holistic 5G deployment paradigms and experi-
mentation deployments for testing and evaluation. The related paper has discussed the
service and technical requirements and provided a detailed overview of the proposed
technologies and deployment solutions, allowing for service lifecycle management
based on an application and network orchestration framework.

In a parallel approach, a paper coming from the ongoing 5G-PPP/H2020 “Int5-
Gent” project has also been accepted. The 5G and beyond advancements will impact
significantly the evolution of many vertical industries such as the Public Protection and
Disaster Recovery (PPDR) sector. Int5Gent aims at delivering a complete beyond 5G
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solution suitable for various PPDR operational scenarios, namely for day-today oper-
ations and for disaster scenarios, simultaneously with experimentation deployments for
testing and evaluation. The corresponding paper has discussed the service and technical
requirements and provided an overview of the proposed technologies and deployment
solutions.

The Workshop has also included a detailed paper coming from the H2020
“DataPorts” project. This has discussed a framework for efficient data management
and interoperability middleware in business-oriented smart port use cases. Ports will
play key role in the new information system model, as in-house marketplaces will be
developed, for companies to disseminate and exploit their data and services. The
DataPorts context, through data-centric by design approach, presents a solution where
SMEs, telecom operators, data providers, service content creators and port authorities
can collaborate and coexist into a friendly data-sharing environment. That accom-
plishment is – and should be – the main goal of platforms that have the ambition to
build and populate an ecosystem, able to attract companies, startups and individual
developers.

Some interesting focus of the 7th 5G-PINE Workshop has also been the framework
promoted by the ongoing H2020-MCSA-RISE “RECOMBINE” project, discussing a
variety of aspects about the comparison of a deterministic adaptive beamforming
technique with two different types of Neural Network implementations; these are the
non-linear autoregressive network with exogenous inputs (NARX) and the recurrent
NN (RNN) with long short-term memory units. Using grid search, the authors find the
best architecture for both NNs. Then, they train the final models and evaluate them by
comparing their accuracy to that of the minimum variance distortionless algorithm
(MVDR) algorithm.

The set of the accepted works also include a paper based on the context of the
“ARTIST” project, funded by the Spanish Ministry of Science and Innovation. This
paper proposed the use of deep reinforcement learning to optimally split the traffic
among cells when multi-connectivity is considered in a heterogeneous 4G/5G networks
scenario. Obtained results revealed a promising capability of the proposed Deep Q
Network solution to select quasi-optimum traffic splits depending on the current traffic
and radio conditions in the considered scenario. Moreover, the paper has analysed the
robustness of the obtained policy in front of variations with respect to the conditions
used during the training.

Last but not least, an independent paper has been accepted, describing an intent-
lean AI chatbot solution that handles user queries posed in natural language upon
business related documents of a single-domain of the Hellenic Telecommunications
Organization S.A. Unlike other traditional chatbot solutions that strictly rely on intent
identification, the proposed approach has considered the implicit user need in order to
provide the most relative documents and text snippets within, as the “proper” answer.
The effectiveness of the proposed solution has been measured and identified features
for improvement have been presented.AI chatbots is a promising technology constantly
evolving in the next years with significant academic interest and potential applications
in various enterprises.

As mentioned above, the accepted papers have focused upon several innovative
findings coming directly from modern European research in the area, that is from:
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Seven (-7-) 5G-PPP/H2020 projects coming from the current “Phase 3”(i.e.:
“Smart5Grid”,“5G-ERA”,“MARSAL”, “LOCUS”, “5G!Drones”,“5G-COMPLETE”
and “Int5Gent); one (-1-) H2020 project (i.e.: “DataPorts”); one (-1) H2020 MCSA-
RISE project (i.e.: “RECOMBINE”) and; one (-1-) national Spanish project
(“ARTIST”) also implicating for 5G beneficial uses, per case. All the above projects
cover a wide variety of technical and business aspects and explicitly promote options
for growth and development in the respective market(s). All accepted papers are fully
aligned to the objectives of the 7th 5G-PINE scope and purely introduce innovative
features, able to “influence” a 5G/B5G effective deployment.
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Abstract. Smart grid deployment can strongly be supported and enhanced by the
expansion of 5G infrastructures as the latter can offer immense opportunities to
enable better efficiency, observability and controllability of the power systems,
especially at the distribution side where the numbers of monitoring devices and
automation equipment exponentially increase. Among the fundamental context
of the original Smart5Grid EU-funded project, we focus upon two selected use
cases of significant interest for the corresponding energy vertical sector. These
are the millisecond level precise distributed generation monitoring and the real-
time wide area monitoring. Both use cases are described, conceptually assessed
and evaluated as of their proposed services, their main business goals and their
benefits in various sections, with specific emphasis given on the need for the
inclusion of 5G facilities.
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1 Introduction

Large and interconnected power systems are seen as the backbone of the critical infras-
tructures in any society. They are complex cyber-physical systems for which the commu-
nication layer plays an important role in monitoring, control and automation of the grid.
So far, the communication networks dedicated to power systems’ control and automa-
tion were hosted and managed by the electric utility itself. At the same time, telecom
providers played little or no role in the communication infrastructure of the power grids,
especially upstream the meter of the electricity consumers. However, this status quo is
expected to drastically change in the smart grid era, a phase which has already started
[1]. The smart grid concept and its deployment environment(s) are aiming to increase
efficiency, resilience, reliability and security of the evolved and greener power grids,
by means of increased digital automation and control [2]. In this respect, the traditional
power grids need to be complemented with advanced communication and information
technologies [3, 4], targeting to achieve efficiency and security, in a way that will “re-
shape” the modern landscape in the energy vertical. With the development of smart grids
[5, 6], existing power networks fell short of the demanding requirements of industrial
applications, especially with respect to bandwidth, end-to-end latency and reliability.
Combiningwith vertical industry is amajor development direction of 5Gmobile commu-
nication technology, while its communication capacity of large bandwidth, low latency,
high reliability as well as massive connection is matched with the service requirements
of smart grid service.

The Fifth Generation (5G) of communication networks appears to possess the right
features to allow the power grid to tackle the above-mentioned challenges [7, 8]. It is
envisioned that 5G networks will play a significant role in the power grid transformation
[9] to enable better efficiency, observability, and controllability of the power system,
especially at the distribution side [10], where the number of monitoring devices and
remote automation equipment is expected to dramatically increase [11, 12]. The vision
for 5G is to not only provide better broadband with higher capacity and higher data rates
at much lower cost, but also to address entirely new challenges, to enable new services,
empower new types of user experiences, and connect new industries.With the continuous
development of power grid information construction, 5G network is gradually applied to
all aspects of power generation, transmission, transformation, distribution and use [13].

Specifications, such as high data rates and low latency across wide areas of cover-
age, flexible massive Machine Type Communication (mMTC) specific for dense urban
areas, and Ultra-Reliable and Low Latency (URLL) communication are those which
could enable a significant shift for the smart grid’s communication layer. The flexi-
bility of the 5G technology is the most valuable feature along with modularity and
full programmability, allowing fast deployment of services to be tailored to the unique
requirements of the energy vertical. This transition from a “horizontal” service model,
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specific for past mobile network versions such as 3G, 4G and LTE, towards a “vertical”
dedicated service model opens the path for a plethora of innovative applications across
a variety of industry- or community-related verticals, including the energy vertical [14,
15].

The present paper is composed by several distinct sections: Sect. 1 delineates the nec-
essary introductory framework where the strong innovative correlation between smart
grids and 5G is outlined. Section 2 serves as a brief overview of the full scope intro-
duced by the ongoing Smart5Grid EU-funded project, practically structured around four
selected use cases of practical market interest. Sections 3 and 4 discuss, in more detail,
the corresponding use cases 3 (UC#3) and 4 (UC#4), by focusing on their conceptual
descriptions, their proposed services that are related to UC-specific NetApps, their main
business goals and services objectives, the need for involving 5G technology and their
expected benefits. Section 5 provides some concluding remarks.

2 The Smart5Grid Concept

Taking into account the above concerns, the Smart5Grid EU-funded project [16] is
focused on boosting innovation for the highly critical and challenging energy vertical,
by providing an open 5G enabled experimentation platform customized to support the
much promising smart grid vision for the benefit of the related market sector(s). The
Open Smart5Grid experimental platform aims to be an ecosystem where stakeholders
in the energy vertical, ICT integrators, Network Applications (NetApps) developers,
actors in the telecom industry and/or network service providers in general, could “come
together” fostering collaboration and innovation in a fully interactive way. The core
goal of the project effort is to validate, both at the technical and business levels, the
opportunities offered by the 5G technology [17], to be demonstrated in four meaningful
use-cases, relevant to real scenarios of use [18], specifically targeting to the Renewable
Energy Sources (RES) production and distribution of energy vertical ecosystem(s).

The proposed four use-cases (UCs) cover a broad range of operations for the power
grids and a very diverse set of applications such as: (i) advanced fault-detection, isolation,
and self-healing for the power distribution grids (UC#1, in Italy); (ii) enhanced safety
tools for maintenance workers in high-voltage power substations (UC#2, in Spain); (iii)
advanced and remote monitoring with millisecond precision for dispersed renewable-
basedpower generationunits (UC#3, inBulgaria); and (iv)wide areamonitoringof cross-
border transmission power grids (UC#4, in Greece and Bulgaria). The UCs addressed by
the Smart5Grid project are focused upstream the electricity meter, and more specifically
at the power distribution and transmission system operators’ sides, as well as at the
power generation side, specifically multi-unit renewable generation owners.

These use-cases were specifically chosen in order to “capture” a wide range of
operation scenarios for the power systems as well as to “reflect” scalable business needs
at the European level for all stakeholders operating in the power distribution grids (e.g.,
electricity suppliers andDistributionSystemOperators (DSOs)), EuropeanTransmission
System Operators (TSOs), owners, aggregators or operators of distributed, renewable-
based power generation. The main outcomes from the use-cases analysis are a set of
technical, business, and regulatory related requirements which are specific for the highly
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regulated and standardised energy vertical; and, a set of 5G network requirements which
are particular to the Smart5Grid use cases. The requirements of these use cases also
addressed the scope of the dedicated NetApps and their service objectives, the sequence
diagrams of these services, as well as conditions and technologies involved, per case.

Through the effective adoption of 5G networks and the expected assistance of the
respective NetApps that will be developed and validated on real power grid facilities,
Smart5Grid facilitates the current energy sector stakeholders (i.e. DSOs and TSOs) as
well as future smart grid shareholders (i.e.: Smart Grid Operators, Independent System
Operators, EnergyAggregators, RegionalDistributionOrganisations andEnergyService
Providers (ESPs), etc.) to: (i) Easily and effectively create and offer advanced energy
services; (ii) interact in a dynamic and efficient way, with their surrounding environment
(by assessing and considering multiple options), and; (iii) automate and optimise the
planning and operation of their power and energy services, thus enhancing their market
activity. In this way, Smart5Grid envisages towards providing a more secure, reliable,
efficient and real-time communication framework for the modern smart grids.

The emerging 5G mobile cellular network, along with the celebrated new features
introduced with it, (i.e.: URLLC, mMTC and enhanced Mobile Broadband (eMBB))
together with the innovative concept of MEC (Multi-Access Edge Computing) which
extends the capabilities of cloud computing by bringing it to the edge of the network,
provides a competent environment for the case of smart grids [19].

The Smart5Grid architecture which will accommodate and mediate the validation
process of the demonstrators revolves around theNetworkFunctionVirtualisation (NFV)
concept. The design targets an open experimentation facility for 3rd party NetApps
developers, fully softwarised, and which integrates an Open Service Repository (OSR),
a framework for Validation and Verification (V&V), and a flexible and modularized
Management and Orchestration (M&O) framework.

The open testing platformbuilt in the context of Smart5Gridwill allow the implemen-
tation and experimentation with appropriate VNFs (Virtual Network Functions) [20] and
NetApps, not only to Smart5Grid partners but also to third parties (i.e. entities outside
the contractual Smart5Grid consortium). This will support and “give rise” to an experi-
mental execution environment that increases reliability, availability and maintainability
in smart grid energy networks, through application of specialised 5G solutions.

3 UC#3: Millisecond Level Precise Distributed Generation
Monitoring

The scope of UC#3 is the millisecond level precise distributed generation monitoring
which addresses the domain of the distributed energy operation and maintenance with a
specific focus on renewables [21]. Specifically, in the context of this UC, the real-time
(RT) monitoring of a wind farm is to be performed, by using the emerging capabilities
of 5G telecommunication networks. RT monitoring is vital for the proper operation of
the wind farms, mainly for two reasons: (i) The owner, being aware of the RT condi-
tion of the farm, can predict and prevent on time potential future malfunctions that will
cause significant financial losses, and; (ii) the wind farm owners, acting both as a BRP



5G for the Support of Smart Power Grids 15

(Balancing Responsible Party1) and BSP (Balancing Service Provider2), are account-
able for the potential imbalances and for the provision of the committed services in the
real-time market, respectively [22]. Hence, high granularity precise monitoring of the
RT power production will offer the capability to wind farm owners to minimize their
cost and, simultaneously, being eligible for provision of ancillary and innovative flexi-
bility services (voltage regulation, congestion management, etc.) through flexible plant
management. In addition, UC#3 intends to demonstrate a working solution of a dis-
tributed Renewable Energy Sources (RES) generator/producer, which could be adopted
and implemented on a bigger scale for other RES producers during the post project
market exploitation stage [23]. The strict requirements set by power system operators
for the service provision by RES, render essential the utilization of a highly reliable and
secure telecommunication connection between the physical asset (wind farm) and the
dispatch centre of the operator.

In the context of UC#3, the goal is to facilitate energy generation forecast for balanc-
ing purposes and to enable energy cost optimization aswell as visualization of end-users’
behaviour to optimallymanage their energy profile for operational availability, and provi-
sion of flexibility services through respective electricity markets (intraday and balancing
markets), in millisecond-level information exchange. Regarding operational availabil-
ity, an illustrative example showing the benefits is the following one: it is important the
wind farm owner, or aggregator or DSO to be confident if the power plant is currently in
operation. Sometimes due to maintenance, inspection, or unforeseen circumstances, the
power plant may not be in operation. In such a case, the power plant manager may for-
get to notify the aggregator/DSO which can result in heavy balancing costs (unbalance
penalties occur). In case of RT monitoring such mistake can be found in time, allowing
cost optimization. Regarding the provision of flexibility services, the wind farm can pro-
vide all its RT operational information to the system operators, allowing flexible plant
management for procuring accurate and secure frequency and voltage control services
[24] by the DSOs/TSOs.

Thus, two services are targeted as part of UC#3 which are related to two distinct
and UC-specific NetApps. These are briefly described as follows:

• Predictive maintenance: gathering measurements from sensors capturing the perfor-
mance of key components of the wind turbines, and thus offering to the wind farm
owner information regarding the asset performance of the wind farm, and to the power
system operator (i.e., TSO) information about operational availability of the asset.

• Real-time energy production monitoring: The wind farm owner and the power system
operator (i.e., TSO) monitor RT energy production of the wind farm in a millisecond
basis. On the one side, wind farm owner can increase efficiency and accuracy of both

1 A BRP in the EU internal electricity market is a market participant or its chosen represen-
tative responsible for its “imbalances” (i.e., deviations between generation, consumption and
commercial transactions).

2 A BSP in the EU internal electricity market is a market participant providing balancing ser-
vices (here the term “balancing” stands for either or both balancing capacity and balancing
energy) to its connecting TSO (Transmission System Operator) or in case of the TSO-BSP
Model to its contracting TSO.
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production control and forecasting, using also other information, such asweather data.
On the other side, TSO can enhance power system stability through the supervision
of RES production in hard-real-time.

From the vertical application point of view, there are three main business goals or
level objectives about: (i) Offering predictive maintenance recommendation services in
the wind farm (located in a rural area), by receiving RT measurements from multiple
sensors; (ii) providing RTmonitoring services of the energy generation of the controlled
wind farm in hardRTconditions, and; (iii) providing thewind farmowner livemonitoring
features through aweb-based dashboard and/or an application upon a smartphone device.

In order to accomplish the previous defined business level objectives, the following
technical objectives are defined: (i) Collecting RTmeasurements from the sensors exist-
ing at different locations of the wind farm; (ii) forecasting the energy production of the
wind farm in order to participate in the day-ahead, intra-day and balancing electricity
markets; (iii) collecting RT measurements of the energy production in order to conduct
RT control, and; (iv) analyzing data to offer data analytics services regarding predictive
maintenance and RT operation of the wind farm.

The need for 5G technology for the development of this use case is based on the
following reasons: (i) Previous generations of wireless technology do not fulfil the
criteria for low-latency and high reliability in millisecond basis, as imposed by the
UC3#’specifications; (ii) anticipating and foreseeing the massive deployment of Dis-
tributed Energy Resources (DERs) that are going to enter the grid, there is a need for
new technology that could assist the transformation the grid is going to experience as
well as the issues that will arise from that. The envision that more and more Inter-
net of Things- (IoT-) enabled energy devices will be connected and also controlled by
aggregators or system operators render necessary the investigation of robust solutions
that consider the scalability aspect. In this case, we are talking about a widespread IoT
ecosystem that includesmillions or even billions of devices that operate on a range speed,
have different bandwidth as well as a variety of quality and service (QoS) requirements.
To achieve that, technologies before 5G cannot provide the needed coverage, latency,
security, and cost optimization. Hence, scalability can be achieved through the utilization
of 5G infrastructure, where more RES and IoT devices can be connected to the NetApp
without deteriorating the performance of the services; (iii) compared to the optical fibre,
5G offers a more flexible and cost-efficient way of communication, with similar values
of the above-mentioned metrics, and; (iv) the rural location of the RES significantly
increases the capex in new projects, due to the high cost for dedicated investments in
fibre infrastructure. Hence, the utilization of 5G can provide incentives to RES owners
to further invest in new installations, by utilizing 5G networks even for the last mile
network connection.

The benefits coming from UC#3 can be classified in several categories such as:
Business: Increased visibility in wind farm operation, not only from an energy pro-

duction point of view but also from amulti-parameter wind turbine life cycle perspective
provides the owners fertile ground to better manage their assets and offer innovative
flexibility services. This is important as a well-functioning internal market in electric-
ity should provide producers with appropriate incentives for investing in new power
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generation, including in electricity from renewable energy sources, while it should also
provide consumers with adequate measures to promote more efficient use of energy,
which presupposes a secure supply of energy.

Economic: Replacing parts of the wind turbines on time before the complete per-
formance degradation of the wind farm, leads to continuous uninterruptible production,
minimizing, at the same time, the maintenance cost. Having knowledge of the RT pro-
duction in a millisecond basis, the system operator can minimize the overall system cost
and the owner can benefit financially by providing innovative services to the operator,
such as voltage regulation. In addition to that, better portfolio management of the BRPs
can lead to lower deviations from the committed program and thus to lower needs and
cost for balancing services.

Social: Secure and uninterruptible energy provision to the end-user.
Environmental: High visibility in RES production leads to better management of

the power system and thus reducing the need for RES curtailment in order to alleviate
congestion issues and imbalances. Higher participation rate of RES in the energy mix
leads to cleaner energy production and lower levels of CO2 emissions.

Technological: 5G is a relatively new technology and researching, testing and val-
idating IoT devices to work over 5G in a real use case will pave the way for further
adoption of IoT devices over 5G into energy sector and other industry verticals.

4 UC#4: Real-Time Wide Area Monitoring

The scope of UC#4 is the real-time monitoring of a geographical wide area where cross-
border power exchanges take place. UC#4 addresses the energy reliability and security
domain of the broad energy vertical. Specifically, in the context of this UC, the intercon-
nection flow between Greece and Bulgaria is monitored leveraging the advantages that
the 5G telecommunication infrastructure provides. This function will be executed from
the newly established Regional Security Coordinator (RSC) in Thessaloniki, Greece.
The role of the RSC is to promote regional cooperation and to support the strengthen-
ing of the neighbouring power systems and market operations in the region. To achieve
the enhancement of the interconnected power system operation, live monitoring of the
power flows between the countries under its area of interest is of vital importance. Hence,
this UC can be considered as the development of an additional element that increases
the live monitoring capability of the RSC. Phasor Measurements Units (PMUs) located
at the High Voltage network of Northern Greece, monitoring the interconnection area
with Bulgaria, will be used as the input in the monitoring process of the RSC. By incor-
porating time-stamped synchronized PMU measurements high data granularity can be
achieved (receiving the requested data 50 to 60 times per second, including positive,
negative and zero sequence phasors of voltage and currents) [25–27]. A virtual Phasor
Data Concentrator (vPDC) will be developed for the data gathering process. The utiliza-
tion of 5G in UC#4 contributes to the connectivity between the PMUs and the vPDC,
offering its low latency and high reliability needed, due to the criticality of the UC.

To give a broader perspective, it is worth mentioning that the continuous expansion
of of the European high penetration rate of the Distributed Energy Resources (DERs)
significantly increases the complexity of the power system making its RT operation
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and control functions demanding and difficult to handle. As the DER penetration rate
increases, inverter-connected devices dominate, leading to the lack of physical inertia.
The lack of inertia results in significant variations in the Rate of Change of Frequency
(RoCoF), thus subsequently resulting in fundamental changes in the dynamic behaviour
of the power system. Therefore, for the proper RT operation of the power system, the
existence of aWide AreaMonitoring (WAM) system is essential [28, 29], that is capable
of capturing and alleviating dynamic phenomena that create hazardous conditions for
the stability of the entire interconnected European power system. Occurrences taking
place at a specific location of the power system are able to create instability in the entire
power system. WAM systems mainly leverage the high accuracy of PMUs and the low
latency of the new era telecommunication networks [30]. Multiple control areas exist in
the European power system, where each Transmission System Operator is responsible
for the control of its system. For the proper coordination between neighbouring control
areas, RSCs owned by adjacent TSOs were established. One of the RSC’s goals is
the coordinated security analysis in multiple timeframes (day-ahead, intraday and real-
time). Regarding the RTmonitoring of their area (including areas controlled by multiple
TSOs), the RSCs provide advice to the TSOs for the proper operation of the power
system. In addition, an RSC contributes by offering post-event feedback (in case of
a major grid disturbance or frequency deviations) to the concerned TSOs in order to
develop and improve guidelines for this kind of problematic situation. In the context of
this UC, the RT monitoring function of the respective RSC from PMU measurements
fromNorthern Greece monitoring the interconnection area is demonstrated. Afterwards,
TSOs can leverage the information of their connected assets and the recommendations
arriving from theRSC in order to performbetter control actions and alleviate occurrences
that threaten system stability.

Interconnected power systems often face frequency oscillations that tend to chal-
lenge their proper way of operation, even leading to instability of the system. A very
effective way to monitor those events is the use of the synchronized measurements pro-
vided by the PMUs, which are placed near the borders of the connected power systems.
These measurements are gathered by the PDCs in order to be sorted accordingly and
get forwarded to the WAM service [31]. However, due to the vast amount of data pro-
vided by the PMUs and their criticality, a highly reliable means of communications is
needed to ensure the flawless monitoring of the power system. This is where the 5G
infrastructure can be utilized, offering that high reliability and low latency needed, as
well as the flexibility to add more measurement units, without high cost and hard to
move installations (e.g., optical fibre).

The UC#4 specific NetApps aim to cover three types of services:

• vPDC Service: The first service that this use case addresses is the vPDC that is
responsible for data gathering from the PMUs placed in the broader interconnection
area of Greece and Bulgaria. In that way, they are going to be comparable to each
other. The vPDC receives and time-synchronizes phasor data from multiple PMUs to
produce a RT, time-aligned output data stream. Virtualization of the PDC significantly
minimizes communication and transfer delays in the network as it is closer to the
PMUs. It also minimizes the implementation cost.
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• WAM Service: Afterwards, the WAM service will present several status indicators
and visualization features of the PMUs. Some of those features may be: (i) A map
indicating the device’s current location; (ii) the device’s name, address, model, serial
number and firmware version; (iii) the nominal grid frequency [Hz] and the current
reporting speed [fps]; (iv) the phase diagramwith voltage and current vectors displayed
(updated in near-RT), and; (v) voltage magnitude and angle difference monitoring,
derived from historical data of both sites.

• Advisory Service: The third service will provide advisory indications for RT operation
to both TSOs, and ex-post analysis provision in case of severe event occurrence in the
grid.

Business Goals: The Primary Actor of this use case can be considered the entity
that monitors both concerned transmission grids. The RSC may be responsible for this
task. Both TSOs (i.e., Greek and Bulgarian) involved in the use case can be considered
as facilitators providing access to the measurement infrastructure (i.e., the PMUs). The
business goal of theRSC is theRTmonitoring of the supervision area and the provision to
the TSOs of the information and strategies for the proper coordinated security analysis
and operation of the system in RT conditions. By doing so, the power system in the
greater region operates under secure conditions and is robust towards abnormal dynamic
contingencies that threaten the overall system balance.

Service objectives: In terms of services, the goal is the monitoring of the PMUs’
status and the visualisation of their features in such a way that efficient suggestions
regarding power system control will be offered to the TSOs. Such indicators may be the
voltage and current values as well as the angle between them, and, of course, the RoCoF
value in both sides of the area to be monitored. The combination of different features
and the comparison of each one with its symmetrical could also reveal hidden but useful
results and deductions.

The need for 5G technology for the development of UC#4 is based on the fol-
lowing reasons: (i) Previous generations of wireless networks do not fulfil the latency,
bandwidth, and reliability requirements imposed by the criticality of the application;
(ii) compared to the optical fibre, 5G offers a more flexible and cost-efficient way of
communication, with similar values for the aforementioned metrics.

Expected benefits are briefly discussed covering the following distinct categories:
Business: Better monitoring of the power system for the RSC leads both of the

operators to have an enhanced monitoring ability and supervision of their area by being
aware of the adjacent energy network condition.

Economic:By establishing an adequate level of coordination, faults leading to severe
conditions in the transmission system such as outages can be captured and handled in
time, saving TSOs from costs due to the energy not being provided to the customers. In
addition to that, better network observability in the critical elements connecting Greece
and Bulgaria can increase the energy transfer between the two countries, leading to
stronger electricity market coupling between the countries and thus potential financial
benefits for both.

Social: Secure and uninterruptible energy provision to the participating end-users.
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Environmental: Higher share of renewable energy sources in the energy production
mix significantly reduces the usage of fossil-dependent conventional power plants, thus
leading to CO2 emissions’ reduction. However, the high penetration of RES increases
security issues due to their intermittent stochastic nature and the inverter-based grid
connection. This use case can be seen as a step to increase coordination security, an
essential element for the further increase in the penetration rate of RES. Therefore, we
can consider that this use case has indirect environmental benefits.

5 Concluding Remarks

A smart grid is a modernized power grid which uses information and communication
technologies to collect information from thepower grid.This information is used to adjust
the production and distribution of electricity or to adjust power consumption in order
to save energy, reduce losses and enhance the reliability of the power grid. In a normal
power grid, devices aremonitoredmanually onsite.With smart grids, these devices can be
monitored and measured remotely and can automatically determine, adjust, and control
power usage. Therefore, connecting these devices to the communications network is
fundamental to smart grid construction and efficient operation.

As a representative example of the vertical industry, smart grid implicates for new
and very important challenges to modern communications networks. In particular, the
diversity of power grid services requires a flexible and orchestrated network, high reli-
ability requires isolated networks and millisecond-level ultra-low latency requires net-
works with optimal capabilities. 5G networks constitute an ideal choice to enable smart
grid services. 5G network slicing allows the power grid to flexibly customize specific
slices with different network functions and different SLA (Service Level Agreement)
assurances according to the needs, to meet different network requirements of various
services. 5G also contributes to the effective integration of a multiplicity of devices to
smart grids, it allows handling of immense data sets and permits for exact monitoring
and management of energy needs of various underlying systems, thus providing benefits
in a variety of applications and related services.

Being within this scope, the Smart5Grid project is a modern EU-funded research
oriented initiative, around four distinct operational use cases scheduled to be imple-
mented in four European countries. The core aim of the effort is to structure a
modern platform able to serve high performance smart grids, especially with the
implementation/experimentation of appropriate VNFs and corresponding NetApps.

In the present work we discuss, in more detail, two of the proposed uses cases, deal-
ing with millisecond level precise distributed generation monitoring and RT wide area
monitoring, correspondingly. The aim has been about explaining the relevant conceptual
background as well as about discussing their proposed services related to UC-specific
NetApps, their main business goals and the expected benefits in various categories, in
parallel with support provided by the inclusion of 5G technology.
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Abstract. Future communications technologies will radically transform the way
we communicate, by introducing a vast array of capabilities and services. In cur-
rent 5G networks, key elements such as increased bandwidth, smaller cells, high
density, multiple radio access technologies and device-to-device (D2D) communi-
cation can offer great benefit in localization services. Telecom operators and ICT
companies have accepted the challenge to develop and integrate mobile localiza-
tion technologies, powered by AI algorithms and machine-learning techniques,
which will exploit the location information while, at the same time, preserve end-
users’ privacy. The use of these technologies will enhance location-based com-
munication and network management techniques as well as mobility and radio
resource management. In this paper, we present the ambition coming from the
framework of the LOCUS EU-funded project [1]. LOCUS aims to design and
implement an innovative location management layered platform which will be
able to improve localization accuracy, taking into consideration localization secu-
rity and privacy concerns, to extend localizationwith physical analytics and finally
to extract value out from the combined interaction of localization and analytics,
while guaranteeing users’ privacy.

Keywords: 5G · Artificial Intelligence (AI) · Localization analytics & services ·
Localization awareness ·Machine learning (ML) · Network function (NF) ·
Privacy

1 Introduction

The deployment of 5Gnetworks is expected to provide improvement in terms of capacity,
number of connected devices and latency. Location awareness in mobile communication
systems will enable many location-based applications and services while improving
communication systemperformance [2]. However, the performance of these applications
depends on the location accuracy [3]. Global Navigation Satellite System (GNSS), can
offer in urban environments an approximate accuracy of five meters, when in dense
urban areas, wireless local area network (WLAN) fingerprinting techniques can offer a
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3–4 m accuracy. When it comes to 5G networks, the expectation have been risen to one
meter or even below [4], with the adoption of disruptive technologies such as device-
centric architectures, millimeter wave, massive multiple-in multiple-out (MIMO) and
native support for machine-to-machine (M2M) communications [5]; this is significantly
better than long term evolution (LTE) systems by observed time difference of arrival
(OTDoA)-based techniques.

In addition, context-awareness is essential for many existing and emerging appli-
cations and it mainly relies on location information of people and things. Localization,
together with analytics and their combined provision “as a service”, will greatly increase
the overall value of the 5G ecosystem, allowing network operators to better manage their
networks and to dramatically expand the range of offered applications and services.

In the scope of the LOCUS vision, location information supplementary to context
information will address several challenges in 5G networks by complementing already
existing technologies. For instance, in 2G, user’s position could be identified based on
the cell serving his mobile phone with the accuracy ranging from tens of meters to dense
urban areas to hundreds of meters to rural. However, in the 5G framework, seamless and
ubiquitous location awareness will enforce the precision of location accuracy and will
enable new services based on modern positioning technologies. To this respect, during
the project’s lifetime, integration of both 3GPP and non-3GPP technologies in 5G Core
will be attempted and a virtualization and software platform that will enhance location
accuracy and serve localization analytics for new service(s) will be developed.

The second Section of the paper provides an overview of 5G localization techniques
and technologies, while the third one introduces the concept of locations awareness.
Sections 4 and 5 refer exclusively to the context of the LOCUS project; its concept and
dedicated objectives are highlighted and the proposed fundamental architecture along
with the key functionalities is thoroughly analyzed. Section 6 is dedicated to privacy in
localization-based services, while Sect. 7 concludes the paper.

2 Technologies for 5G Localization

Localization techniques become more accurate as cellular networks are evolving. In
previous mobile networks generations, localization performed on user equipment (UEs)
could not achieve high accuracy, especially concerning indoor environments. In Long
Term Evolution (LTE) networks, positioning methods were dependent on radio access
techniques (RATs) exploiting LTE signals or on using other signals such as Global
Positioning System (GPS) which were independent of the RATs. The use of uplink
time difference-of-arrival (UTDOA) allowed enhanced NodeBs (eNBs) to collect time
difference-of-arrival (TDOA) measurements of the signal transmitted by UEs and esti-
mate their exact position [6]. Future 5G devices will depend on ubiquitous location
awareness, supported by accurate location information utilized by 5G networks across
all layers of the communication protocol stack [7].

5Guses cases (cf. Fig. 1) are driven by the needs and requirements of Industry 4.0 ver-
ticals, acting as key enablers, and are designed to “address” specific challenges of these
verticals. In 5G, disruptive technologies such as device-centric architectures, mmWave,
massive multiple-in multiple-out, smart devices, and native support for machine-to-
machine (M2M) communicationswill be implemented in away also to assist localization
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accuracy [5]. These technologies requirewide bandwidths so as tomeet capacity require-
ments and with the use of higher frequency bands such as mm waves, they can provide
higher system capacity, especially in dense urban environments where the deployment
of a large number of small cells enables massive MIMO and very accurate beamform-
ing. The 5G networks shall exploit frequently transmitted uplink (UL) signals which,
together with wide bandwidths enable accurate time of arrival (ToA) estimates which, in
turn, provide an opportunity for positioning with remarkably high accuracy [8]. These
features will enhance UE positioning accuracy both inside buildings and in dense urban
areas, providing awareness of the current but also of the past UE location and in some
cases, with the use of predictive algorithms, can even predict the UE location.

Related 3GPP specifications [9] analyze other access technologies, such as Wi-Fi,
that can provide flexibility in the access of non-3GPP networks. As it is stated in Release
16 [10], non-3GPP access networks can use the same 5G Core for service provisioning,
enhancing integration between these heterogeneous access networks as 3GPP ones.

Fig. 1. 5G usage scenarios

As far as indoor location is concerned, Wi-Fi and Bluetooth are the most commonly
used technologies providing high accuracy, but with significant shortcomings in terms
of range and penetration. So, as it is evident, there is a need for a technology that “meets
globally” the augmented demands of localization. 5G has all the potential to fulfill the
requested requirements and, moreover, with the use of analytics and advanced location
aware techniques can reduce overheads and delays, due to their ability to predict channel
quality beyond traditional time scale.

3 Location Awareness in 5G Networks

The Global Positioning System (GPS) enabled smartphones to allow users locating their
position,within accuracy of about 5m,with a unidirectional flowof informationmeaning
that the system cannot determine UEs location automatically and send this information
to satellite [11]. Location awareness is the “key element” for a number of emerging
applications in the 5G context and is expected to increase further in future 6G networks,
receiving intense attention from both the business sector and the research community.
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Location awareness is based on network’s knowledge about the user’s current loca-
tion and can be utilized in many ways, in order to sufficiently meet 5G challenges. It is
directly related with the use of information from a network owner—or an OTT (over-
the-top) player—that provides information and services to specific user(s), all related
to its current position [12]. In 5G and beyond networks, UEs will be able to determine
their exact position in terms of coordinates with high accuracy, so specific information
relevant to each user’s position, in a given moment, can be forwarded to him/her.

Actually, location information is considered as one among themost important aspects
in 5G networks and as the key enabler of location-based services. The performance of
such services is purely dependent on the location accuracy. Location analytics are meant
to exploit this information by incorporating it into dedicated network features, so as
to utilize it in terms of real-time (RT) tracking of a UE location with high precision
and accuracy. This sort of sophisticated spatial information will provide better knowl-
edge related to processes as well as behavioral mechanism(s) to enhance predictive and
coverage models and to enable the offering of application based on it. Location-aware
resource allocation techniques can reduce overheads and delays due to their ability to
predict channel quality beyond the traditional time scales [13].

On the other hand, 5G devices will rely upon ubiquitous location awareness, pro-
vided by 5G networks and supported by new advanced technological developments
[14]. Signal-to-Noise Ratio (SNR) is reduced with distance due to path loss, so location
awareness together with distance cognition can be an indicative instance of the received
power and interference level [13]. Thus, if we neglect shadowing, the best multihop path
between a source-destination pair in a network deployed in dense urban environment, is
the one that is shortest in terms of distance.

3.1 Location Based Services

Location Based Services (LBSs) are in reality services that provide information to users
exploiting the utilization of geographical raw data and processed information, in real
time. The arrival of 5G cellular networks has contributed in the enhancement of LBS in
terms of accuracy, speed and latency. Although, 3GPP distinguishes LBSs and location
services, most times the terms are being confused. More specifically, location services
deal with the automated localization of UEs and with the provision of location data
to external stakeholders, without necessarily processing it. In addition, LBSs are often
considered as context aware services, due to their ability to adapt their behavior [2].

5G uses massive MIMO beamforming and mmWave signals. The use of mmWave
technology offers a two-fold advantage when it comes to LBSs, that is: the availability
of large bandwidth and the ability to have many antenna elements even in small spaces
[15].

The aim of achieving accurate location awareness in mobile networks implicates
for the need of integration of sensing and communication where optimization, signal
processing and data fusion will be under a common framework [16]. Since most 5G
terminals will be associated with people, their mobility pattern could be considered to
be predictable and this information could be exploited by a variety of LBSs.
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4 The Fundamental LOCUS Concept

LOCUS aims to design and develop a location management layered infrastructure capa-
ble of improving localization accuracy and security as well as to extend it with physical
analytics, extracting value out of it, meanwhile guaranteeing the end-users’ right to
privacy [17].

The project envisages tomake localization and related analytics a first class priority in
the cellular world; this is due to the appearing market trends that expected that evolution
of 5G, both in the short and in the long term, shall address not only communication but
also localization functionalities. Starting from the context of the 3GPP Release 16 [18],
this is extending the functionality of 5G infrastructures to enable positioning reference
signals, measurements and procedure information. Building on top of these components,
adequate low complexity algorithms and scenario-dependent deployment designs can
enable 5G and beyond networks to: (i) provide accurate and ubiquitous information on
the location of physical targets as a network-native service, and; (ii) derive complex
features and behavioral patterns from raw location and physical events, which can be
exposed to application developers.

Localization, appropriate dedicated analytics and their combined provision “as a
service” will greatly increase the overall value of the 5G ecosystem and beyond, and
will allow network operators to dramatically expand their range of offered services,
enabling holistic sets of user-, location- and context-targeted applications.

Moreover, LOCUS localization solutions, aim to extend the 3GPPRel.16 positioning
service levels, meeting the enhanced requirements in terms of accuracy, availability
and latency dictated by 5G challenges, and in addition to develop new applications
or improve already existing ones that are based on high location accuracy and low
response times. Currently, outdoor localization depends on the accuracy of GNSS. The
LOCUS ecosystem is expected to improve both outdoor and indoor accuracy with the
use of analytics tools for processing huge amounts of target-based and/or context-based
location information and with the exploitation and coexistence of wireless and cellular
networks. As far as 5G is concerned, LOCUS will exploit the benefits of 5G networks
for localization and analytics services as follows:

• 5G network devices can easily derive both time- and environment-related information
and exploit them to strongly improve localization accuracy.

• 5G network devices are expected to be very close to users, hence they can provide
low-latency location services, much faster than remote servers in the Internet.

• 5G will avail itself of virtualization tools for network functions and services.
• 5G virtualization platforms can be exploited to perform localization and the related
analytics; primitive virtualized functions can also be specialized to match the
requirements of vertical applications in a multi-tenancy scenario.

5 The LOCUS Architecture

The convergence of 5G systems and non-3GPP access networks is expected to have
significant impact in the field of Information and Communication Technology. What is
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new in 5GCN(5GCoreNetwork), compared to 4G/EvolvedPacketCore (EPC) is that the
5G Core can be consider as a collection of Network Functions (NFs) which provide the
specific core functionalities. More specifically, each NF can expose its services to other
NFs, thus acting as a service provider. Additionally, as a consumer, a NF can utilize
the services provided by other related NFs. This ability to expose and make services
available, characterizes the Service-Based Architecture [20].

The proposed LOCUS architecture [19] integrates localization and analytics func-
tions within a 5G Core architectural approach, as it is defined in 5G. LOCUS provides a
platform for localization analytics to be offered and exposed to smart network manage-
ment and new services and/or 3rd party applications, and makes use of 3GPP technolo-
gies combined with analytics and Machine Learning (ML)/Artificial Intelligence (AI)
techniques.

Localization enablers are responsible for providing the user device location data (e.g.
coordinates, velocity, direction) needed by the other LOCUS functions. They utilize
data such as network data or user device outside the LOCUS system, providing an
estimation about user’s device location. This function employs analytics, data fusion
and ML mechanisms, to achieve high accuracy as well as to ensure data reliability for
the detection and mitigation of attacks against location data and for correction of the
aforementioned data. The information acquired from the external sources, as well as
the expected positioning-related output, is stored in the LOCUS Persistence Entity. This
Entity is responsible for the storage of all relevant data, as well as analytics/ML results
and metadata.

Localization & Analytics for Smart Network Management (SNM) block, as it is
depicted in Fig. 2 is responsible for the use of Analytics and ML mechanisms in con-
junction with the position-related information provided by the Localization Enablers, so
as to offer localization analytics services related to KPIs’ (Key Performance Indicators)
monitoring and knowledge building, network planning, management, optimization and
diagnostics purposes. The results are exposed outside of LOCUS through the LOCUS
APIs (Application Programming Interfaces) and can be used by other external SNM
applications and, given availability of the appropriate APIs, can be applied towards
OSS (Operations Support Systems) / BSS (Business Support Systems). Intermediate
results can be stored internally within the LOCUS platform and re-fed to the various
subcomponents, enabling the internal communication of the various subcomponents.

Analytics functions andMLmodels such as clustering, anomaly detection, classifica-
tion, regression and time-seriesmodelling are employed for the derivation of localization
analytics. Data privacy and security are of high importance in the context of the LOCUS
architecture. Thus, functions related to these aspects are applied horizontally to all data
and externally as well as internal interfaces for ensuring privacy regulations and for
triggering alarm functionalities.

All the above-mentioned LOCUS functions are subject to automated lifecycle man-
agement through dedicated LOCUS MANO (Management and Orchestration) features
which enable automated instantiation, configuration, and operation of the various local-
ization and analytics; the latter are deployed in the form of virtualized network func-
tions (VNFs) on top of the virtualized infrastructure, following the ETSI NFV (Network
Functions Virtualization) principles for functions virtualization and their management.
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Fig. 2. LOCUS high level architecture

The virtualized platform is implemented as a 5G-enabled edge and core virtualized
infrastructure, capable to offer isolated running environments for the various LOCUS
functions.

6 Privacy in Location Based Services

In 5G networks, localization accuracy is unprecedented, especially in mmWave net-
works. 5G includes protocols for estimating, elaborating, and distributing the location
information [21]. During the past four generations of mobile networks, LBSs were
applied especially in cases of emergencies. Information related to user’s location was
retained only by telecom operators and could not be shared to any third parties. In 5G
networks, location information can be disclosed to OTT market players, causing extra
threat in already existing privacy concerns. As it is obvious, location privacy is a serious
concern not only in current but in future networks as well, like 6G networks [22].

Location services by themselves are not the actual problem. The information/data
that they can potentially store and provide to network operators and/or the third parties are
the key concern for privacy.Whenmobile networks locate millions of UEs automatically
on an ongoing basis, they generate an enormous amount of sensitive data. The control
of access to this sensitive information is a high level, but deeply accurate, definition of
privacy in LBSs.

The knowledge of the serving cell of amobile user can disclose information about the
end-user’s exact location, especially in urban 5G environments with dense deployment.
So, the main focus is given on the management of this location information. Threats
such as semantic information attacks [23] (i.e., the use of incorrect information to cause
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harm) often target the location data of users. Location data can also be leaked by access
point selection algorithms in 5G mobile networks [24, 25].

Since 5G networks radio planning requires many smaller antennas (small cells) and
base stations, compared to 4G/LTE, which are densely deployed in order to ensure
adequate coverage, the main issue in privacy is location tracking, identity, and personal
data safeguarding. However, with 5G, although users will be able to achieve faster and
easier communication as well as location addresses, this implicates that privacy may be
affected and potentially be disrupted.

Privacy in 5G networks brings huge transformation in daily life applications and
access modes of digital services, which is of high importance for both users and Mobile
Network Operators (MNOs). New enhancements in terms of architectural and service
requirements are brought and the need for strong privacy policies and regulations should
be considered as indebtedness.

User privacy of 5Gmobile network can be divided into threemain categories namely:
data, location and identity privacy [26]. The main focus is upon the context of “per-
sonal data”, according to the General Data Protection Regulation (as in GDPR article
4, §1 [27]). With the fast deployment of the 5G infrastructures, the amount of data will
rapidly increase more than ever, due to its technical characteristics; thus, 5G networks
are expected to serve a wide range of applications and sectors supporting 100 times more
devices if compared to the prior 4G/LTE networks [28].

As of the case of location privacy,with the advent of 5G technology, LBSs are increas-
ingly expanded as users demand services based on their location [13]. So, UEs—and
consequently the involved users- can continuously be tracked not only from the networks
owners but from the service providers as well, causing serious concerns regarding their
privacy, in general.

Recently, the promotion of LBSs has significantly been increased in several verticals,
for instance, government, entertainment, transportation, healthcare, food delivery and
others. Indeed, any corresponding LBSs make users’ life easier and more enjoyable but
also bring a plethora of privacy-related issues. In some cases, the individuals may be
unaware of the potential risks graveled, the implications of how their location is being
determined and to whom is permitted access to that information. In addition, service
providers would like not to share the information gathered from their application to the
providers of other services.

As far LBSs are concerned, two types of location privacy are acknowledged: personal
subscriber level privacy and corporate level privacy [29]. Personal subscriber-level pri-
vacy is subjected to GDPR, giving also options to users related to their location control
and the use of their location data as well as the option to unsubscribe from applications
that use their UE location. Corporate level privacy refers to the use of data from service
providers, in order to gain benefit from it.

With respect to identity, International Mobile Subscriber Identity (IMSI) catching
attacks can reveal the identity of mobile subscribers. By seizing the IMSI of the sub-
scriber’s device, an attacker intercepts mobile traffic in a defined area to monitor an
individual’s activity. While an attacker can see the number of outgoing calls or text mes-
sages sent, they still cannot see the contents of those messages. However, even after an
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individual has left the attack area, the attacker can still monitor the number of past and
future calls or messages.

Data collection is anothermajor concern for 5G users. Virtually all smartphone appli-
cations require users’ personal information before or during installation. App developers
rarely mention how and where they store that data and what they will use it for. 5G net-
works have no physical boundaries and use cloud-based data storage. Subsequently, 5G
operators cannot protect or control user data stored in cloud environments. As each coun-
try has different levels of privacy measures and enforcement, user privacy is seriously
challenged if and when the data is stored in the cloud of a different country.

In order to protect mobile user’s privacy several techniques that prevent disclosure
of sensitive location information have been proposed such as privacy policies [30],
anonymity-based techniques and systems where the users’ true identity can be hidden,
with the use of a pseudonym. Also differential privacy [31] or k-anonymity [32], or even
the introduction of mix zones [33], meaning the interference a middle-ware between UE
and LBS will enhance the anonymization of location information.

7 Conclusion

5G will provide super-high data rates, better quality of service and very low latency
through dense base station deployments, serving increased huge number—compared to
current networks—of connected devices. To fulfill these increased demands in terms of
location based services, that benefit from precise and accurate location information, this
paper proposed a novel 5G based architecture with integrated localization and analytics
functions, which at the same time fulfill adequate privacy standards. This ecosystem,
implemented during the lifetime of LOCUS project, incorporates advanced localization
techniques and provides the potential for addressing 5G challenges related to location
awareness, offering thus the opportunity of new applications development based on
seamless and ubiquitous localization information.
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Abstract. Multi-connectivity, which allows a user equipment to be simultane-
ously connected to multiple cells from different radio access network nodes that
can be from a single or multiple radio access technologies, has emerged as a useful
feature to handle the traffic in heterogeneous cellular scenarios and fulfill high data
rate and reliability requirements. This paper proposes the use of deep reinforce-
ment learning to optimally split the traffic among cells when multi-connectivity is
considered in a heterogeneous 4G/5G networks scenario. Obtained results reveal
a promising capability of the proposed Deep Q Network solution to select quasi
optimum traffic splits depending on the current traffic and radio conditions in the
considered scenario. Moreover, the paper analyses the robustness of the obtained
policy in front of variations with respect to the conditions used during the training.

Keywords: Multi-connectivity · Deep reinforcement learning · Deep Q
Network · Heterogeneous networks

1 Introduction

With the advent of 5G Mobile Network Operators (MNOs) face further increase in
network deployment heterogeneity with different cell types (e.g. macrocells, indoor and
outdoor small cells) based on multiple Radio Access Technologies (RATs) (e.g., 2G,
3G, 4G and 5G New Radio (5G NR)), operating in different spectrum bands (e.g. sub
6 GHz bands used by all RATs and millimeter wave (mmW) bands used by 5G New
Radio). In this context, Multi-Connectivity (MC) technology enables a User Equipment
(UE) to be simultaneously connected to multiple nodes of the Radio Access Network
(RAN), e.g. eNodeBs (eNB) operating with LTE and/or gNodeBs (gNB) operating with
5G NR [1, 2]. There is one master node (MN) responsible for the radio-access control
plane and one, or in the general case multiple, secondary node(s) (SN) that provide
additional user-plane links. In this way, a UE can aggregate the radio resources from
multiple eNBs/gNBs, which allows efficiently achieving the 5G requirements of high
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data rate and ultra-reliability. The literature has considered different problems in relation
to MC, such as the resource allocation in [3, 4] or the traffic split [5–8].

This paper addresses the traffic split multi-connectivity problem in multi RAT sce-
narios by exploiting Deep QNetwork (DQN) technique [9] to obtain a policy that allows
optimally distributing the traffic of a UE across the different RATs and cells while ful-
filling the QoS requirements and optimizing the bandwidth consumption of the UE, so
that overload situations are avoided in the involved cells. Deep reinforcement learning
techniques such as DQN are useful for optimizing dynamic decision-making problems
that depend on a large number of input variables taking a wide range of possible values.
This is the case of the MC problem formulated in this paper, for which a DQN solution
is presented and assessed by means of simulations. In addition, the results presented
in this paper pay particular attention to the capability of the solution to generalize the
knowledge learnt during the training phase. In this direction, the robustness of the learnt
policy is analyzed when the conditions experienced by the algorithm differ from the
ones that were considered during the training.

The rest of the paper is organised as follows. Section 2 presents the system model
and formulates the considered multi-connectivity problem. The proposed DQN-based
solution is presented in Sect. 3 and different performance results are provided in Sect. 4.
Finally, Sect. 5 summarises the conclusions.

2 System Model and Problem Definition

Let us consider a heterogeneous RAN where different UEs with multi-connectivity
capabilities are camping. A given UE u considers M different RATs and N different
cells per RAT as candidates for the multi-connectivity. Then, let us denote as Au =
{Cm,n} the set of candidate cells detected by the UE u. Cm,n denotes the n-th cell of the
m-th RAT with n = 1, … , N and m = 1, … ,M. It is worth mentioning that, due to the
mobility of the UE, the specific cells that the UE detects in a given RAT may change
with time. In this respect, it is assumed that the N cells of a RAT correspond to the best
N cells detected by the UE at a certain time based on measurements averaged during a
time window �T.

Through the use of multi-connectivity, the traffic of the u-th UE is split across mul-
tiple RATs/cells of the set Au. It is assumed that, at a certain time, the UE can be
simultaneously connected to a maximum of Nmax cells among theM·N candidates. The
multi-connectivity configuration for the u-th UE can be expressed as theM × N matrix
B = {βm,n} where βm,n ∈ [0,1] defines the fraction of total traffic of UE u that is deliv-
ered through the n-th cell of the m-th RAT. Then, the objective is to find the optimal
configuration B = {βn,m} to be applied in a time window of �T s that allow ensuring
the Quality of Service (QoS) requirements with minimum resource consumption and
avoiding overload situations in the different RATs/cells. In this respect, it is assumed
that the QoS requirements of the user u are expressed in terms of a required bit rate Ru

(b/s) to be provided.
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To formalize the problem, let us denote as Tu(B) the total throughput or bit rate
obtained by user u during the last time window period �T with the multi-connectivity
configuration B. Let us also denote am,n(βm,n) as the number of physical resource blocks
(PRBs) in the m-th cell and n-th RAT assigned to the u-th UE to transmit the traffic
corresponding to βm,n. Considering that bm,n corresponds to the bandwidth of one PRB
in the m-th cell and n-th RAT, the bandwidth allocated to the user u in this RAT, denoted
as γ (βm,n), is given by:

γ (βm,n) = am,n
(
βm,n

)
.bm.n (1)

In addition, the total fraction of occupied PRBs in a RAT/cell accounting for all the
UEs connected to that cell is denoted as ρm,n(βm,n). Then, the considered problem to be
solved for the u-th UE is formally defined as:

B = argmin
B

[
1

wmax

M∑

m=1

∑N

n=1
γ
(
βm,n

)
]

(2)

s.t. Tu(B) ≥ Ru , ρm,n
(
βm,n

) ≤ ρmax ∀m, n

∑M

m=1

∑N

n=1
βm,n = 1

where wmax is the maximum possible bandwidth to be assigned to the user u and ρmax

∈ [0,1] is the maximum threshold established to avoid overload situations in a cell.
Figure 1 depicts the architectural components to enforce the multi-connectivity con-

figuration B in the network, obtained as a result of the above problem. The figure illus-
trates an example for the downlink traffic transmitted to a UE served by two cells of
RATm = 1 (e.g., 5G). The cell n = 1 is handled by the MN and the cell n = 2 by the SN.
The traffic between these cells is split at the Packet Data Convergence Protocol (PDCP)
layer of the MN using dual connectivity feature. The multi-connectivity configuration
is determined by an MC controller that takes as an input different measurement from
the RATs/cells as it will be explained in Sect. 3. The output of the MC controller is the
configuration B = {βm,n} with the weights βm,n to be configured at the PDCP layer of
the MN to split the traffic between cells 1 and 2. Finally, the Medium Access Control
(MAC) scheduler in each 5GNR or LTE cell will allocate the necessary amount of PRBs
am,n(βm,n) to the UE to transmit the fraction of traffic βm,n corresponding to the cell.
The specific design of the MAC scheduler is out of the scope of this work, but in general
it will consider aspects such as the propagation and interference conditions observed by
the UE, the QoS requirements, the amount of UEs in the cell, etc.
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Fig. 1. Architectural components of the considered approach

3 DQN-Based Solution

A DQN approach is considered in this paper for solving the MC problem formulated in
previous section. In this approach, the learning process is conducted dynamically by a
DQN agent at the MC controller of Fig. 1 that makes decisions for the different UEs.
The agent operates in discrete times with granularity equal to the time window duration
�T. These discrete times are denoted as t, t + 1, … , t + k,… At time t the DQN selects
an action a(t) that contains the MC configuration to be applied for a given UE in the next
time window. The action selection is based on the current state at time t, denoted as s(t)
and on the decision-making policy available at this time. Then, as a result of applying
the selected MC configuration, a reward signal r(t + 1) is provided to the DQN agent at
the end of the time window. This reward signal measures how good or bad was the last
performed action and therefore it is used to improve the decision-making policy. The
different components of this process are detailed in the following.

3.1 State, Action and Reward Specification

The state s(t) is a vector that includes the following components for a given UE u:

• Requirements of UE u: Ru.
• Spectral efficiency per RAT/cell {Sm,n} of UE u.
• Current configuration B = {βm,n}, which corresponds to the configuration applied at

time t – 1.
• Bandwidth occupied by the UE u in each RAT/cell {γ (βm,n)}.
• Fraction of total occupied resources in each RAT/cell {ρm,n(βm,n)}.

All the values Sm,n, γ (βm,n) and ρm,n(βm,n) are average values measured during the
last time window of duration �T, i.e. between discrete times t – 1 and t.

Each action a(t)∈A represents a matrix B = {βm,n} that corresponds to the MC
configuration to be applied during the next timewindow�T. The action spaceA includes
all the MC configurations and is defined by considering that the possible βm,n values are
discretized with granularity �β and the aggregate of all βm,n values in matrix B equals
1. Moreover, the action space considers that the UE can be simultaneously connected to



38 J. J. Hernández-Carlón et al.

at most Nmax cells of the N ·M candidates, i.e. that at most Nmax values of βm,n can be
different from 0.

The reward r(t + 1) intends to measure how good or bad was the performance
obtained by the last action a(t) for the state s(t) in relation to the target of the optimization.
Then, considering the optimization problem (2), and that the last action a(t) is given by
MC configuration B = {βm,n}, the reward is defined as:

r(t + 1) =
(
1 − 1

wmax

∑M

m=1

∑N

n=1
γ (βm,n)

)
· min

(
1,

Tu(B)

Ru

)
(3)

·
∏

m, n
βm,n > 0

min

(

1,
ρmax

ρm,n
(
βm,n

)

)

The first term in r(t + 1) captures the total bandwidth assigned to the UE u in all
the cells/RATs, so the lower the amount of bandwidth assigned the higher will be the
reward. The second term represents a penalty introduced when the achieved throughput
Tu(B) is lower than the minimum requirement Ru. The last term introduces a penalty
for each cell/RAT in which the UE has transmitted traffic (i.e. βm,n > 0) and the cell is
overloaded. Note that the values of γm,n(βm,n), ρm,n(βm,n) and Tu(B) correspond to the
averages obtained during the time window �T between discrete times t and t + 1.

3.2 Policy Learning Process

The DQN agent dynamically learns the decision-making policy π used to select the
different actions based on the rewards obtained from previous decisions. This is done by
means of the DQN algorithm of [9] particularised to the state, action and reward signals
presented above. In summary, the algorithm aims at finding the optimal policy that
maximises the discounted cumulative expected reward by approximating the optimum
action-value function with a deep neural network (DNN) denoted as Q(s, a, θ ), where
s is the observed state, a is one of the possible actions that can be selected and θ are
the weights of the interconnections between the different neurons in the DNN. Given
the DNN, the decision making policy consists in selecting the action a with the highest
value of Q(s, a, θ ) for a given state.

The decision-making policy is updated progressively by modifying the weights θ

based on the experiences gathered by the DQN agent. For this purpose, at a certain time
t the DQN agent observes the state of the environment s(t) for a given UE and it triggers
an action by selecting with probability 1 – ε the action a(t) with the highest value of
Q(s,a,θ ) and with probability ε a random action. As a result, the DQN agent gathers the
obtained reward and the new state at time t + 1 and stores this experience (i.e., s(t), a(t),
r(t + 1), s(t + 1)) in an experience dataset. The information collected in this dataset is
then used to update the weights θ of the DNN using the expressions detailed in [9].

4 Performance Evaluation

This section evaluates the performance of the proposed solution by means of system
level simulations.
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4.1 Scenario Description

The considered scenario is a square area of 500 m × 500 m composed by four 5G NR
cells and two LTE cells. The relevant parameters of the cells are presented in Table 1. The
scenario assumes a non-homogeneous traffic distribution withMC-capable UEs moving
at 1 m/s along the scenario and have an active session during the whole simulation
duration with a required bit rate Ru = 50 Mb/s. The candidate cells of the UEs can
connect to M = 2 RATs and N = 2 cell per RAT, and the maximum number of cells
that the UE can be connected to using MC is Nmax = 2. Additional background traffic
is considered, with UEs generating Poisson session arrivals with aggregate generation
rate 0.8 sessions/s and exponentially distributed session duration with average 120s.
A background UE remains static during a session. 50% of the background UEs are
randomly located inside a square hotspot of 250 m × 250 m centred at the middle of the
scenario. The rest of background UEs are randomly distributed in the whole scenario.
Background UEs connect to the RAT/cell with the highest Signal to Interference and
Noise Ratio (SINR). To capture the different bit rates achievable by the two technologies,
when a backgroundUE is connected to LTE, its serving cell allocates the needed resource
blocks to achieve a bit rate of 2.5Mb/s, and when it is connected to 5GNR, the allocation
is to achieve a bit rate of 40 Mb/s.

The DQN model parameters are detailed in Table 2. The DQN model has been
developed in Python using the TF-agents library [10].

Table 1. Cell configuration parameters

Parameter Value

Type of RAT LTE 5G NR

Cells position [x, y] m [62, 250]
[437,250]

[187, 125] [187,375]
[312,125] [312,375]

Frequency 2100 MHz 26 GHz

Subcarrier separation 15 kHz 60 kHz

Nominal channel bandwidth 20 MHz 50 MHz

Number of available PRBs 100 66

Base station transmitted power 49 dBm 21 dBm

Base station antenna gain 5 dB 26 dB

Base station height 25 m 10 m

UE antenna gain 5 dB 10 dB

Overload threshold ρmax 0.95 0.95

UE noise figure 9 dB

UE height 1.5 m

Path loss model Model of Sect. 7.4 of [11]

wmax 95.04 MHz (corresponds to the case when MC is done
with 2 cells of 5G NR)
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Table 2. DQN algorithm parameters

Parameter Value

Initial collect steps 5000

Number of policy updates during learning 1e6

Experience Replay buffer maximum length (l) 1e5

Mini-batch size (J) 256

Discount factor(γ ) 0.9

Learning rate (τ ) 0.0003

E value (E-Greedy) 0.1

DNN architecture Input layer: 17 nodes
Two hidden layers: 100 and 50 nodes
Output layer: 58 nodes

Time window (�T) 1 s

Granularity �β 0.1

4.2 Training Evolution

The training process of the DQN algorithm is performed by considering a MC-capable
UE moving along the scenario following trajectories according to random walk and
with required bit rate Ru = 50 Mb/s, while at the same time background UEs also
generate traffic as explained in Sect. 4.1. The DQN agent decides the MC connectivity
configuration of theUE and, based on the obtained rewards, the decisionmaking policy is
progressively updated as explained in Sect. 3.2. In order to illustrate this learning process,
the policies that are obtained every 2500 weight updates (i.e. training steps) are applied
to an evaluation scenario in which an illustrative MC-capable UE follows a specific
trajectory of duration 400 s, starting from point [X1 = 50, Y1 = 300] and following
a straight trajectory up to the point [X2 = 450, Y2 = 300] at 1 m/s. Figure 1 presents
the evolution of the average reward obtained with the application of these policies as a

Fig. 2. Evolution of the average reward as a function of the training steps
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function of the number of training steps. The results of Fig. 2 show that as the number
of training steps increase average reward values tend to increase until 40 × 104 training
steps, when the average reward values stabilize.

4.3 Performance Evaluation of the DQN-Based Strategy

In order to assess the benefits brought by the proposed DQN-based MC strategy, this
sub-section compares the performance obtained by the proposed approach against two
benchmarking approaches, namely the optimum strategy and the SINR-based strategy.
The former consists of applying an exhaustive search process to select in each time step
the MC configuration with the maximum reward, while the later considers that all the
traffic of a UE is served by the cell with the highest SINR.

The comparison is performed by simulating a UE of interest following one hundred
different trajectories of duration 400 s in the evaluation scenario and applying in each
time window the MC configuration according to each of the evaluated schemes. For the
DQN approach, the results correspond to the policy learnt by the DQN agent after a
training consisting of 1E6 policy updates according to the procedure of Sect. 3.2.

Figure 3 shows the obtained average reward for each one of the trajectories with
all the considered strategies. It is observed that the DQN-based strategy achieves a
performance very close to the optimum one in all the studied cases, which confirms the
good behavior of the proposed approach. In turn, Fig. 3 also shows that the DQN-based
strategy outperforms the classical SINR-based strategy in all the studied cases thanks to
the better distribution of the traffic of the UE among the cells that avoids overload and
enhances the obtained bit rate.

Fig. 3. Average reward for different trajectories.

4.4 Analysis of the Robustness of the Learnt DQN-Policy

This section aims at evaluating the robustness of the DQN-policy when it is applied
under conditions that differ from the ones that were considered during the training. For
this purpose, considering that the training process has been done with a required bit rate
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Ru = 50 Mb/s, the following results assess the generalization capability of the learnt
policy when it is applied to different Ru values ranging between 15 and 65 Mb/s.

As a relevant metric for this assessment, a DQN-policy efficiency metric is consid-
ered, defined as the ratio between the reward of the DQN policy and that of the optimum
strategy. Figure 4 depicts the DQN-policy efficiency as a function of the required bit rate
Ru value. The results of policy efficiency correspond to the average for the one hundred
trajectories considered in the study. For the Ru value of 50 Mb/s that was considered
during the training it is observed in Fig. 4 that the efficiency of the original policy is
around 95.75%. Then, it tends to decrease for higher and lower values of required bit
rate. In fact, it is worth mentioning the effects of decreasing Ru, because even when the
amount of required radio resources is less, the efficiency losses are higher. For example,
the policy efficiency with Ru = 15 Mb/s is 13.42% less than with 50 Mb/s. From the red
line in Fig. 4, we can realize that efficiency variations lower than 1% are observed when
the Ru value changes from 40 Mb/s up to 65 Mb/s, i.e. –10/ + 15 Mb/s with respect to
the value used for training. This reflects that the learnt DQN policy is robust in front of
variations of around 20–30% of the Ru value used in the training.

Based on these results, another training process has been conducted with the same
parameters of Table 2 but now changing the Ru value during training. Specifically, Ru at
the beginning of the training is 50 Mb/s and then it is changed between 5 and 60 Mb/s
with steps of ±10%. Moreover, the number training steps has been increased up to 3E6
in order to account for a higher number of possible situations to learn. The green line
in Fig. 4, shows the obtained efficiency with the new learnt policy (denoted as retrained
policy) in comparison to the original policy. It is clearly observed that the new policy
achieves a good efficiency for all the considered RBR values.

Fig. 4. DQN-Policy efficiency for different required bit rate (original vs retrained)

5 Conclusion

This paper has presented a novel approach based on Deep Q- Network for splitting the
traffic of a UE among cells when using multi-connectivity depending on the current



A Deep Q Network-Based Multi-connectivity 43

traffic and radio conditions experienced by the UE in the involved cells. The strategy
intends to minimize the bandwidth consumption, the overload situations in the cells and
enhancing throughput. The proposed strategy has been evaluated and compared against
the optimum case and against a classical SINR-based approach. Results have shown the
capability of the DQN agent to learn a quasi-optimal policy that in certain conditions
outperforms the SINR-based approach in up to 33% in terms of reward, obtaining as a
result better throughput performance with an optimized bandwidth assignment.

This paper has also analyzed the robustness of the learnt policy when being applied
with a required bit rate value different than the one thatwas considered during the training
stage. It has been observed that the learnt policy is able to work properly with variations
of the required bit rate of around 20–30% of the value considered in the training. In turn,
by conducting a training that considers a wider range of values of required bit rate, it is
possible to increase the performance of the obtained policy.
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Abstract. The 5G and beyond advancements will impact significantly the evolu-
tion of many vertical industries such as the Public Protection and Disaster Recov-
ery (PPDR) sector. To this end, the requirements posed by PPDR operations and
services can be satisfied to a certain great degree by 5G network capabilities asso-
ciated with network slicing and incorporation of edge computing, while network
coverage and availability even in disaster situations still remains a critical issue.
However, the flexibility of 5G networks and the beyond 5G developments related
to network and service orchestration can further lead the PPDR service provi-
sioning. The 5G-PPP project Int5Gent aims at delivering a complete beyond 5G
solution suitable for various PPDR operational scenarios, namely for day-to-day
operations and for disaster scenarios; along with experimentation deployments for
testing and evaluation. This paper discusses the service and technical requirements
and provides an overview of the proposed technologies and deployment solutions.

Keywords: 5G · Public protection and disaster recovery · Edge computing ·
Vertical services

1 Introduction

In general terms, 5G and beyond networks move from network-driven to service-driven
approaches, and this leads to a service provisioning transformation in terms of indi-
vidualized services and user classification, and necessitates the shift to 5G and beyond
distributed network deployments across cloud and edge domains. Of course, this trans-
formation is also reflected in Standardization as we come across a number of 3GPP TRs
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focusing on vertical industries requirements and Key Performance Indicators (KPIs),
layered service provisioning etc., such as those in [1–4].

Focusing on the Public Protection and Disaster Relief (PPDR) sector as key vertical
industry, communications have for a long time relied on narrowband networks (TETRA -
Terrestrial TrunkedRadio,TETRAPOL-Terrestrial TrunkedRadioPOLice, etc.),mainly
utilizing mission-critical voice and, in certain cases, low-speed data services as PPDR
services were limited to voice communications what is called “the lifeline of the PPDR”
[9]. From this point, PPDR Communications are increasingly being complemented by
Intelligence ([8–10]) as they follow Information and Communication Technology (ICT)
advances. In particular, advanced PPDR services are enabling more effective opera-
tions from the PPDR responders as well as more effective mitigation of disaster events,
incidents etc. Such advanced services are search and rescue support using emergency
robots and Unmanned Aerial Vehicles - drones (UAVs), sensing of the affected areas
using high definition (real-time) video streaming and massive Internet of Things (IoT),
Situational – Contextual awareness, multimedia messaging, high accuracy location ser-
vices and mapping, etc. ([5–7]). The advanced PPDR service requirements, result in
rendering traditional voice-centric network solutions tailored for PPDR incapable to
effectively deliver modern PPDR services. 5G networks are considered the candidate
technology for future PPDR services as they promise the required network performance
and enable the necessary architectural options incorporating Edge Computing. At the
same time, certain aspects such as automation and adoption of IT advancements are part
of beyond 5G networks research, which can further elevate PPDR service availability
and resilience.

A number of projects and programs (EU, national funded, equipment vendor sup-
ported, etc., e.g. [5, 11],) are focusing on the technical realization of the PPDR concepts
and principles over 5G networks. In this landscape, the 5G-PPP Int5Gent project [12]
focuses on delivering two implementation paradigms for future PPDR service provi-
sioning. This paper aims at providing an overview of the PPDR services that drive future
network deployments, such those to be demonstrated at a field testbed in Athens, Greece.

This paper is organized as follows: initially, the service and network deployment
requirements and options are discussed on the basis ofmain PPDRoperational scenarios.
An overview of the Int5Gent deployment options -covering these requirements- and
technologies is presented in the subsequent section. Following these, aspects related to
the operational adoption of such solutions are discussed, while conclusions are drawn
at the end.

2 PPDR Service and Network Deployment Requirements

The advanced PPDR services pose very stringent requirements to the network, such
as low latency and quality guarantees for the support of these services. These come
along with the technical requirement to have a deployment of applications/services
close to the affected area in order to provide the necessary performance and availability
requirements.At the same time, the ever since requirements for availability and reliability
pose requirements for coverage augmentation, extremely high availability and reliability,
isolated operation and network resilience during disaster scenarios. These come along
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with the technical requirements for on-demand network extension, as well as resilience
at various network segments.

5G networks promise the required network performance in terms of latency, data
rates, and architectural options by enabling Mobile Edge Computing (MEC), while cer-
tain aspects such as automation and adoption of Information Technology (IT) advance-
ments are part of beyond 5G networks research. Int5Gent aims to deliver a solution
for the PPDR sector addressing key deployment and operational models required for
the successful commercial delivery of advanced PPDR services over the 5G-based
deployments.

In particular, PPDR day-to-day operations require on-demand but scheduled provi-
sioning of mission critical services even in areas lacking public network coverage. At
network level, this can be translated into the need for supporting automated deployment
of 5G Radio Access Network (RAN) to connect to public 5G Core network (5GC) wher-
ever needed for a specific time period, supporting slicing for meeting the versatile PPDR
services performance requirements. At application level, given the spatio-temporal char-
acter of the operations in this scenario, it poses the requirement for supporting automatic
deployment and life-cycle management of mission critical services. Although these
deployments do not pose strict KPIs with regard to the network and application deploy-
ment times, the service performance -latency and datarates- KPIs can be very strict
depending on the application/ services (as appear in [1–4]).

In case of disaster situations when we can have total or partial unavailability of
the public infrastructure (core network, cloud infrastructure etc.), a resilient solution
for all network segments is required to enable the PPDR service provisioning. This
can be translated into the need for supporting automated deployment of complete 5G
network and applications wherever needed for a specific time period, supporting slicing
for meeting the versatile PPDR services performance requirements. Given the time-
criticality of operations, disaster situations scenarios pose strict requirement regarding
the deployment times for the network and the mission critical applications, the target
being less than 5min. Similarly to the previous scenario, the service performance -latency
and datarates- KPIs can be very strict depending on the application/ services.

Considering, also the fact that PPDR services in many cases are consumed at specific
locations possibly from a small group of end-users, makes private network deployments
for PPDR is a valid option. As aforementioned, currently, private networks –of various
technologies- serve part of the PPDR sector needs however public telecom networks are
also heavily used where private networks are not available; the latter option coming with
the availability, resilience, isolation constraints. To meet the PPDR service requirements
and KPIs, novel architectural solutions and network deployment options need to be
considered, exploiting the 5G network service provisioning – e.g. slicing- and ICT
capabilities. Apparently, there is no single solution to address such environment.

Other business factors may as well lead to public networks being extended for PPDR
service provisioning. In these cases, a distributed core network deployment allowing ser-
vice deployment andprocessing at edge compute resources, and traffic offloading atMEC
components can serve well the purpose of meeting the performance requirements (espe-
cially for low latency), while optimizing public network utilization and performance.
Latter trends are visible in many contexts, as presented in [17].
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In other cases, the performance requirements and the diversity of PPDR services
set as well as the need to support multiple tenants on top of a single infrastructure
necessitates the adoption of the 5G concept of network slicing at service and tenant
level. In general, PPDR services can be well-mapped to the 3GPP distinction of services
to uRLLC (ultra-Reliable Low Latency), and eMBB (enhanced Mobile Broadband), as
basis for network layer slicing, over either a single private network deployment or a
distributed public one.

3 Int5Gent Architecture and Deployment Options for PPDR

Int5Gent aims to deliver a solution for the PPDR sector addressing key deployment and
operational models required for the successful commercial deployment of the advanced
PPDR services over the 5G. The solution is based on a disaggregated, layered, archi-
tectural approach, allowing for different deployment options depending on the situation
[18].

In particular, PPDR day-to-day operations require on-demand but scheduled pro-
visioning of network coverage and the enablement of mission critical services even in
areas lacking public network coverage. Int5Gent proposes a solution of ad-hoc automatic
deployment of 5G access network segments -namely the gNB and the MEC - dedicated
to the PPDR sector at a compact server (an edge box as portable Infrastructure-as-a-
Service), as an extension of the public network. The solution also includes the deploy-
ment/ configuration of a resilient wireless transport network segment. On top of this,
the solutions allows for quick and automated deployment of reliable PPDR services
exploiting cloud native principles and placing Artificial Intelligence- (AI) processing at
network edge.

Secondly, in case of disaster situationswhenwecanhave total or partial unavailability
of the public core network, PPDR services require a resilient solution for all network
segments. Int5Gent solution proposes an ad-hoc automatic deployment of complete 5G-
assured network -including all 5G network segments- dedicated to the PPDR sector
at a compact server (edge box) – in the form of Non-Public-Network (NPN in 5G
terminology). On top of this, as in the previous case, the solutions allow for quick and
automated deployment of reliable PPDR services using cloud native principles and AI-
based edge processing. The two main, Int5Gent deployment options are presented in
Fig. 1.

Access Network Layer: The deployments imply the installation of the necessary
Remote-Radio Units (RRU) at the location where the coverage extension is needed
for both scenarios. For the Int5Gent experimental setup, there will be used RRUs opti-
cally connected to an (enhanced Common Public Radio Interface) eCPRI-based BBU
(Base-band Unit) deployed at network edge capable to provide New-Radio (NR) in
Stand-Alone (SA) mode, operating at N78 (Time-Division-Duplex, TDD).

Last Mile Transport: The deployment includes a multi-technology last mile transport
network, taking into consideration cases where fiber deployment is expensive or eve not
possible.



48 J. Sterle et al.

Fig. 1. Blueprint of Int5Gent deployments for PPDR services

Thus, besides the typical fiber network connectivity between the RRUs and the BBU
(at edge compute resources), or/and from the edge towards a main switching point of the
telco infrastructure, a number of millimeter-Wave (mmWave) mesh nodes supporting
point-to-multipoint are deployed and configured at the transport network segment. The
mmWave mesh nodes operate in the 60 GHz spectrum band and they use antennas with
360° total coverage, connecting in this way multiple low-cost client nodes which are
used as the endpoints of the wireless transport network. In the disaster scenario this is
particularly relevant, as these mmWave solutions aim to provide the necessary resilience
this network segment.

Edge Computing: For the deployment of services, the central cloud infrastructure of
a Telco could be considered for the day-to-day scenario. However, to meet the PPDR
service requirements and to cater for the case of telecom operator (Telco) infrastructure
unavailability, edge computing is considered in various ways - deployed at the location
of the areas to be served. In the day-to-day scenario, edge computing will be used for the
deployment of the necessary BBU functions, and edge applications with low latency and
high resource requirements such as Artificial-Intelligent (AI) – based video services. In
the disaster scenario, edge resources can be used for the deployment of the complete
5GC and applications.
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For this purpose, the 3GPP network deployment shall be based on radio and net-
work functions in the form of Cloud-Native Network Function (CNFs), namely: gNBs
prepared as virtual BBU (vBBU) (extended with eCPRI-based RRU), 5GC prepared
as a single CNF - that is integrating 3GPP Access and Mobility Management Func-
tion (AMF), Session Management Function (SMF), User Plane Function (UPF) and
Authentication Server Function (AUSF) and that is exposing 3GPP interfaces N2 and
N3).

Virtualization of the edge resources allows their use for automated deployment of
the necessary network functions and applications via appropriate orchestration layers.

In the context of Int5Gent project, the implementation is based on a portable Net-
work Functions Virtualization Infrastructure (NFVI) prepared to be deployed at the
network edge (edge box), at hardware level including Commercial off-the-shelf server
(COTs) (x86 architecture extendable with eCPRI processing cards) over which various
virtualisation frameworks can be deployed such as OpenStack and Kubernetes.

Network Management, Orchestration and Slicing: Adhering to the Int5Gent architec-
ture [14], a networkmanagement (based onOpen SourceManagement andOrchestration
(MANO) (OSM) [15]) and service orchestration framework will support highly reliable
and fully automated PPDR services and network deployment, and their life cycle man-
agement. In particular the network management framework includes, a number of SDN
controllers and number of network orchestration functionalities providing the following
functionalities/capabilities:

• mmWave backhaul transport network management and control
• CNFs and VNFs (Virtual Network Functions) lifecycle management including: Radio
Network Slice components (vBBU) orchestration at the Portable NFVI (Edge), 5GC
Slice components orchestration at the Portable NFVI (Edge)

• Exchange of information with Portable NFVI and Telco cloud for: application’s quota
arbitration and reservation, application’s quota management,

• 5G Network Slices’ modelling
• Application’s high-level requirements mapping into 5GQI (5G NR Standardized QoS
Identifier)

• End-to-End (E2E) Network Slice composition and orchestration

On the other hand, theApplicationOrchestration framework is compatiblewith state-
of-the-art cloud orchestrators (k8s or OpenStack) undertaking the application lifecycle
management, including:

• (User Interface) UI-based application onboarding
• UI-based application policy definition
• Automated application graph composition
• Application components’ lifecycle management, orchestration, scaling
• Data analytics and monitoring dashboard

PPDR Applications at Network Edge: At application level, the PPDR services can be
versatile; one of the most commonly targeted is drone-based real-time video streaming
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services enhanced with video processing capabilities and visualization of processed out-
comes and extracted results. For such applications, Int5Gent considers the deployment
of AI-based edge processing functions for the advanced functionalities. In the context
of Int5Gent, a drone-based real-time video streaming service is used that exploits the
network edge for delivering:

• live transcoding to various formats and resolutions depending on user type (e.g., field
unit, dashboard/tactical command, AI),

• video source to leverage AI capabilities,
• core AI/ML (Machine Learning) (learning/inference) functions.

4 Further Challenges and Requirements

Apparently, different network architecture designs and various deployment options (e.g.
extension of public networks, provisioning of network slices over public networks and
NPNs etc.) are feasible for offering PPDR services. However, as aforementioned relying
on public networks availability may not be the option especially in disaster situations,
while extending public networks may no be feasible due to inexistence or inadequate
resources of transport network deployment. In such cases, the deployment of NPN can
provide the necessary connectivity for PPDR services.

In such niche 5G networks (NPN) deployed by the vertical at issue, additional chal-
lenges may arise, that need to be tackled. Indicatively, the deployment options to be
followed at the access and fronthaul network layer entail significant network planning
challenges that depend on the area morphology/cluster, the coverage area size, the ser-
vices to be deployed etc. For instance, in some cases point-to-point fiber (p2p) between
the access network equipment and the edge node can be a solution, however in cases
where multiple access network sites are needed, the transition towards beyond p2p
topologies is required. Deployment-oriented challenges are associated with these p2mp
fiber distribution network connections between the radio and baseband resources though,
such as the high-precision synchronization and the strict packet delay requirements [19].
In deployment scenarios where fiber is not an option, wireless fronthaul technologies
need to be considered. In the latter case, on the other hand, wireless fronthaul links
pose their own requirements related to their wireless signal propagation characteristics.
On the other hand, services may pose significant challenges related to coverage and
performance that need to be tackled at network deployment time; for instance, UAV
applications imply spatial coverage in three dimensions.

For services that are not locally restricted to disaster area, it is needed to ensure
continuity outside the boundaries of the niche 5G systems (NPN), which will involve
the interconnection or even tighter interoperability with public ones (e.g. in the form of
networks’ roaming, or even in the form of service migration across networks). In other
cases, for PPDR NPNs that aim to provide also public services in disaster situations,
Multi-Operator Core Network (MOCN) or Shared RAN configurations may need to be
considered. At this point, a policies framework fostering the deployment and operation
of small-scale networks is key.
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5 Conclusions

This paper has provided an overview of key PPDR operational scenarios -namely the
day-to-day operations and the disaster situation- and the relevant service requirements.
These requirements have been used as a basis for the definition of system specifications
of the Int5Gent solution. The solution addressing this vertical is based on a resilient,
automatically deployed network layer that entails the incorporation of edge computing at
the proximity to service area.Edge computing serves for placing the necessary virtualized
network functions –ranging from vBBU, to specific data plane Network Functions,
and further to complete 5G network- and for processing intensive service intelligence
(AI/ML) functions. The solution is completed with a cutting-edge network orchestration
framework, with intelligent service allocation and management capabilities.

To this end, specifications have been nailed down to an experimentation deploy-
ment for testing and evaluation of the PPDR scenarios and drone-based real-time video
streaming services. Future work will focus on evaluating the capabilities of the solution
in a real setup and on identifying the challenges related to the operation of the solution.
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Abstract. The 5G and beyond advancements will impact significantly the evo-
lution of many vertical industries such as the Surveillance and Safety sector. To
this end, the requirements posed by its associated services can be satisfied to a
certain degree by 5G network slicing and by control and user plane separation
-allowing for exploitation of edge computing-, while aspects related to network
deployment resilience and end-to-end service orchestration of infrastructure, net-
work and applications across edge and cloud domains are still under investigation.
The 5G-COMPLETE project focuses on delivering Beyond 5G technology inno-
vations in the edge and orchestration domains (among others), that can support
highly demanding vertical services/applications and relevant use cases such as
Advanced Surveillance; along with holistic 5G deployment paradigms and exper-
imentation deployments for testing and evaluation. This paper discusses the service
and technical requirements and provides an overview of the proposed technologies
and deployment solutions.

Keywords: 5G · Advanced Surveillance Services · Edge computing · Vertical
services · Network orchestration

1 Introduction

5G and beyond networks aim to transform traditional network service provisioning into
the provision of a holistic infrastructure and network services tailored to individual ser-
vice and user requirements. To this end, these networks enable the deployment of various
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services for key vertical industries (smart cities, industry 4.0, automotive, multimedia,
etc.) that traditionally relied on closed, private infrastructures. This paradigm shift relies
on the capability for distributed network deployments across cloud and edge domains.

During the last years, Surveillance Services have gradually evolved from human-
based camera feeds monitoring to Advanced Surveillance (AS) applications [2]; then
from AS applications based on local processing to applications deployable on cloud
infrastructures [3–5]; and lately to distributed applications deployable across cloud and
edge infrastructures [6, 7]. Other enhancements have focused on utilizing advanced
(local) compute frameworks for the deployment of the processing-power-demanding
(parts of) surveillance applications [8]. Overall, Surveillance Services are increasingly
being featuredwith intelligence, following Information andCommunication Technology
(ICT) breakthroughs especially in the fields of cloud and edge computing and service
deployment [9].

However, network service requirements of these applications entail the use of net-
work frameworks beyond traditional centralized networks and the centralized cloud
infrastructures. Delivering these services over 5G network slices spanning across edge
and cloud domains can be considered the next step in this sector. At the same time,
from 5G network perspective 5G advanced aspects such as automation and adoption of
IT advancements can further elevate surveillance services provisioning (such as those
described in [13]). In this landscape, the 5G-PPP 5G-COMPLETE project [1] focuses on
delivering an implementation paradigm for AS service provisioning. This paper aims at
providing an overview of this paradigm to be demonstrated at a field testbed in Athens,
Greece.

This paper is organized as follows: initially, the service and network deployment
requirements and options of AS services are discussed. An overview of the 5G-
COMPLETE deployment paradigm -covering these requirements- and technologies is
presented in the subsequent section. Following these, aspects related to the operational
adoption of such solutions are discussed, while conclusions are drawn at the end.

2 Advanced Surveillance/Physical Security Services’ Requirements

Provisioning of AS to various Service Customer segments (a.k.a. vertical industries)
may include functionalities such as object detection/classification, object tracking, smart
alerting, etc. Such services are especially relevant for vertical industries operating dis-
tributed, possibly unattended sites such as network sites, energy utilities sites etc., as well
as for Industry 4.0 monitoring operations, for smart cities and state services providing
public safety services, etc.

To render a solution attractive to the stakeholders, a long list of requirements shall
be met. Such requirements refer to [11]:

• Usability including ease of installation/operation,
• Fast service deployment including
• Scalability
• Interoperability with various camera vendor models (e.g., wired and wireless, bullet
and PTZ (Pan Tilt Zoom), indoor and outdoor cameras supported),
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• Application functionalities including: 24 h × 7 days monitoring, visualization of in
various ways of versatile information (e.g. sites’ info over maps, snapshots/videos
per site and per camera, statistics, playback, live streaming, camera configuration),
automated storage in secure backend infrastructure, smart alerting, including enhanced
notifications voice announcements, etc.

• Cost referring to low-cost deployment and operation; i.e. reuse of existing cameras,
without additional hardware at site and associated support costs, reduced need for
human resources for monitoring purposes, etc.,

On the other hand, specific functionalities/features pose highly demanding perfor-
mance requirements. Such functionalities are:

• Object detection, classification and smart tracking; the list of objects (e.g., vehicles,
humans) to be detected/tracked must be customized by the end-user and can be quite
large.

• Synchronization of multiple cameras’ and devices, considering cases in which a cam-
era’s movement needs to be triggered not only by information generated from its own
feeds’ processing (motion or object detection events), but also by external sources
e.g., by a signal sent by an activity detector, another camera etc.

Such application functionalities require high availability, low latency for the actu-
ation part of the service, and adequate user data rates for the relevant camera streams.
Deploying such services at scale can pose highly demanding Key Performance Indicator
(KPI) targets for the network deployment.

Currently, commercial surveillance/physical security solutions are mainly based on
closed platforms (to support live streaming, video/snapshots storage, line/area crossing,
remote configuration, cloud storage, etc.), followed by limitations for instance in terms
of local processing (camera or site-level), flexibility in service provisioning, scalability
in terms of number of cameras, maintenance and support overhead. From a network
perspective, solutions rely on local private networks and utilization of own storage/
cloud infrastructure. Latter deployments incur high Total Cost of Ownership (TCO)
related to the purchase cost of the equipment and the operational cost of the network
and compute infrastructure. 5G technologies incorporating network slicing and edge
capabilities may address well such use cases.

3 5G-COMPLETE Technologies and Proposed Deployment

3.1 5G-COMPLETE Overview

5G-COMPLETE builds upon a well-defined layered architecture integrating novel net-
working and compute blocks, forming a common heterogeneous infrastructure where
service-driven slice management can facilitate realistic deployment options [10, 14].
In particular, 5G-COMPLETE focuses on delivering novel physical and software tech-
nological blocks at network and compute domains for the on-demand deployment of
services [11], exploiting:
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• Beyond 5G wireless transport technologies, such as Software Defined Networking
(SDN)-enabled millimeter Wave (mmWave) nodes for resilient point-to multipoint
(P2MP) edge networking, and wideband sub-THz (sub-Tera Hertz) nodes featuring
multi-core parallel processing baseband architectures.

• Various 3GPP network layer deployment options including centralized public 5G
networks, distributed 5G networks and NPNs (non-Public-Networks), Disaggregated
Radio Access Node (RAN) structures etc.

These are complemented with a compute domain based on powerful Mobile Edge
Computing (MEC) platforms addressing the need for multiple virtualization frameworks
(VMs, containers and unikernels) on a single edge resource pool, security and advanced
processing capabilities at the edge. The Edge and Cloud domains will be reachable
through 5G network connectivity offering 3GPP-compliant performance guarantees.
For services such as ultra-reliable low latency communications (URLLC) or critical
Machine-Type Communication (mMTC), with very low latency and high reliability
requirements, deployment may span across these domains.

On top of these, 5G-COMPLETE solution includes a multi-layer, cross-domain net-
work management and orchestration (MANO) layer that can functionally deploy the
innovations of its technological blocks and perform their life-cycle-management (LCM),
enabling the service-driven slice management in realistic deployment options [12]. 5G-
COMPLETE multi-layer MANO layer is also designed with the aim of supporting the
dynamic provisioning, configuration, and automation of virtualized vertical services for
the service customers in tailored end-to-end 5G Network Slices, and is based on ETSI
MANO OSM (Open Source MANO [15]).

3.2 5G-COMPLETE Deployment for Advanced Surveillance Services

Based on this set of technologies, 5G-COMPLETE aims to deliver a paradigm for
the support of AS services and their lifecycle management [11]. The 5G-COMPLETE
deployment is presented in Fig. 1. The proposed solution will include a multi-domain
deployment consisting of distinct Edge and Cloud compute domains providing:

• Advanced infrastructure security at Edge Cloud deployment (e.g. trusted boot and
secure execution for Workloads) [10] addressing the user requirement for high
security.

• Diversification in terms of resources selection and capabilities, by exposing Hardware
Acceleration (HA) functions for the AS service workloads that need low processing
delay and low end-to-end network latency.

For the cases of (remote or urban) sites lacking fiber deployment, wireless transport
network technologies are considered for the transport network domain. Considering
also the service/business requirements for maximizing performance, availability and
resilience these will be addressed by the following 5G-COMPLETE technologies:

• High capacity, self-organizing, resilient mmWave mesh architectures, based on
Software Defined Networking (SDN)-enabled mmWave nodes.
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• High capacity, SDN-enabled THz nodes.

These domains are orchestrated by an Orchestration framework that is capable of:

• Collecting and processing the network topology as well as the capabilities and
characteristics of the multiple compute domains.

• (Co-)Provisioning themmWave transport network resources on-demand,with specific
QoS characteristics reflecting the slice requirements and taking into consideration the
actual placement of service components (SCs) that have to be interconnected.

• (Co-)Provisioning connectivity over the THz link.
• Performing service lifecyclemanagement across themultiple application and network
service provisioning layers.

In addition, it shall be possible from the 5G-COMPLETE orchestration layer to
interoperate with the 5G core (5GC) in order to define and provision the 5G network
slice characteristics.

In the context of 5G-COMPLETE, an AS application [16] will be used to offer
advanced functionalities on top of commodity Pan-Tilt-Zoom cameras and sensors. The
application comprises various surveillance-related functionalities including:

• Functionalities such asArtificial Intelligence (AI)-basedSmart Tracking requiring low
end-to-end latency (including low network latency and fast processing) for real-time
video processing and camera motion/zoom control so that it continuously monitors
the target object, as well as high availability;

• Functionalities such as non-Real Time Processing (e.g. storage of captures, offline
object detection/ classification, visualization, statistics generation, etc.), which might
have high storage and processing requirements but lower latency requirements.

The application will be packaged in two chainable Service Components (SCs).
One SC (SC1) is the Fast Video Processing component, comprising the performance-
critical functionalities, and a second (SC2) is the non-Real Time Processing component,
comprising functionalities with lower performance requirements.

The 5G-COMPLETE deployment will enable:

a. Vertical Service On-boarding: The vertical service will be on-boarded using the
vertical service blueprint that describes the service (i.e. the service components,
their attributes and high-level requirements).

b. Application Placement based on a Placement Service thatwill compute the optimized
network paths for providing the necessary connectivity along with an optimal place-
ment of the service components at the available compute resources (Network Func-
tion Virtualization Infrastructure (NFVI) Layer); matching the service requirements
with the resources and capabilities. The suitable hardware resources and virtualized
framework will be selected.

c. Transport Network (TN) Slice management (given a 5G network deployment): The
Placement Service will also take care of the actual provisioning of the TN resources
of the mmWave and the THz links.
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Fig. 1. 5G-COMPLETE, experimentation deployment for surveillance services.

4 Conclusions

Following the evolution in the field of surveillance services over the latest years in terms
of application functionalities as well as in terms of deployment options on compute
infrastructures this paper has focused on the exploitation of 5G and beyond deployments
for the support of Advanced Surveillance services. To this end, the deployment paradigm
of 5G-COMPLETE project tailored to AS services has been presented.

The 5G-COMPLETE solution is based on a resilient, self-optimized transport net-
work layer complementing an existing 5G network deployment in areas lacking fiber
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deployment, and entails the incorporation of edge and cloud computing for the deploy-
ment of AS services components. Edge computing serves for placing the necessary
application functionalities that are latency critical and processing intensive (e.g. AI-
based functions), while the cloud resources can be used for storage demanding applica-
tion functionalities/ components. The solution allows for service lifecycle management
based on an application and network orchestration framework. Future work will focus
on evaluating the capabilities of the 5G-COMPLETE solution in a real setup.
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Abstract. Innovative 5G orchestration architectures so far, have been mainly
designed and optimized for Quality of Service (QoS), but are not aware of Quality
of Experience (QoE). This makes intent recognition and End-to-End interpretabil-
ity an inherited problem for orchestration systems, leading to possible creation of
ineffective control policies. In this paper, anAI-driven intent-based networking for
autonomous robots is proposed and demonstrated through the 5G-ERA project.
In particular, to map an intent from individual vertical action to a global OSM
control policy, a workflow of four tools is proposed: i) Action Sequence Gen-
eration, ii) Network Intent Estimation, iii) Resource Usage Forecasting, and iv)
OSMControl Policy Generation. All of these tools are described in the paper with
specific function descriptions, inputs, outputs and the semantic models/Machine
Learning tools that have been used. Finally, the paper presents the developed
intent-based dashboard for the visualization of the tools’ outputs, whilst taking
QoE into consideration.

Keywords: 5G · Intent-based networking · Enhanced robot autonomy ·
5G-ERA ·Machine learning · Semantic models · Autonomous robots

1 Introduction

5G technology has received a significant interest from the scientific and industrial com-
munity in the last decade. The advantages of the 5G technology are especially attractive
for a variety of sectors, such as the robotics industry. Currently, innovative 5G orchestra-
tion architectures have been mainly designed for service delivery [1–3] without vertical-
specific knowledge. Information models are the basis of the architectures on managing
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the life cycle of the services and resources [3, 4]. Those models are largely based on
the concept of Anaemic Domain Models [5] optimized for creating, reading, updating,
and deleting (CRUD) services in a procedural style. As a result, implicit intents of the
services are not really taken into consideration in the approach hence, orchestrators are
optimized only for Quality of Service (QoS) without takingQuality of Experience (QoE)
into consideration. This makes intent recognition and End-to-End (E2E) interpretabil-
ity an inherited problem for orchestration systems, leading to the possible creation of
ineffective control policies [6]. This issue has been partially addressed in some existing
5G vertical applications by limiting the number of technology stacks. However, robotic
verticals normally require components from multiple vendors with multiple technology
stacks [7–10]. 5G experimental facilities need a solution thatmaintains intent recognition
and maps the user requirement into measurable network KPIs when multiple technology
stacks are involved.

In this paper, AI-driven intent-based networking, from the semantic models and
machine learning tools to the visualization dashboard, for 5G enhanced robot autonomy
is presented. The intent-based networking is to capture users’ (vertical customers) intent
and to align continuously the E2E networking to the recognized intents. It aims to
improve QoE for 5G-based autonomous robots. 5G robotic applications have received
considerable attention in recent years. While most of the research has been focused
on closed-loop control; the effectiveness of this approach alone is questionable in the
robotics community as it overlooks a key experience of autonomous robots - the need for
robot autonomy, particularly, in real-world robotic applications. By shifting knowledge
and learning from individual robots to the edges and the central cloud, 5G is able to
establish connected robotic intelligence, and subsequently realize and enhance robot
autonomy with the connected intelligence.

2 Concept of Intent-Based Networking for Autonomous Robots

The aim of the intent-based networking for autonomous robots is to optimize the QoE
of 5G orchestrators for vertical applications. For optimized experience on individual
5G-based autonomous robots, 5G needs to specify and optimally allocate resources
required by the connected intelligence. The intent-based networking predicts the need
for intelligence from the intents and specifies policy on individual applications to deliver
management, topology, placement, and resource optimization within 5G and cloud envi-
ronments. The autonomous use cases under the connected intelligence require computing
and storage to be shifted dynamically and repeatedly among robots, edges, and the central
cloud. Partial information will be replicated among Network Services (NSs) deployed
in different locations. To tailor NSs under the intent-based networking, different con-
figurations of Virtual Network Functions (VNFs) and slices are required [11–13]. The
creation of slices, at the level of complexity of the use cases, is still problematic for
exiting testbeds. 5G experimental facilities need to be adapted towards cloud-native
approach for efficient service delivery on the enhanced robot autonomy. Meanwhile, the
intent-based networking also enhances the existing NSs using cloud native approach,
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with respect to the scalability, availability and feature velocity of the NSs as expected by
autonomous robots. Therefore, the development of the intent-based networking fills the
gaps between existing 5G product vision and cloud native deployment required by the
robot autonomy enhancement. Overall, the development of intent-based networking for
autonomous robots reveals how operational processes of essential robotic capabilities
can be integrated into a rich domain model on supporting advanced orchestration.

In this paper vertical specific QoE models will be identified as the basis of con-
texts for service interoperability and service topology. The patterns and contexts will
be realized life cycle management. The contexts enable patterns to be tangible in their
specific sub-domains for further verification. The innovation leads to an automated and
interpretable mechanism for deriving the placement of network functions, order of com-
ponent instantiation. The innovation paves the way for application-driven approaches
toward automatic configuration on testbeds usingMachine Learning (ML) and Artificial
Intelligence (AI). The concept also led to a cloud native service delivery underMicroser-
vices architecture. Computing would be shifted among the robots, Multi-Access Edge
Computing (MECs) and the central cloud under connected intelligence. The models will
be optimized forMEC and central cloud for NSs’ synchronization with data consistency.
The conceptual design illustrated in the following sections enables the composition a
distributed application from separately deployable services as required by Edgy DevOps
[6] The innovation enables NetApps and Orchestrators to access the robotic resources by
translating QoS of VNFs (instantiation, scaling, updating and termination) to efficient
robot control policy.

3 Semantic Models and Machine Learning Tools

To achieve the QoE oriented networking for 5G-based autonomous robots, a set of
semantic models and Machine Learning tools were developed. By design, each tool can
fulfill a function independently with inputs from other functions, and in the meanwhile,
all the functions are linked together as a loop to continuously align the network man-
agement with the identified behaviors of 5G enhanced robots. In particular, to map an
intent from individual vertical action to a global Open-Source MANO (OSM) control
policy, we propose a workflow with the following four tools, illustrated in Fig. 1. With
the designed workflow, the network management and orchestration can be extended to
stay aligned with the actions of robots, which enhances their capability, and facilitates
the autonomous robots to carry out different vertical-specific tasks.
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Fig. 1. AI-driven intent-based management workflow with the semantic and ML tools.

3.1 Action Sequence Generation

The semantic tool Action Sequence Generation maps the intent of a given task (e.g., go-
to-kitchen) under the vertical application to a sequence of robot actions. This is learned
from historical data, and integrates domain knowledge. The results are stored in a knowl-
edge base. High level unstructured task requirement from users will be translated into
specific and structured requirement of tangible actions. The actions can be retrieved from
predefined containers or physical functions for instantiation, scaling and management.
They lead to a scalable approach that translates vertical intent on capabilities into a net-
work intent on resources. The vertical intents are defined in the semantic model based
on “How do we store the intent within semantic model?”. A task table is prepared in the
Semantic Knowledge Base (KB) to hold the intent selected by domain driven design. It
records:

1. The robots, which are running for a particular task/intent.
2. The time at which they were assigned to the intent.
3. The status of the execution of the intent.
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Table 1. Semantic interpretation of robot tasks

Semantic tool: action sequence generation

Function description Predicting potential actions involved in a pre-defined task

Inputs From end users:
Name of the task
Outputs of ML Tool: OSM Control Policy Generation
Approval or Rejection of the task
Feedback from OSM policy, in case it is rejected
From Semantic Knowledge Base:
Historical information of actions (successful rate, quality of experience,
and blocked experience)
Historical information of actors (Robot, Cloud, or Edge) and NetApps
(placement of the containers, availability of the slices, completion of the
actions)

Outputs Expected action sequence for completing the task. Corresponding actor
for the actions

Methods State Based Decision Process & Experience Blocking Index

3.2 Network Intent Estimation

The function Network Intent Estimation is implemented with both semantic and ML
tools. They aim to learn the mapping between the identified robot actions and the
demanded network resources in a local site. Every provided robotic service has its own
QoS requirements with respect to its purpose and implementation. The QoS demands
may differ based on the placement location of this service even based on the requester.
The semantic tool will look up the pre-defined static mappings and probabilistic distri-
butions of the actions. The ML tool will learn new mappings from the existing ones. A
basic description of the toolbox interface is provided in Table 2.

Methods Description: The semantic and machine learning tool performs individual
resource planning through two independent mechanisms.

Static Mapping: The default variant based on deterministic table lookup according to
pre-defined information in the KB with respect to the requested service and actor. The
mean value for each metric part is used in case of multiple records or historical data
available.

Forecasted QoS: This method exploits multiple records for each service with respect to
the timeline order of these records (time-series), their seasonality, influence of holidays
and forecast uncertainty.
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Table 2. Description of the tool for mapping intent to resource usage

Semantic & machine learning tools: mapping intent to resource usage

Function description Translate expected action sequence into expected QoS and placement of
the Kubernetes-based VNF (KNF)

Inputs Action sequence from Tool 1
Actors from Tool 1
Table of QoS expectation per action stored in KB
Historical data about real measured requirements by Actors/Services
(optional)

Outputs Placement of the KNFs/VNFs and expected resources per network
function for an individual robot

Methods Deterministic table lookup based on pre-defined information in KB
Forecasted QoS based on pre-defined information in KB and historical
data

3.3 Resource Usage Forecasting

The ML tool Resource Usage Forecasting analyses resource usage of a VNF/KNF asso-
ciated with the robot. It will forecast the confidence of achieving the network intent in
the near future. The basic function and technical details of the tool are summarized as
the table below:

Table 3. Resource usage forecasting description

Machine learning tool: resource usage forecasting

Function description Analyze the historical resource usage, traffic load and other related
telemetry, to forecast the future resource usage, and thus estimate the
confidence of satisfying the intent, i.e., the allocated resource

Inputs Intents: a set of numbers, e.g., allocated resources (CPU/memory
usage) and required latency and throughput
Time series data about traffic load and other related telemetry, e.g.,
channel quality etc
Time series data about CPU usage etc

Outputs Probabilistic distribution (confidence) that the intents can still be
satisfied in the near future

Methods Probabilistic models with uncertainty estimation

3.4 OSM Control Policy Generation

The ML tool OSM Control Policy Generation learns an OSM control policy. It makes
decisions to accept/reject resource allocation plan or trigger a replanning request. Please
refer to the following table for the technical details of the tool:
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Table 4. OSM control policy generation description.

Machine learning tool: OSM control policy generation

Function description Analyze the historical data of the infrastructure to predict its behavior
according to the predicted resource usage. Estimate the deployment
feasibility to accept or reject the resource allocation plan

Inputs Resource usage estimation
Resource availability prediction
Infrastructure-level resource usage/availability (historical data)

Outputs OSM input: Accepted resource allocation plan
Tool 1 input: new resource allocation suggestion (rejected resource
allocation plan - replanning)

Methods AI-algorithms (Q-learning, clustering, etc.)

4 Intent-Based Visualization Tools

An Intent-based, front-end Dashboard (IBD) has been developed to enable the use of
the Semantic &Machine Learning (ML) tools, described in the previous section, for the
better resource management of the network. Although each robot vendor might have an
existing User Interface (UI) in order to control and communicate with their robots, there
is no UI for the 5G-ERA’s unique ML tool for resource usage prediction based on the
user’s intent and providing better performance, Quality of Service (QoS) and Quality
of Experience by the dynamic control of the network resources. Network orchestrators,
such as Open-Source MANO (OSM) usually have their own dashboard however, that
dashboard only shows the network’s resources hence, the results of the ML tool can’t
be integrated onto that interface.

IBDdevelopment can be separated into twoparts, the back-end and the front-end. The
back-end, responsible to communicate with the database to obtain and format the data
was developed using.NET CORE [14] 3.1 framework and C#. The main purpose of the
back-end is to connect to the database through an Application Programming Interface
(API) and obtain the required data. Once the data is obtained from the database, the
format that the data must have to be pushed to the front-end is also edited by the back-
end. Additionally, the back-end is responsible to connect to the SQL server that has all
the user login information with assigned access levels and site access. The main idea is
that specific users will have different access levels, i.e., one user can only be an observer
and another user can have higher authorization levels with full access to the IBD. The
front-end was developed using HTML, CSS JavaScript, and jQuery technologies. The
front-end is responsible to obtain the formatted data from the back-end and present them
in a specific format/way e.g., a graphical representation of the data.

4.1 Intent-Based Dashboard Architecture

The general architecture of the IBD is based on the standard Model-View-Controller
(MVC) approach. The actual architecture of the IBD is shown in Fig. 2 below. In this
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implementation, another component is introduced, the business logic that is responsible
to communicate with the database’s API and obtain the required data.

Fig. 2. IBD architecture and connectivity to the database.

4.2 Functionalities

Through the developed IBD users have their own login details to be used on the login
page (Fig. 3) and each user will have his/her own access rights, specific use case (UC),
and access to specific controls and these will be stored along with the user’s login details.
Each user can save their own customization formats and see data from the specific use
case they are involved. Other than the authorization levels and direct link of an account
with a specific UC, the developed IBD is capable of some visual customizations from
the user such as the light or dark mode as well as the choice of changing the background
colors. In terms of login security, the authentication security system from.NET Core
framework (Microsoft) was used.

IBD is divided into four sections highlighting the four stages of the semantic &
ML tools described in the previous section. Other than just the 4-sections, IBD has a
navigation pane on the left. Although IBD was not intended to replace the proprietary
HMIs of the UC executors and the robot users, based on the obtained UC requirements,
it was proposed that such privileges would be very useful in the execution of the trials
(Fig. 4). In terms of security, the same level of security implemented for the IBD login,
will be valid for the HMI too.
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Fig. 3. Login page.

Fig. 4. Portal from the IBD to a vendors’ web-based HMI.

5 Conclusions

In this paper, the semantic models and the machine learning tools for 5G enhanced robot
autonomy were presented. The tools, orchestrating the diverse resources to align with
intents of the autonomous robots, are sequentially connected into a loop, including: the
semantic tool Action Sequence Generation that maps the intent of a given task under the
vertical application to a sequence of robot actions, the tool Net-work Intent Estimation
which is responsible for the mapping, and the ML tool Resource Usage Forecasting that
analyses resource usage of a VNF/KNF associated with the robot, as well as the tool
OSM Control Policy Generation to estimate the deployment feasibility of a resource
allocation plan. Additionally, the IBD development was presented and its separation
into two parts, the back-end and the front-end, was described.
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Abstract. The multiple capabilities offered by the 5G network have sig-
nificantly accelerated the expansion of the service portfolio of telecom-
munication operators. The future mobile network is expected to elevate
these possibilities to an even higher level. Enormous data rate, near-to-
zero latency and huge density of devices will allow for building robust
and innovative ecosystems providing specialized services to the vertical
industries. Moreover, the progress in network expansion towards the edge
has facilitated the provisioning of services with stringent requirements
much closer to the interested parties. One of such demanding field of
services, which is recently gaining much economic significance, is Preci-
sion Agriculture (PA). The goal of the paper is to present and assess the
possibility of application of 5G and next-generation mobile networks to
facilitate PA use cases. After the requirements assessment and 5G net-
work capabilities analysis, the assignment of currently defined slice types
and 5G Quality Indicators (5QIs) to the typical PA services is proposed.
Moreover, the readiness of the 5G network as well as missing features
with regards to PA are identified and addressed to 5G-Advanced and
future 6G mobile networks.

Keywords: 5G · 6G · Precision agriculture · Smart agriculture ·
Vertical services · Network slicing · UAV · V2X · MIoT · URLLC ·
eMBB · Augmented Reality · mMTC · HMTC · Sensors · MEC

1 Introduction

The 5G System (5GS), since its very first vision formulated by the International
Telecommunication Union (ITU) [1], has been expected to introduce massive
benefits to wireless communication-based services. One of the main targets of the
new mobile generation was to provide one common solution that could address
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stringent and robust requirements of different vertical sectors. Several innova-
tive mechanisms have been proposed by the Standards Developing Organizations
(SDOs), with the most notable and revolutionary concept of network slicing –
splitting a mobile network into a federation of several ones, each architecturally
adapted to support a specific service. So far, five Slice/Service Type (SST)
categories have been defined, each targeting a specific range of services cha-
racterised by common priority requirements, namely, Enhanced Mobile Broad-
band (eMBB), Ultra-Reliable Low-Latency Communication (URLLC), Massive
Internet of Things (MIoT), Vehicle to Everything (V2X) and High-Performance
Machine-Type Communications (HMTC) [2]. Additionally, the mechanisms that
allow for data processing at the edge of the network have also been devised. The
ETSI Multi-access Edge Computing (MEC) platform [3], integrated with the
networks slicing-enabled 5GS, opens up a plethora of new possibilities regar-
ding local-level provisioning of the low-latency and high-bandwidth services.
This trend is expected to be further enhanced by the introduction of the 6G
System (6GS) featuring near-to-zero latencies, Tbps data rates and advanced
mechanisms supporting even the most demanding use cases.

One of the relatively new fields of application of 5G-based communication –
important in the context of the continuous improvement of the efficiency of
food production with minimization of its environmental footprint – is Precision
Agriculture (PA). Its main goal is to utilize high-end technologies, including
wireless communication, as well as control loop-based systems to optimize agri-
cultural processes, e.g. by avoiding excessive fertilization or pest management
and optimizing the agrotechnical treatments, thus contributing to sustainable
use of natural resources and limiting the natural environment contamination.

The goal of the paper is to outline the application of the 5G and future mobile
communication technologies in the field of PA emphasising demands heterogene-
ity – so far poorly recognized in the telecommunications sector – and a need to
integrate multiple communication approaches to enable implementation of effi-
cient End-to-End (E2E) systems. The paper is structured as follows. In Sect. 2,
the specificity of the PA sector is presented. Section 3 describes the work related
to the 5G advancements relevant to this sector. In Sect. 4, the characteristics of
the PA processes and related data exchange are outlined. Section 5 is devoted
to the 5GS applicability to PA and identification of gaps. Section 6 concludes
the paper.

2 Specificity of the Sector of Precision Agriculture

PA is a relatively new trend in the field of agricultural science and practice,
proposed at the beginning of the 1990s, which is based on the computer-aided
process of planning, conducting and analyzing the efficiency of plant production.
However, the fundamental paradigm of PA is relinquishing from treating the field
as a uniform area in terms of properties, and therefore also subjected to agrotech-
nical treatments in a uniform manner, in favor of observing and measuring the
spatial variability – with high resolution and accuracy of the order of single
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centimeters – of the properties of arable land (e.g. soil type, its abundance, reac-
tion, the influence of the neighbourhood, terrain slope and its exposure, water
conditions, microclimate, etc.), the occurrence of phenomena (e.g. properties of
cultivated plants, their yield, presence of pests, damage due to violent weather
conditions or caused by wildlife, etc.) and then adjusting the local point response
to this variability. Consequently, e.g. the sowing rate can be adjusted locally to
the soil properties, fertilizers’ doses – to the nutritional requirements of plants,
and pesticides’ doses – to the local scale of infection or infestation [4]. PA is ena-
bled primarily by the proliferation of Geographic Information Systems (GISs)
and Global Navigation Satellite Systems (GNSSs), but also by the development
of electronics (in particular, agriculture parameters metrology and ubiquity of
embedded microprocessor systems), mechatronics, Artificial Intelligence (AI),
and wireless data transmission technology to ensure continuous communication
within the entire technical system of PA, thanks to which the spatial conditioning
of agriculture and its processes is not an acute challenge.

PA is not an artificially sophisticated concept, but has strong economic, legal
and social conditions and its development and implementation are motivated by
an increase in: (i) efficiency of using the means of production in agriculture (10%
fuel savings, even 85% pesticides’ reduction [5]), (ii) yield, with a simultaneous
reduction of production costs (100–300 EUR per hectare [6]), (iii) productivity
of people and equipment (20–30% work time savings [6]), (iv) sustainability
of the cultivation system by adjusting the treatments or dose of the means of
production to the microhabitat, (v) quality of agricultural produce, and (vi)
environmental protection by avoiding the unnecessary or excessive application
of fertilizers or pesticides. It is worth a mention that in the European Union,
agriculture is under strong regulatory and legal pressure, e.g. control of the use
of fertilizers [7] and pesticides [8]. In addition, the production of the chemical
industry for agriculture is extremely energy-intensive. Therefore, in the current
situation in geopolitics and the global energy carriers market, more efficient use
of agricultural inputs and filling gaps in the supply of food and fertilizers from
outside the European Union will be of vital importance for food security. These
factors imply a rapid growth of the PA significance in the coming years.

Apart from plant production, the concept of PA may also apply (with appro-
priate modifications) to livestock production, forest management, and even fish
farms [9]. Sometimes, the term Smart Agriculture (or “Agriculture 4.0”), in
which the emphasis is on the rapid exchange of completely digitized information
at all stages of agricultural production and also with external partners, as well
as on advanced decision support by cloud-based expert systems, is presented as
the next stage of the technological revolution in agriculture after PA. In this
paper, both stages will be considered together.

3 Related Work

The early visions of 5GS by ITU identified three fundamental usage scena-
rios: eMBB, Massive Machine Type Communications (mMTC), and URLLC –
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further commonly followed by the industry [1]. However, among the example
applications, agriculture is not indicated, although previously listed as one of the
fields of Internet of Things (IoT). The majority of scientific efforts and papers
on the borderland of telecommunications and PA, share that vision and asso-
ciate the PA needs and applications with “low-end” sensoric IoT, i.e. mMTC.
Works beyond this approach are rare. The automated radio network planning
framework for nomadic 5G campus networks, which optimizes the base station
downlink (DL) coverage, is presented [10] for several receiver altitudes (0.1–1.5–
3.5 m) relevant in an agricultural scenario. A platform of drones [11] constituted
a flying ad hoc 5G network and provides acquisition of data from the agricul-
tural IoT sensors located in rural areas with poor coverage. The drones can also
be equipped with cameras and sensors for remote crop inspection. An iterative
optimization method [12] to find the optimal drone’s altitude and location, the
antenna beamwidth, and the variable power and block length allocated to each
robot inside the circular cell to minimize the average overall decoding error has
been proposed for drone-assisted relay systems supporting the URLLC services
for agricultural robots. In [13], the system for a big dairy farm (1000 cows), con-
sisting of drones with cameras and 5G connectivity, the image recognition-based
system for Real-Time (RT) individual dairy cow monitoring, behavior analysis
and feeding, is presented. An electronic fence with 5G-connected cameras and
image recognition is proposed for RT detection of unauthorized persons’ access
for reduction of damages and thefts on farms [14].

Within the EU Horizon program, there are several projects to deal with the
PA needs. The IoF2020 project [15] has demonstrated the applications of IoT
technologies in 19 agriculture use-cases around five trials (arable, dairy, fruits,
meat and vegetables) in an operational farm environment all over Europe, but
the connectivity for trials was provided with Radio Access Technology (RAT)
types as LoRa and 3G/4G mobile network. The 5G-HEART project [16] deploys
digital use cases involving healthcare, transport and aquaculture, i.a. (i) high
bandwidth in-vehicle situational awareness and see-through for platooning based
on bidirectional 80 Mbps Vehicle to Vehicle (V2V) connectivity with 99.99999%
reliability, 5 ms latency, and 100 signalling messages per second; (ii) tele-operated
driving based on 20 Mbps/20 ms connectivity; and (iii) remote monitoring of
water and fish quality in aquaculture using eMBB, URLLC, and mMTC service
slices for aquaculture remote health, sensoric and camera data monitoring as
well as automation and actuation functionalities. The 5GENESIS project has
shown the exemplary implementation of an agricultural use case, in which a
5G-connected camera in a drone or autonomous robot was feeding the image
recognition system with crop images for weed detection and application of her-
bicide by a robot [17]. The 5G!Drones project [18] demonstrates an integrated
ecosystem of aviation (drone control and traffic management) and telecommuni-
cations in a number of scenarios, i.a. infrastructure inspection, drone-enhanced
IoT data collection and connectivity extension by a flying nomadic 5G base sta-
tion. It is worth a mention that there is growing awareness in the EU bodies that
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the transformative 5G solutions in agriculture should go beyond the IoT area [19]
and include Augmented Reality (AR), RT automation and remote operation.

The mobile network SDOs present different approaches. The 3rd Genera-
tion Partnership Project (3GPP) has not decided to separate the agricultural
sector, in opposite to e.g. unmanned aviation or automotive sectors, but the
general service requirements for 5GS [20] should be mapped on the PA needs.
The most demanding PA use cases may be additionally addressed in the field of
cyber-physical control applications in vertical domains [21] and video, imaging
and audio for professional applications [22], both commonly classified by 3GPP
as “Industrial IoT” supported by New Radio (NR), i.e. 5G RAT. The most
important gap in the 5GS is related to location accuracy (30 cm precision/1 s
latency, still far insufficient). The GSM Alliance (GSMA) presented the “Future
of farming” case study in PA as the field of IoT, promoting 4G NB-IoT RAT
(featuring low data rates and high latency) [23]. They also present the later case
study, in which the image data captured by the on-board cameras are sent from
the autonomous agriculture robot to a cloud-based edge computing server via a
5G connection for AI-based weed recognition preceding the selective application
of herbicide. The decision cycle duration was ∼250 ms, where the transmission
took 20–25 ms and the peak upload data rate was 120 Mbps [24].

In summary, it can be concluded that in the field of telecommunications,
there is no comprehensive, sectoral approach to PA to allow the identification
and dimensioning of its needs, as well as preparing network operators to the
provisioning of services, and the scattered approach obscures the picture. More-
over, many of the mechanisms that have already been proposed by SDOs and are
direly needed in the field of PA have not been implemented yet in carrier-grade
networks [25], which is another obstacle for creating E2E, 5G-based Precision
Agriculture Support System (PASS).

4 Characteristics of Processes, Touchpoints and Data
Exchange in Precision Agriculture

The system of PA is related to a production process in which actions must be
taken in response to numerous factors of varying variability in time and space.
While soil properties change over a very long period of time, other phenomena,
e.g. the nutritional status and hydration of plants, and especially the occur-
rence of an infestation with a pathogen, may require a very quick response.
Additionally, the possibility of a reaction may depend on external factors (e.g.
suitable weather, soil moisture, time of day, temporary legal limitations) and the
availability of resources (e.g. personnel, farming machinery, production means).
Moreover, in agriculture, there is a strong spatial condition related to the struc-
ture of the farm’s land (concentrated or highly dispersed). Therefore, logistics
will also affect the limitations of possible reaction scenarios.

PASS can be described by the classic model Monitor-Analyse-Plan-Execute
based on Knowledge (MAPE-K) [26] (cf. Fig. 1) with highly spatially dispersed
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and diverse touchpoints, i.e. sources of process monitoring information and effec-
tors used to influence the process. As PA acts within various perspectives (multi-
year, growing season, the life cycle of the cultivated plant and RT), there will
also be many management levels with individual MAPE-K loops, but based on a
common knowledge module integrated with GIS, covering the spatially described
current situation and history of land and crops, including the history of agrotech-
nical treatments, as well as models of analytics, inferences, solutions and execu-
tion orchestration, the goals of all time perspectives and the rules of arbitration
between them. The data produced by lower level (short-term) MAPE-K loops
will also feed the higher level (longer-term) ones.

Managed system

Monitor

Analyze Plan

ExecuteKnowledge

Touchpoints

Change 
request Change 

plan
Symptom

Fig. 1. IBM MAPE-K autonomous management loop (based on [26])

The basic requirement of PASS with regard to the responsiveness of the com-
munication layer will therefore be that the communication between the MAPE-K
chain and the touchpoints must not noticeably slow down, lengthen or stop
MAPE-K processes at the level of their individual time scale, or force their rear-
rangement or additional logistic operations (e.g. passings, transits, etc.). Hence,
the general principle is to avoid as much as possible manual data exchange, e.g.
transferring data via USB memory, and to provide on-line connectivity for all
elements of PASS.

The characteristics of the PA touchpoints and their data exchange are essen-
tial for determining the service requirements for the communication layer imple-
mented by the mobile network. The use cases described below may refer to
objects that are stationary or provide geospatially-stamped data (“on-the-go”
acquisition). The majority of the PA equipment exposes the data after the end
of the acquisition session (burst-like exchange of the acquired data files). Suc-
cessive transmission of agricultural measurement data from PA objects is rather
not used nowadays, but there are also cases of continuous transmission (RT
processes, multimedia streaming).

UC1 Position Sensing: As the typical Global Navigation Satellite System
(GNSS) accuracy of several meters is inadequate, the positioning correction has
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to be applied. The most commonly used is the Real-Time Kinematic (RTK) tech-
nology providing the accuracy of less than 3 cm. The typical maximum position
readout frequency of GNSS receivers 10 Hz, which corresponds to ∼13.9 cm spots
spacing at 5 km/h. RTK enables RT position correction based on the information
from the RTK reference station over the IP network using the RTCM SC-104
or CMR/CMR+ protocols. The required data rate typically ranges from 150 to
2400 bps.

UC2 Soil Properties Mapping: The class includes measurements of electri-
cal conductivity (used to assess salinity, soil grain size and type, the depth of
rock or hardly permeable layers and groundwater), reaction [pH], organic carbon
content, and compactness (mechanical measurement, “stop-and-go” approach).
Their common feature is the spot measurement of certain soil properties directly
in the field with spot coordinates tagging. The typical time intervals between
measurements are 1–25 s, so the approximate distances between measurement
spots are 1.4–34.7 m at 5 km/h. There are also machines for automated collection
of soil samples for laboratory analysis, but since the samples need to be unloaded
on the farm, the spots information data transfer may also be performed there.

UC3 Contactless Evaluation of Soil and Crop Properties: The evaluation
utilizes the image spectral analysis in the range of visible light (350–700 nm) and
mainly near infrared (IR) (700–1000 nm, less often 700–2500 nm) resulting from
the reflection of solar radiation (passive) or forced one (active). Depending on
the shape of the spectral characteristics (so-called “signature”), it is possible to
find the presence of a healthy plant, a dying plant, a dead plant, heavy and light
mineral soil or peat soil within the image area, e.g. a pixel. The spectral analysis
is based in particular on the observed phenomenon of a sharp change in reflection
at the border of the red and near IR range (“red edge”) characteristics of healthy
plants. Spectral signatures will be specific for the plant species and the stage of
their vegetation period, but the red edge effect always occurs. It is also possible
to use thermography (9–14 µm) or the Light Detection and Ranging (LIDAR)
technique (precise scanning of the shape of the land surface and evaluation of
spatial variability of the shape and composition of the soil).

Image acquisition is done separately for narrow sub-ranges by means of
narrow-band sensors included in a specialized camera (simplified solutions recor-
ding the image in RGB visible light channels and the IR range channel are
also available), thus creating a set of images of the same area (bands) to make
orthophotomaps for further analysis with specialized software to deliver a land
map showing qualitatively and/or quantitatively the occurrence of some phe-
nomenon of interest. The process of such a map delivery is multi-stage and com-
putationally complex. In particular, various vegetation indices with different and
complementary properties can be used for better identification.

Contactless sensing with the use of aerophotography can be carried out with
the use of various flying objects, but from the point of view of this paper, impor-
tant is the use of drones taking pictures along an optimal flight route adapted
to the shape of the field, and then transmitting them for further processing in
the terrestrial information system. Alternative local contactless sensing with the
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use of sensors operating at close range (passive or active, manual or mounted
on a tractor or a cultivation set, e.g. on booms) is usually associated with an
immediate calculation of the selected vegetation index by the device; this value
with a time-spatial signature may be continuously transmitted to PASS. In the
case of the autonomous RT MAPE-K loop in the on-board subsystem during
the trip (e.g. a sprayer with an infestation detector), both the spot values of the
tested indicator and of the applied product will be recorded, thus creating the
legally required documentation of the procedure.

UC4 Yield Mapping: Used for evaluation of the final efficiency of all agrotech-
nical treatments in a season, will depend on the specifics of the harvested crop
and the combine-harvester design, but may consist of multiple on-board sen-
sors (1–5 s readout resolution) to measure various yield and harvesting pro-
cess parameters. The yield monitors are implemented as on-board subsystems
of combine-harvesters to visualize current process data and even show current
maps against the background of archival maps. The continuous transmission of
yield monitoring data may be irrelevant or required by the farm management
model – in large farms, central monitoring of all activities within the farm may
be necessary.

UC5 Telemetry and Telematics: Collecting telemetry data other than pre-
viously discussed is aimed at continuous remote monitoring of the machinery
operation in the field, RT collection of diagnostic importance data, as well as
fleet management. Moreover, communication will be bi-directional and may ena-
ble the following functions (depending on the manufacturer’s policy): (i) map-
ping the current and historical location of the fleet components for the continu-
ous optimization of its use; (ii) optimization of travel routes, adapting them to
e.g. the location of a petrol station in case of prediction of soon refueling; (iii)
reporting the working mode (driving, stopping, idling, loading/unloading, etc.)
and the load weight; (iv) geo-fencing and working hours limitation; (v) infor-
ming about the following events: starting/stopping the engine, vehicle movement
(including unauthorized use and location), opening the fuel filler, occurrence of
diagnostic events represented by appropriate codes; (vi) insight to the machine’s
dashboard and its basic operating parameters: battery voltage, engine speed,
operating fluids and fuel tank levels, ambient and machine system temperatures
(engine oil, coolant, oil in the hydraulic system, air in tires), pressure in the
hydraulic system; (vii) RT insight into CAN bus communication of the machine
[27] and live transmission from information panels installed in the machine;
(viii) identification and registration of the operator driving the machine. In
most cases, the information from the machine (measurements, events) can be
time/geospatially tagged to enable mapping their occurrence, advanced analysis
against the background of maps describing the work area or route, etc.

UC6 Stationary or Quasi-Stationary Sensing: In a PA farm, sensors
installed permanently in the fields may also be used, enabling continuous, inde-
pendently to agricultural treatments, remote insight into the local situation,
e.g. weather stations or soil moisture sensors arranged in a grid (they can also
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cooperate with an irrigation system installed in the field). In the case of free
grazing animals on pastures, monitors of life processes (e.g. temperature, heart
rate, etc.) may be worn. It is also potentially possible to install cameras pro-
viding situational awareness with a 360◦ viewing angle in remote fields. Apart
from the latter case, stationary and quasi-stationary data sources will be data
from IoT sources with a discontinuous, cyclical pattern of daily activity, a rela-
tively low required transmission speed and relatively small data volume.

UC7 Effectors’ Programming: Considering the agrotechnical operations, the
effectors will be all mechatronic elements and systems, i.e. electronically con-
trolled sprayer valves, actuators for the gate or tilt of the trailer’s load box,
spreader motors, etc. However, their direct remote control is rare, and they are
controlled by the on-board machine controller, executing an operation program
to send the appropriate control signals at the appropriate machine location or
time. The same logic will also apply to programs or maps of routes, application
or sampling spots. Communication with effectors takes the form of uploading
the configuration file at an arbitrary moment and should be completed within a
subjectively and contextually short time, i.e. not causing a downtime.

UC8 Drones: The use of drones in PA is a fragment of the overall area of
their possible applications; some general characteristics will apply. In the case of
large-scale farms or ones with spatially dispersed land structure, Beyond Visual
Line of Sight (BVLOS) flights will be of particular importance, thus requiring a
ubiquitous communication platform for: (i) Command and Control (C2) aspect:
directly controlled flight or autonomic one along the uploaded route (cardinal
points, azimuth, altitude, etc.) with in-flight drone parameters monitoring and
with direct control – providing the pilot with First Person View (FPV), i.e. RT
video streams from the high-definition (4K/8K) camera with a 360◦ viewing
angle; (ii) active connection to the Unmanned Aircraft Systems Traffic Manage-
ment (UTM) system for airspace management and flight coordination (telemetry
data transmission: position, azimuth and flight speed, etc.); (iii) use case-specific
data transmission (photogrammetric data collection, crop and infrastructure
monitoring, crop pest control by air discharges of pest antagonists, etc.).

UC9 Communication Between Machines: The complementary functiona-
lity applicable to large farms may be the synchronous operation of multiple
machines, e.g. in line formation of a group of combine-harvesters with the simul-
taneous transfer of the threshed grain to the next machine, and finally to a
truck at the end of the array. In consequence, the use of machinery is optimized
through minimizing stoppage during unloading and U-turning, and the excessive
soil compaction by loaded machines is avoided. To enable this approach, mecha-
nisms for communicating between machines are necessary, e.g. broadcasting their
location, azimuth and ground speed information, and optionally FPV.

UC10 Autonomous Agricultural Robots: With mechanisms of autonomy
(detection of plant rows or driving on the basis of a plant map from sowing,
supported by high-precision GNSS positioning), the manual remote control is
not required for their operation. The communication will be needed for e.g.
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remote transmission of the action plan, changes in the base knowledge (patterns
of weeds, pests or infestations to be detected), use of remote computing in the
cloud for off-loading the local processing as well as sending information (including
video stream) to the operator. In terms of the model of communication needs,
there are similarities to drones. The difference will be the speed of movement
(the maximum speed is much lower than in the case of drones), as well as work
near the ground, as opposed to drone flights at altitudes of up to 120 m.

UC11 Support for People Performing Agrotechnical Activities in the
Field: To support field workers, AR technology may be used. For a simple
workaround, a personal terminal (e.g. a tablet), based on the current position,
would receive information from Geographic Information System (GIS) of the
farm in the form of maps of soil properties and water relations, sown plants,
history of treatments, photos taken previously, etc., to quickly familiarize the
farm worker with the current situation even without prior on-site presence. True
AR allows adding contextual information to the observed image, e.g. names or
legends of recognized objects, information about their properties, instructions
on how to proceed, etc. The transmission requirements for AR are characterized
by a very high quality of RT video streaming and a maximum Round-Trip Time
(RTT) of 20 ms for good Quality of Service (QoS) perception [28]; for RTT >40
ms a cybersickness may occur, significantly intensified for RTT >75 ms [29].

UC12 Architecture and Implementation Approach to PASS: At present,
there are no comprehensive solutions to cover 100% of all functional needs of a PA
farm; it is necessary to use various PASSs and interchange data, using commonly
recognized formats. There exist PASSs prepared for local installation and – more
and more popular – network ones run in the cloud. In the latter approach,
the system architecture aims to optimize the information processing and data
transferring, leading to distributed computing, in particular edge computing.

Table 1. Examples of burst-type data exchange at various PA touchpoints

Use case type Data volume

per spot

Data volume

per hectare

Notes

Soil properties

mapping

384 B 37,5 kB Conductometer, induction-based

measurement, 100 spots per hectare

Soil properties

mapping

143 B – Tensometric frame, possible different

working widths

Contactless crop

evaluation

255 B 51,9 kB Handheld vegetation index meter, ∼200

spots per hectare

Effector

programming

303 B 41,6 kB Mineral fertilizer application map, 140

spots per hectare

Yield mapping 115 B 166,3 kB Wheat combine-harvester, 5 s intervals

Drone

photogrammetry

– 37,4 GB 1 cm per pixel, 42.4 MP RGB+IR

camera, 14 bits per band, necessary

images overlapping included



Application of Mobile Networks (5G and Beyond) in Precision Agriculture 81

In Table 1, the exemplary characteristics of selected PA touchpoints with
burst-type data exchange is presented for comparison.

5 Precision Agriculture Use Cases’ Support by 5G
System

Based on the general assumptions and descriptions of the use cases presented
in Sect. 4, an analysis of service requirements was carried out against the
background of the relevant 3GPP Stage 1 documents for 5GS [20,30,31]. The
results have been presented in Table 2. The intensity and type of data exchange
(burst/stream), required data rate, maximum delay and reliability were deter-
mined for individual use cases through mapping to identified service classes
defined by 3GPP. On that basis, it was proposed to assign the relevant SST to
each of the use cases.

Table 2. PA use cases’ requirements mapping to 5GS service requirements

Use case ID Exchange

intensity

Exchange

type

Data rate Max.

delay

Reliability SST

UC1 High Stream 2.4 kbps – High URLLC

UC2 Low Burst ≤1 kbps – Low MIoT

UC3 Photogram-

metry

High Burst ∼1 Gbps 200 ms Low eMBB

Local sensing Low Burst ≤1 kbps – Low MIoT

UC4 Low Burst ≤1 kbps – Low MIoT

UC5 High Stream 1 Mbps 20 ms High eMBB

UC6 Sensors Low Burst ≤1 kbps – Low MIoT

Video

streaming

High Stream 120 Mbps 20 ms 99.99% eMBB

UC7 Low Burst ∼ Mbps – Low eMBB

UC8 C2 High Stream 28 kbps 40 ms 99.9% URLLC

UTM Low Stream ∼ kbps 500 ms 99.9% URLLC

FPV, video

streaming

High Stream 120 Mbps 20 ms 99.99% eMBB

UC9 High Stream 65 Mbps 20 ms 99.99% V2X

UC10 High Burst 1.1 Gbps 2 ms (1) 99.9% HMTC

UC11 High Stream 0.1–1 Gbps 10 ms 99.99% eMBB

(1) Achievable in low area campus networks only

The primary observation based on the analysis is the huge data rates variety
range as well as the appearance of immensely challenging delay limits. Moreover,
for UC8–UC11, these very and extremely high data rates are associated with the
uplink (UL) transmission. Compared to other applications, e.g. medical moni-
toring or smart grids, the required levels of reliability are not particularly high.
However, the support of all use cases by the mobile network will require the use
of all SST classes, and due to the further differentiation of the QoS requirements
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for use cases mapped to some SST, the separate Network Slice Instances (NSIs)
with use case-relevant QoS parameters – traffic priority, (non-)guaranteed data
rate, packet error rate and delay budget, etc. [2] – will have to be implemented,
particularly for different tenants or differentiated User Plane (UP) architectures.
Creation of NSIs implies the 5G Stand-Alone (SA) architecture [2] (almost all
5G networks in the world are still working in the 5G Non-SA architecture) and
advanced automated network management algorithms for which the 3GPP stan-
dardization is currently still not advanced enough. The proposal for allocation
of 5G QoS Identifiers (5QIs) to analysed PA use cases has been presented in
Table 3. In each case except UC10, the relevant 5G QoS Identifier (5QI) can be
assigned. It has to be noted that 3GPP does not provide the 5QI that ensures
delay <5 ms, which might be an obstacle in demanding URLLC cases.

Table 3. 3GPP 5QIs [2] supporting the analysed PA use cases

5QI Resource type Priority

level

Delay Packet

error

Max. data

burst volume

Use case ID

6 Non-Guaranteed

Bit Rate (GBR)

60 300 ms 10-6 N/A UC2

UC4

UC7

7 Non-GBR 70 100 ms 10-3 N/A UC3: photogrammetry

8 Non-GBR 80 300 ms 10-6 N/A UC3: local sensing

70 Non-GBR 55 200 ms 10-6 N/A UC8: UTM

UC6: sensors

80 Non-GBR 68 10 ms 10-6 N/A UC6: video streaming

UC8: FPV

UC10

UC11

82 Delay-critical

GBR

19 10 ms 10-4 255 B UC1

UC5

83 Delay-critical

GBR

22 10 ms 10-4 1354 B UC9

UC8: C2

The above requirements are in fundamental contradiction to the 3GPP basic
service requirements for rural macro scenarios (cf. [20], clause 7.1) where the
maximum user-experienced data rates are 50 Mbps for DL and 25 Mbps for UL,
while the traffic capacities are 1 Gbps per km2 for DL and 0.5 Gbps per km2 for
UL. The DL and UL traffic capacities for urban macro scenarios are 100 Gbps
per km2 and 50 Gbps per km2, respectively; for dense urban scenario 750 Gbps
per km2 and 125 Gbps per km2, respectively. Thus, according to the current
3GPP vision, rural areas will be too impaired in capacity to cope with some
PA use cases, as well as those for some drone applications. This seems to be the
evidence of how far the complexity of sectoral service needs of agriculture, in par-
ticular of PA, is unrecognized, which may have general economic consequences.
It is also an expression of the need for SDOs in the field of telecommunications
to transform the approach to the agriculture sector into a comprehensive one.
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The application layer support by edge cloud computing (UC12 for UC2–UC4,
UC6, UC8, UC10–UC11) can be provided by the European Telecommunications
Standards Institute (ETSI) MEC [3] implementation. It should be remarked,
however, that the standardization of MEC integration with 5GS is still ongoing.
Moreover, important issues related to the necessary adaptation of both architec-
tural frameworks, taking into account the problems of duplicated functionalities
and their potential conflicts or competition, scalability, simplification of the inte-
grated architecture, etc. [32], have still not been resolved.

From the above considerations, it can be noted that for the implementation
of 5G services for PA in a rural environment, the density of PA-related devices
will not be a problem. The main barriers will be the network capacity, the max-
imum achieved data rates and latency levels. Hence, the provided support can
become insufficient especially for latency-critical and extremely high UL data rate
use cases (e.g. UC3, UC8, UC10, UC11). Moreover, the typically adopted network
planning strategy in rural areas (high diameter macro-cells) as well as operation in
“rural” sub-GHz frequency bands having inherently low capacity (e.g. in Europe
the 700 MHz band with maximum channel width of 15 MHz) result in limited
resources and non-100% coverage. The temporary palliative solution for the rural
coverage and capacity issues may be the advance of integration of Non-Terrestrial
Networks (NTNs) – especially High Altitude Platform Systems (HAPSs), hav-
ing relatively low delays – with the 5GS as well as UL coverage enhancements,
which are currently envisioned in the scope of the 3GPP Release 18, named
“5G-Advanced” (to be concluded in the first quarter of 2024) [33].

According to the early visions, 6GS will not only fulfill the above gaps, but
also promises the headroom for the development of future PA services. One of
the expected benefits is network ubiquity and full convergence of fixed, mobile
networks and NTNs, which can significantly contribute to service provisioning
in rural areas. New service classes targeting more specialized use cases are
proposed, i.a. Human-Centric Services (HCS), Multi-Purpose Services (MPS),
reliable eMBB, Mobile Broadband Reliable Low Latency (MBRLLC), Massive
Ultra-Reliable Low Latency Communication (mURLLC) [34]. Also, a conside-
rable boost of system performance is anticipated – 10× lower latency (0.1 ms in
radio link) and 10× better spectrum efficiency implying the respective capacity
growth [35].

6 Conclusions

In this paper, the application of mobile networks in the field of PA has been
discussed, presenting the complexity and variety of needs and use cases of this
economic sector, the importance of which will grow dynamically in the coming
years. Based on the use case analysis, the service requirements related to the
communication layer of PASS have been identified. Contrary to the stereotypical
vision that equates PA with the “low-end” IoT class, the needs of this sector will
be a big challenge for the Mobile Network Operators (MNOs) in terms of the
required QoS, involving a variety of service architectures and NSIs. Additionally,
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the approach of SDOs to PA should be changed to a comprehensive sectoral one,
and the development of standardization of 5G networks and the next generations
should take into account the PA service needs to fill the gaps identified here that
may hinder the support of PA by MNOs’ communication services.
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Abstract. Artificial Intelligence (AI) is one of the most emerging tech-
nologies of the past decade, leading the way towards human and machine
interactions in terms of efficiency, accuracy and the overall value gained.
This paper describes an intent-lean AI chatbot solution that handles
user queries posed in natural language upon business related documents
of a single-domain of Hellenic Telecommunications Organization S.A.
(HTO). Unlike other traditional chatbot solutions that strictly rely on
intent identification, our approach infers the implicit user need in order
to provide the most relative documents and text snippets within, as the
proper answer. To do this, we proceeded with a custom implementa-
tion based on Elasticsearch engine and most common NLP techniques
tailored to our needs; i.e., tokenization, lowercase filtering, stop words
removal, stemming, fuzzy searching, synonyms, etc. The main challenges
as well as the architectural models that thrive to overcome them are
being described in detail. Finally, the effectiveness of the proposed solu-
tion is being measured and the identified features for improvement are
being presented.

Keywords: Artificial Intelligence (AI) · NLP · Chatbot · Intent-lean ·
Lemmatization · Stemming · Synonyms · Elasticsearch

1 Introduction

Artificial Intelligence (AI) technologies have been evolving in a tremendous pace
during the past few years expanding research opportunities and multi-domain
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capabilities in large enterprises. AI chatbots offer profound contribution acting
as interactive agents to handle costly user requests; i.e., place a new order, open
a trouble ticket or navigate in a knowledge base.

The Hellenic Telecommunications Organization S.A. (HTO), as the largest
telecommunications provider in Southeast Europe, serves its customers with a
wide variety of ICT services addressing a large customer base. HTO owns a vast
amount of official corporate documents governed by BPMN Specification [1] in
Greek & English language; i.e., policies, procedure, processes, work instructions
etc., that support the core operation on a daily basis. At the moment, this
knowledge base is published to a custom intranet portal and utilized via a sim-
ple searching mechanism based on keywords filtering; but lacks to answer user
questions. As a result, users fail to retrieve the required information; and so,
seniors and subject-matter experts SMEs get involved inflicting an undesirable
effort and labor expenses overhead.

This work proposes a knowledge-intensive, intent-lean AI chatbot solution to
tackle the need to handle openly-posed queries inferring the implicit user need
so that to provide correct and adequate answers; i.e., pairs of a relative docu-
ment and text snippet within. In Sect. 2 we discuss the limitation of other chat-
bot implementations that strictly rely on intent identification; while in Sects. 3
and 4 we highlight some challenges and present our methodology and technical
architecture in detail based on a custom implementation over Elasticsearch [2]
functionality and other well-known AI Natural Language Processing (NLP) tech-
niques. Later, in Sect. 5 we present our experimental results and in Sect 6 we con-
clude with some potential future work to enhance the algorithms’ effectiveness
and improve the overall user experience.

2 Related Work

AI has drawn the immense attention of both the academic community and
the industry during last decade worldwide. One of the AI-based applications
expected to have the most emerging development in near future, is conversa-
tional agents [3]. Conversational agents, also known as chatbots, or chatterbots,
are machine conversation systems that interact with human users through natu-
ral conversational language. The Bank of America announced in December 2019
that its AI-driven virtual financial assistant Erica has surpassed 10mil users
since its nationwide roll-out in 2018 [4]. Back in 2011 Apple Inc. introduced
AI-powered virtual assistant Siri as part of all Apple devices operating systems,
while Google came up with Google Assistant with advanced two-way conversa-
tions capabilities [5]. Moreover, chatbot applications leave influential imprint on
multiple other domains such as education [6] or healthcare [7].

During the past years numerous research and academic publications aimed
to designate the challenges around chatbot implementations and propose sus-
tainable solutions. As already mentioned, they are based mainly on intent iden-
tification [8] to manage specific flow-based business cases like opening a fault
ticket or placing a new order [9]. In this paper we present an end-to-end solution
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that is not based in strict intent detection and can be deployed within industries
with diversity in knowledge domain almost transparently.

3 Challenges and Problem Definition

The existing corporate portal in place supports keyword-based search function-
ality upon specific document attributes, like title or description; but is totally
incapable of handling free-text questions. In 2020, more than 300 incidents have
been recorded, where users experienced inadequate search response. To handle
those cases, SMEs have to be involved in an expensive and time-consuming effort
overhead. Thus, a sophisticated, custom chatbot solution has been promoted to
eliminate this operational cost. Some of the most critical challenges, that need
to be addressed, are presented below.

Challenge 1. Data Diversity Makes Data Modelling Difficult: The knowledge
base consists of hundreds of documents mapped to approximately 10 different
domains like Human Resource (HR), IT, Technology, Legal etc. The documents
in each domain embed different vocabulary, notation or even formatting type,
i.e., plain text, tabular, or images.

Challenge 2. Complexity on the Type of Questions Asked by the Users: Based on
the questions that Procurement & Finance domain SMEs handle in daily basis,
we concluded the following challenges:

(a) variety in the type of questions that can be made by the users; i.e., (i) simple
questions that can be answered from a single and inseparable portion of the
text inside one document, (ii) complex questions where the desired answer
can be found in different locations inside one or more documents.

(b) diverse vocabulary and wording used by users of different expertise or role
in the company

(c) vast number of semantically different questions. As already stated in the
Challenge 1 above, this is a multi-domain knowledge base; consequently,
the queries can vary in linguistic meaning dramatically.

Challenge 3. Variety of User Intents: Traditional chatbot engines focus on serv-
ing answers based on user intents. The user query is analyzed and fragmented
into one or more intents to describe distinct scenarios and different business logic
each; e.g., in case of a vacation leave request, the chatbot would prompt a spe-
cific absence form to be filled in by the requestor, while if a user asks how much
a new service costs, the chatbot would need more information about specific ser-
vice features. The large number of documents and the diversity in the domains
made it very challenging to a-priori define the full list of intents expected to
be faced throughout the system use. Thus, a more generic solution should be
introduced.
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3.1 Problem Definition

The aforementioned challenges form an information retrieval problem, where
given a user query the chatbot engine should identify and return the related set of
documents and text paragraphs (snippets) of the knowledge domain(s) in scope
where the answers reside. We introduce a method that calculates the similarity
relevance of two text arguments and concludes a matching performance result.
In our case as Eq. (1) depicts, given an initial user query q, consider fmatch as
the function that returns a set of {di, spj} pairs, where spj is a snippet located
in document di of the knowledge base Ω in scope and spj matches user query q
with a matching performance scorej .

fmatch(q,Ω) =
k⋃

i,j=1

(di, spj , scorej), spj ∈ di ∩ di ∈ Ω (1)

To assure the highest level of performance, we filter out the result set to
remove the snippets with scorej lower than a threshold, defined with respect to
business needs. Eq. (2) depicts that for a given user query q and a threshold thres,
in res(q,Ω, thres) the chatbot would use fmatch and retrieve all {di, spj} pairs
where the matching performance scorej satisfies the performance threshold.

res(q,Ω, thres) = fmatch(q,Ω), thres ≤ scorej (2)

In the following section, the entire solution and all implemented architecture
modules are presented in detail.

4 Methodology and Proposed Solution

The methodology consists of the following main components:

1. Definition of a Generic Data model (related to challenge 1 in Sect. 3), see
Sect. 4.1.2.

2. Definition of an evaluation model to measure performance each time changes
are made, see Sect. 4.3.1.

3. Focus on term-based question answering first (related to challenges 2, 3 in
Sect. 3), see Sects. 4.1.3, 4.2.1 and 4.2.2.

4. Innovation in User Interface design (related to challenge 3 in Sect. 3), see
Sect. 4.2.3.

5. Support for feedback from the experts (related to challenge 3 in Sect. 3), see
Sect. 4.3.2.

6. Ontology engineering (related to challenge 3 in Sect. 3), see Sect. 4.2.1.
7. Query classification (related to challenges 2, 3 in Sect. 3), see Sect. 4.2.1.
8. Definition of frequently asked questions (FAQs) (related to challenge 2 in

Sect. 3). For questions that cannot be answered directly by the content of
the document.

In the sections below, the aforementioned components are described in detail.
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4.1 Data Management

The first component of our architecture is the data management that consists
of three main modules as Fig. 1 depicts.

Fig. 1. High level overview

4.1.1 File Parsers

HTO has documents from multiple domains. The approach was to first incor-
porate one of the most complex domains; i.e., Finance & Procurement, and
provided that the results are satisfying, incorporate more and more domains.
The input dataset consists of 32 word documents (with information related to
activities and processes), 6 excel spreadsheets (that contain FAQs and manuals),
and 3 powerpoint presentations (that contain manuals). The Word documents
which contain the core process information are being revised over time, itera-
tively. Thus, not all documents follow the same template. The same applies for
Excel spreadsheets and the PowerPoints presentations.

In order to incorporate and ingest all the available data into the database,
five distinct parsers have been implemented to accommodate the different file
formats and templates. The parsers split the document into smaller chunks of
information (e.g., parsing a document as an html page) and discard portion of
text that is out of scope, like footers, headers etc. Moreover, all documents have
been classified into categories based on a set of regular expressions rules; i.e. a)
FAQ, b) Processes, c) Manuals, d) Definitions and Abbreviations.

4.1.2 Snippet Extraction

The string chunks generated from the previous step are transformed into a cus-
tom common data model that consists of the following fields: Filename, Docu-
ment Title, Document Summary, Document Text, Snippet Title, Snippet Body,
Snippet Type, Document Summary, Snippet Additional Info, Snippet Hash.

4.1.3 NLP Analyzers

Finally the snippets are processed via a NLP Pipeline, before their storage into
the database, as demonstrated in Fig. 2. The NLP Pipeline follows the common
and standard procedures of tokenization (standard tokenizer), lowercase filter,



92 A. Misargopoulos et al.

Fig. 2. NLP pipeline during data ingestion

stop words removal and stemmer. The outcome of this pipeline is the creation
of an inverted index [11]. Not all fields of the snippet data model are being
processed. Those that undergo processing are those that carry the important
information (snippet title, snippet body and additional info) that will be queried
to answer the users’ questions.

4.2 Chatbot Engine/Question Answering System

The high-level overview of the question answering system is depicted in Fig. 3.
The user submits a query via the custom User Interface (UI), then the query
gets processed and executed; and finally the result set is displayed back to the
user.

4.2.1 Query Processing

Query processing module follows a similar pipeline with Sect. 4.1.3, with the
addition of query expansion and query classification. Query expansion is based
on a flat ontology and associates the query with synonyms, translations, abbrevi-
ations and business-related terms. The ontology was created by business matter
experts and information extracted by web scrappers. Query classification was
built with the goal to classify questions to a predefined list of categories (similar
to intents) [12]. It is based on simple regex rules that identify terms in the query
and assign a category.

4.2.2 Query Execution

During this step the chatbot engine utilizes information from the previous step
and creates multiple requests to the document database implemented in the
ELK1 stack [13]. In general, snippets are filtered first by their generic type
(Sect. 4.1.2) and a set of term-based queries are executed towards the related

1 ELK stands for three open source projects: Elasticsearch, Logstash, and Kibana.
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inverted index. Then these results are ranked, filtered and grouped in categories
by their data type. A set of custom rules define the filters and the type of requests
that will be made depending on the classification type of the query. Furthermore,
the search type, defines the different weights at corresponding snippet fields. The
specification of those weights has been derived via a machine learning process
that used the initial test queries in order to determine the proper weights depend-
ing on the search type. Our model was based on the gradient descent algorithm.
In addition, the searches include an approximate string-matching feature; i.e.,
fuzzy searching [14], which allows the user to make spelling errors without neg-
atively impacting the results. In essence, the user query returns documents that
contain terms similar to the search terms. Similarity is defined by a maximum
threshold of the Levenshtein edit distance [14] between the query term and the
document terms. Furthermore, Query execution utilizes the query expansion
information from Sect. 4.2.1 in order to perform phrase matching for business
related terms (e.g. ‘sap expense order’) that is important to be searched as a
whole phrase, instead of each term individually. As a last step the TF-IDF score
of each retrieved snippet is normalized into the [0,1] range. Snippets with score
less than 60%2, are filtered out to reduce the size of the result set. The results
are categorized based on their type as discussed in Sect. 4.1.2 and handled in an
intelligent manner by the UI, as explained in the following section.

Fig. 3. Chatbot core engine

4.2.3 Innovative User Interface

At challenge 3 in Sect. 3 we argued about the difficulty of a-priori defining the
user intents. Having no insights on which kind of intents will be more valuable
for the business led to the implementation of more generic, intent-agnostic user-
interface that is different from traditional chatbot based systems. Let’s consider
2 60% threshold has been chosen after experimentation with the test questions at

hand.
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a sample question “What does ‘R’ mean in the second digit of the payment code”.
Even though the intent of the user is agnostic to the chatbot i.e., not recognized
by the Query classification component, the chatbot engine performs a search
in every snippet available and returns a ranked list of potential answers. A
single concrete answer is intentionally avoided. Instead, the response is generic,
displaying a set of suggested documents found, and inviting the users to explore
and identify the information requested themselves. Selecting one the available
answers, opens an embedded pdf document viewer that scrolls automatically to
the page where the answer is identified.

4.3 Evaluation System

The evaluation system described below allowed us to immediately compare dif-
ferent versions and understand if the changes have a positive or negative effect
to the desired results of the test set.

4.3.1 Evaluating the Chatbot Engine Automatically

The automatic evaluation framework was exploited with the usage of 100 test
questions along with their “gold standard” answers. For every new chatbot ver-
sion, the evaluation framework was executed to quantify the impact of the
change. The evaluation framework measured the following Key Performance
Indicators (KPIs): Snippet Recall@1, Snippet Recall@3 and Snippet Recall@5,
the percentage of the test queries that the desired snippet returned in the first
place, within the first three, or within the first five responses respectively. Other
valuable metrics are the Execution time of experiment, Snippet std, Document
Recall@1, Document Recall@3 and Document Recall@5. The execution time of
the experiment is important to be as low as possible. The Snippet std is the
standard deviation of the correct snippet within the returned responses. Finally,
the last three mentioned metrics are the equivalents to the Snippet Recall@1,
Snippet Recall@3 and Snippet Recall@5 but instead of snippets we assess the
document correctness.

4.3.2 Evaluating the Achievement of the Business Need, Manually,
via the User Interface

During an extensive period of User Acceptance Tests (UATs), SMEs evaluated
the performance of the chatbot, as well as the overall level of satisfaction with
respect to the initial business need; i.e., “How satisfied are you from the results?
- The chatbot: a) Helped you find the quickly the correct information b) Gave
you the correct information, but not in the first order c) Helped you slightly d)
Did not help you at all”. The results are presented extensively in Sect. 5 below.

5 Experiments and Discussion

For the automatic evaluation of the chatbot engine (see Sect. 4.3.1) 100 test ques-
tions have been collected and 41 documents from the domain in scope have been
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processed, resulting into about 1500 snippets in our database. We measured the
performance for two distinct iterations (chatbot versions) as presented at Table 1.
“Baseline” iteration included the first implementation of the NLP pipeline (see
Sect. 4.1.3) and term-based matching. “Enhanced” iteration included improve-
ments in the NLP pipeline (utilization of Skroutz Greek stemmer [10]), query
classification, fuzziness search, expansion of term-based matching to take into
account phrases, query expansion and weights of the search fields; as anticipated,
a significant performance improvement has been measured.

Table 1. Comparing iteration results

Iteration Doc.

Recall@1

Doc.

Recall@3

Doc.

Recall@5

Snippet

Recall@1

Snippet

Recall@3

Snippet

Recall@5

Execution

time

Baseline 35% 55% 62% 27% 45% 51% 0.05 s

Enhanced 70% 87% 91% 65% 84% 88% 0.14 s

It is important to note that during both iterations a set of irrelevant doc-
uments3 have also been included and evaluated in order to monitor the KPIs
values variation. The hypothesis was denied by the results, indicating that the
solution is quite stable and unbiased.

The technology stack consisted of Python and related libraries (Natural Lan-
guage Toolkit NLTK, Scikit-Learn, Numpy, Pandas etc.) for the chatbot NLP
engine, Elasticsearch for storing the snippets and performing term-based match-
ing and MySQL for storing the feedback from the users.

Moreover, a user study has been conducted via a series of User Acceptance
Test (UAT) sessions (see Sect. 4.3.2). User perception is subjective comprising
performance, responsiveness and reliability. In the question “How satisfied are
you from the results?-, the SMEs gave positive feedback for 75% of the questions
they submitted, neutral: 11% and negative: 14%, as demonstrated in Table 2.

Table 2. UAT evaluation results

Test queries Helped to find

quickly the

correct info

Gave the correct

info but not in

the first place

Helped

slightly

Did not help at

all

180 41% 34% 11% 14%

6 Next Steps

Following the UAT results, the future work about the chatbot would include
new documents from other domains like HR. In addition the NLP engine will
3 Documents not related to the Procurement & Finance domain in scope.
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be enhanced with entity recognition capabilities, trained to identify products,
references to internal systems, monetary values and arithmetic operators in the
snippets and the user query. This will allow us to build a dialog system asking
for disambiguation of terms and to further expand the mechanism in Sect. 4.2.2
with business rules like “if an product entity is recognized in the user query, give
preferences to snippets that contain information related with this product fam-
ily”. Finally, given the initial positive response from the users, UI enhancements
will be evaluated to replace the ‘Process Web’ portal completely.

7 Conclusion

In this paper we have analyzed the methodology to build a question answering
chatbot that does not strictly rely on intent identification. We described the NLP
components, the user interface approach and the evaluation mechanisms to mea-
sure performance. The challenges presented at Sect. 3 along with the iterative
approach of building the chatbot engine led us to the following lessons learned,
that we would like to share with the reader as a conclusion: a) when building
a system that encapsulates knowledge that is hard to model, start with the
simplest approach possible and increment it gradually, b) user interface design
should be an integral part of any AI application acting as an ally towards facil-
itating the user c) the system performance should be measured independently
from any technical KPIs and should based on business-related human-centric
goals. In principal, it is clear that AI chatbots is a promising technology con-
stantly evolving in the next years with significant academic interest and potential
applications in various enterprises.
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Abstract. Future wireless networks depend on the development of new mech-
anisms that can increase the efficiency of the network. Antenna array adaptive
beamforming (ABF) is an antenna operation that can be significantly improved
with the use of machine learning. In this paper, a deterministic beamforming tech-
nique is compared with two different types of neural networks (NNs). These are
the non-linear autoregressive network with exogenous inputs (NARX) and the
recurrent NN (RNN) with long short-term memory (LSTM) units. To train the
NNs, we produce a dataset using the minimum variance distortionless algorithm
(MVDR) applied to a realistic antenna array. Using grid search, we find the best
architecture for both NNs. Then, we train the final models and evaluate them by
comparing their accuracy to that of the MVDR algorithm. We demonstrate how
the use of NNs is preferable to that of deterministic algorithms as they appear
to maintain high accuracy while having a much lower response time than that of
deterministic algorithms. The RNNwith LSTM units is the most promising out of
the two NN models as it achieves higher accuracy with a slightly shorter training
time.

Keywords: Adaptive beamforming · Antenna array · Long short-term memory
(LSTM) · Neural network (NN) · Non-linear autoregressive network with
exogenous inputs (NARX) · Recurrent neural network (RNN)

1 Introduction

The complexity of a modern telecommunications environment is constantly changing
and becoming increasingly demanding in terms of response time and data management.
There is a huge need for newmechanisms that could elevate the efficiency of the network
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and allow it to handle the demands of current and future network traffic. Given the
continuous increase of data load, older and high-complexity algorithms are not able
to respond properly and therefore they become less reliable for future use. Already,
neural networks (NNs) and other machine learning techniques have proven to be a fast
and reliable alternative to many high-complexity algorithms of different scientific fields
and so their use in the field of wireless networks is very promising and has already
shown a lot of potential [1–6]. By training our models using pre-recorded data from
the application of deterministic algorithms, we can create reliable and accurate machine
learning alternatives that can replace currentmechanisms and improve the overall quality
of service.

1.1 Antenna Array Adaptive Beamforming

In this regard, we aim to improve the efficiency of smart antennas and specifically one of
their most important operations, i.e., adaptive beamforming (ABF). By applying ABF, a
smart antenna can dynamically adapt its feeding weights to maintain high gain towards
the direction of a desired user while eliminating signals of interference. By steering the
main lobe of its radiation pattern towards the direction of a desired incoming signal
(i.e., signal of interest or SoI) while placing nulls towards the directions of respective
interfering signals (i.e., signals of avoidance or SoAs) the antenna establishes a reliable
connection with the desired source and a high signal to interference-plus-noise ratio
(SINR). The radiation pattern produced by the antenna array can be altered to fit the
desired criteria by tweaking the feeding weight of each array element appropriately.
This can be done using an algorithm, also known as a beamformer, to which we give
information about the directions of arrival (DoAs) of new incoming signals, and it cal-
culates the appropriate feeding weights. To achieve the same task using NNs, we must
train the network to accurately map the angles of arrival (AoAs) of the incoming signals
to the desired weight vectors, thus bypassing the high-complexity and time-consuming
operations that deterministic algorithms come with. To compare the performance of the
NN approach with a deterministic algorithm, we test two types of NNs, namely the non-
linear autoregressive network with exogenous inputs (NARX), and a recurrent neural
network (RNN) both of which have already been used in the field [3, 6, 7].

2 Theoretical Background

2.1 Theoretical MVDR Beamformer

For this study, we utilize the minimum variance distortionless algorithm (MVDR) as
the deterministic beamforming algorithm for comparison. This beamformer keeps the
incoming signal undistorted at the output and minimizes the output signal variance,
which practically translates into reducing the output power due to the unwanted signal
component thus maximizing SINR. If we consider an M-element linear antenna array
and N + 1 incoming signals (where the first is SoI and the rest N are SoAs), the desired
weights are calculated using the following expression:

wMV = R−1
xx a(θ1, ϕ1) (1)
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whereRxx is the input correlation matrix of the beamformer, and a(θ1, ϕ1) is the steering
vector that corresponds to the desired signal, which arrives at the antenna from DoA
described in the spherical coordinate systemby (θ1, ϕ1). This steering vector is calculated
considering an antenna array composed of isotropic point sources, but in order to pursue
a more realistic approach we use a modified version as shown below.

2.2 Realistic Version of MVDR Beamformer

Modifying the previous equation for a more realistic approach (as seen in [8]) we use
the following equation for calculating the desired feeding weights:

wMV = (EϕEH
ϕ + Rnn)

−1eϕ(θ1, ϕ1) (2)

where Eϕ is aM × (N+ 1)matrix representing the total realistic steering matrix, Rnn is
the noise correlationmatrix and eϕ(θ1, ϕ1) is the realistic steering vector that corresponds
to DoA of the desired signal. All matrices and vectors shown in Eq. (2) are calculated
given that the incoming AoAs are known. These calculations can be found in [8] and
[9], and are beyond the scope of this paper.

2.3 NARX as a Beamformer

A NARX is a type of NN that differs from the common feed-forward operation in that it
utilizes values of its previous outputs to improve future predictions. As shown in Fig. 1,
the outcome of each NARX training iteration, is calculated using the previous attempt’s
output. This way, this type of NN can process incoming data in a sequential manner and
produce an output by having each new input “affecting” the previous prediction.

Fig. 1. Two-layer NARX implementation

To use a NARX as a beamformer, the incoming AoAs xn(n=0, 1,…,N) enter the
NN in series and at each prediction step n the outcome of the network yn is calculated
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using both the current input xn and the feedback of the output yn-1 derived during the
previous iteration. The only exception to this process is of course the first input x0, which
also represents the SoI, as it enters the first layer of the network without the additional
feedback information, since there is no y-1.

For this application we also introduce another parameter, called as the feedback con-
tribution factor (FCF), and it is used to regulate the compromise between the contribution
of the feedback over the current input during the prediction process. The utilization of
this parameter can also be seen in Fig. 1 and its value is decided after grid searching
within the range [0, 1] as shown in Fig. 2. For this purpose, we use 104 records for train-
ing and another 103 records for testing, while considering the root mean square error
(RMSE) as a cost function and performing a 3-fold cross validation to further validate
our findings. The results in Fig. 2 show that the most promising value for this parameter
is 0.4.

0 0.05 0.1 0.15 0.2

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

RMSE

F
ee

d
b

ac
k

 C
o

n
tr

ib
u

ti
o

n
 

F
ac

to
r

Train Error Test Error

Fig. 2. Grid search to adjust the feedback contribution factor

2.4 RNN as a Beamformer

RNNs belong to another type of NNs, which are mostly used for processing sequential
data. This type of NN uses its processing units not only to process the current input, but
also to use valuable information from previous inputs. For this study, we build an RNN
with long short-term memory (LSTM) processing units.

In this scenario (as shown in Fig. 3), at each time step (t = 0, 1, …, N), the current
AoA input xt is processed by the LSTM units to influence their hidden states, which
are consequently passed on to the next time step’s units. In this way, each input affects
the outcome of the RNN. Once all inputs are processed, and the output yN has been
produced, we pass it through a linear transformation layer, which is also included in the
training process, in order to have the correct weight vector size. The idea behind this
approach is to have the weight vector initially configured based on AoA of SoI (x0) and
then, to let the interferences (xn,n = 1,..,N) shape the final form of the RNN output.
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Fig. 3. Example of the LSTM- RNN implementation with two hidden layers.

3 Dataset Production

For this study, we perform beamforming on a 16-element antenna array, where each
element is excited with a complex feeding weight. Therefore, the antenna needs 32
weight numbers to produce the radiation pattern (i.e., 16 real and 16 imaginary parts). To
produce the dataset, we implement the modified MVDR algorithm on MATLAB, using
the realistic steering vectors derived from the realistic antenna array model simulated in
CST [10]. Further restrictions are applied to the produced records so that the NNmodels
are trained based on realistic and demanding circumstances. AoAs of the incoming
signals must lie within the angular sector [30°, 150°] and have a minimum distance of
�θ = 6° between each other, while the signal to noise ratio (SNR) of the incoming
signals is considered to be equal to 0 dB, thus considering high noise conditions.

Hence, each record consists of N + 1 AoAs (with the first one corresponding to SoI
and the rest of them to SoAs), and 32 weight numbers created by the MVDR algorithm
for the specified AoAs. To make the process of searching the best architecture for each
type of NN faster, we assume the simple case of 1 SoI and 2 SoAs. Additionally, we
normalize both AoAs and output weights in the range [0,1] to improve the performance
of the optimization algorithm. Thus, we produce two datasets, onewith 1.1× 104 records
(104 for training and 103 for testing) to be used for the purpose of finding each best NN
architecture, and one with 1.1 × 106 records (106 for training and 105 for testing) for
the training and evaluation of the final NN models.

4 Training and Evaluation of NNs

4.1 NARX

We start by investigating the best architecture for NARX. We test upon a two and a
three-hidden layer approach with different values for the layer size. These variations are
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shown in Fig. 4 using the following notation: [Size of 1st hidden layer, Size of 2nd hidden
layer, …, Size of last hidden layer]. To train these models, we use the smaller dataset we
produced (as explained in Sect. 3) with a 3-fold cross validation to confirm our findings.
Each configuration has been trained for 500 epochs with a learning rate of 0.001 and a
batch size of 512. Figure 4 demonstrates that the two hidden layer architecture described
as [256, 512] (also depicted in Fig. 1) has the most satisfactory results with good train
and test error values. It also appears that the increase in the network depth, and thus in its
complexity and training time, does not come with a significant decrease in test RMSE
values. Therefore, the three-layer approach is disregarded.
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Train Error Test Error

Fig. 4. Comparison between 2 and 3-hidden layer NARX implementations

Now that we know the best architecture for this type of NN, we proceed to train
the final model using the big dataset of 1.1 × 106 records (as explained in Sect. 3), a
batch size of 512, and a learning rate of 0.001. Moreover, we use the Pytorch function
ReduceLRonPlateau, which reduces the learning rate by a factor of 0.8 if the training
RMSE is decreasing at a very slow rate. This function increases the training performance
by a factor between 2 and 10 [11]. When the learning rate has dropped to a point where
it no longer contributes to the training process, or when the test error does not seem to
improve over time, we stop the training process. The results are presented in Table 1.

Table 1. NARX training and test results

Epochs Training RMSE Test RMSE Final learning rate Training time (hours)

380 0.0256 0.0257 0.0003 3.5

We can now test the trainedmodel in terms of beamforming accuracy using 104 triads
of AoAs (1 SoI and 2 SoAs) on which the trained model has no prior “experience”. In
Table 2, we present a statistical analysis of the performance of the NARX in comparison
to that of the MVDR algorithm. It is evident that this model is accurate regarding the
placement of the main lobe with similar accuracy to that of the MVDR algorithm, but
faces some difficulty in placing nulls at DoAs of SoAs as shown by the higher mean
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value of nulls divergence. This also explains the lower SINR mean value achieved by
the NARX compared to that of the MVDR algorithm.

Table 2. Comparison between MVDR and NARX

MVDR
[Mean/Std]

NARX
[Mean/Std]

Divergence of main lobe (°) 0.429/0.320 0.411/0.317

Divergence of nulls (°) 0.000/0.000 0.856/0.773

SINR (dB) 27.225/2.972 24.170/4.063

4.2 LSTM-RNN

In this case, we also need to find the best combination between number and size of the
hidden layers. Once again, we proceed with a 3-fold cross validation grid search using
the small dataset (as described in Sect. 3) and train each configuration for 500 epochs
with a learning rate of 0.001 and a batch size of 512. The results are shown in Fig. 5,
where it appears the best combination is that of a two-hidden layer architecture with a
layer size of 256.
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Fig. 5. Comparison between 2 and 3-hidden layer LSTM-RNN implementations

We proceed to train the final model using the big dataset and the same configurations
used in the training of the NARX model, as shown in Sect. 4.1. The training results are
provided in Table 3.
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Table 3. LSTM-RNN training and test results

Epochs Training RMSE Test RMSE Final learning rate Training time (hours)

245 0.0133 0.0133 0.0005 3.2

Once more, we evaluate the trained model in terms of beamforming accuracy using
104 triads ofAoAsonwhich the trainedmodel has noprior “experience”.The comparison
in terms of performance between the MVDR algorithm and the trained model can be
seen in Table 4. It appears that the LSTM-RNN is very precise regarding the placement
of the main lobe and demonstrates significant accuracy regarding the placement of the
nulls. The competence of this model as a beamformer can also be validated by the mean
SINR value, which is very similar to that of the MVDR algorithm.

Table 4. Comparison between MVDR and LSTM-RNN

MVDR
[Mean/Std]

LSTM-RNN
[Mean/Std]

Divergence of main lobe (°) 0.429/0.320 0.422/0.314

Divergence of nulls (°) 0.000/0.000 0.309/0.353

SINR (dB) 27.225/2.972 26.665/3.113

5 Comparison Between the Beamformers

In this section, we compare the performances of the different NN beamformers with
that of the MVDR algorithm. In Table 5, we see the summary of the performance of
each beamformer, so that we can easily compare them. It is evident that the LSTM-RNN
implementation is themost promisingmodel as it outperforms theNARXmodel in terms
of both null placement accuracy and SINR values. We observe that both NN models are
much faster than theMVDRalgorithm (seemean response time). Allmeasurements have
been performed in the Google Colaboratory environment, using an Intel® Xeon® CPU
@2.30 GHz with 12 GB of RAM (assigned by the Google Colaboratory environment).

We additionally provide a radiation pattern comparison in Fig. 6 for AoAs equal
to 100°, 60°, and 140°. Here, we see that all beamformers have accurately placed the
main lobe towards the direction of 100°, but the pattern produced by the LSTM-RNN is
much closer to that of the MVDR algorithm, as it appears to almost coincide with it. It
is also obvious that the LSTM-RNN model has been slightly more accurate at the null
placement at 60°.
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Table 5. Comparison between MVDR, NARX and LSTM-RNN

MVDR NARX LSTM-RNN

Mean divergence of main lobe (°) 0.429/0.320 0.411/0.317 0.422/0.314

Mean divergence of nulls (°) 0.000/0.000 0.856/0.773 0.309/0.353

SINR (dB) 27.225/2.972 24.170/4.063 26.665/3.113

Training time (hours) – 3.5 3.2

Mean response time (sec) 1.48 0.0010 0.0048

Fig. 6. Radiation patterns produced by MVDR, NARX and LSTM-RNN beamformers for a SoI
received at 100° and two SoAs received at respective AoAs equal to 60° and 140°.

6 Conclusion

In this study, we have compared two different types of NNs, namely a NARX and
a LSTM-RNN, with a conventional deterministic ABF technique, i.e., MVDR, to find
which one provides better behavior in theABF operation. The comparative results shown
in Table 5 prove that the most promising model is the LSTM-RNN with two hidden
layers, and a size of 256 per hidden layer. Even though the NARX implementation has a
slightly faster response time, the LSTM-RNN model achieves higher levels of accuracy
with less training time. Given the results, it seems that the implementation of ABF using
LSTM-RNN models has great potential and is highly recommended.
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Abstract. The interoperability of critical infrastructures, such as ports,
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tems that have the control of these infrastructures are continuously evolv-
ing and handle heterogeneous collections of data, processes, and people.
Moreover, cross-infrastructure dependencies may give rise to cascading
and escalating data model discrepancies across interconnected systems.
In this article, we present a data model -following the newest technology
standards- that tries to consolidate APIs and services of highly complex
infrastructures. Port environments are a characteristic example of them,
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1 Introduction

Seaports constitute a cornerstone of the global economy, since they serve as
the connecting tissue between all the other modes of transport. Ports activity
in terms of international shipping trade has exploded in the recent decades,
resulting in the dynamic evolution of the harbours and the increasing degree
of complexity of their management [1]. In order to support port management
process under transparency, data-driven intelligence is introduced. The latter
requires the aggregation of miscellaneous data that can be gathered from the
port itself, as well as any stakeholders that are involved in its operations. In
fact, the maritime domain involves data sources of a high magnitude that may
include information about vessels, oceans, wave stations, observations from envi-
ronmental conditions, fishing and maritime biodiversity, routes, trajectories, and
incidental or voluntary oil spill events [18]. Furthermore, concerning Smart Ports
and the interrelated IoT technology, the rapidly growing presence of smart logis-
tics mechanisms and smart sensing systems in ports, realize the automation of
the port’s functionality and thus the generation of large amounts of data. The
range of this generated information is wide while involving a plethora of com-
munication, sensor systems and control technologies to facilitate data collection
throughout the supply chain for decision-making in real time and information
sharing between the various stakeholders of the port [6]. Moreover, the collec-
tion of maritime data is performed through a variety of ways and stored in many
different data formats, while the harvested data itself might be structured, semi
structured or unstructured.

Big Data techniques applied to this huge amount of data could provide ports
the necessary tools for automating decision processes and controlling job queues.
Those techniques would allow -for example- dynamic job assignment for con-
tainer handling, integrating not only operational data but also global data com-
ing from other actors along the value chain. In other words, unleashing the
potential power of the existing data derived from port operations could optimize
the usage of its resources and infrastructure. However, this scenario is far from
being real, due to the lack of interoperability among data combined with efficient
data management schemes, which is preventing ports from adopting data-driven
solutions in their production environments. This is where DataPorts project [4]
kicks in, and more specifically its data processing middleware that is introduced
in this paper.

From business perspective, increasing data interoperability is a way to assist
seaport authorities to optimize their passengers’ facilitation, improve traffic
around the port region and by that improve the approach routes, the embarka-
tion and disembarkation processes aiming to have a positive economic effect for
the Port (potential increase of the serving ships), as well as for the shipping
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Fig. 1. External potential beneficiaries

companies (cost reduction). Potentially, besides the economic benefits for the
port authorities, various stakeholders can be beneficiaries from the data inter-
operability, in order to improve their services. Telecom operators, by exploiting
their vast amounts of data, are considered as a valuable player in this emerg-
ing data-driven market. Offering data, or services through APIs, can provide
great insights for improved decision making to external interested stakehold-
ers (e.g. Public authorities, Municipalities, Shipping Companies, Transportation
Authorities, Cultural and Trade Associations, etc.). In many cases it is consid-
ered challenging to fuzz such data with streams coming from other sources and
therefore the benefit is increased.

2 Business Model and Services

Envisage the following brief scenario: on the day of their travelling, passengers
are going to use a mobile application that will inform them in real time about
the best route to approach the port and board on ship. This approach may have
as an outcome the orchestration of the passenger flow in an optimal way towards
their boarding. In order to achieve this scenario, it needs to rely on historic and
real-time data residing in mobile application, as well as web services. Several
external stakeholders might be beneficiaries of such data-driven services. Some
of them have no previous relation with shipping ports community. They are
listed in Fig. 1, along with the potential benefit.

Concerning Telecom companies, they could generate revenues from the
data and services offerings/usage and the respective fees and also benefit from
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customer loyalty and possible additional communication services sales. In prin-
ciple, they need to take into account various assumptions both regarding the
CAPEX/OPEX and the revenues parameters depending on the individual case
(e.g. country, market size, penetration, income per capita, and prices). The busi-
ness case analysis would be required in a long-term timeframe, for an estimation
of the breakeven point and the expected profits that can be obtained. More
specifically, based on the selected data market, the revenues and costs that are
incurred should also be considered (e.g. number of customers and the increasing
rate, average monthly volumes of data, H/W and S/W costs and the cost for
upgrading/deployment of additional H/W, customer acquisition, etc.). Telecoms,
collect, handle or own large amounts of data that usually are exploited internally.
In a data-driven market, the Telecoms’ involvement may include mobility and
usage traffic, demographics, and other network related data that can be associ-
ated with the population density [13]. Such datasets fused with port authorities’
available data, like the ship’s arrival/departure schedules and the number of pas-
sengers of each ship provided by the shipping lines, will offer valuable cognitive
information to be accessed and exploited by many shipping ports’ ecosystem
stakeholders, not excluding those that until now are not related to the ports. In
such an emerging market the mobility data -real and non-real time ones- can
be of significant value. Those datasets may be also used by Port Authorities,
Shipping Companies, Cargo/Logistics Companies. These stakeholders may be
considered as consumers of the Data as a Product service, where they can use
the offered data as a source for decision support and new services. Similarly,
available data might also be used by Research Institutes, Universities, Startups
and SMEs in order to develop AI-based cognitive services that can be sold to var-
ious stakeholders in shipping port ecosystem, not excluding other non-shipping
related ones. They may be considered as consumers or partners towards the
development of Data bundle as a Service category.

Moreover, there are several other consumer categories such as, the Municipal-
ities and other Public Sector Bodies, Commerce Associations, Cultural Heritage
and Museum entities, Transportation (public or private), LEAs and Medical
Bodies that can be considered as consumers to both categories (i.e. Data as a
Product and Data bundle as a Service) by using offered datasets as informa-
tion for their customers (e.g. citizens) or by fuzzing them with other services or
develop new ones. Having so many heterogeneous stakeholders, a detailed data
model should be developed in order to adapt, collect and safely store the data. On
top of that interoperability analysis should take place forehand, as most of the
services have to exchange information in such an interconnected environment.

3 Data Model and Interoperability

Interoperability is the ability to share data and services among different com-
puter systems and depends on the ability of the involved systems to understand
the structure and meaning of the data that they receive and present the data
that they send in a way that can be interpreted by the others. Semantic inter-
operability is based on the definition of an unambiguous way to interpret the
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data that is being exchanged between computer systems. This can be achieved
through the use of an ontology, which provides a vocabulary for a domain where
the concepts present in that domain are defined without any ambiguity and may
be related to each other or organized according to different criteria. Hence, an
ontology provides a common understanding of the domain of interest [12].

However, in the case of DataPorts, enabling interoperability is not a trivial
task because the different organizations in transportation and logistics do not
follow a common standard. Instead, they usually have their own vocabularies,
which may have a poor definition of semantics or no explicit semantic formulation
at all. For this reason, the proper definition of a common vocabulary for this
domain, following the appropriate guidelines and best practices, is necessary
to enable interoperability. Moreover, the actual needs of the market must be
taken into account during the definition of a common data model in order to
be able to implement solutions that are valuable for the different stakeholders.
The DataPorts project has developed a common data model for describing the
data of the port domain in a systematic and standardized way, with mappings to
standard vocabularies in order to facilitate interoperability with other solutions.
The use of this common data model will enable the reuse and exploitation of the
data in cognitive port applications, as well as the reuse of those applications.

The first step in the definition of the common data model was the iden-
tification and analysis of the different data sources that had to be integrated
in the DataPorts platform. This analysis considered the meaning and format
of the data, as well as the storage and data management mechanisms. From
this analysis, the main concepts of the vocabulary were identified and classi-
fied as possible classes, attributes or relationships. Next, the existing ontologies
and vocabularies related with the application domain were studied in order to
identify which of their concepts could be reused in the DataPorts data model.
In this step, the following ontologies and vocabularies have been analyzed in
order to reuse the appropriate concepts in the DataPorts common data model:
Fiware Smart Data Models [11], IDSA Information Model [15], United Nations
Centre for Trade Facilitation and Electronic Business (UN/CEFACT) model,
Blockchain in Transport Alliance (BiTAS) [2], DCSA Interface for Track & Trace
[5], IPSO Smart Objects (OMA SpecWorks) [16] and Smart Applications REF-
erence (SAREF) ontology [22]. In particular, the Fiware Smart Data Models
have been especially relevant for DataPorts because components of the Fiware
platform [10] have been selected as part of the core elements of the DataPorts
platform. The concepts from the identified vocabulary that were not found in the
standard ontologies and vocabularies were defined following the Fiware Smart
Data Models guidelines.

The Fiware Smart Data Models are based on open standards and real
use cases and have been developed by a collaborative Fiware-related initiative
focused on the definition of data models to facilitate interoperability in different
application domains by the provision of harmonised formats and semantics for
the data. Following those guidelines, the DataPorts common data model is com-
patible with Fiware NGSI v2 and the European Telecommunications Standards
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Institute (ETSI) [7] standard NGSI-LD [20], which is an evolution of NGSI v2
to support Linked Data. NGSI defines an information model and an interface for
sharing context information, while the use of Linked Data enables the automatic
association of the data with an ontology.

The DataPorts common data model is hosted in a Git repository. Following
the structure of Fiware Smart Data Models, the concepts in the DataPorts data
model have been grouped under a set of subjects inside the Smart Ports domain
(Fig. 2). Each subject contains the corresponding NGSI-LD context document,
which describes how the data is interpreted according to the ontology, as well
as other shared resources and information, and provides access to the different
entity types that it contains. The representation of the entity types is described
using JSON schema. In addition, the specifications of each entity type and the
corresponding examples in NGSI v2 and NGSI-LD, as well as in plain JSON
and JSON-LD, are provided. Thus, the data model is fully compatible with the
Fiware ecosystem and the Smart Data Models initiative.

Fig. 2. Domain and subjects of the DataPorts common data model

The DataPorts platform enables semantic interoperability between the dif-
ferent data providers and data consumers through the definition of a unified
semantic model and interface to access the data. In addition to the common
data model, the necessary mechanisms and enablers to provide access to the
data from the existing data sources were implemented. Since the data sources
are heterogeneous in terms of their interfaces, data formats and data models,
a set of agents was developed to connect each data source with the DataPorts
platform. An agent is a piece of software able to obtain data from a source and
translate it into the common data model and format. When certain conditions
are met, the agent retrieves the data from the data source, translates it and
sends it to the upper layers of the platform (Fig. 3). As a result, the data sent
to the analytics services of the platform and any other potential data consumers
that have the proper access permissions, follow the same format and semantic
model, regardless of the particular aspects of the data source. The agents send
the translated data to the Orion Context Broker, which provides a common API
to access the data from the different data sources, and also to another compo-
nent of the Fiware ecosystem, named Cygnus, which is designed to facilitate the
management of historical data. The Orion Context Broker [9] and Cygnus [8]
compose one of the building blocks of the Connecting Europe Facility (CEF)
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[3] digital catalogue, which is known as the CEF Context Broker. In addition,
the DataPorts platform provides mechanisms to enable security and data gov-
ernance.

Fig. 3. NGSI agent

This approach to interoperability offers the following advantages:

– Interoperability, allowing the connection of heterogeneous data sources while
offering a common data model.

– Ease of use and deployment, since the components of the Fiware ecosystem
and the agents can be deployed on Docker.

– Modular, scalable and extensible solution, since it could be extended with
added value tools, and it is also possible to scale the components on demand
according to the needs of the users.

– Less development effort, since the data will be available through a common
API following the same format and semantics regardless of the type of data
source, thus decoupling the applications that consume the data from the data
sources.

– Fully compatible with the Fiware ecosystem and common open-source soft-
ware.

4 Data Processing and Virtualization

Given that the data are translated and harmonized according to the data model
described in Sect. 3, the next step is to provide those data as a service, so that
developers can build cognitive data-driven applications on top of the platform.
Therefore, a data processing and virtualization middleware is needed, as an
abstraction layer between data providers and consumers. The goal is to assist
the application developers to focus only on the required data, relying on the pro-
posed middleware to deliver them, thus encapsulating all the underlying techni-
cal complexity. In fact, data virtualization is a data integration technique that
provides access to information via a virtualized service layer, regardless of the
location of the data sources. It allows applications to access data through a
unique endpoint, thus providing a unified, abstracted, and encapsulated view of
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information, while also being able to transform and process the data in order to
prepare it for consumption. Furthermore, data-intensive applications, that use
a virtualized data source, still expect certain quality of service guarantees from
the system, such as performance, availability, etc.

DataPorts project attempts to deal with those challenges, putting emphasis
on the quality of the data as well. For that reason, the so-called Data Abstraction
and Virtualization (DAV) component has been developed, to simplify the data
management in heterogeneous, complex, and distributed infrastructure, follow-
ing the Data as a Service (DaaS) paradigm. More specifically, DAV is responsible
for the proper pre-processing, cleaning, and filtering of the data coming from the
agents, storing them to a secure and scalable data repository (data lake), and
then making them available as data ponds to any potential recipients. Data
ponds are created by applying specific filtering rules, defined by the users upon
request. DAV also transforms and serves the data in a format selected by the
developer, such as JSON, Parquet or CSV. Figure 4 depicts the internal structure
of DAV, which is based on an already proposed information life cycle manage-
ment framework [19]. The following subsections describe DAV’s subcomponents
from functional and technical point of view.

Fig. 4. Data abstraction and virtualization internal structure

4.1 Pre-processing and Filtering Software

PaFS is responsible for the initial pre-processing, cleaning and filtering of the
datasets. It pre-processes the data by the means of fully collecting them, trans-
forming into a Python code-friendly format and taking care of proper col-
umn/row structure. It cleans the data by detecting values such as NaNs, empty
fields, outliers, wrong values, and finally filters the dataset by the means of elim-
inating all those values found, either by replacing, or removing them along with
their respective rows. In more detail, to all the datasets available in the Data-
Ports platform, PaFS applies the following generic pre-processing techniques:
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– Removal of whitespaces from all string-type cells
– Conversion of empty cells and ‘NULL’ string values to ‘nan’ in all cells
– Removal of rows without datetime values, or with wrong ones
– Conversion of datetime values to UTC format

The scope of those techniques is to improve the quality of the data and thus
to increase the performance of the applications that exploit them. Indeed, input
data is a major concern for analytics services. For example, the quality of the
data used to train the models has a huge impact on the efficiency, accuracy
and complexity of machine learning tasks [14]. Furthermore, PaFS calculates a
correlation matrix between the columns of each dataset. Last but not least, it
detects outliers in numerical attributes, creating additional columns that indicate
which corresponding column cell is considered as an outlier. The detection is
implemented using the method of “three standard deviations from the mean”,
as a cut-off radius/threshold.

4.2 Virtual Data Repository

VDR is the distributed infrastructure where all the pre-processed, cleaned, and
filtered datasets, coming from PaFS, are saved. It is constructed based on Mon-
goDB, carrying modifications and custom parameters to comply with DAV’s
efficiency standards. MongoDB was selected due to its auto-scaling/sharding
capabilities, as well as its allowance of vital modifications/custom configurations
by the designer. VDR lives inside a Kubernetes cluster, which is the optimal solu-
tion and fits perfectly to the needs of DAV, as it achieves proper load balancing,
whilst offering replication, scaling and scheduling techniques [17]. Since DAV’s
main functionality is data virtualization, MongoDB’s co-existence with Kuber-
netes (as a container management tool) seems imperative. VDR goes beyond
existing frameworks that offer real time scaling capabilities in a MongoDB clus-
ter [21]. Such frameworks enable the cluster to scale in order to handle rapidly
changing number of users. However, the proposed system is capable of scal-
ing in a fully automated way according to the workload, aiming at optimizing
resource utilization and decreasing response times for applications in need of high
availability. In particular, VDR takes full advantage of the Kubernetes built-in
monitoring system, in order to automatically increase or reduce the number of
replicas in a sharded MongoDB cluster, when the nodes CPU usage is higher or
lower than certain thresholds.

4.3 Virtual Data Container

VDC is the interface through which communication with data recipients is
achieved, for data stored in VDR to be made available, as shown in Fig. 5.
Its role is to further process and filter the data, by applying specific filtering
rules defined by the data consumers via HTTP POST requests. The scope of
those rules is twofold: i) to filter the datasets and thus to serve only the specific
data pond that a user is interested in and ii) to detect and remove wrong values
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Fig. 5. Virtual data container information flow

(from columns where those values are not acceptable e.g., outdoor tempera-
tures at minus 50 ◦C), which are most probably caused by sensors malfunction.
Through that request, the data consumers also define the format (JSON, Par-
quet or CSV) in which they want to receive the data (data transformation). The
filtering rules are structured as an Array of JSON Objects, which consist of three
core elements:

– The “subject column”, which shall have the name of a dataset’s column
– A logical “operator”
– The “object”, which shall be a value in the same datatype as the “sub-

ject column” or the name of another column that has the same datatype

Most of the common logical operators (greater than, less than, (not) equal,
or, etc.) are supported by VDC and can be used by the rules’ author (data
scientist, application developer, end-user etc.). It is worth mentioning that a
rule’s main objective is to apply filters to only one subject column at a time and
not combining subjects. If more than one columns are concerned as subjects in
the same rule, then this step is considered more as a pre-processing and less as
a filtering action, thus out of scope of VDC. The goal is to enable any potential
DataPorts user to define a list of filtering actions on a requested dataset. For
that reason, the rules structure is kept simple, so that they can be specified
not only by data scientists and experts, but also by users with limited or no
technical background within a ports ecosystem, who are nevertheless interested
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in using analytics services on top of the available data. The tangible outcome
is a common access layer, where the data consumers simply define queries (in
the form of rules) in a unified format, and the VDC designer is responsible for
developing the suitable module to execute those queries, in compatibility with
the selected storage technology (MongoDB in the case of DataPorts).

5 Conclusion

The unique business characteristics of Critical Infrastructures -like ports- reveal
the need of a middleware where the data should be formulated in a way that
can be analysed accurately. On top of that, services should be refactored before-
hand in order to accomplish the desired interoperability between the intercon-
nected components. DataPorts project, through data-centric by design approach,
presents a solution where SMEs, telecom operators, data providers, service con-
tent creators and port authorities can collaborate and coexist into a friendly
data-sharing environment. That accomplishment is -and should be- the main
goal of platforms that have the ambition to build and populate an ecosystem,
able to attract companies, startups and individual developers.
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the European Commission under the H2020 Programme’s project DataPorts (grant
agreement No. 871493).
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Abstract. 5G changes the landscape of mobile networks profoundly, with an
evolved architecture supporting unprecedented capacity, spectral efficiency, and
increased flexibility. The MARSAL project targets the development and evalua-
tion of a complete framework for the management and orchestration of network
resources in 5G and beyond by utilizing a converged optical-wireless network
infrastructure in the access and fronthaul/midhaul segments. In this paper, we
present a conceptual view of the MARSAL architecture, as well as a wide range
of experimentation scenarios.
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1 Introduction

5G mobile networks will be soon available to handle all types of applications and to
provide services to massive numbers of users. In this complex and dynamic network
ecosystem, an end-to-end performance analysis and optimisation will be key features
in order to effectively manage the diverse requirements imposed by multiple vertical
industries over the same shared infrastructure.
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To enable such a vision, the MARSAL [1] EU-funded project targets the develop-
ment and evaluation of a complete framework for the management and orchestration of
network resources in 5G and beyond, by utilizing a converged optical-wireless network
infrastructure in the access and fronthaul/midhaul segments.

At the network design domain, MARSAL targets the development of novel cell-free
(CF) based solutions that allows the significant scaling up of the wireless Access Points
(Aps) in a cost-effective manner by exploiting the application of the distributed cell-free
concept andof the serial fronthaul approach,while contributing innovative functionalities
to the O-RAN project [2]. In parallel, in the fronthaul/midhaul segmentsMARSAL aims
to radically increase the flexibility of optical access architectures for Beyond-5G (B5G)
Cell Site connectivity via different levels of Fixed Mobile Convergence (FMC).

At the network and servicemanagement domain, the design philosophy ofMARSAL
is to provide a comprehensive framework for themanagement of the entire set of commu-
nication and computational network resources by exploiting novelML-based algorithms
of both edge and midhaul Data Centres (DCs), by incorporating the Virtual Elastic Data
Centers/Infrastructures paradigm.

Finally, at the network security domain, MARSAL aims to introduce mechanisms
that provide privacy and security to application workload and data, targeting to allow
applications and users to maintain control over their data when relying on the deployed
shared infrastructures, while AI (Artificial Intelligence) and Blockchain technologies
will be developed in order to guarantee a secured multi-tenant slicing environment.

In this paper, we present a conceptual view of theMARSAL architecture (Sect. 2), as
well as a wide range of experimentation scenarios (Sect. 3). The first domain includes a
set of scenarios focused on cell-free networking in dense and ultra-dense hotspot areas.
The second domain includes scenarios related to cognitive assistance, as well as security
and privacy implications in 5G and beyond. We conclude our remarks in Sect. 4.

2 Architectural Framework

MARSAL aims to provide an evolved architecture towards B5G/6G, offering unprece-
dented degrees of flexibility and closed-loop autonomy at all tiers of the infrastruc-
ture, and significantly improved spectral efficiency via cell-free networking. The overall
architecture and the structure of the envisioned B5G/6G MARSAL is depicted in the
generic schematic of Fig. 1, and includes all the main infrastructure elements that are
deployed within the MARSAL project. MARSAL adopts an evolved 3GPP NG-RAN
(Next Generation - Radio Access Network) [3, 4] which is extended with emerging
cell-free technologies for network densification. Moreover, the MARSAL architecture
considers innovations at the optical transport domain and significant evolutions of the
MEC (Multi-access Edge Computing) system [5] towards fully elastic Edge Comput-
ing. MARSAL deploys a distributed Edge infrastructure with DCs structured in 2 tiers,
featuring Regional Edge and Radio Edge nodes. Radio Edge DCs will host the Net-
work Functions (NFs) of the (virtualised) RAN, which fully aligned with the O-RAN
specifications.

At the network level, the emphasis is on innovations at the RAN and fronthaul
domains that will “unlock” the potential of cell-free networking in future B5G/6G net-
works. MARSAL envisions cell-free networking as a “key component” of B5G/6G
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RANs, that will offer unprecedented spectral efficiency (SE) and performance, which is
not constrained by inter-cell interference. The MARSAL network architecture is based
on novel cell-free networking mechanisms that will allow the significant scaling up of
AP deployment in a cost-effective manner, by exploiting the distributed processing cell-
free concept. The novel mechanisms are based on the disaggregation of the traditional
cell-free Central Processing Unit (CPU) in Distributed Units (DUs) and a Central Unit
(CU) in line with the 3GPP NG-RAN architecture. Regarding the wireless fronthaul
links, the MARSAL architecture is based on an innovative mmWave Hybrid MIMO
(Multiple-Input, Multiple-Output) solution [6, 7], specifically targeting cell-free net-
works, with advanced beamforming and beamsharing capabilities. In this way, a new
AP topology adaptation in cell-free networks and advanced scenarios can be supported,
with APs reassigned to different DUs, on demand. MARSAL’s cell-free innovations
will be implemented and integrated with existing vRAN (virtualised RAN) elements
for the first time and will be contributed back to the O-RAN project. Specifically, the
MARSAL network architecture will be aligned with the O-RAN Alliance architecture,
which represents an evolution of Cloud RAN (C-RAN) [8], further disaggregating and
complementing the 3GPP 5G standards with a foundation of vRAN network elements
and packet-based interfaces. Specifically, O-RAN disaggregates the BBU (Base Band
Unit) in a DU with the real-time functions, and a CU with the non-real time functions.
The latter is further disaggregated into the CU-User Plane (CU-UP) and the CU-Control
Plane (CUCP). MARSAL’s CU User Plane function (i.e., CU-UP) and DU will be
deployed at MARSAL’s Radio Edge, and the CU-CP Near-RT RIC (Radio Intelligent
Controller) at the Regional Edge.

Fig. 1. The MARSAL network architecture

At the network service and management level, the MARSAL architecture will con-
sider a novel hierarchical control plane solution, federating the SDN (Software Defined
Network) controllers of the fixed and mobile segments of the network under a com-
mon orchestration subsystem. MARSAL proposes the disaggregation of the Non-RT
(non-real-time) into Near-RT SDN Control function that will be hosted by the Near-
RT RIC at the Regional Edge nodes. Thus, near real-time reaction to workload varia-
tions will be supported, at sub-second timescales. Moreover, MARSAL proposes the



Experimentation Scenarios for Machine Learning 123

deployment of Software-Defined Transport Network Controllers (i.e., SDTNs) [9] at
the Regional Edge to control the fixed segment. Both domains will be federated under
MARSAL’s Core Tier NFVO (Network Function Virtual Orchestrator), based on ETSI
OSM (Open Source MANO) [10], which will provide Network Slicing as a Service
(NSaaS) functionality as per 3GPP TR 28.801 [11] specifications. Thus, end-to-end
(E2E) slicing with centralised orchestration is supported, while still allowing innovative
closed-loop (or ML-driven) control of each individual domain. The MARSAL architec-
ture also considers a novel Fixed Mobile Convergence solution, to facilitate integrated
connectivity of mobile and fixed (i.e., fiber-to-the-home - FTTH) services. MARSAL’s
solution involves two transmission approaches seamlessly integrated at the Regional
Edge node, including a standard Point-to-Point (PtP) connection with or without WDM
(Wavelength-Division Multiplexing) and a very disruptive Point-to-Multipoint (PtMP)
approach based on XGS-PON (passive optical network) modules [12].

In addition, while previous approaches adopted a common Virtual Machine-
(VM-) based technology stack for MEC and NFV (Network Functions Virtualisation),
MARSAL approach is based on Cloud-Native technologies (i.e., Docker Containers,
Kubernetes Virtual Infrastructure Managers (VIMs)) which are widely regarded as the
future of vertical application development [13]. While support for Kubernetes VIMs
is gradually emerging in MEC platforms (e.g., in StarlingX [14]), there is currently a
gap in supporting disaggregated Cloud-Native apps. To fill this gap, MARSAL pro-
poses extensions to the Multi-access Edge Orchestrator (MEO) [15] to support the
disaggregation of application functions, that will be defined as collections of helm
charts, both horizontally (i.e., across Edge sites) and vertically (i.e., from the cell
site towards the core cloud). MARSAL will consider the deployment of the afore-
mentioned functions, either at the “bare metal” of the MEC hosts’ NFVIs (Network
Function Virtualisation Infrastructures), or within VNFs (Virtual Network Functions),
as proposed in the NFV-IFA 029 [16], thus compatible with the NSaaS sub-system.
Moreover, MARSAL will extend the Mobile Edge platform at the host level, to allow
MEC apps to be accessed by any UE (User Equipment), irrespective of physical loca-
tion. Dynamic Virtual Network Embedding algorithms will be explored, to deter-
mine the optimal disaggregation of application functions at any Edge DC, consider-
ing Compute, Networking, and Storage constraints, thus achieving increased resource
utilisation.

In parallel, the MARSAL architecture is built by considering a novel, distributed
approach that involves Analytic Engines (AEs) at all tiers of the Edge infrastructure,
and Decision Engines (DEs) at the two Core-Tier orchestration subsystems. Analytic
Engines, the first pillar of automation, analyse and federate measurements to achieve
ContextAwareness, andDecisionEngines, as the second pillar, Plan andReact toContext
changes, delegating data-driven local control decisions to the lower tiers of the hierarchy.
For the first pillar of automation, MARSAL will design and implement an innovative,
decentralised approach to achieve global Context Awareness, using for the first time
Representation Learning such as Embedding Propagation (EP) [17] or the GraphSage
algorithms [18]. State-of-the-art (SoTA) context representation methods for 1D and 2D
datasets are not appropriate for MARSAL’s diverse network and application data, that
can be best represented with a graph-like abstraction. To this end, network slices and
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MECapplicationswill be represented as the nodes of a knowledge graph, alongwith their
defining variables and parameters (e.g., SLA (Service Level Agreement) requirements,
latency budgets, cost considerations, energy efficiency goals). MARSAL proposes to
apply EP mechanisms to build the node representations (or embeddings) of the knowl-
edge graph, iterating over the data and minimizing the differences among neighbouring
embeddings in the graph. For the second pillar of automation, the resulting embed-
dings that represent the current state (or context) of the MARSAL infrastructure in a
highly compressed form (i.e., encoded as multidimensional normalised arrays) can be
transmitted to the Core Tier Decision Engines. The embeddings are fed to downstream
ML algorithms implemented by the Decision Engines that jointly orchestrate Network
Slices, Network Services and MEC applications continuously and automatically eval-
uating current context under required policy. Due to the high number of (potentially
conflicting) parameters and policy requirements involved,MARSALwill considermulti-
objective optimisation techniques that achieve different trade-offs between optimality
and complexity.

Finally, at the network security level, MARSAL introduces mechanisms that guaran-
tee privacy and security in multi-tenancy environments, targeting both end users and ten-
ants. MARSAL aims to deliver a decentralised, blockchain-based platform that supports
network slicing transactions via smart contracts, targetingmulti-tenant infrastructures for
the first time. In this platform, the MNO (Mobile Network Operator), MVNOs (Mobile
Virtual Network Operators), and OTT (Over-The-Top) vertical application owners form
a decentralised autonomous organisation,which can dynamically negotiate network slice
contracts, flexibly integrating large and small players without the need for a centralised
entity. Smart Contracts facilitate direct contracts among entities that can be dynamically
renegotiated based on real-time supply and demand.MARSAL’s smart contract platform
will be implemented with a private, permissioned blockchain solution where tenants will
co-own the validator nodes’ network after approval and authentication. Going a step fur-
ther, MARSAL will also incorporate new privacy-preserving context representations,
which will allowMARSAL’s data-driven NSaaS subsystem to operate without exposing
tenants’ business and operational data. Context awareness requires the exchange of local
embeddings (via EP mechanisms) that represent the nodes of a knowledge graph, risk-
ing information leakage. These embeddings have inherent anonymisation properties, as
they represent nodes as compressed, high-dimensional arrays, while the application of
EP algorithms iteratively minimizes the differences among neighbouring embeddings,
further decreasing the risk of re-identification of the original node. MARSAL will also
integrate innovative techniques to guarantee that embeddings cannot be reversed and
can be shared among competing partners and the NSaaS sub-system, without any risk
of disclosing confidential information.

The MARSAL architecture will also incorporate an innovative NFS (Network File
System) Gateway, controlled by the OTT application provider, to serve as the foun-
dation of trust. The DCS gateway will be the intermediary between the (trusted) OTT
application, and (untrusted) DCS (Distributed Cloud Solution) infrastructure. The NFS
gateway will be extended to implement a novel data pipeline for the controlled shar-
ing of data among different parties. The gateway will support for first time a policy
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language, extending SoTA solutions such as Open Digital Rights Language or JSON-
LD (JavaScript Object Notation for Linking Data), effectively enforceable in the data
protection context of different stakeholders that will permit the specification of sharing
and processing restrictions over data. Finally, the NFS gateway will implement a novel
probabilistic scheme that protects the integrity of computations based on the randomised
injection of pre-computed and replicated computational tasks. Thus, a unified solution
for data obfuscation and integrity assurance will be implemented for the first time,
which varies the probability of randomised injections based on the degree of protection
or performance required.

To improve the performance of current signature-based solutions for dealing with
zero-day or evolving attacks, MARSAL considers hardware accelerated solutions for a
decentralised Threat Detection Engine (TDE) and a centralised Threat Analysis Engine
(TAE). ML-based threat detection, that has demonstrated an improved ability to extract
complex non-linear relationships in attack data, will be leveraged for the design of
MARSAL’s TDE. Moreover, MARSAL will leverage the capabilities of a new genera-
tion of programmable SDN Switches, which allows MARSAL’s data-plane to behave as
a distributed barrier against threats, securing the entire transport infrastructure and inter-
cepting cyber-attacks at a very early stage. Detected cyber-attacks can be isolated by the
data-plane at the level of individual traffic flows, going beyond traditional slice-centric
approaches and towards micro-segmentation.

Moreover, MARSAL’s network security level also considers a centralised TAE, that
operates as an ML Fusion Centre, collecting and correlating metadata and features
extracted from the P4 pipeline of the decentralised TDE. This allows complex attacks
such as Advanced Persistent Threats that simultaneously target multiple network nodes,
to be detected. Furthermore, it provides system-wide consistency and correlation for
events occurring within all the involved P4 pipelines. MARSAL will exploit the flows’
destination IPs (Internet Protocols), and specifically their sequence, since this informa-
tion is both unencrypted and readily available as part of the SDN Switches’ telemetry
framework. Thus, the TAE will associate observed flows (with unknown status) with
malicious ones based on the sequence of IPs accessed. MARSAL’s solution will involve
feeding a Deep Neural Network (DNN) with sequences of IPs to build a vector represen-
tation of network flows; intuitively, flows with a small distance from Radio Edge DCs
will host the Network Functions malicious flows should also be flagged as malicious.

3 Experimentation Scenarios

3.1 Dense User-Generated Content Distribution with mmWave Fronthauling

The main objective of this scenario is to demonstrate and evaluate MARSAL’s dis-
tributed cell-free RAN in terms of increased capacity and spectral efficiency gains, and
the adaptivity of dynamic clustering and RRM mechanisms in managing connectivity
resources in a dynamic environment with varying hotspots areas. Furthermore, an addi-
tional objective of this scenario is to evaluate the Hybrid MIMO Fronthaul in terms of
its ability to offer a dynamic AP topology.

This experimentation scenario will show the potential of deploying cell-free net-
working in 6G networks with massive AP deployments. The MARSAL innovations will
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focus on distributed processing, with clusters of APs and DUs coordinating via fronthaul
links. In this experimentation scenario, we will evaluate the performance of dynamic
data driven clustering algorithm. It will also explore and evaluate inter-DU coordination
effect in Spectral Efficiency and propose dynamic adaptability of the coordination levels
jointly addressing AP-DU and DU-DU coordination for the first time. The Cell-free
vRAN components in this experimentation scenario will validate the design of cell-
free enable virtual O-RAN Distributed Unit (O-DU), cell-free MAC (Medium Access
Control) scheduler, PHY sub-layer. Moreover, it will also validate the appropriate mod-
ification of the CP protocols and O-RAN spo-duecified interfaces (i.e., E2, O1) [19] to
support practical cell-free operation and fully distributed processing.

In CF networks, the environment around the user defines the set of APs serving
it. These APs may: i) be connected to different O-DU and ii) utilize different types
of fronthaul links. The latter, in its turn, defines the information to be shared between
the APs and their O-DUs. Next, the involved O-DUs share necessary information with
each other. The final MARSAL processing will also consider the fronthaul and midhaul
constraints (feedback to the cluster formulation block).

We list below a generic description of the stakeholders involved in this experimental
scenario:

Cell-free mMIMO Infrastructure Provider: An infrastructure provider is needed to
validate the MARSAL solution, especially for a novel cell-free NG-RAN architecture.
The relevant stakeholder, besides providing the infrastructure, can conduct research on
the area of cell-free mMIMO (massive MIMO) and could be providing, e.g., cell-free
clustering solutions. The cell-free clustering solutions are needed to cooperate with the
CPUs (Central Processing Units) and the O-DUs via algorithms that integrate the cell-
free RUs (Radio Units) with the O-DUs by using PHYAPI’s (Application Programming
Interfaces).

Cell-free vRANVNFsProvider: The cell-free vRANVNFs provider from the industrial
stakeholder will be designing the cell-free vRAN architecture. The stakeholder will be
further implementing the solution on 3GPP protocol stacks and provide the VNFs. The
VNFs can be implemented in radio edge DCs and/or regional edge DCs based on the
underlying user’s requirements and their SLA. However, the solution provided by the
stakeholders as a form of VNFs (i.e., the vO-DU and vO_CU-UP) can be deployed at
the Radio Edge DCs as white-box servers.

RAN Intelligent Controller and xAPPs1 Provider: The RAN intelligent controller and
the xAPPs provider will be involving providing the cell-enabled solutions with the mod-
ifying the necessary O-RAN specified interfaces. The AI/ML models at the Near-RT
RIC provided by the stakeholders will somehow provide the RAN functionalities of
the underlying architecture. The stakeholder will be providing the resources of Non-RT
RIC/SMO (Service Management and Orchestration), Near-RT RIC, and RAN nodes,
and relevant O-RAN specified interfaces to enable cell-free in the traditional O-RAN

1 Application available at RAN Controller for RAN Configuration, AI/ML model policy exe-
cution, Radio Resource Management (RRM) model, slice selection, etc., as per O-RAN
compliance approved specifications specified by O-RAN WG-1 and WG-3.
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architecture. The stakeholder solution of the Near-RTRIC and vCU_CP can be deployed
at a Regional Edge white-box server, and it can be further connected to the radio edge
DCs through optical network unit from other stakeholders.

mmWave Fronthaul Provider: Stakeholders can enable scalability through the flexi-
ble utilisation of a distributed cell-free approach and an mmWave fronthaul, by rely-
ing on optical technologies (PONs, WDM rings) for their interconnection with other
components of MARSAL architecture. The mmWave transceivers and the beamform-
ing solutions from the stakeholder can be integrated in Hybrid MIMO node that will
be characterised via experiments (e.g., in terms of EIRP (Effective Isotropic Radiated
Power), beam pattern, Field of View and beam directivity).

mmWave Transport Network: The stakeholder will contribute to design of the 6G x-
haul networks and provide SDN-enabled wireless transport for the interconnection of
distributed vRAN components of the MARSAL architecture. The Point-to-Point (PtP)
mmWave solution of the stakeholders that can enable several deployment options (e.g.,
Co-located O-CU and O-DU: O-RAN split 7.2x, independent O-RU (O-RAN Radio
Unit), O-CU (O-RAN Central Unit), O-DU locations: O-RAN split 7.2x, and O-RU and
O-DU integration on cell site: O-RAN split 2), respectively2.

Network Equipment Manufacturer: Apart from traditional network devices (e.g.,
routers and switches), VNF-based devicesmust be designed andmanufactured to support
the MARSAL architecture, including DCs and MEC platforms.

3.2 Ultra-dense Video Traffic Delivery in a Converged Fixed-Mobile Network

This scenario will showcase MARSAL’s solution towards Fixed-Mobile Convergence
in an ultra-dense indoors context (e.g., campus, stadium, malls, etc.). Mobile clients
served by a distributed Cell-Free RAN will be sharing the Optical Midhaul with third
party fixed clients. The Fixed-Mobile Convergence in an Ultra-dense indoors scenario
will be operated based on two operation modes: Fixed operation (Passive Optical LAN
(LocalAreaNetwork)) andMobile operation (small/pico cell with optionallyDistributed
Antenna System), respectively. The mobile clients served by a distributed cell-free RAN
will be sharing the Optical Midhaul with third party FTTH clients. The optical fiber
access equipment (Optical Line Terminal - OLT) will relate to PON and PtP interfaces
where the Network urbanism organisation, e.g., OLT and CU co-localised and DU at the
end face of the optical termination.

5G carriers and equipment are emitted and localised at the regular antenna locations
with 2G/3G/4G. The pressure of coverage based on the requirements of the regulator
is the main reason to have such deployment engineering rules. Concerning the mobile
backhaul, 5G deployment coincides with a massive use of optical fiber to achieve the
required backhaul throughput up to 10GEth. The fixed access network is based on PtP
(Point-to-Point) topology to achieve the connectivity between antenna site and the first

2 Further information about O-RAN components’ definitions can also be found at: https://docs.
o-ran-sc.org/en/latest/architecture/architecture.html.

https://docs.o-ran-sc.org/en/latest/architecture/architecture.html
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aggregation node (central office). Due to that in parallel of 5G, FTTH is under deploy-
ment, we have more and more central offices (COs) equipped with OLT shelf. 5G back-
hauling could be addressed either by direct PtP connection to aggregation switch/router
or through OLT PtP ports and cards. In order to address the increase of 6G cells, the pre-
ferred fixed technology to collect multiple spots is the PtMP also named PON (Passive
Optical Network) based on “tree” fiber infrastructure. 6G transport challenges concern
the coordination between RAN and FAN (Radio and Fixed Access Network) networks
to “address” throughput, latency and availability issues.

We list below a generic description of the stakeholders involved in this experimental
scenario.

Optical Access Networks and Fiber Infrastructure Provider: This stakeholder will be
providing the ONU (Optical Node Unit) and optical fiber infrastructure that will connect
theRadioEdgenodes of theMARSALarchitecture,which is hosting thevRANelements.
It will further enable an interconnection via PtP and PtMP (PON technology) midhaul
links with the Regional Edge. The Regional Edge nodes of the MARSAL architecture
will be interconnected in aWDM ring topology, will host the Radio Intelligent controller
and the vCU_CP VNFs from the NVFs provider.

Radio Intelligent Controller Provider: The stakeholder will be providing Radio intel-
ligent controller including the Near-RT RIC, SMO, relevant O-RAN specified interfaces
to enable cell-free in the traditional O-RAN architecture.

The RAN Components Provider: The RAN components provider will be providing the
CU andDU asmonolithic VNFs that will be integratedwith the cell-free RUs (APs). Fur-
thermore, the stakeholder of the VNFs providers will modify and implement necessary
interfaces to enable cell-free NG-RAN for the PoC (Proof-of-Concept) experimentation
validation.

Network Equipment Manufacturer: Apart from traditional network devices (e.g.,
routers and switches), VNF-based devices, the ONU, optical fiber gateway must be
designed and manufactured to support the MARSAL architecture.

3.3 Cognitive Assistance and Smart Connectivity for Next-Generation
Sightseeing

In this scenario, the deployment of two real-time and interactive cloud-native applica-
tions for outdoors sightseeing supporting human-centered interaction via 3D cameras
is envisioned in the MARSAL’s multi-tenant elastic edge infrastructure. These appli-
cations would be offered to users equipped with untethered Augmented Reality (AR)
glasses. Both applications would endure an enhanced strolling experience by showing
overlaid information relevant to their surroundings (APP#1) and enabling virtual arti-
facts manipulation (APP#2), while considering background traffic from other applica-
tions and services. This experimentation scenario envisaged within MARSAL leverages
smart glasses to furnish a full B5G/6G sightseeing experience. To better showcase the
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scope of the proposed scenario, let us conceive a general use case consisting of a next-
generation sightseeing tour enhanced with AR in a big city. Throughout the tour, the
user is provided with information of interest as she/he walks by the streets of the city
(APP#1). The tour also proposes a predefined route where the user visits multiple points
of interest (POI) empowered with artifact manipulation applications (APP #2).

This scenariowould fit within the “Immersive smart city” use case under the category
“Massive twinning” and also within the “Fully-merged cyber-physical worlds” use case
under the category “Immersive telepresence for enhanced interactions” as described in
[20]. In our vision: i) the sightseeing application (APP#1) could be part of the different
services that would be managed under the Immersive smart city, e.g., under the ambi-
ence/environment (for example, climate, air quality) and cultural aspects. and; ii) the
virtual artifact manipulation (APP#2) would be linked with the enhanced interactions to
be addressed by B5G/6G networks. As explained in [20], the use of B5G/6G networks
are needed in these use cases as they improve some existing KPIs (Key Performance
Indicators) of 5G networks (such as service availability, coverage, and network energy
efficiency); this also happens because B5G/6G networks bring new capabilities leading
to new KPIs among which we highlight integrated sensing, local compute integration,
integrated intelligence and flexibility (ability of the system to be adapted and tailored to
specific use cases and environments as a consequence of disaggregation, softwarisation,
and automation/orchestration, which are concepts dealt with in MARSAL).

Below we list a generic description of the stakeholders involved in this experimen-
tation scenario. These are the following entities:

End-user: The end-user is the consumer of the applications, participating as a spectator
and active player, in the respective applications.

User Equipment Manufacturer: These are the companies in charge of designing and
manufacturing user equipment for VR (Virtual Reality) / AR (Augmented Reality)
devices like smart glasses.

Network Equipment Manufacturer: Apart from traditional network devices (e.g.,
routers and switches), VNF-based devicesmust be designed andmanufactured to support
the MARSAL architecture, including DCs and MEC platforms.

Connectivity Provider: Large enterprises (such as telecom operators) play this role by
offering resources (network, computing, and storage) in large-scale and cloud-based
environments for service deployment. It is their duty to safeguard the integrity and long-
term viability of their infrastructures in order to accommodate virtualised services. NFV
Infrastructures are provided/leased by connectivity providers, where VIMs are in charge
of the infrastructures, connected with the Service Virtualisation Platform (SVP) and con-
trolled by the Service Platform Provider. The NFVIs address not only the requirements
for a static, centralised cloud environment, but also the dynamic and mobility-related
requirements.

Service Provider: This is a generic role that can be assigned tomany types of companies,
covering a plethora of services in vertical domains that may potentially be benefited from
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the MARSAL architecture. Service Providers are companies that offer services to end-
users or other companies, considered as the consumers of a service, for example, a
company offering a MEC platform for processing of video files captured through the
smart glasses or charging end-users.

Service Virtualisation Platform Operator: This stakeholder is in charge of running and
maintaining a secure, scalable, and efficient SVP for the deployment of media services.
The SVP Operator’s responsibilities include general control of daily operations, provi-
sioning and maintenance processes, security practices, disaster recovery planning and
execution. The SVP operator is also responsible for analysing and optimizing resource
allocation, as well as ensuring that charges are made in accordance with agreed-upon
SLAs.

Applications Developer: Companies that develop novel 6G-related applications (or ser-
vices or functions that can be integrated to make a service). They may use the SVP’s
ServiceDevelopmentKit (SDK) for deploying, configuring, andmanaging their services.

3.4 Data Security and Privacy in Multi-tenant Infrastructures

The goal of this scenario is to demonstrate and evaluateMARSAL’s privacy and security
mechanisms. They guarantee the isolation of slices and ensure collaboration of partic-
ipants in multi-tenant 6G infrastructures without assuming trust. These mechanisms
will also be evaluated in terms of their ability to mitigate the increased privacy risks of
NGI (Next Generation identification) applications that process Personally Identifiable
Information (PII). To this end, this scenario will demonstrate the application of security
and privacy mechanisms in four different layers, namely: secure and private sharing of
information among tenants, legal security using smart contracts, security of the data
stored in the cloud and security of the end-users.

The development of each of the different layers presents different challenges ranging
from the implementation of smart contracts among different tenants to the real time
analysis of network data to allow the protection of the end-users in a timely manner.

We approach the security and privacy in 6G networks in a holistic way. Contrary to
the previous scenarios, offering a solution tailored for the MARSAL architecture, here
we present a modular design to offer four different layers of security and privacy that
could be applied in very different contexts. Moreover, we adapt them to work in the
context of the Cognitive Assistance scenario in 5G and beyond described above.

This scenario assumes amulti-tenant infrastructurewith oneMNOand twoMVNOs,
each serving an OTT application provider. MARSAL technology will ensure the iso-
lation of the different slices while offering the possibility of collaboration among the
different tenants. To this end, we will demonstrate how the usage of smart contracts can
be paired with the private representation of data, allowing the sharing of information
among different tenants and the owner of the infrastructure that can be interested in the
optimisation of different ML models.

Moreover, the scenario will also cover the security (and privacy) at different levels of
theMARSAL architecture. First, we will demonstrate how policies can be used to safely
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store data in the cloud (either at the core or the edge of the network), testing different
allocation strategies that ensure the perpetual security of the data.

Then, we move our focus to the network, and we will demonstrate how the brows-
ing patterns of users can be analysed in real time to alert end-users against malicious
behaviours they may have, before they get in trouble.

We list below a generic description of the stakeholders involved in this experimen-
tation scenario.

• Network operator: The network operator is in charge of the last 2 layers of security:
the security of the end-users and the security of the network itself . It will be in charge
of deploying the engines in charge of the protection.

• Cloud providers: The cloud providers should apply the storage policies defined by
the users and tenants to ensure the security of the data.

• Slice tenants: The slice tenants will be responsible for the correct execution of the
privacy transformation of the data and the signature of the smart contracts.

• Network equipment manufacturers: They should be able to generate equipment able
to execute complex tasks, such as ML models execution or on-line rule adaptation to
allow the protection of the end-users.

• End-users: They are the most benefited from the execution of the different privacy
and security layers that allows them to use the MARSAL architecture in a safer way.

4 Discussion

In this paper, we presented a conceptual view of the MARSAL architecture, as well as
a wide range of experimentation scenarios.

In particular, the first domain is focused on cell-free networking in dense and ultra-
dense hotspot areas. The first experimentation scenario considers dense User-Generated
Content (UGC) distribution with mmWave fronthauling. The main objective of this sce-
nario is to demonstrate and evaluate MARSAL distributed cell-free RAN in terms of
increased capacity and spectral efficiency gains, and the adaptivity of dynamic clustering
and RRM mechanisms in managing connectivity resources in a dynamic environment
with varying hotspots areas.

The second experimentation scenario investigates ultra-dense video traffic delivery
in a converged fixed-mobile network. This scenario showcases MARSAL’s solution
towards Fixed Mobile Convergence in an ultra-dense indoors context. Mobile clients
served by a distributed Cell-Free RAN will be sharing the Optical Midhaul with third
party FTTH clients.

The second domain is focused on cognitive assistance and its security and privacy
implications in 5G and Beyond. The third experimentation scenario is about cogni-
tive assistance and smart connectivity for next-generation sightseeing. In this scenario,
the deployment of two real-time and interactive cloud-native applications for outdoors
sightseeing supporting human-centered interaction via 3D cameras is envisioned in
the MARSAL’s multi-tenant elastic edge Infrastructure. These applications would be
offered to users equipped with untethered AR glasses. Both applications would endure
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an enhanced strolling experience by showing overlaid information relevant to their sur-
roundings and enabling virtual artifacts manipulation, while considering background
traffic from other applications and services.

The fourth experimentation scenario addresses data security and privacy technical
challenges in multi-tenant infrastructures. We approach the security and privacy in 6G
networks in a holistic way. We present a modular design to offer four different layers of
security and privacy that could be applied in very different contexts.

Our future work will include a list of testing set-ups for the evaluation process,
as well as a set of preliminary targeted KPIs. It should be noted here that these KPIs
will be under continuous reconsideration. Furthermore, we will focus on the network
architecture specifications, the requirements of management and security components,
as well as the finalisation of MARSAL architecture.
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1 Smart Grids and Their Main Functionalities

The Smart5Grid project [1] constitutes a step forward in the integration of energy grids
with the latest innovations in virtualization and communication technologies that 5G, the
5th Generation of mobile communications, brings. Smart5Grid is focused on boosting
innovation for the highly critical and challenging energy vertical, by providing an open
5G enabled experimentation platform customized to support the smart grid vision. The
Open Smart5Grid experimental platform aims to be an ecosystem where stakeholders
in the energy vertical, ICT integrators, Network Applications (NetApps) developers,
actors in the telecom industry and/or network service providers in general, could “come
together” fostering collaboration and innovation. The final goal is to validate, both at
the technical and business levels, the opportunities offered by 5G technology to the
energy vertical, to be demonstrated in four meaningful use cases (UCs), relevant to real
scenarios of use [2]. The use cases were specifically chosen to capture a wide range of
operation scenarios for the power systems.

The present paper focuses on the description of the current state-of-the-art from the
project’s perspective, providing insights on the latest advancements in areas such as
smart grids (SGs), the cloud native paradigm as well as the impact of Multi-access Edge
Computing (MEC) in 5G networks. Each one is assessed as of its relevance to the state
of the Smart5Grid platform design and/or implementation.

The energy sector represents undoubtedly one of the most significant “test cases”
for 5G enabling technologies. This is linked to the need of addressing a huge range of
very diverse requirements to deal with across a variety of applications, like the stringent
capacity for smart metering/Advanced Metering Infrastructure (AMI) that is used as
a two-way channel for communications between meter and users, versus the latency
for supervisory control and fault localization. Moreover, to effectively support energy
utilities along their transition towards more decentralized renewable-oriented systems,
there are different open issues to be fully solved as, for example, the need for 5Gnetworks
to enable the management of automation, security, resilience, scalability, and portability
of the smart grid energy services.

The application of the virtualization and service-oriented principles in network
design enables network systems to be realized based on cloud technologies and network
services to be provisioned following the cloud service model [3]. This emerging trend is
often referred to as cloud native network design, which is expected to be widely adopted
in future networks, including the design of 5G/6G networks. Thus, cloud native is an app-
roach to build and run applications that fully exploit the benefits of the cloud computing
model. Such approach refers to the way applications are created and deployed, not where
they are executed. It includes things like service architectures, infrastructure as a code,
automation, continuous integration/delivery pipelines, observability/monitoring tools,
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etc. Cloud native apps are designed and built to exploit the scale, elasticity, resiliency
and flexibility the cloud provides.

MEC makes no assumptions on the underlying radio infrastructure, which makes
it a highly flexible element in the communications networks. As the delivery technol-
ogy – together with the underlying hardware of the MEC platform – remains open,
this enables new levels of adaptability to the chosen deployment scenario. Therefore,
Service Providers (SPs) can use MEC as a revenue generator and application test bed
(including service producing applications) without being forced to wait for full ratifica-
tion/deployment of the 5G standard and the associated capital investment. This approach
allows SPs to offer third parties a cost-effective way to trial their applications.

The work is organised as follows: The present Sect. 1 serves as an introduction
where some essential features of the Smart5Grid project platform have been identified,
able to affect 5G implementation. These are further discussed in more details in the
subsequent sections, that is: Sect. 2 presents the context of smart energy grids with the
consideration of ICT for smart metering and for better managing collected data; Sect. 3
discusses the cloud native context together with the example of the cloud native VNF
modelling, that can strongly affect the intended Smart5Grid architecture. Then, Sect. 4
is structured to elucidate aspects from the MEC context, in particular as 5G enabler
for effectively integrating 5G management, control and orchestration processes. Each
one among the above platform architectural features is also correlated to the ongoing
Smart5Grid approach, as actually performed in the process of the project. Following to
the previous discussion, Sect. 5 is dedicated to the description of the intended NetApps.
Finally, Sect. 6 summarizes the paper with several concluding remarks.

2 Smart Energy Grids

The profound transformation driven by deeper and faster decarbonisation is changing
the energy world and is also creating new challenges, both on the supply side and on the
demand side. In particular, the energy infrastructure needs to be enhanced and digitalized
in order to cope with the deployment of renewable sources, increased decentralization,
electrification of end-user and active customers, ensuring, at the same time, energy
network stability, security, and resilience [4, 5]. The electric grids, which are essentially
massive interconnected physical networks, are the infrastructure backbone for energy
supply and use of today [6].

Electricity generated from renewable sources is predominantly variable in nature;
in this respect, grids will be required to manage power flows more promptly and effi-
ciently to support the integration of less predictable energy production, while main-
taining the quality of supply. Nonetheless, supporting the boost of Renewable Energy
Sources (RESs), smart gridswill deliver substantial benefits in terms of resource-efficient
economic growth, global and local pollution reduction [7, 8].

Grid interoperability with distributed resources is one of the fundamental pillars
of grids’ development [9]. Shifting from demand and supply patterns towards more
decentralized generation (connected at medium and low voltage grids) raises the need to
properly manage congestions and multidirectional energy flows. Moreover, connecting
customers equipped with smart meters to the distribution system will allow their active
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participation to the energy market through the provision of flexibility services (e.g. via a
“demand response” approach). Energy consumption patterns are also changing, due to
the growth of new forms of energy demand in building, transport and industry sectors,
with a high variability and high-power rating. The smart integration of electricity with
final uses will significantly decrease both greenhouse gas emissions and energy demand,
in order to deliver equivalent services with less energy input and resources.

In thismulti-challenging framework, energy systemoperatorswill have to be empow-
ered with more advanced instruments to provide reliable electricity supply and quality of
service (QoS) in the increasing challenging energy system. The goal is to allow the grid
system to work as efficiently as possible [10], minimizing operating costs and environ-
mental impacts while maximizing system stability and security. This is a “key issue” to
ensure more resilient supply of electricity, through the use of solutions that improve fault
detection and allow self-healing of the energy distribution grid, without the intervention
of technician. Smart grids accomplish the required optimization of energy networks by
using digital and other advanced technologies [11]. They are necessary for the integra-
tion of growing amounts of variable RESs (like solar and wind power), and of new loads
(such as energy storage and charging of electric vehicles), while maintaining stability
and efficiency of the system. Furthermore, smart grids enable the utilization of flexi-
bilities that are currently available or that will become available in the future, to better
match needs on the grid with respect to generation and demand [12].

On this regard, the Smart5Grid platform is structured in a way to support the
energy transition by providing the needed digital layer to ensure the availability of
the communication infrastructure, whenever is needed.

Smart grids are complex systems [6–8]. They aim to intelligently integrate the behav-
iors and actions of all the stakeholders in the energy supply chain to efficiently deliver
sustainable, economic, and secure electric energy, and ensure economical and environ-
mentally sustainable use. Key to the success of SGs is the seamless integration and
interaction of the power network infrastructure as the physical systems, and information
sensing, processing, intelligence, and control as the cyber systems.With respect to power
transmission and distribution networks, SGs integrate interconnected and geographically
wide distributed components, both hardware and software, both on the demand and on
the supply side, and “pool” their resources to create higher functionalities [13, 14] such
as the following:

• Advanced metering and monitoring, for close to real-time (RT) transmitting and
receiving data for information, monitoring and control purpose on what goes on the
energy network, in order to acquire/provide feedback for the grid operation and enable
consumers to better manage consumptions.

• Active network management, for the operational optimization throughpredictivemain-
tenance, energy network remote reconfiguration and recovery schemes activation in
almost real time.

• Flexibility services, from Distributed Energy Resources (DERs) such as distributed
generation, energy storage assets and demand side response, leveraging on end-user’s
flexibility. A DER is a small-scale unit of power generation that operates locally and
is connected to a larger power grid at the distribution level. DERs can include solar
panels, small natural gas-fuelled generators, electric vehicles, and controllable loads,
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such as HVAC (Heating, Ventilation and Air Conditioning) systems and electric water
heaters

• Smart charging services, such as vehicle-to-grid (V2G) or vehicle-to-home (V2H)
solutions (for battery electric and plug-in hybrid vehicles) and additional growth of
electrification grade (i.e.: heating and cooling), increasing RESs grid hosting capa-
bility. (V2G is a technology that enables energy to be pushed back to the power grid
from the battery of an electric car; a V2H system enables customers to store home
generated renewable energy in their leaf battery or fill their battery when energy tariffs
are low or even free).

In this context, the Smart5Grid project is structured so that to effectively support
most of the above functionalities, offering dedicated services not only for the energy
system operators, but also for DERs providers and aggregators who are assessed as
“the new emerging actors” of the energy industry ecosystem.

The following responses are identified to the fundamental smart grids’ functionali-
ties, as the latter are actually developed by the Smart5Grid effort:

• Regarding advanced monitoring, an innovative cross-border frequency monitoring
system will be implemented to support the regional Transmission System Operators
(TSOs) to provide the system stability in the Greek-Bulgarian demo (as discussed in
the context of the respective use case 4, UC#4).

• Besides this, in the Spanish demo (as examined in the specific framework of use case 2,
UC#2), an innovative safety system for people working in high-voltage power stations
will also be implemented and tested, since electricity still represents a danger for
workers if not properly approached, keeping the due physical distance from the live
parts.

• The most advanced active grid management system, developed by Enel Distribuzione
Italia (EDI), will be supported by a NetApp to provide RT communication monitor-
ing, preparing the ground for further implementation of edge-based computing (as
examined in the specific framework of use case 1, UC#1).

• The real-time monitoring and control of DERs compose the basis for the provision of
flexibility services to the energy system operators.

3 The Cloud Native Context

Within the Smart5Grid framework a core aim is to embrace and adopt, where possible,
the cloud native paradigm [15]. The concept of cloud native, in a simple way, can be
defined as related to applications that are born in the cloud – as opposed to applications
that are born and raised on-premises [16]. However, this definition is quite simple and not
representative of what cloud native truly means, so it is better to introduce the concept by
means of different examples extracted from [17]. Based on this approach, cloud native
applications have the following characteristics:

• They often need to operate at global scale: While a simple website can be accessed
anywhere given that internet is not blocked, the concept of global implies that the
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application’s data and services are replicated in local data centres so that interaction
latencies are minimized, and the integrity of the application is clear to the final user.

• They must scale well with thousands of concurrent users: This is another dimension
of parallelism that is orthogonal to the horizontal scaling of data required for global-
scale distribution and it requires careful attention to synchronization and consistency
in distributed systems.

• They are built on the assumption that infrastructure is fluid and failure is constant so
even in the case the failure rate is extremely small, the law of large numbers guarantees
that in a global scale even a low probability event can happen.

• Cloud-native applications are designed so that upgrade and test occur seamlessly
without disrupting production.

The above characteristics perfectly “match” the requirements of a smart grid’s
communication and application layers, consequently entailing the need of adopting
5G. Due to the need of addressing a huge range of very diverse requirements to deal
with across a variety of applications, an approach based on microservices [18] and
cloud nativeness is strongly needed with the consequent use of different techniques of
virtualization, to help the power grid to truly become smart. Dedicated effort has been
planned to realize this specific aim.

The current specifications for realizing network virtualization and softwarization
in 5G change how network functions are realized and deployed (as software instances
hosted on Virtual Machines (VMs) and/or containers) but not with regards to how the
functions are designed [19]. In fact, the state-of-the-art of NFV (Network Functions
Virtualisation) implementations [20] often replace monolithic hardware-based network
functions with their software VNF (Virtual Network Functions) counterparts. This app-
roach naturally brings for any project based on software virtualization the creation of
a certain number of common functionalities that are repeated across different VNFs,
and which causes evident repetition and lack of flexibility in the network infrastructure.
Moreover, NFV and Software-DefinedNetwork (SDN) architectures both comprise a set
of predefined function blocks that are interconnected via standardized reference points
so, whenever a new function block is added into the architecture, these features bring a
further “ossification” of the network infrastructure.

A promising way to tackle this problem with the current NFV and SDN architec-
tures is to enable finer granularity for network functions and a common interface for
loose-coupling interaction among them. The Service-Oriented Architecture [21] (SOA),
with its latest development as theMicro-Service Architecture (MSA), offers an effective
approach to achieve this objective. In the European Telecommunications Standards Insti-
tute (ETSI) NFV specifications, a network service refers to an ordered set of (virtual)
Network Functions (NFs) specified by a service description (VNF forwarding graph
[22]). In the SOA approach, this principle has been embraced by the NFV architecture
in different level as NFVIaaS [23], VNFaaS [24], and NSaaS [25], which all adopt the
SOA service concept, as specified in [26].

Cloudnative is an approach todesign, build and run applications/virtual functions that
fully exploits the benefits of the cloud computing model. It refers to the way applications
are created and deployed, not where they are executed, and it is based on the principle
of decomposing an application into a set of microservices that can be developed and
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deployed independently to accelerate and optimize the DevOps strategies [27]. The
microservices are packaged into light-weight containers which are scheduled to run on
compute nodes by a container orchestrator. As regards data, we must underline that, to
be properly classified as cloud native, microservices need to be “stateless”, meaning that
there must be a separation of the processing logic from the processed data and how it is
stored in the cloud.

In framework of the actual Smart5Grid platform, the involved partners intend to
embrace and adopt – where possible – the cloud native paradigm so that to “pave the
way” towards the integration of the energy infrastructure and the 5G Core Network (CN)
SBA (Service-Based Architecture). This 5G CN SBA will require several techniques being
applied in unison, i.e., NFV and SDN that will require the deconstruction of VNFs into
microservices. This effectively translates to the containerization of the 5G Core, and the
gradual decoupling of network functions from VMs in support of containerized network
functions. For this reason, the adoption in the early stage of a cloud native approach
for the NetApp development will increase the compatibility between telco and vertical
infrastructure.

For the purpose of cloud native VNF modelling and in order to understand the
roadmap of the evolution of the VNFs towards a cloud native approach, we can rely on
the 5G PPP “Cloud Native and 5G Verticals’ services” White Paper [28], that conveys
the point of view of the European Commission (EC) and the industry (as in Fig. 1). This
figure shows the evolution from the classic solution based on VNF implemented to run
inside VMs. It also depicts a possible evolution of the term VNF to CNF (Cloud Native
Function) that is another way to indicate VNF but with strong emphasis on the cloud
design. Observing the present phase, we can see that the classic solution is based on
running VMs on top of bare metal/public cloud and on the use of hypervisors such as
VMware [29] or VirtualBox [30]. At the same time, OpenStack [31] has been used as the
de facto cloud computing platform. This architectural approach adopted in the Telecom
sector follows the NFV MANO (Management and Orchestration) specification [32].

Fig. 1. Cloud native road path [26].

This early-stage approach brought several problems. For example, in multi-domain
orchestration environments, as the ones used commonly in 5G services, the management
of several Virtual Infrastructure Managers (VIM) (e.g.: OpenStack) in a multi-cloud
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environment is a complex and hard task not easy to solve. Another problem is that it is
difficult to manage multiple VNFs in a consistent way because we are facing the hard
dependency between the hardware and element management systems that exist in the
real environments. Finally, at implementation level, it is also hard to combine different
blocks from different vendors. These concerns can be solved if we move forward into a
cloud native solution given their foundation principles.

By summarizing, we can extract four key ingredients that have to guide Smart5Grid
project towards the development of cloud native applications. Consequently we shall
need:

1) Small, stateless microservices architecture, running in containers, which are faster
to get deployed and upgraded with the use of few cloud resources, with the purpose
of deploying just what is needed instead of the entire network function.

2) Open architecture and Application Programming Interfaces (APIs) so it is possible
to continuously onboard innovation. For example, the 5G Core uses an SBA with
well-defined APIs for network functions to offer services or call on each other.
This, merged with the cloud-native service mesh, enables rapid manipulation of the
5G Core, allowing the integration of new network functions, or rapidly scaling &
deploying different slices.

3) Cloud agnostic and infrastructure agnostic, to eliminate the hardware dependencies.
4) DevOps for automation and fast time to market.

4 Multi-access Edge Computing as “Enabler” to 5G Adoption

Using an “edge cloud”, SPs can host applications in a virtual retail space, test the revenue
return and scale-up or remove as appropriate. So, starting out as a 4G edge test bed with
limited deployments at first,MEC allows a smooth transition into the 5G network rollout,
removing the need for major upgrades when the expected time for transition arrives
[33, 34]. Another focus area for transitioning to the 5G networks is about re-using the
existing deployed systems in the process. Due to theMEC’s virtualised characteristics, it
is very easy to monitor performance and resource needs of an application which, in turn,
enables more accurate pricing for operators towards application providers for hosting
the applications [35, 36].

The common feature set of providing much-improved capabilities at the edge of
the network, improved intelligence about resources needed at the edge and the ability to
charge for service delivered by cycles, memory, storage, and bandwidth delivered, makes
it “quite attractive” to start the deployment in (early) 5G test sites. Taking into account
the above considerations, MEC compatibility towards 5G networks may be about:

• Integrating the MEC data plane with the 5G system’s one for routing traffic to the
local data network and steering to an application.

• An Application Function (AF) interacting with 5G Control Plane Functions (CPFs)
to influence traffic routing and steering, acquire 5G network capability information,
and support application instance mobility.
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• The possibility of reusing the edge computing resources and managing/orchestrating
applications and/or 5Gnetwork functions,whileMECstill orchestrates the application
services (chaining).

MEC, as it is deployed in the 4th generation LTE (Long-Term Evolution) networks,
is connected to the user plane. With LTE networks already having been deployed for
a number of years, it was necessary to design the MEC solution as an add-on to a 4G
network in order to offer services in the edge. Consequently, the MEC system – as
defined in ETSI GS MEC 003 [37] and in the related interface specifications – is to
a large extent self-contained, covering everything from management and orchestration
down to interactions with the data plane for steering specific traffic flows. With 5G, the
starting point is different, as edge computing is identified as one of the key technologies
required to support low latency together with mission critical and future IoT (Internet
of Things) services and to enable enhanced performance and quality of experience. The
design approach taken by the 3GPP allowed themapping ofMEC onto AFs (Application
Functions) that can use the services and information offered by other 3GPP network
functions based on the configured policies [37, 38]. Several enabling functionalities can
provide flexible support for different MEC deployments.

There is a growing consensus that in the long term, 5G deployments will increasingly
integrate fixed-mobile networks infrastructures with cloud computing and MEC [39].
In these scenarios, the borders between cloud and MEC virtual resources will not be
explicit, thus paving the way towards a sort of “continuum” of logical resources and
functions, offering flexibility and programmability through global automated operations.
This will require that the orchestration capabilities, which are already a key element for
exploiting cloud computing capabilities, become an essential part of the operation of
future 5G infrastructure.

The integration of 5G management, control & orchestration processes is expected
to facilitate applications/services development by providing controlled access to high-
level abstractions of 5G resources (e.g., abstractions of computing, memory/storage, and
networking) thus enabling any vertical application. Moreover, as a real operating sys-
tem, it should provide automated resource management, scheduling process placement,
facilitating inter-process communication and simplifying installation and management
of distributed functions/services, spanning from cloud computing to MEC. A shared
data structure will to support multi-vendor systems and applications.

In the specific Smart5Grid framework, the core aim is to focus on the deployment
of four selected UCs of strong market relevance for revolutionising the energy vertical
industry, in parallel with the introduction of an open 5G experimental facility to support
integration, testing and validation of existing and new 5G services and NetApps from
third parties. MEC reduces latency to milliseconds and allows for constant connectivity.
Plus, when the edge network experiences high traffic, the edge may offload data to the
cloud to maintain a quick and reliable connection. MEC shall provide a multiplicity
of explicit benefits for the provision of the related services to any participating market
actor – especially to network operators – and also to support the effective transition
towards a reliable 5G implementation.



Fundamental Features of the Smart5Grid Platform 143

5 Smart5Grid NetApps

This section presents the Smart5GridNetAppwhich is proposed as a solution to the needs
of Smart5Grid project and its UCs. In fact, the Smart5Grid NetApp provides a means for
developers to define vertical applications by interconnecting together newand/or existing
pieces of software in the form of VNFs. By splitting the functionality of the NetApp into
decoupled VNFs, the reutilization of software functions is encouraged. This, however, is
not something that the NetApp brings as a new concept. The ETSI NFV framework [32]
describes the reference architecture, information models and tools required to manage
this kind of applications. However, when introducing advanced networking such as 5G,
this framework on its own requires a high level of expertise from developers, not only
from the relevant field of the specific vertical application that is being developed, but also
from the field of telecommunications if the building of End-to-End (E2E) application
is the purpose. With this in mind, the Smart5Grid NetApp concept intends to provide
a solution to this problem by abstracting the complexities of network deployment and
configuration from the developers of vertical applications.

A Smart5Grid proposed NetApp is a cloud native application. Thus, it is made
up of VNFs based on OS (Operating System) containers’ technology. Consequently,
a corresponding NetApp contains the necessary components to offer a service as a
software (SaaS) application for the energy vertical (i.e., it is a complete and standalone
(SA) vertical application). However, this does not imply that the service provided by this
vertical application cannot be consumed by other external or legacy applications, e.g.,
from a north-facing API. Also, as shown in Fig. 2, a NetApp may directly expose other
user interfaces, such as dashboards, open to design decisions made by the developer.

Fig. 2. Basic NetApp representation.

As already mentioned, NetApp components can be deployed as container-based
VNFs. A NetApp can contain one or more VNFs. By splitting these components when-
ever possible in the implementation, theNetApp brings the opportunity to take advantage
of the cloud/edge infrastructure. An example of this could be, in the case of a NetApp
composed by two components (cf. Fig. 3), that the NetApp function that require low
latency input or responses could be placed at the edge of the computing infrastruc-
ture, while the other function that may be resource-intensive, not suitable for an edge
deployment and not requiring its benefits, should be placed in a cloud data centre where
resources are not constrained.
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Each NetApp is formally defined in a NetApp descriptor which will include the
necessary information regarding the services that compose it, its topology and also the
performance requirements of each component; this implicates that the infrastructure
over which it is instantiated, can perform their intended functions, such as MEC offload-
ing, VNF scaling, and traffic policy enforcement via its management and orchestration
(M&O) systems. This information allows the M&O systems to create end-to-end slices
that fulfil these requirements, allowing developers to design applications with strict per-
formance demands and without needing the expertise to implement the networks that
support them.

Fig. 3. NetApp deployment over a 5G network.

6 Concluding Remarks

5G networks are assessed as a vital element for the expansion of smart grid technologies,
allowing the grid to adapt better to the dynamics of renewable energy and distributed
generation. In fact, 5G allows an efficient integration of hitherto unconnected devices
to smart grids with the aim of precise monitoring and improved forecasting of their
energy needs. Managing energy demand can thus become more efficient, requiring less
investments, as the smart grid has the ability to balance easier the energy load, reduce
electricity peaks and, ultimately, reduce energy costs.

In this scope, the EU-funded Smart5Grid project intends to complement contem-
porary energy distribution grids with access to 5G network resources through an open
experimentation 5G platform and innovative Network Applications (NetApps), focusing
upon four meaningful use cases for the energy vertical ecosystem and aiming to demon-
strate efficiency, resilience and elasticity provided by the 5G networks. In particular, the
project proposes an innovative architecture [40, 41] and creates a dedicated platform
to fulfill its innovative objectives, which is characterised by several essential features.
In the present work we have discussed relevance to smart grid, correlation to the cloud
native context and options for including – and promoting – MEC.
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Smart5Grid foresees to deliver a more secure, reliable, efficient, and real-time com-
munication framework for the modern smart grids. The project platform supports the
current energy sector stakeholders to adopt smart grids so that to: (i) Easily and effec-
tively create advanced energy services; (ii) interact in a dynamic and efficient way with
their environment; and; (iii) automate and optimise the planning and operation of their
power and energy services.

The Smart5Grid virtualisation framework is also based on cloud native applications
that have been architected as a set of microservices running in Docker containers. This
enhances the Smart5Grid platform with the ability to support applications designed
specifically for cloud infrastructures that consist of loosely-coupled microservices and
enabling zero-touch orchestration and agile DevOps practices, whereas each microser-
vice will remain self-contained and will encapsulate its own code, data, and dependen-
cies. Most importantly, the cloud native approach takes full advantage of the scalability
and resiliency features found in modern serverless platforms.

Smart5Grid also “paves the way” for applying the key features ofMulti-Access Edge
Computing (MEC). The main target will be to push computation, storage, and network
resources closer to the devices that consist the power grid to solve the resource limitation
problem and to offload NetApps directly to edge servers. This will allow a significant
reduction of latency for devices to access the network and to reduce energy consumption.
MEC is also going to ensure data security and integrity by enabling ubiquitous last-mile
service access to the smart grid devices, while at the same time, it will offer deployment
of network slices within minutes, coupled with value-added capabilities for the smart
gridNetApps, such as bandwidth assurance, life cyclesmanagement of network services,
and overall balancing of service loads.

Following to the above, we have also presented the Smart5Grid NetApp intended
scope which is actually proposed as a sort of solution to the needs of Smart5Grid project
and its specific UCs. NetApps’ main purpose is to hide the complexity of the 5G telco
network to the energy application developers so that they can develop an application
not having to deal with the underlying network. Smart5Grid will support most of smart
grid´s functionalities by enabling an environment in which cloud-native NetApps can
realize the integration between the energy vertical and 5G networks, with a special focus
on deployments that leverage edge infrastructure.

Smart5Grid leverages on the concepts of 5G MEC, 5G SBA, network slicing, and
ETSI MANO network management, in order to enable the vision of “5G empowering
the energy sector” and to allow the roll-out of extended and highly demanding NetApps
on top of a 5G mobile network infrastructure.
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Abstract. Lately, autonomous robots have been dynamically appearing in the
foreground, being the solution to many problems that concern different areas of
everyday life. 5G-ERA Project’s ambition is to propose solutions based on robotic
applications that are targeting vertical sectors such as transport, healthcare, Public
Protection and Disaster Relief (PPDR), and Industry 4.0. These sectors require
intensive data transmission and processing, offering services that could take advan-
tage from 5G networks capabilities in order to implement robotic collective intel-
ligence approaches that were impossible in the past. However, 5G-ERA does not
target a provider-centric 5G architecture. The project aims at a user-centered app-
roach, where the main focus is on the Quality of Experience offered for vertical
customers. Based on this approach, the designers of the 5G experimental facility
should take into consideration the requirements of vertical sectors in order to be
able to meet the new challenges that will arise. In this paper, the 5G-ERA health-
care and PPDR use cases will be presented, providing the proposed solution and
the scenario that is designed. Additionally, the network design and requirements
will be analyzed based on the needs of the use case.

Keywords: Autonomous robots · 5G networks · Management and
orchestration · Network functions virtualization (NFV) · Virtual network
function (VNF) · Standalone architecture · Reliability

1 Introduction

The main characteristic of an autonomous robot is its ability to perform tasks with a high
degree of autonomy. However, in a realistic case taking place in an environment that is
unstructured and very complex, learning all possible navigation and manipulation tasks
before deployments, is impossible. Therefore, the degree of autonomy will be adapted
based on circumstances [1]. There will be scenarios pre-programmed, while others can
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be executed collaboratively with a high level of intelligence on Cloud or with human
operators, especially when the robots are not able to operate completely autonomously.
For instance, a robot could support remote trajectory planning services on the cloud
semi-autonomously for as much as possible, e.g., by ensuring collision-free motion
or by assisting the remote operators when grasping an object. And then enhancing its
capabilities through learning from this semi-autonomous experience.

Cloud-based robots are essential for realizing a high degree of autonomy for robotics.
Supported by a “brain” in the cloud/edge, the robustness of autonomous robots will
be improved significantly. The brain may be located in a data center, which makes
use of Artificial Intelligence and other advanced software technologies to deal with
resource-critical tasks or unexpected tasks. Traditionally, they are undertaken by a local,
on-board controller due to connective constraints. Compared to robots running locally,
“cloud robots will generate new value chains, new technologies, new architectures, new
experiences, and new businessmodels” [2]. The combination of cloud and robotics offers
global libraries knowledge sharing and enables augmented human-robot interactions, as
part of robotic services. Compared to traditional internet-based trajectory control, the
key focus of cloud-based, autonomous robots is on knowledge collaboration. By shifting
part of the cognitive capabilities from robots to the cloud, it enhances the potential of
the robotic autonomous operations by utilizing the cloud’s massive computation power
and global knowledge. Many projects have been delivered in this field, such as [3–5].

In order to combine the capabilities of autonomous robots and clouds, the robot
must be able to perceive and understand its environment. The perception enables the
operational knowledge to be shared between both sides and digital data representing
physical objects to be constructed on the cloud. This specifically includes the detection
of objects relevant to semi-autonomous or autonomous manipulation and the perception
of the environment by simultaneous localization and mapping (SLAM) objects and
obstacles that could be in the way of navigation or grasping. Since it is hard to predict
what objects the robot may face in the operational phase, it needs to be able to acquire all
relevant knowledge about new objects and to update it continuously during operations.

The 5G-ERAwill implement the above learningmodel, using the system architecture
that is presented in Fig. 1. The main layers of the architecture are:

• Interface layer, which is responsible for accepting commands and presenting the
information.

• Application Layer, which manages the activities and is responsible for performing
tasks.

• Domain layer, which generates intent-based network policy based on specific domain
knowledge pre-stored in semantic model and information model.

• Infrastructure enablement layer, which is responsible to manage virtualized hardware
resources. It ensures the compatibility, scalability, and transparency of the testbeds.

• Infrastructure resource layer, which provides connectivity, computing resources, and
storage.

• Smart event bus which connects event across the layers via event-based communica-
tion.
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Fig. 1. 5G-ERA system architecture

2 Robotics in Healthcare Vertical Sector

In the healthcare use case, the Robot will replace the nurse in a representation of a
hospital environment where a patient is in quarantine. More specifically, the robot will
be able to carry the medical treatment to the appropriate spot, place them in a specific
area inside the room and check the condition of the patient by streaming a video of his
current state to the nurse or doctor who is responsible for him/her. When the patient will
take the medicine, then the robot will move back to its original position [6].

To perform the above actions, the robot must be able to support some functionalities.
It has to select and use a specific map of the room and navigate autonomously inside the
desired room. Additionally, it will use perception to find and manipulate the treatment
in a predefined space in the room and use human detection to find the patient. Finally, it
will be able to stream live content of the patient and send it to an application.

In Fig. 2, the use case is presented in more detail: the robot enters the room and
moves to the medicine cabinet, which is located in a pre-defined spot inside the room.
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Fig. 2. Healthcare scenario

The robot detects and picks the proper medicine. At the same time, the robot streams a
live video and health condition measurements of the patient (e.g., his/her temperature)
allowing doctors to know the patient’s condition. Finally, it approaches the patient and
provides the medicine. Then, the robot exits the room and goes to its original position.

3 Robotics in PPDR Vertical Sector

In this use case the robot attempts to prevent a hazardous event to take place in order to
avoid a catastrophic situation. In particular, a robot WX200 enters a dangerous place,
where a gas switch is located in an indoor environment. The robot identifies the gas
switch location and fixes the problem by closing the switch. After that, a detection
routine starts to check if any person is inside the room and sends an alert if a human is
identified. The series of events that take place are:

1. In cases of extreme natural phenomena, a person will trigger the robotic action or a
sensor identifies a gas leakage and trigger the robot.

2. The robot will enter the “dangerous” room where e.g. a gas switch is located.
3. The robot scans the space, identifies the switch and goes to the gas switch.
4. Using the manipulator, closes the switch and secures the room
5. Robot starts human detection routine, if a human is identified an alert is sent.

This series of events is shown in the following Fig. 3.
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Fig. 3. PPDR scenario

4 Networks in 5G-ERA

Based on the description of the Healthcare and PPDR Use Cases, it is important to
identify the characteristics of the network that will be able to support them. 5G networks
are able to support heterogeneous requirements, offering network operators the capability
to provide new services and fulfill the needs of the end-users. There are three generic
services in 5G technology, which can include all the services that network providers
design and implement for end-users [7, 8]:

• eMBB: Enhanced Mobile Broadband is used in use cases where very high peak rates
across a wide coverage area are required. Its downlink speeds could be 1 Gbps in
indoor environments and 300 Mbps in outdoor environments

• URLLC: Ultra-Reliable and Low Latency Communications supports low latency
transmission of small payloads (in some cases latency could be 1 ms or less). At
the same time, it offers high reliability, which could even be 99.99999%

• mMTC:MassiveMachine Type Communications is used in use cases where amassive
number of devices are required on a small area. For example, it could support 1M
devices per km2, unlike 4G which supports 1K devices per Km2.

For the needs of 5G-ERA, a 5G Standalone (SA) Rel.16 network will be integrated.
The end-to-end networkwill include both hardware (e.g., antennas, packet core) and soft-
ware (e.g., VNFs) components. The high-level architecture of the network is presented
in Fig. 4, where it is separated into five layers:

• The RAN includes the antenna, the Radio Unit and the Baseband Unit. It is based on
the New Radio (NR) technology, allowing slicing on the RAN.

• The packet core is deployed based on the SA Rel. 16 architecture, as it is presented
in Fig. 3, allowing the installation of core VNFs and supporting slicing.
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• The Multi-access Edge Computing, where the edge VNFs are installed, is a network
architecture, which allows cloud computing features, introduced by ETSI [9]. MEC
leads to lower latency communications and increases network reliability by decreasing
errors and data packet loss:

• The transport network, which uses the packet optical networking solution
• The Orchestrator, which is deployed by using Open-Source Mano (OSM) [10–12]
and is responsible for controlling the available resources.

Slicing is another important characteristic of the network since it allows the use of
different types of services supporting the heterogeneous requirements of the use case
that could not be fulfilled by one type of service. Slicing is the key feature of the 5G
networks that offers flexibility and programmability, accommodating new applications
requirements, such as the ultra-low latency and the high reliability at the same time.
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For the 5G-ERA use cases that were described, seven network requirements were
identified. The Network Requirements are the characteristics that the network should
offer in order to support the requested applications. These requirements are:

Data type: it indicates the type of data that should be transmitted. For example, video
or voice communication or other types of data.

Latency: it is the time that is required for a small data packet to be transmitted. For
critical applications, this time should be very short.

Reliability: It describes the amount of sent packets successfully delivered to the
destination within the time constraint required by the targeted service, divided by the
total number of sent packets.

Availability: it is the term that describes whether a service is provided 24 h/day
7days/week continuously. It is specified as a percentage, with values that are usually
very close to 100%, e.g., 99.999%.

Mobility: it describes the user’s need to receive and transmit information while
moving.

Throughput: it describes the minimum data rate that is required for the user to get a
quality experience.

Location accuracy: it allows the detection of user equipment in a specific area. It is
important in critical use cases, like the 5G-ERA one, since it is important to know the
exact place where the robot is located.

The values of these requirements for the 5G-ERA healthcare and PPDR use cases
are presented in Table 1.

Table 1. 5G-ERA healthcare and PPDR use cases requirements

Requirements Value

Data type Video: Yes
Voice: No
Other data: Yes

Throughput 100 Mbps < high ≤ 1.000 Mbps

Mobility <walking-running-cycling speed

Location accuracy High: ≤ 1 m

Latency <25 ms

Reliability High: 99.99999%

Availability High: 99.99999%

5 Conclusion

In this paper the 5G-ERA healthcare and PPDR use cases were presented, as well as the
5G network design and requirements. The complexity of the environment where robots
will be used, forces to a new approach on robot navigation and tasks manipulation
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deployment. Cloud-based robots are essential for realizing a high degree of autonomy in
robots. However, in order to combine the capabilities of autonomous robots and clouds,
the robot must be able to perceive and understand its environment. To do so, 5G-ERA
proposes an architecture, which was presented in this paper, which will be used in a case
where a robot will be used and requires a network’s high reliability and availability and
high location accuracy.

Additionally, taking into consideration the special characteristics of the use cases, the
network that will be integrated was presented, which will be based on the 5G Standalone
(SA)Rel.16 architecture. Finally, the network requirementswere identified and analyzed.
As a result of this analysis, it was identified that it is important to implement a network
that will support large throughput and reliability, while the location accuracy must be
less than one meter in order to be able to accurately locate the robot.

Acknowledgments. This work has been performed in the scope of the 5G-ERA European
Research Project and has been supported by the Commission of the European Communities
(Grant Agreement No. 101016681).
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Abstract. In this study, we propose an automated system for the segmentation of
cancer brainmetastases (CBM) usingMRI images. The goal is the correlationwith
regards to the primary cancer site. The segmentation of CBM is a challenging task
due to their wide range in terms of number, shape, size and location in the brain.We
experimented with the training of a modified U-Net convolutional neural network
(CNN) using N = 3474 brain image slices for training, Nv = 579 for validation
and NT = 579 for testing from the public dataset BrainMetShare. The proposed
model was evaluated on the testing data (NT), on a lesion-cross section basis with
areas from 2.8 to 1225.7 mm2 and yielded a mean Sensitivity (SE) 0.70 ± 0.30,
Specificity (SP) 0.77 ± 0.26 and Dice similarity coefficient (DSC) of 0.73 ±
0.29 across the entire dataset. The present results show the good agreement of the
proposed method with the ground truth.

Keywords: Magnetic resonance imaging · Brain metastasis · Cancer brain
metastasis · Automated image segmentation · Convolutional neural network ·
U-Net

1 Introduction

Cancer brain metastasis (CBM) is the most common intracranial malignant cancer in
the adult population, by far outnumbering the primary brain tumors. According to [1],
it is estimated that approximately 20% of the cancer patients will develop CBM. Breast
cancer, lung cancer and melanoma are the most frequent sites to develop CBM. Breast
cancer brain metastases (BCBM) accounts for 5–20% of all metastatic cancers, whereas
CBM originating in lung and melanoma cancer appears in 20–56% and 7–16% of all
cases respectively [1]. Additionally, CBM patients suffer from a poor quality of life,
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a debilitating symptomatology and their future survival prognosis is often at one year
[1]. These criteria necessitate the early detection of CBMs in order to select the best
treatment option. Recent studies suggested that, along with systemic therapy, surgery
and radiation, CBMpatients’ treatment should also be based on their overall performance
status as well as the primary tumor site, its molecular subtype, the number, location and
the size of the CBM [2].

Currently, the diagnosis of CBM is performed based on clinical information, mag-
netic resonance imaging (MRI) modalities and histopathological examination (biopsy).
Even though biopsy is considered today as the gold standard for cancer diagnosis [1],
it poses several challenges especially when discussing CBM and the risks during the
biopsy procedure. MRI assessment of CBM in terms of localization and tissue charac-
teristics, on the other hand, is a time-consuming and tedious procedure requiring the
assistance of a medical professional, and typically including significant inter- and intra-
reader variability. To cope with these issues, the research community has come up with
computer-aided decision support systems to automate the segmentation and classification
of CBM according to their primary cancer site, as described below.

For the segmentation task on CBM, a variety of Deep Learning (DL) methods has
been identified as presented in [3–11]. More specifically, Liu et al. [4] and Charron
et al. [5], both modified the known 3D DeepMedic convolutional neural network (CNN)
[6], with the former adding an extra pathway for the local features, and the latter experi-
menting with the network hyper-parameters and data augmentation with virtual patients.
Bousabarah et al. [7], demonstrated an ensemble of 2DU-Nets [8], with each one trained
on a different subset of data or with a different loss function. In two other studies, Xue
et al. [9] and Zhue et al. [10], cascaded two fully CNN, respectively 3D (full height)
and 3-slice tall. Grøvik et al. [11], modified the DeepLab V3 method [12], in which they
concatenated three MRI modalities as an input tensor, with five 2D slices per modality.
In addition, the teammade use of dilated convolutions and stochastic dropout of modali-
ties. All above studies used a subset of the pre- and post-contrast T1-weighted as well as
fluid-attenuated inversion recovery MRI modalities. Their results showed insufficiency
of the models for CBM, which were smaller than 6 mm in diameter. More specifically, in
[10], a Dice similarity coefficient (DSC)= 0.64± 0.2 for CBMbetween 3 and 6mmwas
reported. Notably, the best DSC was reported at 0.84 ± 0.07 for CBM larger than 5 mm
[9] and 0.81 ± 0.15 (averaged per CBM volume), for CBM in the range of 1–52 mm
[10] respectively.

For theBCBMclassification task, currentmethods proposed in the literature [13–15],
using quantitative imaging features are not mature enough to be clinically applicable.
More specifically Kniep et al. [13], showed that imaging features such as texture, shape,
first-order statistics and wavelet decompositions are only complementary to the larger
predictive power of age and sex data in BCBM. Ortiz-Ramón et al. [14], documented
that only fair results (AreaUnder the Curve (AUC)= 60%), could be achieved, for breast
cancer inmulti-class predictionmainly due tomisclassificationswithmelanoma. Finally,
in [15] Béresová et al. reported statistically significant differentiations between texture
features both on images and local binary pattern maps (LBP) from CBM originating in
breast and lung, whereas without developing a decision-making classifier.
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Due to the aforementioned challenges, segmentation and identification of CBM,
particularly in small ones, is still challenging and a work in progress. Through this
study, we demonstrate the first steps towards the development of an integrated and fully
automated system for CBM segmentation and BCBM classification.

2 Methodology

2.1 Proposed System Overview

In this study, we experimented with the segmentation of CBM, with results presented
in Sect. 3. The proposed method for this task was based on our previous work [16],
in which a modified 2D U-net was used (see also Fig. 1d). Also, the selection of this
segmentation network for this study was based on the high accuracy results of U-Nets
in brain tumors (gliomas). It was also based on the fact that it can achieve a DSC = 0.90
[17] as well as on the proposition that generalizable state of the art (as tested on gliomas)
can be accomplished by optimizing the training hyper-parameters [18], without the need
to develop elaborate architectures.

Fig. 1. Overview of the proposed integrated system for the automated brain metastasis segmen-
tation and classification of the primary site of cancer. The light gray dashed boxes relates to the
experimental implementation of the segmentation task as proposed in this work. (Color figure
online)

The remaining system modules described in the following, are the main steps of our
future work aiming at the BCBM classification. Based on Fig. 1, we propose to register
and localize the segmented CBM lesions to existing brain atlases (see also Fig. 1g), such
as to the Montreal Neurological Institute (MNI) 152 atlases database [13]. Then, the
initial segmented images will be preprocessed (see Fig. 1e), and fed to various imag-
ing feature extractors (see Fig. 1f), as the ones described in the previous paragraph. In
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addition, we also intend to use a new class of features based on amplitude modulation-
frequency modulation (AM-FM) methods (see Fig. 1f), as it was also proposed by our
group in [19]. AM-FMwere applied in multiple sclerosis lesions which bear visual simi-
laritieswithCBM.Out of all the extracted features, only a portion of themost statistically
significant ones will be selected for the next step of classification (see Fig. 1h). For the
features selection a variety of knownmethods will be used such as Gini- [13] and random
forest-value importance [14]. Finally, the association of the segmented CBM with their
primary cancer site will be modeled with both binary and multi-class classifiers such as
random forests [13, 14] (see Fig. 1i), and then tested in unseen data (see Fig. 1j), based
on the extracted imaging features (see Fig. 1h), along with the location of the CBM in
the brain.

2.2 Image Dataset

The publicly available CBM image dataset BrainMetShare [20] was used (also used in
[11]), which includes MRI scans of in total 156 patients, 105 females and 51 males, of
mean age 63 ± 12 years old (range: 29 to 92 years), with at least 1 BM per patient and
various primary cancers. More specifically, 99 of the patients have CBM originating in
lung, 33 in breast, 7 in genitourinary, 5 in gastrointestinal and 5 inmiscellaneous cancers.
One to three CBM appeared in 64 patients (41%), 4–10 CBM in 47 (30%), while more
than 10 CBM appeared in 45 patients (29%). The CBM sizes lie in the range 2–40 mm
and were scattered in every region of the brain parenchyma (see also Table 1, Table 2
and Table 3). There are four 3D MRImodalities available, however as a first step in our
study, we chose only the T1-weighted gradient-echo post-contrast images. The ground
truth CBM masks were manually generated by different radiologists [11] based upon
T1-weighted spin-echo pre-contrast images. These masks were compared with those
generated automatically by our proposed method. The image masks of the CBM contain
binary values (0 for non-CBM, 255 for CBM). All images were resampled to 256 × 256
pixels in the transverse plane, with a resolution of 0.94mm, and were skull-stripped. The
resolution in between planes was 1.0 mm. Each 3D image scan contains slices varying
in the range of 118 to 286.

Table 1. Incidence of primary cancers of CBM included in the dataset used in this study (total
patients = 156).

Primary cancer: Number of patients (% of total patients)

Lung: 99 (63%)

Breast: 33 (21%)

Melanoma: 7 (5%)

Genitourinary: 7 (5%)

Gastrointestinal: 5 (3%)

Miscellaneous: 5 (3%)



An Automated 2D U-Net Segmentation Method for the Identification of Cancer Brain 165

Table 2. Patients’ age and CBM range

Mean patients’ age: 63 ± 12 years old

Range: 29–92 years

CBM range in diameter: 2–40 mm

Table 3. Incidence of CBM with relation to number of CBM per patient.

Number of CBM: number of patients (% of total patients)

1 to 3: 64 (41%)

4 to 10: 47 (30%)

>10: 45 (29%)

2.3 Data Pre-processing

To pre-process the images and prepare them for further processing, we kept only
the 2D image slices that contained CBM. We then randomly separated the dataset in
training/validation and /testing in a ratio 70/15/15 respectively, thus ending up with
3474/579/579 slices respectively. Moreover, the only pre-processing that the images
underwent was their intensity standardization [5, 7, 10] (zero score normalization) per
slice, by subtracting the mean and dividing by the standard deviation of each slice. Also,
the images of the CBM masks were set to the values 0 and 1 for non-CBM and CBM
respectively.

2.4 Automated 2D Segmentation Model

The architecture of the 2D modified U-Net used in this study, was also proposed in
[16], which was used for the binary brain metastasis segmentation (see also Fig. 2). It
consists of six levels, with each level containing two convolution blocks of filter size 3
× 3, a Rectified Linear Unit (ReLU) as an activation function, and dropout layer where
a percentage of its input units are randomly set to zero. The dropout rate ranges from
0.1 in the top level to 0.3 in the bottleneck of the network. The downsampling of the last
feature maps of each encoding level was performed with max pooling of kernel size 2 ×
2. The upsampling in the decoder path was done with transpose convolutions of kernel
size 2 × 2. Starting from the input 256 × 256 image, the spatial dimensions got halved
in each level until size 8× 8, while the filters increased from 16 up to 512. The selection
of this segmentation network for this study was based on the high accuracy results of
U-Nets in brain tumors (gliomas) that can achieve DSC= 0.90 [17]. It was also based on
the proposition that generalizable state of the art (as tested on brain tumors - gliomas),
can be accomplished by optimizing the training hyper-parameters [18], without the need
to develop elaborate architectures.

For the training, the binary cross entropy loss, with the Adam optimizer and learning
rate 10–4 were used. The batch size was set to 10, due to GPU memory limitations. To
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determine the optimal number of epochs, the network was trained for 500 epochs and
the losses on the training and validation data were noted. It was observed that after the
90th epoch, validation loss was virtually stagnant, therefore the final model presented in
this study, was trained for 90 epochs. Furthermore, the threshold to discern between BM
and non-BM pixels (to be applied to the predicted probability maps when evaluating
the model) was experimentally determined, by evaluating the model on the training data
(each slice) with different threshold values, using the DSC metric. The mean of the best
DSCs yielded a threshold equal to 0.54 which was chosen. The training and testing of
the model was performed on an NVIDIA RTX 3050 GPU (4 GB) and an AMD Ryzen 7
processor. For the training, each epochwas executed in approximately 40 s, thus resulting
in 60 min for the whole experiment.

Fig. 2. Architecture of the proposed U-Net used in this study [16], which was implemented with
the Tensorflow [21]-Keras [22] framework in Python.

2.5 Evaluation Metrics

In order to take into account the fact that each MRI slice contains CBM with multiple
numbers and sizes, from each ground truth mask we extracted a separate bounding
box around the sub-mask for every individual CBM cross section area. Also, for each
extracted bounding box, we removed the corresponding area from the predicted mask.
Then, the proposed segmentation model was evaluated in the training, validation and
testing splits using the metrics SE, SP, PPV, IoU, and DSC [11]. All above metrics were
implemented on the corresponding bounding boxes. Moreover, in each ground truth
sub-mask, the area of the CBM cross section was calculated for comparison with the
segmentation results. The evaluation metrics were calculated separately for every CBM
cross section (see Fig. 3 for examples). The results of the metrics are presented both
across the entire data (see also Table 2 and Fig. 4) as well as in 10 bins of 96 CBM cross
sections each (see also Fig. 5). Below, the definitions of the proposed evaluation metrics
are given:

SE = TP

TP + FN
(1)

SP = TN

TN + FP
(2)

PPV = TP

TP + FP
(3)
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IoU = TP

TP + FP + FN
(4)

DSC = 2 ∗ TP

2 ∗ TP + FN + FP
(5)

where TP, TN, FP and FN are the true positives, the true negatives, the false positives
and the false negatives, calculated on a pixel basis respectively between the manual
performed by an expert and the automated segmentations performed by the proposed
method. Furthermore, for evaluating the performance of the segmentation method, box
plots were used for graphically demonstrating the distribution of the proposed evaluation
metrics (see Fig. 5).

3 Results

In Fig. 3, two representative segmentation results are shown, where in image A1, there
are nine separate relatively small CBM cross sections ranging from approximately 10 to
30 mm2. The segmentation results (see image A2 in Fig. 3), indicate both poor and good
performance in this case. This is because the model fails to detect two areas completely,
whereas in other areas the model reaches a DSC = 0.88. In Fig. 3, image B1 illustrates
two CBM cross sections. In image B2, the automated segmentation results display an
area (A = 56 mm2) with a DSC = 0.86, whereas another relatively larger area (A =

Fig. 3. Illustration of two representative examples of automatically segmented brain metastases
from the testing dataset. Images are cropped for visual purposes. A1–B1) Images fed to the model.
A2–B2) Segmentation results vs ground truths. Next to each cross section of brain metastasis, the
DSC is noted in yellow, as calculated per cross section.
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511 mm2) gave a DSC = 0.95. In Table 2, the mean values (±standard deviations),
and the 25th, 50th and 75th percentiles of the interquartile range (IQR) for all evaluation
metrics are presented.

In Fig. 4 we present the results of the evaluation metrics on all images used in
this study for comparing our proposed segmentation with the ground truth. Almost all
evaluation metrics show a good agreement of the proposed segmentation method with
the ground truth. Additionally, the mean values of all evaluation metrics for the different
CBM cross section areas from the testing set are displayed in Fig. 5. Each point of the
x-axis refers to the smallest of the areas of the CBM cross sections in the corresponding
bin (see Fig. 5).

Table 4. Mean values with their standard deviations (mean ± std), and IQR percentiles (25th,
50th, 75th) for the segmentation evaluation metrics between the manual vs the automated results.

Evaluation metrics Training dataset Validation dataset Testing dataset

Sensitivity 0.85 ± 0.15
(0.80, 0.89, 0.95)

0.71 ± 0.30
(0.62, 0.83, 0.93)

0.70 ± 0.30
(0.59, 0.82, 0.93)

Specificity 0.73 ± 0.26
(0.61, 0.80, 0.92)

0.76 ± 0.26
(0.65, 0.83, 1.00)

0.77 ± 0.26
(0.66, 0.85, 1.00)

PPV 0.89 ± 0.10
(0.85, 0.92, 0.97)

0.90 ± 0.10
(0.85, 0.92, 0.98)

0.90 ± 0.11
(0.85, 0.92, 0.98)

IoU 0.77 ± 0.15
(0.70, 0.80, 0.88)

0.65 ± 0.28
(0.57, 0.73, 0.85)

0.64 ± 0.28
(0.53, 0.72, 0.85)

DSC 0.86 ± 0.12
(0.82, 0.89, 0.94)

0.74 ± 0.28
(0.73, 0.84, 0.92)

0.73 ± 0.29
(0.70, 0.84, 0.92)

IQR: Interquartile range, PPV: Positive Predictive Value, IoU: Intersection over Union, DSC: Dice
Similarity Coefficient. IQR shown in parentheses.
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Fig. 4. Box plots for the evaluation metrics for the segmentation model across all CBM cross
sections in the dataset. Red/Blue/Green boxes: Training/Validation/Testing data: Approximately
5700/900/900 individual cross section areas of CBM. DSC ± std is shown on the right of each
box. (Color figure online)

The results of Fig. 5, show a large imbalance in the areas of the CBM cross sections
across the dataset, with half of the data being in the range 2.8 mm2 to 21.6 mm2. The
remaining half of the samples lies in the range 21.6 to 1225.7 mm2. The mean DSC

Fig. 5. Means of different segmentation evaluation metrics used in this study, for different range
of sizes of cross sections of CBM (ground truth), as evaluated in the testing set. The areas were
separated to 10 bins of equal number of measurements (N= 96). The displayed areas on the x-axis
refer to the left edges. Last bin area = [160.7, 1225.7) mm2. In each bin, the mean of each metric
is calculated. For visual purposes, the plotted lines are smoothed with a gaussian filter of sigma
= 0.75.
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values with their standard deviations for each range of CBM cross section areas increase
as the area increases too and are as follows: [2.82, 7.52) mm2: 0.55± 0.38, [7.52, 10.34)
mm2: 0.62 ± 0.33, [10.34, 13.16) mm2: 0.57 ± 0.35, [13.16, 16.92) mm2: 0.63 ± 0.32,
[16.92, 21.62) mm2: 0.73 ± 0.21, [21.62, 29.14) mm2: 0.79 ± 0.20, [29.14, 44.18)
mm2: 0.77± 0.20, [44.18, 76.14) mm2: 0.81± 0.21, [76.14, 160.74) mm2: 0.89± 0.09,
[160.74, 1225.7) mm2: 0.93 ± 0.09.

4 Discussion

Brain metastases occur in a large variety with regards to their number, size, shape and
location. The diagnosis of brain cancer metastases using MRI scans and the identifi-
cation of their exact position, shape and origin may contribute to the selection of the
appropriate therapy. In this study, we proposed an integrated fully automated system
for the segmentation and classification of CBM with regards to their primary site. More
specifically, we also evaluated and experimented with our segmentation method as fol-
lows.We used amodifiedU-Net CNNusingN= 3474 brain image slices for training, Nv
= 579 for validation and NT = 579 for testing from the public dataset BrainMetShare.
The proposed model was evaluated on the testing data (NT), on a lesion-cross section
basis with areas from 2.8 to 1225.7 mm2 and yielded a SE = 0.70 ± 0.30, a SP = 0.77
± 0.26, a PPV = 0.90 ± 0.11, an IoU = 0.64 ± 0.28 and a DSC = 0.73 ± 0.29. The
present results of this study show the good agreement of the proposed method with the
ground truth.

A number of studies have been proposed in the current literature for the automated
segmentation and classification of CBM. The current automated state-of-the-art seg-
mentation methods have yielded very good results for brain tumors in general [17],
with the U-Net being cited the most and with DSC = 0.90 on MRI images. However,
the literature in BM segmentation have shown that the necessity for improvements still
exists regarding the performance, robustness, generalizability and clinical applicability.
The experimental part of this study established the first steps towards the development
of an automated segmentation model that will act as the input of the to-be developed
automated method for the classification of CBM based on their primary site of cancer.

The used dataset (“BrainMetShare”), contains MRI brain images ranging from 1 to
more than 10 CBM per patient and from 2 to 40 mm in diameter which complicated the
process of developing an all-around model. More specifically, in the testing dataset, our
network produced very good results for BM cross sections from 160.7 to 1225.7 mm2

(or theoretically as a reference, from 14.3 to 39.5 mm in diameter – assuming a circular
BM). The mean DSC was 0.93 ± 0.09. Nevertheless, for areas smaller than 16.92 mm2

(4.64 mm in diameter) the mean DSC did not pass 0.63. This inadequacy is reported also
in [7, 9, 10] for CBM around 5 mm in diameter and smaller. Specifically, in [9] it was
reported that any BM smaller than 5 mm is not taken into account in the segmentation
evaluation with the DSCmetric. Also, it is mentioned that a number of studies in the field
of brain disease identification have set a minimum size for the measurable diseases and
is equal to 5 mm. Moreover, the mean DSC across the entire testing dataset was 0.73 ±
0.29, which paves the way for further enhancement as much in the network architecture
as in the optimization of a to-be generalizable preprocessing and training scheme. In the
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referenced CBM segmentation studies, all network architectures are different from the
2D U-Net. For comparison, in [4, 5] they used the 3D DeepMedic CNN and reported
DSC equal to 0.67 and 0.79. Also, in [7] they used 3D U-Nets in an ensemble with
different training datasets and loss functions for each model of the ensemble, resulting
in mean DSC = 0.71. In [9, 10] a DSC equal to 0.84 and 0.81 respectively was reported.
Furthermore, we report comparable results in this study in DSC as also in [11]. The
sameMRI dataset as in our study and a fully CNN trained with four MRI modalities in a
3D-to-2D scheme were used, achieving a DSC = 0.79 ± 0.12. However, it is important
to note that there is a difference in the calculation of the DSC metrics in our study and
the aforementioned studies using 3D models. More specifically in the present study the
DSC was averaged across the 2D CBM cross sections, as opposed to the averaged DSC
across the CBM volumes of the datasets in the other studies. In all above studies, slightly
better results but comparable to our study were reported. This can be due to the fact that
different databases, type and number of modalities, pre-processing, data augmentation,
post-processing and evaluation metrics criteria in terms of CBM volume were used as
compared to our study.

In a future study, conditional random fields (CRF) will be also tested for the segmen-
tation task to investigate if they can further reduce the FP islands of predicted lesions.
Additionally, the proposed method will be further evaluated on a larger number of cases
using additional network parameters, expert observers and evaluationmetrics. Themodel
proposed in this study did not use any elaborate techniques for dataset curation, image
normalization, data augmentation and training schemes. Our next efforts towards these
goals, will include a preprocessing step, where the images will be adaptively cropped in
order to contain as much as brain information as possible in order to create a segmen-
tation network with the smallest possible input patch for memory reasons. Also, data
augmentation techniques such as non-rigid image transformations and simulations of
different noise distributions such as changes in gamma, spatial intensity distributions,
Gaussian and Rician noise, will be tested. Additionally, for datasets that have more than
one modality available, it will be pursued to learn if the excess of such information facil-
itates or confuses the proposed CNN. Also, the multi-modal images will be examined
as separate channels in the network or as a fused single channel. Moreover, a GPU of
higher capacity will be used in order to be able to experiment will larger batch sizes
and the training will be performed on a five-fold cross validation scheme. Finally, for a
more direct comparison with other studies, the evaluation metrics will also be calculated
on a CBM volume basis, where the metrics will be averaged across the volumes of the
dataset. For this to be done, the testing dataset will include contiguous MRI image slices
for every test patient.

References

1. Achrol, A.S., Rennert, R.C., Anders, C., Soffietti, R., et al.: Brain metastases. Nat. Rev. Dis.
Primers. 5(1), 1–26 (2019)

2. Mitchell, D., Kwon, H.J., Kubica, P.A., Huff, W.X., et al.: Brain metastases: an update on
multi-disciplinary approach of clinical management. Neurochirurgie 68(1), 69–85 (2021)

3. Tzardis, V., Kyriacou, E., Loizou, C., Constantinidou, A.: A review on breast cancer brain
metastasis: automated MRI image analysis for the prediction of primary cancer using



172 V. Tzardis et al.

radiomics. In: Tsapatsoulis, N., Panayides, A., Theocharides, T., Lanitis, A., Pattichis, C.,
Vento, M. (eds.) CAIP 2021. LNCS, vol. 13052, pp. 245–255. Springer, Cham (2021). https://
doi.org/10.1007/978-3-030-89128-2_24

4. Liu, Y., Stojadinovic, S., Hrycushko, B., Wardak, Z., et al.: A deep convolutional neu-
ral network-based automatic delineation strategy for multiple brain metastases stereotactic
radiosurgery. PLoS ONE 12(10), e0185844 (2017)

5. Charron,O., Lallement,A., Jarnet,D.,Noblet,V., et al.:Automatic detection and segmentation
of brain metastases on multimodal MR images with a deep convolutional neural network.
Comput. Biol. Med. 95, 43–54 (2018)

6. Kamnitsas, K., Ledig, C., Newcombe, V.F.J., Simpson, J.P., et al.: Efficient multi-scale 3D
CNN with fully connected CRF for accurate brain lesion segmentation. Med. Image Anal.
36, 61–78 (2017)

7. Bousabarah, K., Ruge, M., Brand, J.-S., Hoevels, M., et al.: Deep convolutional neural net-
works for automated segmentation of brain metastases trained on clinical data. Radiat. Oncol.
15(1), 1–9 (2020)

8. Ronneberger, O., Fischer, P., Brox, T.: U-Net: convolutional networks for biomedical image
segmentation. In: Navab, N., Hornegger, J., Wells, W.M., Frangi, A.F. (eds.) MICCAI 2015.
LNCS, vol. 9351, pp. 234–241. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
24574-4_28

9. Xue, J., Wang, B., Ming, Y., Liu, X., et al.: Deep learning-based detection and segmentation-
assisted management of brain metastases. Neuro. Oncol. 22(4), 505–514 (2020)

10. Zhou, Z., Sanders, J.W., Johnson, J.M., Gule-Monroe, M., et al.: MetNet: computer-aided
segmentation of brain metastases in post-contrast T1-weighted magnetic resonance imaging.
Radiother. Oncol. 153, 189–196 (2020)

11. Grøvik, E., Yi, D., Iv,M., Tong, E.A., et al.: HandlingmissingMRI sequences in deep learning
segmentation of brain metastases: a multicenter study. NPJ Digit. Med. 4(1), 1–7 (2021)

12. Yi, D., Grøvik, E., Iv, M., Tong, E., et al.: MRI pulse sequence integration for deep-learning
based brain metastasis segmentation. Med. Phys. 48(10), 6020–6035 (2019)

13. Kniep, H.C., Madesta, F., Schneider, T., Hanning, U., et al.: Radiomics of brain MRI: utility
in prediction of metastatic tumor type. Radiology 290(2), 479–487 (2019)

14. Ortiz-Ramón, R., Larroza, A., Ruiz-España, S., Arana, E., Moratal, D.: Classifying brain
metastases by their primary site of origin using a radiomics approach based on texture analysis:
a feasibility study. Eur. Radiol. 28(11), 4514–4523 (2018). https://doi.org/10.1007/s00330-
018-5463-6

15. Béresová, M., Larroza, A., Arana, E., Varga, J., Balkay, L., Moratal, D.: 2D and 3D texture
analysis to differentiate brain metastases onMR images: proceed with caution. Magn. Reson.
Mater. Phys., Biol. Med. 31(2), 285–294 (2017). https://doi.org/10.1007/s10334-017-0653-9

16. Georgiou, A., Loizou, C., Nicolaou, A., Pantzaris, M., Pattichis, C.: An adaptive semi-
automated integrated system for multiple sclerosis lesion segmentation in longitudinal
MRI scans based on a convolutional neural network. In: Tsapatsoulis, N., Panayides, A.,
Theocharides, T., Lanitis, A., Pattichis, C., Vento, M. (eds.) CAIP 2021. LNCS, vol. 13052,
pp. 256–265. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-89128-2_25

17. Bhalodiya, J.M., Lim Choi Keung, S.N., Arvanitis, T.N.: Magnetic resonance image-
based brain tumour segmentation methods: a systematic review. Digit. Health 8,
20552076221074120 (2022)

18. Isensee, F., Kickingereder, P.,Wick,W., Bendszus,M.,Maier-Hein,K.:No new-net. In: Crimi,
Alessandro, Bakas, Spyridon, Kuijf, Hugo, Keyvan, Farahani, Reyes, Mauricio, vanWalsum,
Theo (eds.) BrainLes 2018. LNCS, vol. 11384, pp. 234–244. Springer, Cham (2019). https://
doi.org/10.1007/978-3-030-11726-9_21

https://doi.org/10.1007/978-3-030-89128-2_24
https://doi.org/10.1007/978-3-319-24574-4_28
https://doi.org/10.1007/s00330-018-5463-6
https://doi.org/10.1007/s10334-017-0653-9
https://doi.org/10.1007/978-3-030-89128-2_25
https://doi.org/10.1007/978-3-030-11726-9_21


An Automated 2D U-Net Segmentation Method for the Identification of Cancer Brain 173

19. Loizou, C.P., Pantzaris, M., Pattichis, C.S.: Normal appearing brain white matter changes in
relapsing multiple sclerosis: texture image and classification analysis in serial MRI scans.
Magn. Reson. Imaging. 73, 192–202 (2020)

20. BrainMetShare. https://aimi.stanford.edu/brainmetshare, Accessed 04 Mar 2022
21. Abadi, M., Agarwal, A., Barham, P., Brevdo, E., et al.: TensorFlow: large-scale machine

learn-ing on heterogeneous systems (2015). https://www.tensorflow.org
22. Chollet, F., et al.: Keras (2015). https://keras.io, Accessed 04 Mar 2022

https://aimi.stanford.edu/brainmetshare
https://www.tensorflow.org
https://keras.io


An Intelligent Grammar-Based Platform
for RNA H-type Pseudoknot Prediction

Evangelos Makris1, Angelos Kolaitis1, Christos Andrikos1, Vrettos Moulos1(B),
Panayiotis Tsanakas1, and Christos Pavlatos2

1 School of Electrical and Computer Engineering, National Technical University
of Athens, 9 Iroon Polytechniou Street, 15780 Athens, Greece

{vmakris,akolaitis,vrettos}@mail.ntua.gr, candrikos@cslab.ece.ntua.gr,

panag@cs.ntua.gr
2 Hellenic Air Force Academy, Dekelia Air Base, 13671 Acharnes, Athens, Greece

christos.pavlatos@hafa.haf.gr

Abstract. Predicting the secondary structure of RNA sequences has
been proved quite a challenging research field for bioinformatics. Pre-
dicting structures that encapsulate the pseudoknot motif highlights why
it is an NP-complete problem. In this setting, researchers focus on accu-
rately predicting this motif and its variations by leveraging heuristic
methodologies that converge while decreasing the prediction time. Any
accurate heuristic does not add significant value when it involves an
extended execution period, specifically considering lengthy sequences.
In this work, we introduce a novel, time-efficient method that employs
grammar attributes, parallel execution, and pruning techniques to create
an efficient prediction tool that is helpful for biologists, bioengineers, and
biomedical researchers. This version of the proposed framework features
a pruning technique to reduce the search space of the grammar. It elimi-
nates trees derived from corner-case conditions to reduce execution time
by 33% regarding the grammar-based methodology and 43% regarding
the brute-force approach without sacrificing the initial accuracy percent-
age.

Keywords: RNA secondary structure · Pseudoknot · Syntactic
pattern recognition · Context-free grammars

1 Introduction

RNA is the intermediate stage during the transition from DNA to proteins,
consisting a significant factor in a variety of biological processes. The effect
of RNA in protein synthesis, gene expression regulation, site recognition and
catalysis illustrates its importance and attracts researchers from a wide range of
scientific fields. Considering its valuable effect in these processes, many studies
focus on its structural analysis, and specifically in a 2-D representation, which
is called secondary structure. The prediction of this secondary structure is also
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the core concept of this work. Even if the function of RNA is mainly depended
on its 3-D or tertiary structure, the transformation of a primary structure of a
molecule, which is a set of A(Adenine), U(Uracil), G(Guanine) and C(Cytosine)
bases to a tertiary representation is a very difficult task. In that context, the
intermediate secondary structure plays an important role in the prediction of an
accurate and reliable tertiary structure prediction. Thus, the secondary structure
of a molecule, which is a set of base pairing (A-U, C-G, G-U pairs) and the correct
prediction of these pairs, is vital for the enlightenment of RNA operations.

The literature contains a substantial amount of publications dealing with
the prediction of RNA secondary structure. Most of the methodologies are
based on dynamic programming algorithms, such as Nussinov algorithm that
predicts the maximum number of base pairings [44]. This algorithm is domi-
nant but standalone, and it shows a lower prediction accuracy compared with
other proposed methodologies in the literature. Secondly, thermodynamic models
and specifically Zuker’s minimum free energy algorithm is widely used. Zuker’s
thermodynamic model utilizes dynamic programming enriched by experimental
parameters [42,43] . This approach leads to a stable structure with the mini-
mum free energy and presents remarkable results in a variety of datasets. Other
approaches incorporate stochastic methods, syntactic pattern recognition tech-
niques, machine learning, other heuristic algorithms or a combination of the
above. A detailed analysis of the related work is presented in Sect. 2.

For each secondary structure there is a set of possible motifs that can be
formed such as stems, hairpins, bulges, interior loops, multibranch loops and
pseudoknots. Nevertheless, the prediction of a pseudoknot motif is the most
challenging, considering that only a few algorithms can predict it. The main
reason is that dynamic programming and minimum free energy algorithms face
difficulties to embrace the interconnection of pseudoknot motif and secondly, that
the increase of the length of the molecule leads to an exponential execution time
for those methods. Considering these difficulties and the utmost importance of
this task, in this paper we present an improved version of Knotify, our intelligent
grammar-based methodology of predicting H-type RNA pseudoknots, in terms
of execution time using a pruning technique.

Initially, we analyze our dataset, searching for associated attributes in order
to minimize the search space. Then, the RNA raw string is parsed via a Context-
Free Grammar parser for all trees that include a pseudoknot to be produced in
that optimized search space. Next, all trees are traversed to identify additional
base pairs around the pseudoknot. Finally, the optimal tree is selected, maximiz-
ing the number of base pairs, while minimizing the free energy of the pseudoknot.
For the first task, i.e. detecting possible pseudoknots, an alternative methodology
is implemented as well using a brute force algorithm.

The proposed methodology does succeed in predicting the core stems of any
RNA pseudoknot of test dataset by performing a 76.4% recall ratio. It achieves an
F1-score equal to 0.774 and MCC equal 0.437. In [1], the methodology proposed
by achieves a performance speed up of 3.45 and 7.75 compared to two well
known platforms [6,10] using a dataset of 262 RNA sequences [39]. In this paper,
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the proposed methodology facilitates a pruning technique in search space of
methodology presented in [1], by eliminating trees in corner conditions, which,
in turn, maintains the initial accuracy percentage and at the same time, reduces
execution time by 33%. By applying the same pruning methodology at brute
force algorithm, an execution time reduction by 43% is achieved.

2 Related Work

As mentioned before, a significant number of algorithms utilize dynamic pro-
gramming techniques, in order to predict the secondary structure with the mini-
mum free energy, such as RNAfold [2], manifold [43]. More specialized approaches
for H-type pseudoknot prediction as in [45] has been proposed, focusing on con-
formational entropy, stability, and the free-energy. Though, considering that the
problem is NP-complete [5] and thus, the computational time is increasing expo-
nentially to the molecule’s length, stochastic and heuristic methods are deployed
to overcome this constraint [7–9]. In that context, Knotty [6] predicts the sec-
ondary structure of a variety of RNA motifs including pseudoknots, with CCJ
algorithm with sparsification, introducing at the same time a new class of struc-
tures called Three-Groups-of-Band (TGB). ProbKnot [11] on the other hand,
utilizes the concepts of base pair probabilities and partition function. It com-
putes probabilities of non-pseudoknotted substructures and then creates the sec-
ondary structure with the maximum expected accuracy, performing good results
in a low runtime. Focusing on accuracy level, IPknot [10] outperforms the above-
mentioned approaches using integer programming, specific thresholds and base
pair probabilities as optimization techniques.

SCFG-based frameworks have been also proposed in the literature such as
Pfold [12,13], a multi threaded version of that, the PPfold [14], RNA-Decoder
[15] and a variety of other implementations (Contrafold [16], Evfold [17], Infernal
[18], Oxfold [19]), which leverage grammar’s advantages. All these approaches
embody a machine learning notion, considering that they search for common pat-
terns and similarity measures, while they handle probabilities in their rules. That
mathematical background combined with advanced computational methods and
optimization algorithms lead to powerful prediction frameworks. Adding, also,
information from biological concepts such as minimum free energy, as our frame-
work proposes, we achieved a resilient and efficient grammar based prediction
method.

The rise of machine learning has also affect this field of bioinformatics. Many
machine learning algorithms has been partially adopted to predict the RNA
secondary structure. Some of them focus on the base-pair prediction using deep
learning and tertiary constraints [3], while others [22], predicts the secondary
structure of RNA sequences, including pseudoknots by leveraging bidirectional-
LSTM networks and Improved Base Pair Maximization principle (IBPMP) to
choose the appropriate base pairs. Similarly, 2dRNA [20] applies a coupled two-
staged deep neural network and a U-net architecture. Its bidirectional LSTM
stage performs as an encoder in higher dimensions and in turn, a fully connected
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network acts as an decoder, which outputs the dot-bracket structure. Recently,
ATTfold [21], an also deep learning framework was proposed, in the direction
of predicting the secondary structure of RNA with pseudoknots. This approach
encapsulates an attention mechanism, which operates as an encoder to a base
pairing score matrix and a convolutional neural network as decoder. The whole
system is trained with respect to hard biological rules, in order predict results
that comply to basic folding principles.

3 Theoretical Background

In this section, basic theoretical issues regarding RNA, pseudoknot structure
and parser implementations are analyzed, in order to introduce the reader to
necessary basic concepts.

3.1 RNA

RNA secondary structure is the basis of various biological processes. By the
use of four distinct nitrogenous bases: A (adenine), C (cytosine), G (guanine),
and U (uracil), RNA manages to carry genetic information. In contrast to DNA,
RNA forms a single-stranded molecule, while its bases bind in pairs known as the
standard set of RNA base-pairs: A-U and G-C, which are the Watson–Crick base-
pairs [26] and the less regularly showing off G-U wobble-base pairs. Depending
on the way and the sequence base-pairs are created, various RNA-folding motifs
are formed. The well known RNA-folding motifs are those of loops, kissing loops,
bulges, hairpins and pseudoknots. In this paper, the proposed methodology is
focused on H-type pseudoknots.

Fig. 1. H, L, K and M type of pseudoknots.

The Pseudoknot Pattern. One of the most-typical RNA-folding motif is that
of the pseudoknot pattern. Pseudoknot motif was initially spotted in the Turnip
Yellow Mosaic virus [24]. A pseudoknot motif consists of two helical segments
that are bound by at least two single-stranded sections or loops. There may
be various folding variations forming a pseudoknot motif. However, there are
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four main types [23] of pseudoknots known as the H-type, the K-type, the L-
type, and the M-type that are shown in Fig. 1. In an H-type pseudoknot [25] the
single-stranded RNA sequence folds into an “S” mode in order to construct two
tangent loops, each one of arbitrary length.

3.2 Syntactic Pattern Recognition

In this paper, the proposed methodology facilitates a pruning technique in gram-
mar’s search space of presented methodology in [1]. In [1], the underlying model
of the proposed methodology in order to predict H-types pseudoknots in RNA
structures is that of Context Free Grammars using syntactic pattern recognition.
The basic idea of syntactic pattern recognition is the definition of a language
[27] which is a set of syntax rules, that may construct a parse tree having the
examined string at the terminal nodes. The set of syntax rules along with a set
of vocabulary consists of a grammar that may recognize if a string of symbols
is belonging to the defined language or not. Noam Chomsky [28] divided the
grammars into four specific classes, that are known as the Chomsky hierarchy.
The proposed methodology is based on Context-free grammars (CFG), that are
really helpful tools in natural language processing and programming languages
[29].

Context Free Grammars. A CFG [38] may be defined by the use of four sets
(quadruple). Consequently, CFG = 〈NT, T,R, S〉. Where S (S ∈ NT ) is the
root of the grammar, which is defined as the start symbol. The terminal symbols
of the grammar compose set T , while the non-terminal symbols compose set
NT . Set R consists of the syntactic rules. The syntax rules follow the formalism
K → γ, where K ∈ NT and γ ∈ (T ∪ NT )∗, denoting that non-terminal symbol
K, can produce string of symbols γ.

CFG grammars have extensively been used, due to their high expressive capa-
bility, hence a considerable number of parsing algorithms have been presented
in the literature. Two efficient CFG parsing algorithms are those presented by
Cocke, Younger, and Kasami (CYK) [30] and by Earley [31]. Based on these two
approaches numerous modified [32–34] and parallel versions [35,36] are proposed
in the literature.

In this paper as well as in [1], the proposed system makes use of the most effi-
cient Earley’s parser implementation, capable of parsing ambiguous grammars,
that of Yet Another Early Parser (YAEP) parser [37].

4 Proposed Methodology

In this paper, the proposed methodology facilitates a pruning technique in gram-
mar’s search space of the methodology presented in [1]. The proposed method-
ology as well as the methodology presented in [1] succeed in recognizing RNA
H-type pseudoknots following three tasks: (i) construction of all parse trees that
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incorporate a pseudoknot by the use of a CFG parser; (ii) traversal of all pro-
duced trees in order to identify additional base pairs around the pseudoknot;
and (iii) selection of the optimal tree by the use of the minimum free energy and
the maximum number of base pairs of the pseudoknot criteria. The goal of the
proposed methodology is to produce a base pairing in an extended dot-bracket
notation given an input string representing an RNA.

The CFG GRNA proposed in [1] is capable of detecting pseudoknots in strings
where the first and last symbols of the sequence belong to the core stems group.
However, this implies the parsing of subparts of the strings using a sliding-
windows technique.

The sliding-windows technique divides the initial input string into substrings,
starting from the one that starts with the first symbol and features the minimum
potential length. Iteratively, the length of the examined substring is augmented
by one symbol to finally include the entire initial RNA sequence. Then, using the
same iterative fashion, starting symbol position is increased by one to exclude
the previous set starting symbol.

Syntactic pattern recognition was chosen, having as future goal to augment
the CFG with attributes, forming in this way an attribute (AG), aiming to aug-
ment system with probabilities and succeed in dynamically prune parse trees.
However, the first task may be implemented using a brute-force algorithm which
will enhance the performance of the presented system. The brute force algorithm
traverses the RNA sequence in order to identify all possible base pairs and then
examines all base pairs in order to locate couples of base pairs, that may poten-
tially be parts of the core stems of a pseudoknot. The proposed methodology aims
to facilitate a pruning technique in both grammar’s and brute-force’s method-
ology search space of methodology presented in [1]. This space elimination will
affect only the first task of the implementation. The pruning technique is based
on defining two thresholds regarding the minimum and maximum length an
pseudoknot may have regarding the size of the whole RNA sequence. These two
thresholds will be notated as minimum percentage and maximum percentage.
Based on these two thresholds the number of substrings examined during the
sliding-windows technique may dramatically be decreased.

It is implied from the analysis and Figs. 2 and 3 that there is room for
improvement regarding the required time for the identification and description
of the pseudoknot. Leveraging two heuristic thresholds (aka. features) suffice to
improve the time by 33% at grammar based methodology and 43% at brute-
force based methodology without trading accuracy. This finding was unveiled
by observing the benchmark training set’s statistical indicators, i.e. probability
density, dispersion of a random variable, and mean value. This initial analysis
highlights that hidden feature correlation could further improve the algorithm’s
performance. A dataset [39] of 262 RNA sequences was used in order to esti-
mate the values of minimum percentage and maximum percentage thresholds.
In Fig. 2 the percentage of pseudoknot length in RNA sequence (pseudoknot
length/RNA sequence length) for all 262 RNA sequences is presented. As shown
in this Figure, for all 262 RNA sequences the length of pseudoknot is limited
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Fig. 2. Percentage of pseudoknot length in whole RNA sequence

between 32% and 85% of the length of the whole RNA sequence. One may
come to the same conclusion observing the deviation of percentage of pseudo-
knot length in RNA sequence for the same dataset in Fig. 3, where obviously
there is no RNA sequence that has minimum percentage smaller that 32% and
maximum percentage grater that 85%.

Fig. 3. Deviation of percentage of pseudoknot length in RNA sequence.

We argue that the modifications that have been observed can be mitigated
directly through widely adopted AI methodologies. In particular, a) extracting
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new features and b) dynamically updating boundaries can be approximated with
unsupervised distributed deep learning techniques. This observation can lead
to structural changes in how we deal with pseudoknot algorithms for RNA.
The DDL-friendly revision of the algorithm(s) will provide new artefacts on
how we can deal the context-free grammar (CFG). At the same time, it will
allow us to include extra functions and controls that previously were considered
deterrents due to complexity limitations. The plethora of sub-cases forced us
to re-implement/re-shape the brute-force (type) algorithm/s to deteriorate the
search space that keeps growing exponentially to the length of the RNA sequence.
To conclude, we envision the presented version (Knotify) to be the core platform
where we would add processes, dictionaries and rules. These processes will snap
onto the algorithm’s platform by following whatever AI technique the researcher
thinks is optimal. We argue that by extending and leveraging the features and
functionalities that Knotify algorithm is offering, we will surpass the brute-force
algorithm and apply it to extra/special cases with minimum changes.

5 Performance Evaluation

The same dataset [39] of 262 RNA sequences was used to evaluate our
methodology’s performance against other methodologies. It is composed of well-
known RNA sequences; thus, it should be considered a perfect fit to compare
our methodology against other highly respected implementations proposed in
the literature, i.e., Hotknots, Iterative HFold (IHFold), IPknot, and Knotty
[6,10,40,41].

Table 1. Execution time (secs) required per platform in entire dataset.

Platform Average time Total time

IHFold 0.030 8.096

Hotknots 0.169 44.432

IPknot 0.447 117.246

Knotty 1.004 263.303

Knotify yaep 0.327 85.756

Knotify bruteforce 0.129 33.894

Knotify yaep pruned 0.218 57.202

Knotify bruteforce pruned 0.073 19.377

As mentioned above, the limitation imposed to the sliding-window technique
by the use of the minimum percentage and maximum percentage thresholds does
not affect the accuracy. The proposed methodology succeed in predicting the
core stems of any RNA pseudoknot of test dataset by performing a 76.4% recall
ratio and it achieves an F1-score equal to 0.774 and MCC equal 0.437 which is
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Table 2. Precision, Recall, F1-score, and MCC per platform in entire dataset.

Platform tp tn fp fn Precision Recall F1-score MCC

IHFold 3056 3556 1968 2196 0.608 0.582 0.595 0.226

Hotknots 4180 3632 1744 1220 0.706 0.774 0.738 0.452

IPknot 3872 3767 1522 1615 0.718 0.706 0.712 0.418

Knotty 5026 3352 1870 528 0.729 0.905 0.807 0.569

Knotify yaep 4212 4102 1162 1300 0.784 0.764 0.774 0.543

Knotify bruteforce 4214 4101 1160 1301 0.784 0.764 0.774 0.543

Knotify yaep pruned 4212 4102 1162 1300 0.784 0.764 0.774 0.543

Knotify bruteforce pruned 4214 4101 1160 1301 0.784 0.764 0.774 0.543

the initial accuracy of the methodology presented in [1], as shown in Table 2 as
well. Consequently, the metric that was used in order to compare the proposed
methodology with other platforms is that of execution time. In Table 1, the exe-
cution time required per platform to predict an existing pseudoknot in RNA
sequences is provided. The third column of this table depicts the total execution
time required by each platform to analyze all 262 RNA sequences, while the
second column depicts the average execution time per RNA sequence. In this
table the proposed methodologies are shown as Knotify yaep pruned and Kno-
tify bruteforce pruned while methodologies presented in [1] are shown as Kno-
tify yaep and Knotify bruteforce. Our methodology outperformed Knotty, which
had worse results regarding the core stems prediction and the precision but better
results regarding the F1-score and MCC. Knotify bruteforce required 33.894 secs;
Knotify yaep required 85.756 secs; Knotify bruteforce pruned required 19.377
secs; Knotify yaep pruned required 57.202 secs; and Knotty required 263.303
secs. The proposed methodology knotify yaep pruned, achieved a speed up of
33% compared to the Knotify yaep platform, while the methodology Kno-
tify bruteforce pruned, achieved a speed up of 43% compared to the Kno-
tify bruteforce platform. Finally, IHFold recorded the lowest execution time;
nonetheless, it had the poorest accuracy-evaluation profile as it is shown in [1].
The execution time required per platform is also shown in Fig. 4.



An Intelligent Grammar-Based Platform 183

Fig. 4. Average execution time (sec) required per platform.

6 Conclusion

The prediction of RNA secondary structure is a useful tool for field experts to
enhance their analysis toolkit and proceed to accurate results and innovative
decision making in biology and medicine era. In that context, and consider-
ing the need of immediate requirements elicitation and decision making, as it
arose from the thread of COVID-19 virus, the minimization of execution time,
leveraging computation methods and search space optimization techniques, is of
highly importance. To fulfill the above-mentioned crucial and imperative needs,
we introduce a time-efficient, grammar-based algorithm and a brute-force one,
which prune outlier parsing windows, based on data analysis. These optimized
frameworks, eliminate trees in corner conditions, without any reduction in accu-
racy ratio. Specifically, compared to the initial implementation, we achieve an
improvement in execution time by 33% in regards to the grammar-based method-
ology and by 43% in regards to the brute-force approach.
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Abstract. Early stroke risk stratification in individuals with carotid atheroscle-
rosis is of great importance, especially in high-risk asymptomatic (AS) cases. In
this study, we present a new computer-aided diagnostic (CAD) system for the
automated segmentation of the atherosclerotic plaque in carotid ultrasound (US)
images and the extraction of a refined set of ultrasonic features to robustly charac-
terize plaques in carotid US images and videos (AS vs symptomatic (SY)). So far,
we trained a UNet model (16 to 256 neurons in the contracting path; the reverse,
for the expanding path), starting from a dataset of 201 (AS = 109 and SY =
92) carotid US videos of atherosclerotic plaques, from which their first frames
were extracted to prepare three subsets, a training, an internal validation, and final
evaluation set, with 150, 30 and 15 images, respectively. The automated segmen-
tations were evaluated based on manual segmentations, performed by a vascular
surgeon. To assess our model’s capacity to segment plaques in previously unseen
images, we calculated 4 evaluation metrics (mean ± std). The evaluation of the
proposed model yielded a 0.736 ± 0.10 Dice similarity score (DSC), a 0.583 ±
0.12 intersection of union (IoU), a 0.728 ± 0.10 Cohen’s Kappa coefficient (KI)
and a 0.65 ± 0.19 Hausdorff distance. The proposed segmentation workflow will
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each UNet layer, as in the original model architecture. Our results are close to
others published in relevant studies.
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1 Introduction

Carotid atherosclerosis, which may cause stroke [1] is a dangerous condition, with most
studies assessing its risk of occurrence by detecting and analyzing developed plaques
in carotid ultrasound (US) images. A recent meta-analysis study [2] estimated that, in
2020, approximately 28% of the global population, aged 30 to 79 years, would have
abnormal carotid intima-media thickness (IMT), while 21% of the people would have
carotid plaques detected. Multiple studies have associated presence, size and ultrasonic
appearance of carotid arteries plaques with the risk of ischemic stroke [3–5], while
16% of all ischemic strokes occur due to carotid atherosclerosis [6]. Although carotid-
IMT (c-IMT) has been a valuable marker of subclinical atherosclerosis [7], the focus is
extended towards the automated detection and analysis of carotid atherosclerotic plaques
and their association with future stroke events. In earlier studies, our group has identified
carotid asymptomatic (AS) individuals at high risk [8] by analyzing US image features
of plaques. Additionally, we had investigated how texture features of segmented plaques
in carotid US videos vary among AS and symptomatic (SY) individuals, during the
cardiac cycles [9].

In order to automate the process of localization and visualization of atherosclerotic
plaques in carotid US images, a plethora of machine learning (ML) and deep learning
(DL)-based studies have been presented, during the last 10 years, with convolutional
neural networks (CNNs) frequently used to segment carotid plaques effectively, such as
in [10, 11] and [12]. Lately, DLmodels, either trained from scratch or used under transfer
learning (TL), have been widely used to classify atherosclerotic plaques in carotid US
images and videos, into AS or SY [13–15]. Aside from DL-based carotid US plaque
image classification studies, there is notable research on plaque motion characteristics
in the current imaging modality, as well as on whether these characteristics are related
to stable or unstable plaques [16, 17].

In most of the above-mentioned studies, there were multiple attempts to create work-
flows for the accurate detection and characterization of atherosclerotic plaques in US
images, a process crucial for early stroke risk assessment. Even though research in this
area has been extensive over the years, the addition of extra features for better stroke
risk estimation, such as video analysis parameters, is still an open research area.

In this study, we present the first steps towards the development of a new computer
aided design (CAD) system for stroke risk assessment based on the analysis ofUS carotid
images and videos. The aim of the currently presented work is to establish DL-based
segmentation of US carotid plaques (see also Fig. 1, A, B and C), which is going to be
part of the overall CAD system. The system presented in Fig. 1 will perform carotid US
plaque analysis to support experts in decision making and stroke risk stratification. This
is going to be the evolution of systems presented by our group [8, 9, 13, 17] and will be
based on video analysis, extraction of new additional features and DL-based methods.
More specifically, the proposed system will include: (a) a data preprocessing module
(see Fig. 1, A), (b) a UNet-based model to automatically segment plaques in carotid US
images (see Fig. 1, B and C), (b) extraction of ultrasonic image textural, morphological
and motion features from the segmented plaque regions (see Fig. 1, D), (c) image feature
selection (see Fig. 1, E), and (d) classification of selected mixed features into AS or SY,
using a pre-trained ResNet50 [18] with TL (see Fig. 1, F). The ResNe50 (under Tl) has
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demonstrated a promising capacity to classify AS and SY plaques in US images, based
on previous work of our group [13].

The rest of the paper is organized as follows. In Sect. 2, our methodology and
materials are described. Section 3 summarizes the results, which are discussed in Sect. 4.
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Fig. 1. General flow diagram illustrating the different modules in the CAD system proposed in
this work for stroke risk stratification. A: Acquisition of carotid US B-mode videos, B: Video
normalization and frame extraction, C: Automatic plaque ROI segmentation using a UNet and
evaluation of the segmented area, D: Image-based textural, morphological and motion features
extraction per segmented plaque ROI, E: Features selection based on statistical analysis, F: CNN-
based image features classification to derive the plaque type. GT: Ground Truth, IoU: Intersection
of Union; SY: Symptomatic, AS: Asymptomatic.

2 Materials and Methods

2.1 Video Dataset

A dataset of 201 carotid B-mode longitudinal US videos, from 196 subjects (123
males/73 females, AS= 108, SY = 88)), was used in this study. Five subjects had either
2 videos available or were presented with 2 plaques per video. The degree of stenosis
in the subjects ranged between 50–95%. Overall, different carotid areas were included
(Bifurcation, common carotid artery, external carotid artery, and internal carotid artery;
both right and left sides). Plaque regions of interest (ROI) were manually selected on
the first frame of each video, by an expert ultrasonographer, using aMatlab® [19]-based
software created by our group. Each video was intensity-normalized, using the Video
Despeckle Filtering (VDF) tool for carotid US video processing [20] (see also Fig. 1,
A). Then, from each video the first frame was extracted (jpeg format, with the default
OpenCv settings for the image quality), using OpenCv in Python [21–23] and resulting
in a dataset of 201 different US images, with a total of 201 different plaque ROIs. Each
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of these images was cropped to include the plaque ROI at the image center, but also a
part of the surrounding area (maximum number of included surrounding pixels was 70).

Then, black borders were added to all frames in order to reach 512 × 512 overall
image size. The image input dimensions were set to 512× 512, in order to accommodate
plaque ROIs having width higher than 500 pixels (x-axis). For each of these new images,
a correspondingmaskwas generated (type: uint8, black andwhite), following givenROIs
coordinates (see Fig. 1, B) and using OpenCv to derive mask contours. It is important
to mention that no resizing took place for the plaque ROIs. The images were separated
into training, validation and evaluation subsets, with 156 (76 SY and 80 AS), 30 (14 SY
and 16 AS) and 15 (6 SY and 9 AS) images, respectively.

2.2 Model for the Automatic Plaque Segmentation

An edited version of UNet architecture [24] (see Fig. 2), for binary segmentation (plaque
ROI in white, background in black), was used in Keras-Tensorflow [22, 25], and Ana-
conda [26]. Compared to the original model, we trained in this work, less filters per
convolutional layer (CNVL, from 16 to 256 filters), due to current GPU memory con-
straints. Binary cross-entropy was the loss function and ‘Adam’ was the optimizer, used
with its default learning rate value, 0.001. Data augmentation was applied, namely rota-
tion range (80), horizontal flip, and width and height shift range (both at 0.1), with the
fill mode set to ‘nearest’. The UNet was trained for 220 epochs, with a batch size of 4,
an input size of 512 × 512 and an early-stopping callback of patience 30. We used a
computer with an NVIDIA RTX 2060 GPU (6 GB), an i7 Intel Core processor and a 16
GB RAM. The best model version was saved when the validation loss had the lowest
value.
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Fig. 2. The UNet architecture proposed in this work. The padding, in each convolutional layer,
was set to ‘same’. Kernel Size, KS.
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2.3 Evaluation Metrics

In order to evaluate how similar the automatically segmented plaque ROIs were to their
ground truth counterparts, we used the following evaluation metrics: 1. the Dice Simi-
larity Coefficient (DSC), 2. the Intersection of Union (IoU), 3. the Cohen’s Kappa Coef-
ficient (KI) [27]. We also calculated the area under the receiver operating characteristic
curve (AUC) and the directed Hausdorff distance (HD) [28] (see formula 4).

When evaluatingmodel’s capacity to segment, in order to obtain the segmented areas,
the output of the model was thresholded (thresholding resulted probabilities), meaning
that not all predictions were kept, as not all of them truly belonged to the given ROIs.
To find the optimum probability threshold for the identification of the segmented ROIs,
we performed predictions using all the training data, with 100 different threshold values
(0.00 to 1.00) applied on the predictions and kept the threshold that yielded the highest
DSC and IoU, as a guide. The metrics used to evaluate the automatic segmentations are:

DSC = 2 ∗ TP

2 ∗ TP + FN + FP
(1)

IoU = TP

TP + FP + FN
(2)

KI = (2 ∗ (TP ∗ TN - FN ∗ FP))

((TP + FP) ∗ (FP + TN)+(TP + FN) ∗ (FN + TN))
(3)

HD = max
a∈A

[
min
b∈B

{d(a, b)}
]

(4)

where TP are the true positives, TN are the true negatives, FN are the false negatives and
FP are the false positives. In formula 4, a and b are points in the sets A and B, where A
is the set of points forming a ground truth plaque ROI and B is the set of points of its
predicted ROI counterpart, while d(a,b) is considered as the Euclidean distance between
a and b.

3 Results

After training the model, 0.34 was the threshold that yielded the highest mean DSC and
IoU values. In Fig. 3 the Interquartile Ranges (IQRs) for all our evaluationmetrics for the
15 automatic plaque ROI segmentations are presented for the selected threshold. Also,
the resulted AUC for all the examined probability thresholds on the evaluation images
reached 0.80. Table 1 also shows the mean ± std values for all evaluation metrics. We
reached a 0.736 ± 0.10 mean DSC, a 0.583 ± 0.12 mean IoU and a 0.728 ± 0.10 mean
KI. Measurement of the Hausdorff distance showed an 8.18± 2.36 mean (normalized as
0.65 ± 0.19), suggesting that our segmentation methodology needs further refinement.

In Fig. 4, we present four out of the 15 cases of the automatically segmented plaque
ROIs. We see that for the first two cases (see Fig. 4 A and B), there is an agreement
(overlapping), higher than 70%, when comparing to the GT with the automatically
segmented area, with the corresponding DSC values both being higher than 80%. In
Fig. 4 B, we notice that the model falsely detects a small area (not part of the plaque),
an overall segmentation that can be possibly refined with further optimization in the
model’s training process.
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Table 1. Evaluation metrics of the proposed segmentation system based on four model perfor-
mance metrics (N = 15).

Evaluation metrics Average (±std)

DSC 0.736 ± 0.10

IoU 0.583 ± 0.12

KI 0.728 ± 0.10

HD 0.65 ± 0.19

DSC, Dice Similarity Coefficient; IoU, Intersection of Union; KI,
Cohen’s Kappa Coefficient; HD, Hausdorff Distance.

Fig. 3. Distribution of the segmentation performance evaluation metrics for all images (N = 15)
investigated in this study. The ± IQR, the median and the mean values, per metric, are given at
the top of each boxplot, while mean values are in red and median values are in dark blue. The
HD values were normalized for visualization purposes. DSC: Dice similarity coefficient; HD,
Hausdorff Distancce; IoU: Intersection of union; KI: Cohen’s Kappa Coefficient. (Color figure
online)
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IoU: 0.72, DSC: 0.84, ΚΙ: 0.78, HD: 0.66  

Female, S.D.: 80%, AS

IoU: 0.73, DSC: 0.85, KI: 0.85, HD: 0.69  
Male, S.D.: 60%, SY

IoU: 0.63, DSC: 0.78, KI: 0.77, HD: 0.69 
Female, S.D.: 75%, AS

IoU: 0.65, DSC: 0.79, KI: 0.78, HD: 0.44 
Female, S.D.: 50%, SY

A B

C D

Fig. 4. Demonstration of the automatically segmented plaque versus the ground truth (GT) plaque
ROIs in two different cases, AS and SY. The light-blue line is the GT plaque ROI, while the orange
is the automatically segmented area, after thresholding. The DSC and the IoU values are given to
depict the agreement of the GT with the automatically segmented areas, along with other patient
information. For visualization purposes, the black borders were removed from each image. AS:
Asymptomatic; DSC: Dice similarity coefficient; HD, Hausdorff Distancce; IoU: Intersection of
union; KI: Cohen’s Kappa Coefficient; S.D.: Stenosis Degree; SY: Symptomatic.

4 Discussion

Stroke risk stratification in individuals with atherosclerotic carotid plaques is of great
importance, especially in cases considered as high risk, whether stenosis exists or there
is a low risk. During the past ten years, there have beenmultiple attempts to identify valu-
able atherosclerotic plaque-derived features in carotid US images and videos in order
to characterize the plaques based on DL methods. The two main processes, in which
DL can facilitate stroke risk stratification in individuals with carotid atherosclerosis are:
carotid plaque automatic segmentation and plaque classification. Studies have demon-
strated the capacity of DL models to automatically segment plaque ROIs in US images
or to classify plaques, in US images, into AS or SY.

In this study, we present the first step towards the development of a new CAD system
for stroke risk stratification, using US carotid plaque images, along with the preliminary
results we have obtained from automatic segmentation of atherosclerotic plaques in
carotid US images, by training a UNet-based model. Our model is a UNet version
that hosts fewer neurons per CNVL, compared to the original architecture. Initially, we
applied image intensity normalization and prepared the image dataset such that no plaque
ROI was resized; no plaque ROI content loss existed. With 220 epochs of training and
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156 training samples, UNet segmented 15 previously unseen images, yielding DSC and
IoU mean values at 0.736 ± 0.10 and 0.583 ± 0.12, respectively, with some of our DSC
values being above 0.80, not very different from other relevant published results [10, 30].
Our IoU and HD resulting values suggest that our current approach needs improvement,
although theymight also be partially attributed to the level of image quality in our utilized
dataset. Our current approach, although still premature, indeed depicts the capacity of
the utilized model to segment plaques in carotid US images.

Related Work
In 2021, Jain et al. [12] presented a series of solo DL models, namely UNet, UNet +,
SegNet, and hybrid DL models, namely SegNet-UNet and SegNet-UNet+. All models
were trained with either DSC or binary cross-entropy loss to automatically segment
plaques in carotid US images. They further quantified the segmented plaque ROIs (mm2)
to compare themwith theGTROIs. All models had the exact number of filters per CNVL
as the standard UNet. The SegNet-UNet was their best-performing model, yielding a
mean ± std IoU and DSC of 80.44 ± 1.59 88.98 ± 1.04, respectively, when trained for
100 epochs, under the K10 protocol (90% data for training and 10% data for testing),
with data augmentation and with an input size of 128x128 pixels (no reported image
cropping or up- or downsizing). To obtain their image dataset, they extracted 10 frames
from 97 different carotid US videos (overall 970 images, with an interval of 10 per
video). They have also stated that the 10 frames in each video were actually treated as
different plaque ROI examples, although no metric for comparison of all GT ROIs per
video was provided, in order to support their claim and despite their resulted IoU and
DSC values from all their models. Also, no image intensity normalization was applied
prior processing.

Zhou et al. [29], developed an automated plaque segmentation method, based on
DL, in order to obtain the total plaque area automatically in carotid US images. They
modified the original UNet architecture in terms of number of filters per CNVL, in a
way similar to our UNet version, although they set 32 neurons in their first and last
CNVL. They trained their model two times (two experiments, with GT masks from two
different observers), for 500 epochs, using a dataset of 510 total images (2/3 used for
training and 10% of the training data used for internal validation), with a batch size
of 64 and used different input sizes among batches, as UNet can accept different input
sizes, with the condition that the image size within each batch will be uniform. Where
needed, they padded training examples to reach the mean required batch image size.
They used data augmentations similar to those in our approach and they monitored the
training process using the DSC loss. They used 1/3 of the primary data for testing. Their
optimized model was finally trained on the whole first dataset and tested on another
image US dataset. They reported a 0.05 ± 7.13 mm2 and a 0.8 ± 8.7 mm2 mean ± std
TPA difference, when comparing each UNet with the manual segmentations. No image
intensity normalization was reported.

In 2020, under a semantic segmentation approach, Xie et al. [30], introduced a
method for plaque and vessel automatic segmentation in carotid US images based on
UNet. They developed two types of UNet-based models, a two-stage model, where first
a UNet architecture segments the lumen in carotid US images and its output is the input
of a second UNet, which segments the plaque, and a dual-decoder, where instead of one
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main decoder unit in the UNet, they set a pair of decoders, one for the lumen ROIs and
one for the plaque ROIs. In the two above-mentioned models, both the plaque and lumen
areas were segmented on the same output image. They trained the models for 20 epochs,
with carotid US images, cropped to remove specifications surrounding the US area and
resized to 224 × 224 pixel size. They applied 10-fold cross validation and had a batch
size of 4. Their images were not intensity-normalized. Their highest reported DSC was
0.69 for the dual-decoder model.

Finally, Meshram et al. [10] developed a fully- and a semi-automatic approach for
plaque segmentation in carotidUS images. They compared a standardUNetwith a dilated
UNet, hosting dilated CNVLs in its bottleneck. They overall performed 4 experiments.
In their UNet models, they also started and ended with 32 filters in the CNVLs. Their
semi-automatic approach allowed a sonographer to provide a bounding box as a guide to
focus on plaque ROI, followed by an exterior 12.5% buffer added around the given box,
on all sides, such that each input image had 75% plaque and 25% background included.
They used 862 carotid US images, separated into 90% for training (from which 5%
were used for internal validation) and 10% for testing and resampled to 512 × 512
pixels for the automatic approaches, while in the semi-automatic experiments, plaque
ROI bounding boxes were resampled to 256 × 256 pixels. They reached a DSC of 0.84,
when comparing semi-automatic plaque segmentations from the dilated UNet to their
ground truth counterparts.

Compared to all studies described above, it is clear that our model’s plaque seg-
mentation performance was highly dependent on the size of the utilized dataset and the
number of neurons trained per UNet CNVL, as well as on the batch size our hardware
can currently support. For these reasons, at the moment, our model’s full potential to
segment plaque ROIs in carotid US images is not fully examined. Also, there is a possi-
bility that in some images, the carotid anatomy is more complex than in others, which,
accompanied also by speckle noise, might hinder model’s ability to generate segmented
areas with clear and smooth borders.

As in all DL-based classification tasks, preparation of the image dataset is of great
importance, our primary focus in this study was to avoid content loss or resampling
in the carotid US images we used as input to our UNet model. In contrast, in [12, 30]
and [10], plaque ROIs were resized. More reliably, in [29], cropping and padding was
applied in the input images, only where needed. Secondary, the preparation of our image
dataset, where not all of the plaque ROI surrounding was included is similar to the data
preparation approach in [29], in order to acquire the desirable input size, and to that in
[10], regarding the area covered by the plaque in each image’s carotid content.

As shown from the above-explained studies, it is still not clear if plaque automatic
segmentation in carotid US images is improved when the input includes mainly the
plaque ROI (with some carotid surrounding included) and when no intervention in the
content occurs (resampling).

In our future steps, we will repeat the current segmentation experiment using carotid
US whole images, the portable graphics format (png) for lossless data compression
and a 5-fold cross validation workflow. We will have a larger dataset and a GPU of
higher capacity, in order to optimize more parameters simultaneously, with a larger
batch size. We will also extract segmentation metrics from a larger evaluation dataset,
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and we will investigate if speckle removal facilitates UNet-based automatic carotid
plaque segmentation in US images. Finally, different comparison metrics between the
automatically segmented and the GT total plaque areas will be included.

By following the above-described steps, we expect to have a robust UNet-based
segmentation model that will be the heart of our developing CAD program, which will
be used by experts for automated plaque characterization in carotid US images and
videos, in clinical routine.

5 Limitations

Our current preliminary results for the automated plaque segmentation in carotid US
images is accompanied by some limitations. Regarding the preparation of the dataset,
the image intensity normalization (normalization applied on the video level), required
a considerable amount of time and user interaction. Additionally, we had to prepare an
automatedworkflow to acquire an appropriate dataset of a uniform size fromplaqueswith
quite different area sizes. For the training process of the segmentation model, we could
obtain improved segmentation results by following the exact UNet architecture. It should
be however noted that our current hardware is not designed for such an experiment, yet.
In the automatically segmented plaque ROIs, after the thresholding process, the borders
were noisy. This possibly implies that speckle noise or primary video quality play a role,
both of which should be further investigated.
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Abstract. The ISIC archive is an open dermoscopy dataset containing thousands
of images so that new Deep Learning skin classifiers can be trained. ISIC Chal-
lenges attract many participants to build a model that will bring the best perfor-
mance to the ISIC test dataset. The question is whether such amodel has consistent
behavior in different datasets and other clinical images. In this work, we build and
study the performance of a classifier trained in the ISIC 2019 dataset in three
different cases: the performance during the cross-validation training process, the
performance in the separate ISIC 2019 test dataset, and dermoscopy images taken
from the SYGGROS skin disease hospital. The results show a stable performance
compared to the metric F1 score for the categories in which there are more than
3000 images in the training dataset. In addition, we identify the factors that make
it difficult to transfer and use classifiers from a competitive to a clinical setting.

Keywords: ISIC · Skin lesions · Deep learning classifiers

1 Introduction

Cutaneous melanoma is one of the most aggressive forms of cancer and in 2021 cases
are expected to increase by about 5%, with a corresponding increase in mortality due
to this disease [1]. Early diagnosis plays an important role in the progression of the
disease. If diagnosed early, the 5-year survival rate for melanoma is 99% [1] while the
normal statistic in the United States is 91.6% [2]. Therefore, great effort has been made
to develop smart computing tools that use dermatoscopic images and can assist clini-
cians in their diagnosis [3]. The ever-better results of skincare diagnostic applications
increase the acceptance of their use by the medical community and encourage derma-
tologists to provide more anonymous clinical data that further helps to develop better
supporting applications. In this direction, the International Skin Imaging Collaboration
(ISIC) has developed the ISIC Archive [4], an international repository of dermoscopic
images. ISIC supports research toward automated algorithmic analysis by hosting the
ISIC Challenges. The annual ISIC competitions [5], providing a common data set as
a starting point, encourage competition in computing technologies to achieve better-
performing algorithms in the classification of a skin lesion. In the context of these com-
petitions, there is an opportunity to develop and test new techniques and architectures
of deep learning that in recent years have recorded impressive results.
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An important question, however, is whether a prognostic model trained in these
competitions can respond similarly and consistently to new clinical data, obtained with
different technical equipment and under different clinical conditions. To this question,
there is a scarcity of publications that study the effectiveness of models trained in a
specific dataset, upon different clinical data.

Valle et al. [6] conducted a thoroughmultifactorial analysis having as a starting point
the ISIC2017 Challenge which involved considerably smaller image datasets (compared
to ISIC2019) and three classes of skin lesions. They reported that the correlation of the
results of ensembles on different datasets was far from perfect. E.g., the Spearman cor-
relation between the ISIC2017/test and EDRA/dermo [7] datasets was .65 on melanoma
AUC. As was reported, this was another example of the pitfalls of hyper-optimizing
on specific datasets. To deal with vulnerabilities of hyper-optimizing and assess mod-
els on their generalization capabilities Maron et al. [8] proposed recently a benchmark
skin dataset with unknown ground-truth labels, where the evaluation is provided by the
authors themselves.

Nahata et al. [9] combined data from ISIC 2018 & 2019 to create a larger dataset,
where the evaluation of the tested models, however, is done in the same dataset. This
- as discussed in Discussion - carries an even greater risk of over-optimistic reports. In
a different perspective, Lucius et al. [3] use a random split of the HAM10000 dataset
[10] via the ISIC archive to train and evaluate the performance of eight different DL
architectures with low/high image resolutionmodes andwith/without clinical meta-data.
The split is reported that resulted in completely disjoint train/test datasets. However,
no action is described against the class imbalances of the initial dataset, and the two
outcomes after the split. Moreover, most of the results are evaluated using the metric
accuracy (and the complement: error rate) which, contestably, the authors report as
measures suitable to evaluate performance on imbalanced datasets. Next, they compare
the least performant classifier against the accuracy of diagnoses from non-dermatologist
general practitioners and assess the use of the same classifier as a decision support tool
for the physicians.

As an example of high performant classifiers over reduced confounding factors, Zhu
et al. [11] study the performance of an enhanced DL skin-disease model in a clinical
environment using, however, a controlled clinical dataset aswell. Their images -spanning
14 skin conditions - are collected in the same Department, by the same technician, using
the same dermoscopy system. Furthermore, all the patients were having the same skin
type. Regarding the skin type, however, we should note that the HAM10000 dataset
[10] and ISIC itself are also biased, consisting of samples from fair-skinned Caucasian
population.

In this work, we use the data of the ISIC 2019 competition [12] which consists of
about 25 thousand dermoscopy images, for the training of a DL classifier, without the
use of other metadata. Next, we compare the effectiveness of the classifier in three cases:
during the cross-validation training process, the result in the comparative test dataset of
ISIC 2019 consisting of about 8 thousand images with unknown ground-truth labels and
class distribution, and the performance in a new clinical dataset (SYGGROS) consisting
of only 311 images.We chose the ISIC 2019 dataset due to the number of freely available
images that include 8 categories of skin diseases, as well as the external evaluation
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and comparison procedures of the models that the 2019 ISIC challenge includes. A
requirement for the participants is the submission of a report describing the construction
of the submitted model. In the Discussion section, we compare our results with the best
model of the competition that was trained in the same ISIC 2019 dataset.

Regarding the structure of the paper, after the Introduction follows the Materials &
Methods where we describe the datasets of the work, the DL Architecture together
with the methods of image pre-processing. Follows the reporting of the selected DL
parameters as well as the performance metrics used. In the Results, the classifier is
evaluated in the Cross-Validation training procedure, in the ISIC 2019 Test Dataset, and
the newSYGGROSDataset. Following is theDiscussionwhere the results are compared,
and last the Conclusions of the work.

2 Materials and Methods

Figure 1 shows the workflow for the comparison of the performance of a DL Classifier
trained with the ISIC 2019 Training Dataset. On the left side of the figure with the
thickest arrow, the training process of the model is represented. The other two arrows
represent the prediction process of the trained model, for the SYGGROS and the ISIC
2019 Test Dataset. All three datasets contribute to an independent assessment of the
classifier’s performance in the 8 classes of skin conditions.

Fig. 1. Workflow for the comparison of the DL Model performance.

The dataflows of Fig. 1 represented by the arrows from their beginning up to the DL
Model include the loading and preprocessing procedure of the images. Due to the TF2
efficient tf.data [13] pipeline, the data is consumed and processed in parallel which
reduces the execution time of each training step. The ‘online’ image augmentation
process is also handled inside the pipeline during the training stage.

The preprocessing and augmentation steps as well as the features of the DL archi-
tecture are described below. But first follows the description of the three image datasets
along with their special features, on which the image pipeline applies.
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2.1 Skin Datasets

ISIC 2019 Training Dataset. The ISIC 2019 dataset [10, 14, 15] consists of 25,331
dermoscopy images divided into 8 classes: Melanoma (MEL), Melanocytic nevus
(NV), Basal cell carcinoma (BCC), Actinic keratosis (AK), Benign keratosis (solar
lentigo/seborrheic keratosis/lichen planus-like keratosis) (BKL), Dermatofibroma (DF),
Vascular lesion (VASC), Squamous cell carcinoma (SCC). The distribution of classes is
given in Table 1.

Table 1. Class distribution in the ISIC 2019 training dataset

AK 867 BCC 3323

BKL 2624 DF 239

MEL 4522 NV 12875

SCC 628 VASC 253

The ISIC 2019 training dataset show great variation in terms of dimensions, the
presence or not of the circle from the dermatoscope, the coloring, as well as additional
objects (hairs, rulers, markings). Also, the dataset is accompanied by a metadata file,
which provides meta-information about the available images, in terms of age, sex, body
area of the nevus, as well as the nevus number (lesion_id).We do not use this information
in this work.

An important parameter of the dataset is that there are caseswheremany images come
from the same spot (e.g., with a different angle, different resolution, etc.) or there is an ID
conflict between different spots. In this case, the same lesion_id corresponds to multiple
rows of the file, with a different image file name (column Image, e.g., ISIC_0000002,
etc.). In the analysis we performed, these cases were identified, so that images from
the same mole are not separated during the cross-validation process. Notably, there
are 5050 lesions having duplicates. As an example, lesion_id BCN_0001728 has 31
duplicate images in the dataset.

Stratified Group k-fold Validation. In the training we used 5-fold Cross-Validation with
stratification of classes, so that all 5 folds contain -as much as possible- the same ratio
of categories with skin diseases. As mentioned earlier, additional logic has been added
so that multiple images of the same ID always belong to the same fold [16].

ISIC 2019 Test Dataset. The evaluation of the classifier in the ISIC 2019 challenge is
done with the test dataset which consists of 8,238 images with an unknown distribution
of classes. In addition to the 8 classes of the training dataset, images of moles belonging
to other categories are also included (Unknown - UNK). The predicted image classes
are submitted to the ISIC 2019 challenge server and the classifier is evaluated with the
metric BAC: normalized multi-class accuracy metric (balanced across categories), and
statistics are generated with ROC curves and other performance metrics.
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SYGGROS Dataset. The dataset of dermatoscopic images used for the evaluation of
the DL skin classifier is provided by Andreas SYGGROS Hospital and includes 311
dermatoscopic photographs with the corresponding labeling by dermatologists of the
hospital. For automated classification, the images have been divided into 8 classes,
as follows (Table 2). Regarding the technical description of the dataset, the digital der-
matoscopy in the Oncology Department of Andreas SYGGROSHospital was performed
with the Digital Epiluminescence Microscopy system (MoleMaxHD 1.6) until 2017.
From the beginning of 2018, the clinical and dermatological images of the suspected
pigmented lesions are obtained with the digital imaging system FotoFinder Medicam
1000. The technical characteristics of the Medicam 1000 camera are: Full HD brilliance
(CrystalView technology), continuous visual live-zoom with autofocus, suitable for der-
matoscopy of skin, scalp and nail lesions, magnification up to 140X, control via a panel
on the back of the camera.

Table 2. Class distribution in the SYGGROS dataset

AK 8 BCC 37

BKL 23 DF 1

MEL 33 NV 193

SCC 9 VASC 7

Additionally, a small number of shots have been taken with a special Nikon D300
dermatoscopic camera. Images from both systems are utilized within the project. All
the dermatoscopic images are related to the histological features as they result from the
biopsies of the patients that have been performed at Andreas SYGGROS Hospital and
have been processed and evaluated by the Pathology/Anatomic Department.

2.2 DL Architecture

EfficientNets [17] were used as the basic Deep Learning architecture in our study. Effi-
cientNets achieve top performances while utilizing lighter structures that reduce the
complexity of the model. They also greatly facilitate the selection of hyperparameters,
as the initial tests can be done in the B0 model, and then, depending on the availability
of the GPU hardware, the B1-B7 models can be selected. As the code number of the
model increases, so does the depth of the hidden levels, but also the resolution of the
images as input. Their effectiveness on the ISIC challenge has been showcased by top
performant submissions [18–20].

2.3 Image Preprocessing Functions

Image preprocessing is a fundamental step before the training and prediction stage of
a classifier, and various techniques have been proposed in the literature [21] towards
this scope. In this work, a set of pre-processing techniques frequently found in the ISIC
challenges are applied. Image preprocessing functions include:
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Fig. 2. Application of dermoscopy circle, nice crop and color constancy.

• Resizing and cropping, where we change the smallest dimension of the image to reach
the desired size, while maintaining the ratio, and a cut is made to obtain a square table.

• Nice crop. Dermoscopy images from ISIC 2019 may contain the characteristic der-
moscope cycle with numerous variations. This technique is applied so that the circle
is exactly cut off, removing unnecessary black areas around the perimeter.

• Random erasing. This technique [22] randomly erases a small area of the image, to
reduce overfitting in the classifier.

• Color constancy. This technique [23] is based on normalizing the color of dermoscopic
images [24] and attempts to remove differences in images resulting from changes in
lighting and cameras.

• Dermoscopy cycle. This technique adds the dermoscope circle to all images so that
there is no variability in the images regarding this parameter. The technique, if applied
during the model training, should also be applied to the images that are then inserted
to predict the class. In Fig. 2 in the 1st column 2 images are displayed in their original
form, while in the 2nd column the result after the application of nice_cropping, color
constancy and dermoscopy circle. The result is square images of the same resolution
ready for input for the training of the model. The application of this technique has the
additional advantage that it removes the distortion of angles due to random rotations
of the image.
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2.4 Selected DL Parameters

All training images are converted to resolution 400 × 400 and caching is applied to
make the process of importing the training fold faster in each epoch. The final resolution
with which the training is done is 300 × 300 as the augmentation random cropping
technique is applied as well. The parameter “DROP_CONNECT_RATE” corresponds
to the drop-out during the construction of the layers and was set to 0.4, which is also a
method to fight overfitting.

BATCH_SIZE is set to 16 images. This variable depends on the selected resolution
of the training images as well as the available GPU memory. The training of the model
was carried out, in our case, with the use of an NVIDIA 2080 Ti GPU card. We chose
CV= 5 to be the number of folds in the cross-validation. Finally, each model is trained,
for a maximum of 40 epochs.

The EfficientNet B3 architecture is introduced in our code headless (without the
last layers), but by carrying the weights of the trained model in the ImageNet images.
The Transfer Learning technique is used [25, 26], and it is set that the weights of the
headless model will not be frozen during the training. Next, we add to the sequential
model the GlobalMaxPooling layer and a Dense layer with 9 neurons (which are our
data classes). The Softmax activation function is selected. Rectified Adam [27] is chosen
as the optimizer, with a lookahead option, after many trials for better performance. The
categorical cross-entropy is set as the loss function.

Also, the callback early_stop was set during the training, so that if the validation loss
metric does not improve for 8 seasons (patience duration), the training process will stop
and the weights with which the best value of the metric was observed will be kept.

As previously described, during the CV process, the dataset is divided into training
and validation sets. An example of the distribution of the classes in the two sets for one
of the 5 folds (which contains in the training set 20.262 images, and in the validation set
5.069 images), is shown in Table 3.

To deal with the class imbalanced dataset, a weight is assigned to each class, which
is the inverse of the probability of occurrence in the dataset. As an example, the weights
for the 1st fold are MEL: 0.700, NV: 0.246, BCC: 0.953, AK: 3.655, BKL: 1.207, DF:
13.260, VASC: 12.538, SCC: 5.045.
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Table 3. Class distribution for a training fold

Training Validation

AK 693 174

BKL 2099 525

MEL 3617 905

SCC 502 126

BCC 2658 665

DF 191 48

NV 10300 2575

VASC 202 51

2.5 Performance Metrics

The sklearn.metrics.classification_report function was used to calculate the classifier
performance in the case of CV training in the ISIC 2019 training dataset, as well as in
the SYGGROS dataset [28]. The result tables report the metrics: precision, recall and
f1-score for each class. If TP, FP, FN are the number of true positives, false positives,
false negatives respectively, then:

• Precision = TP / (TP + FP)
• Recall = TP / (TP + FN)
• F1 = the weighted harmonic mean of the precision and recall

Average values are calculated in the following ways: micro, macro and weighted
[29]. In the first way, the metrics are calculated by counting the total number of TP, FN,
FP from all classes. In the second way, the metric is calculated for each class separately
and thus the class imbalance is not considered. Finally, in the third way, the metric for
each class is calculated but their participation in the average is weighted by the number
of samples of each class.

3 Results

3.1 Classifier Evaluation by the CV Training Process

Table 4 shows the performance evaluation per class, and overall.
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Table 4. CV classifiers performance

Precision Recall f1-score Support

MEL 0.69 0.59 0.64 4522

NV 0.86 0.90 0.88 12875

BCC 0.72 0.84 0.77 3323

AK 0.43 0.43 0.43 867

BKL 0.67 0.58 0.62 2624

DF 0.51 0.50 0.51 239

VASC 0.67 0.77 0.72 253

SCC 0.40 0.30 0.34 628

UNK 0.00 0.00 0.00 0.00

Micro avg 0.77 0.77 0.77 25331

Macro avg 0.55 0.55 0.55 25331

Weighted avg 0.76 0.77 0.76 25331

3.2 Classifier Performance in the ISIC 2019 Test Dataset

The performance of the model in the ISIC 2019 Test was Balanced Multiclass Accuracy
(BAC): 0.524.

Figure 3 shows the table of metrics per class, as provided by the ISIC 2019 Challenge
server [30].

Fig. 3. Summary evaluation table in the ISIC 2019 test dataset
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3.3 Classifier Performance in SYGGROS Dataset

The model that gave the best results from the 5-CV training at ISIC 2019 was then used
to classify the SYGGROS images. Table 5 shows the classifier performance metrics in
the SYGGROS Dataset.

Table 5. Classifier performance on the SYGGROS Dataset

Precision Recall f1-score Support

MEL 0.59 0.73 0.65 33

NV 0.91 0.75 0.82 193

BCC 0.73 0.65 0.69 37

AK 0.43 0.38 0.40 8

BKL 0.21 0.57 0.30 23

DF 0.00 0.00 0.00 1

VASC 0.75 0.43 0.55 7

SCC 1.00 0.22 0.36 9

UNK 0.00 0.00 0.00 0

Micro avg 0.68 0.68 0.68 311

Macro avg 0.51 0.41 0.42 311

Weighted avg 0.78 0.68 0.71 311

Compared to Table 4, in the F1-score column, we observe a correlation of the results,
where the performances in the SYGGROS Dataset are slightly lower. In the analysis per
class in the metric F1, we observe a performance deviation in the BKL and DF classes
and a smaller one in VASC. The DF and VASC classes, however, have only 1 and 7
images in the SYGGROS Dataset respectively.

4 Discussion

In this work, we used a single architecture: EfficientNets, without ensemble models.
The reason was to keep the complexity of the process relatively simple and focus on
the transferability of the results by keeping a common baseline. Ensemble modeling is
a common technique for increasing the classification performance and the scalability
of EfficientNets makes them suitable candidates towards this end [31]. As was noted
in [6], ensembles also alleviate the instability of performance across different datasets.
In this work, we wanted to study the behavior of such instabilities and so we opted
out from ensembles. A recent review on the types of DL architectures and cases with
combinations of multiple techniques can be found in [32].

As previously reported, we study the performance of the model trained in the ISIC
2019 training dataset with the CV training process (F1 CV), the ISIC 2019 test (F1
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ISIC) and the SYGGROSDataset (F1 SYGGROS). Because both the ISIC 2019 training
dataset and the SYGGROS dataset are severely class imbalanced, and the largest number
of images are in the MEL, NV and BCC classes, Table 6 compares the performance in
the metric F1 with only these three classes.

Table 6. Model performance comparison F1 metric

CV ISIC SYGGROS Best ISIC

MEL 0.64 0.64 0.65 0.68

NV 0.88 0.83 0.82 0.84

BCC 0.77 0.64 0.69 0.66

In addition, to be able to compare our model in the ISIC 2019 test dataset with the
best performant model of the ISIC 2019 competition, for which the training was done
without any additional external data [20], we include in the last column of Table 6 the
results also on metric F1 (F1 Best ISIC).

Regarding the model with the best performance at ISIC 2019, its authors [20] report
the largest improvement in the metric Normalized Multi-class Accuracy (BAC) from
the 5-fold CV training process, using ensemble, by 0.014 points. The best performance
in single architecture - se_resnext101 has a value of 0.739 (BAC) and very close is the
performance of an efficientnet-B3. However, the authors also cite tests with ensembles
that are inferior to the best single models. In the final ISIC 2019 test, they submitted
three attempts, which had in the test results a difference of only 0.003 points from each
other in the metric BAC, with the best value: 0.607.

From the first three columns of Table 6, we observe - for the metric F1 score - con-
sistent performance of the model for the three categories that had the most dermoscopy
images. The most stable behavior is in the melanoma category, while in the other two
NV, BCC there is an overestimation in the CV process 6 and 9mmof F1 respectively. For
the other categories in which the available images (either in the ISIC 2019 dataset or in
the SYGGROS dataset) are much smaller, the performances, as expected, show greater
variations. We also observe an analogous performance, in these three categories (MEL,
NV, BCC) with the performance in the ISIC 2019 Test dataset of the best performant
model. The highest value F1 is achieved in class NV, while they are similar for MEL
and BCC. The NV class is also the most numerous in the ISIC 2019 training dataset,
having almost three times more images in this category compared to the immediately
smaller MEL. We notice that although during the training of our model, weights were
used - apart from online augmentation - to compensate for the class imbalance, still the
most populous class gives the best results.

5 Conclusions

ISIC Challenges attract many participants and offer an environment where new
techniques can be tested based on a common dataset for objective model comparison.
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There are, however, many factors that make it difficult to generalize and use these
models in a different/clinical setting. In a competitive environment, multiple techniques
are used in combination to improve even a few millimeters of the final index, without
considering the computational complexity and prediction time. In the ISIC 2019 compe-
tition, the submission of multiple attempts was allowed, so results from different models
are submitted, in the hope that one of the attempts will succeed even slightly better in
the unknown test dataset. This is like shooting in the dark.

Another factor that makes it difficult to directly compare the developed models
is the specific conditions of each competition. In the ISIC 2019 challenge, while the
training dataset had 8 categories, the test dataset contained -as previously mentioned in
Methodology- an additional category - Unknown. Participants tried various ingenious
methods for outlier detection, but the most common is to apply a threshold to the output
of the classifier so that low-value predictions are assigned to the unknown class. This
is the method used in the model of this work, as well as in the model that had the best
estimate in the ISIC 2019 challenge (without the use of external data)) [20]. The use
of this threshold, however, affects the performance metrics in the other 8 classes. In
addition, as the distribution of the ISIC 2019 test dataset classes is unknown, it is no
longer possible to compare models on equal terms. A classifier that performs best in
a large class of the test dataset will perform better than another that is better in other
classes with less representation in the test dataset.

However, apart from the characteristics of the terms of competition and the unknown
distribution of classes in the test dataset, the peculiarities of the provided training dataset
are also important. To ISIC 2019 training dataset is characterized by class imbalance
and duplicate/ID conflict images as mentioned in the Methodology. Both characteristics
affect the performance metrics we receive from the cross-validation process. Although
the performance estimation with the CV method is considered robust, the fold construc-
tion process must consider the class distribution, as we saw in the Methodology, to be
stratified. The existence of multiple images corresponding to the same mole (same ID),
introduces another important consideration in the CV process. If not considered when
creating the folds, it leads to an overly optimistic estimate of performance. A typical
example is the paper [9], where the authors report a Normalized Multi-class Accuracy
(BAC) and an F1 score of 0.91.

To summarize, even when there is a common set of dermoscopy images, factors such
as the characteristics of the specific training dataset, the terms of the competition (e.g.,
the way of comparison/metric, the unknown class distribution in the test dataset, the
existence of a requirement for outlier detection) add also complexity in comparing the
performance of themodels. In addition, such competition characteristics make it difficult
to transfer these models to a clinical setting, either due to complexity or performance
instability. In this work, we observed consistent performance of a classifier trained in
the ISIC 2019 training dataset in three different and independent cases, for the skin
categories inwhich therewere over 3,000 images for each class. To avoid over-optimistic
performance during the CV process, we paid special attention to dealing with class
imbalance in the training dataset, and the existence of duplicate/ID collision cases.

Acknowledgments. We would like to thank Alexios Zarras MD and Professor Alexander J.
Stratigos MD, at the Department of Dermatology-Venereology, University of Athens Medical



On the Reusability of ISIC Data for Training DL Classifiers Applied 211

School, Andreas Sygros Hospital (Athens, Greece) for providing the SYGGROS Dataset used in
this paper, as well as information on the technical specifications and collection procedures of the
dataset.

Funding. This work was supported by the National Project TRANSITION – Translating the
diagnostic complexity of melanoma into rational therapeutic stratification – Hellenic General
Secretariat of Research and Technology, [T1E�K-01385] co-funded by the European Union.

References

1. Skin Cancer Facts& Statistics, https://www.skincancer.org/skin-cancer-information/skin-can
cer-facts. Accessed 08 Mar 2019

2. USCSDataVisualizations. https://gis.cdc.gov/Cancer/USCS/#/AtAGlance/.Accessed 09Oct
2021

3. Lucius, M., et al.: Deep neural frameworks improve the accuracy of general practitioners in
the classification of pigmented skin lesions. Diagnostics 10, 969 (2020). https://doi.org/10.
3390/diagnostics10110969

4. ISIC Archive, https://www.isic-archive.com/#!/topWithHeader/tightContentTop/about/abo
utIsicOverview. Accessed 08 Oct 2021

5. ISIC Challenge History, https://www.isic-archive.com/#!/topWithHeader/tightContentTop/
about/isicChallengesHistory. Accessed 09 Oct 2021

6. Valle, E., et al.: Data, depth, and design: learning reliable models for skin lesion analysis.
Neurocomputing 383, 303–313 (2020). https://doi.org/10.1016/j.neucom.2019.12.003

7. Lio, P.A., Nghiem, P.: InteractiveAtlas ofDermoscopy:GiuseppeArgenziano, H. Peter Soyer,
Vincenzo De Giorgio, Domenico Piccolo, Paolo Carli, Mario Delfino, Angela Ferrari, Rainer
Hofmann-Wellenhof, Daniela Massi, Giampiero Mazzocchetti, Massimiliano Scalvenzi, and
Ingrid H. Wolfpages. J. Am. Acad. Dermatol. 50, 807–808 (2004). https://doi.org/10.1016/j.
jaad.2003.07.029.ISBN 88–86457–30–8

8. Maron, R.C., et al.: A benchmark for neural network robustness in skin cancer classification.
Eur. J. Cancer. 155, 191–199 (2021). https://doi.org/10.1016/j.ejca.2021.06.047

9. Nahata, H., Singh, S.P.: Deep learning solutions for skin cancer detection and diagnosis. In:
Jain, V., Chatterjee, J.M. (eds.) Machine Learning with Health Care Perspective. LAIS, vol.
13, pp. 159–182. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-40850-3_8

10. Tschandl, P., Rosendahl, C., Kittler, H.: The HAM10000 dataset, a large collection of multi-
source dermatoscopic images of common pigmented skin lesions. Sci. Data. 5, 180161 (2018).
https://doi.org/10.1038/sdata.2018.161

11. Zhu, C.-Y., et al.: A deep learning based framework for diagnosing multiple skin diseases
in a clinical environment. Front. Med. 8, 626369 (2021). https://doi.org/10.3389/fmed.2021.
626369

12. ISIC 2019, https://challenge2019.isic-archive.com/. Accessed 08 Oct 2021
13. Module: tf.data | TensorFlow Core v2.7.0, https://www.tensorflow.org/api_docs/python/tf/

data. Accessed 03 Feb 2022
14. Codella, N.C.F., et al.: Skin Lesion Analysis TowardMelanomaDetection: AChallenge at the

2017 International Symposium on Biomedical Imaging (ISBI), Hosted by the International
Skin Imaging Collaboration (ISIC). ArXiv171005006 Cs. (2017). https://arxiv.org/abs/1710.
05006v3

15. Combalia, M., et al.: BCN20000: Dermoscopic Lesions in the Wild. ArXiv E-Prints. 1908,
arXiv:1908.02288 (2019)

https://www.skincancer.org/skin-cancer-information/skin-cancer-facts
https://gis.cdc.gov/Cancer/USCS/#/AtAGlance/
https://doi.org/10.3390/diagnostics10110969
https://www.isic-archive.com/#!/topWithHeader/tightContentTop/about/aboutIsicOverview
https://www.isic-archive.com/#!/topWithHeader/tightContentTop/about/isicChallengesHistory
https://doi.org/10.1016/j.neucom.2019.12.003
https://doi.org/10.1016/j.jaad.2003.07.029.
https://doi.org/10.1016/j.ejca.2021.06.047
https://doi.org/10.1007/978-3-030-40850-3_8
https://doi.org/10.1038/sdata.2018.161
https://doi.org/10.3389/fmed.2021.626369
https://challenge2019.isic-archive.com/
https://www.tensorflow.org/api_docs/python/tf/data
https://arxiv.org/abs/1710.05006v3
http://arxiv.org/abs/1908.02288


212 K. Moutselos and I. Maglogiannis

16. Wasikowski, J.: Stratified Group k-Fold Cross-Validation. https://www.kaggle.com/jakubw
asikowski/stratified-group-k-fold-cross-validation

17. Tan, M., Le, Q.V.: EfficientNet: Rethinking Model Scaling for Convolutional Neural
Networks. ArXiv190511946 Cs Stat. (2020). http://arxiv.org/abs/1905.11946

18. Ha, Q., Liu, B., Liu, F.: IdentifyingMelanoma Images using EfficientNet Ensemble: Winning
Solution to the SIIM-ISICMelanoma Classification Challenge. ArXiv201005351 Cs. (2020).
http://arxiv.org/abs/2010.05351

19. Gessert, N., Nielsen,M., Shaikh,M.,Werner, R., Schlaefer, A.: Skin lesion classification using
ensembles of multi-resolution EfficientNets with meta data. MethodsX 7, 100864 (2020).
https://doi.org/10.1016/j.mex.2020.100864

20. Zhou, S., Zhuang, Y., Meng, R.: Multi-Category Skin Lesion Diagnosis Using Dermoscopy
Images and Deep CNN Ensembles (2019). https://challenge.isic-archive.com/leaderboards/
2019/

21. Kontogianni, G., Maglogiannis, I.: A review on state-of-the-art computer-based approaches
for the early recognition of malignant melanoma. In: Maglogiannis, I., Brahnam, S., Jain,
L.C. (eds.) Advanced Computational Intelligence in Healthcare-7. SCI, vol. 891, pp. 81–101.
Springer, Heidelberg (2020). https://doi.org/10.1007/978-3-662-61114-2_6

22. Random-Erasing-tensorflow, https://github.com/uranusx86/Random-Erasing-tensorflow/
blob/master/random_erasing.py

23. Shawn, N.: Shades of Grey
24. Barata, C., Celebi, M.E., Marques, J.S.: Improving dermoscopy image classification using

color constancy. IEEE J. Biomed. Health Inform. 19, 1146–1152 (2015). https://doi.org/10.
1109/JBHI.2014.2336473

25. Delibasis, K., Georgakopoulos, S.V., Tasoulis, S.K., Maglogiannis, I., Plagianakos, V.P.: On
image prefiltering for skin lesion characterization utilizing deep transfer learning. In: Iliadis,
L., Angelov, P.P., Jayne, C., Pimenidis, E. (eds.) EANN 2020. PINNS, vol. 2, pp. 377–388.
Springer, Cham (2020). https://doi.org/10.1007/978-3-030-48791-1_29

26. Georgakopoulos, S.V., Kottari, K., Delibasis, K., Plagianakos, V.P., Maglogiannis, I.: Detec-
tion of malignant melanomas in dermoscopic images using convolutional neural networkwith
transfer learning. In: Boracchi, G., Iliadis, L., Jayne, C., Likas, A. (eds.) EANN 2017. CCIS,
vol. 744, pp. 404–414. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-65172-
9_34

27. tfa.optimizers.RectifiedAdam|TensorFlow Addons, https://www.tensorflow.org/addons/api_
docs/python/tfa/optimizers/RectifiedAdam. Accessed 08 Oct 2021

28. sklearn.metrics.classification_report, https://scikit-learn/stable/modules/generated/sklearn.
metrics.classification_report.html. Accessed 08 Oct 2021

29. sklearn.metrics.precision_recall_fscore_support. https://scikit-learn.org/stable/modules/gen
erated/sklearn.metrics.precision_recall_fscore_support.html. Accessed 08 Oct 2021

30. ISIC Challenge 2019 Leaderboard - Lesion Diagnosis - Images Only, https://challenge.isic-
archive.com/leaderboards/2019/. Accessed 12 Oct 2021

31. Tziomaka, M., Maglogiannis, I.: Ensembles of deep convolutional neural networks for
detecting melanoma in dermoscopy images. In: Nguyen, N.T., Iliadis, L., Maglogiannis, I.,
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Sustainable energy is hands down one of the biggest challenges nowadays. As the EU
sets its focus to reach its 2030 and 2050 goals, the role of artificial intelligence in the
energy domain at building, district and micro-grid level becomes prevalent. The EU
and member states are increasingly highlighting the need to complement IoT capacity
(e.g. appliances and meters) with artificial intelligence capabilities (e.g. building
management systems, proactive optimization, prescriptive maintenance, etc.). More-
over, moving away from the centralized production schema of the grid, novel
approaches are needed for the optimal management/balancing of local (or remote
aggregated net metering) generation and consumption rather than only reducing energy
consumption for presuming communities.

The AIBMG Workshop aims to bring together interdisciplinary approaches that
focus on the application of AI-driven solutions for increasing and improving energy
efficiency of residential and tertiary buildings without compromising the occupants’
well-being. Either applied directly on the device, building or district management
system, the proposed solutions should enable more energy efficient and sustainable
operation of devices, buildings, districts and micro-grids. The workshop also welcomes
cross-domain approaches that investigate how to support energy efficiency by
exploiting decentralized, proactiveness, plug-n-play, etc. solutions.

Topics of interest covered by AIBMG 2022 include, but are not limited to: AI-
based energy management applications at building and district level; Smart digital
building renovation solutions; AI-based assessment in smart-grid systems; Predictive
modelling for energy consumption and indoor comfort; Prescriptive modelling for
building asset maintenance; Non-Intrusive Load Monitoring (NILM)/energy disag-
gregation; Smart decentralized energy solutions; Grey- and black-box data-driven user
profiling; Ontologies, ontology matching and alignment in the energy domain; Ano-
malies detection and data filtering; Visual analytics and recommendation systems.
Accepted papers focus on the application of AI solutions for various aspects of the
energy domain, from energy efficiency, heat pump performance, EV charging mod-
elling, forecasting, maintenance, and more.
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Abstract. Building stock renovation is a major challenge towards a sustainable
energy transition. In this context, there is a need for accurate and holistic assess-
ment of retrofitting solutions.While Life Cycle Assessment (LCA) and Life Cycle
Costing (LCC) methods are typically used to quantify the outcomes of a retrofit
solution, these methods are highly dependent on accurate data, which is often
not available in the design phase. The work presented in this paper demonstrates
a building renovation assessment platform that follows a holistic approach and
enables rapid but accurate consideration of several renovation scenarios. The
innovation lies in the integration of two specialized tools, namely VERIFY and
INTEMA.building, for lifecycle and energetic calculations, respectively. The inte-
gration offers a solution for the case in which no operational data are available.
After the detailed presentation of the platform, the architecture and the offered
functionality, a building renovation problem is considered as a demo case. A typ-
ical low-efficiency Greek building is examined while interventions are assumed,
such as insulation of external wall, replacement of glazing surfaces, as well as
heat pump and photovoltaic installation. Results showcase a significant reduction
in lifetime CO2 emissions and primary energy of around 785 tons and 700 MWh,
respectively. At the same time, the economic viability is ensured with estimated
savings of 225 ke during project lifecycle.

Keywords: Sustainability assessment · Life cycle · Energy modeling and
simulation

1 Introduction

Globally, one third of the final energy consumption and almost 40% of total CO2 emis-
sions is attributed to building sector [1], while in the European Union (EU), around 75%
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of the building stock is considered energy inefficient, accounting for 40% of the EU’s
total energy consumption, and 36% of the total greenhouse gas (GHG) emissions [2, 3].
As depicted in the European Green Deal, building renovation and energy efficiencymea-
sures offer a huge potential for energy savings and reaching the EU emissions reduction
target of at least 55% by 2030 and achieving climate neutrality by 2050 [4]. Achieving
sustainability in buildings requires the application of innovative and ecological building
materials, integration of smart technologies and higher penetration of Renewable Energy
Sources (RES) for energy transition and decarbonization of the building stock [5].

The concept of green buildings is strongly related to building sustainability due to its
contribution to environmental preservation and better quality of life [6, 7]. LCA and LCC
methodologies are powerful instruments for the sustainable design and viable future of
buildings. The application of these techniques through the building renovation should
be integrated for achieving a highly energy efficient, cost effective and decarbonized
building stock with social benefits for its users [8]. A life cycle approach considers
both environmental, and economic factors and allows for the estimation of materials
and energy consumption, costs, as well as GHG emissions. Decision-making towards
an optimal selection of building elements through the entire life cycle [9] needs to be
planned, managed and evaluated with accessible and adaptable software tools.

Malmqvist et al. (2011) proposed, within the context of ENSLIC Building project,
a simplified step-by-step method and guidelines for building LCA calculations in early
design phases [10]. Rossi et al. (2012) [11] created a tool in excel format to perform sim-
plified LCA calculations for the embodied energy and carbon as well as the operational
energy and carbon, at a masonry house and a steel-framed house in three European loca-
tions. Fu et al. (2014) designed an LCA calculation tool in order to estimate the carbon
emissions occurring in the construction phase of LCA analysis and compare different
construction plans [12]. In another work, Jayathissa et al. [13] applied an open-source
LCA software to assess the environmental impact of dynamic Building Integrated Photo-
voltaic (BIPV) systems. The tool was developed initially by Ciroth in 2007 [14], entitled
“OpenLCA”. Moreover, it is useful to state that Li et al. (2016) developed an automated
tool for the estimation of life cycle carbon emissions in residential buildings in China,
named “Carbon Emission Estimator for Residential Buildings (CEERB)” [15], using
a database with national emission factors and a carbon estimator capitalizing on the
standardized LCA theory.

In this context, the developed tool “VERIFY” offers a) an integratedLCA&LCCcal-
culation methodology based on a holistic life cycle approach considering existing build-
ing performance, new building designs and building renovation projects; b) a detailed
lifecycle analysis of the use phase concerning RES production and energy/fuel consump-
tion components as well as degradation effects and replacement actions for long-term
projects; c) personalized project setup and creation by capitalizing on country speci-
ficities, meteorological data, material data, building properties and specific user prefer-
ences; d) a private database for materials and energy production taking into account all
energy consumption for components construction and their initial environmental foot-
prints (‘cradle-to-gate’) e.g. primary energy and emissions; e) the ability to store a large
amount of data in private data repositories through the use and function of a Data Lake; f)
communication with external tools related to energy modelling and simulation in order
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to obtain synthetic energy data (i.e. energy simulation data) useful in the analysis of
building components. A significant feature regards the case where there are no adequate
data available for the building operation. For this case, an integrationwith the “Integrated
EnergyManagement - building (INTEMA.building)” tool offers accurate synthetic data,
based on which the LCA can be drawn. Coordination of the proposed tools allows the
estimation of the impact of various renovation scenarios in terms of energy efficiency,
environmental emissions and economic cost during the whole life cycle of the building.

The remainder of this paper is structured as follows: Sect. 2 gives a description about
VERIFY and INTEMA architecture and main goals. Section 3 presents the proposed
environmental and costing methodology for the building renovation sector. Section 4
describes the renovation scenario setup procedure through the proposed software tools.
Section 5 presents the tool application for a typical building in Greece, gives the overall
evaluation results and discusses the outcomes. Finally, conclusions are drawn in the
Sect. 6.

2 Objectives and Architecture

Valid building renovation scenario requires multidisciplinary expertise and a large set
of parameters in each domain. The followed approach tackles these issues by coupling
two distinct specialized software applications under a single platform. After a short
description for each of the tool main objectives, the integration architecture is presented.

2.1 VERIFY Goals and Objectives

VERIFY is a software developed by CERTH for conducting LCA and LCC analysis
[16]. When assessing the performance of a building under renovation scenarios, VER-
IFY investigates the improvement in terms of renewable energy production, environ-
mental emissions reduction, and cost optimization. The optimal renovation strategies
are investigated leading to a balance of environmental impacts and costs. Depending on
the climatic conditions, fuel prices and emission factors at the country of interest, VER-
IFY’s methodology approach is to highlight the effects of choices during the installation
and the use-phase of the building for: a) electrical production systems, b) thermal power
components, c) building specifications and materials. VERIFY has been implemented
based on open-access tools, to provide a) holistic LCA and LCC analysis under the
umbrella of a single software tool, b) easy and friendly user interface through server-
based access, c) connection with external software tools and/or platforms, d) connection
with internal data repositories, e) personalized and safe environment, f) compliance with
data ontologies (e.g. SAREF).

LCAmethodological approach, established by the specific ISO standards ISO 14040
[17] and ISO 14044 [18]. In addition, LCC concept in building practice, set by the
ISO 15686–5 [19] is followed and performed. LCA and LCC modelling approach
can be applied for a single energy system, building and/or multiple buildings/blocks
projects subject to planned interventions. Effective comparison of alternative scenarios
is supported along with comparative graphs and tables.
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2.2 INTEMA.Building Goals and Objectives

The need for reliable and accurate calculations for the building’s energetic behaviour is
critical to calculate properly the energy savings and the CO2 emissions reduction when
planning retrofitting solutions. INTEMA.building is a dynamic Building Performance
Simulation (BPS) engine developed by CERTH providing physics-based simulations of
high accuracy and validity in the results [20]. INTEMA.building offers among others
multi-zone dynamics calculation, HVAC systems (e.g., boiler, heat-pump, solar thermal
collector, storage tank), electrical generation and storage systems, thermal comfort cal-
culation, as well as ancillary modules for load/RES forecasting and battery scheduling.
The tool leverages the Modelica language [21] capabilities to implement high order
dynamic models for both passive and active elements. At the same time, a web-based
interface is provided for the non-expert users which besides fully supporting the building
system definition, also supports automatic data import through BIM (.ifc) file.

2.3 VERIFY and INTEMA.Building Architecture

A significant advantage of the platform lies in the integration of two specialized software
applications under a single platform. The developed architecture depicted in Fig. 1
enables all required functionality and interoperability among the tools, while taking into
consideration security and scalability concerns.

Fig. 1. VERIFY and INTEMA.building architecture

VERIFY constitutes a holistic software approach which enables the association
of building modelling with energy consumption and production time series to evalu-
ate and measure the building’s performance through a graphical user interface. Time
series data can originate through multiple sources as: 1) historical data manually pro-
vided by the user through.csv file upload, 2) synthetic data automatically provided by
INTEMA.building tool and 3) real time data automatically gathered from the building’s
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sensorial network. Real time data are stored in a large data repository which follows:
1) the Data Lake approach and 2) the Smart Applications REFerence (SAREF) ontol-
ogy scheme [22]. VERIFY easily communicates with external software tools (e.g., Data
Lake, INTEMA.building) using RESTful APIs. Environmental and economic computa-
tions are performed through smart Python algorithms in the core of the platform.Analysis
results are presented through dynamic tables and graphs.

3 Environmental and Costing Methodology for Buildings

Typical LCA and LCC methodologies focus on evaluating the environmental and eco-
nomic impact of a product or a service through its life cycle encompassing many stages
of the value chain (raw materials extraction, manufacturing, distribution etc.) [23, 24].

A large variety of passive and active assets are included under the building structure.
As a result, various direct and indirect interactions between them occur (e.g., the boiler
consumption depends strongly on the quality of the wall insulation). Hence, even if the
components are allocated to predefined suitable sectors (e.g., electrical production, active
thermal) for easier manipulation, the analysis is performed regarding the building as an
entity during its life cycle. According to the developedmethodology, a building envelope
consists of passive components (e.g., walls materials, insulation, glazing), thermal (e.g.,
heat/cool sources, thermal storage) and electrical components (e.g., appliances, PVs).

In order to simplify the project creation and provide the ability to users to create
and modify different scenarios easily, VERIFY requires a relatively small set of sce-
nario setup input information. The majority of environmental and costing initial data
is provided by a private VERIFY’s database. The dedicated database consists of multi-
ple categories divided into: 1) energy production, 2) energy storage, 3) active thermal
components and 4) passive thermal components capable to cover most of the building
scenario needs. The analysis considers infrastructure energy of the components construc-
tion, initial environmental footprints and possible replacements; which are incorporated
and automatically imported to the final computation procedure. In contrast to other
methodologies where the use phase is analyzed using some average values [25] or the
components maintenance [26, 27], the current methodology follows a more detailed
approach regarding the use phase of the buildings. Specifically, accurate timeseries for
assets consumption/production are retrieved either from the INTEMA.building tool after
detailed dynamic simulations, or from installed sensors/meters in real pilot buildings
(real time dispatch or stored data).

Finally, by applying the proposed methodology in the VERIFY tool, demanding
in terms of time (performance time) building retrofit, is realized adequately fast and
precisely.

4 Retrofitting Scenario Setup Procedure

The retrofitting scenario setup includes multiple steps, starting by: 1) importing spe-
cific scenario configurations preferences, 2) claiming synthetic/projected data from
INTEMA.building tool, 3) performing the LCA and LCC analysis and 4) viewing the
KPI computation results. The retrofitting procedure is depicted in Fig. 2 under the detail
sequence diagram.
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Fig. 2. Sequence diagram describing the building retrofitting planning steps

The modeling of a building and its infrastructure for both the current state and the
planned renovations is achieved through the front-end layer of VERIFY and requires
details regarding: 1) the building’s envelope, 2) the electrical systems and energy storage
devices and 3) the thermal systems. To do so, the user develops i) an electrical plan and
ii) a thermal plan. The electrical plan setup consists of the energy generation (e.g. pho-
tovoltaics) and the storage systems (i.e. batteries) preferences definition. Furthermore,
the location of the building and the analysis lifespan is also considered at this stage.
Indicative annual consumptions (lighting and appliances) need also to be provided by
the platform user. Following the configuration of the electrical plan, the thermal plan
configuration includes the building envelope information and the comfort boundaries in
terms of building’s temperature during summer and winter periods. Moreover, details
regarding the already installed or planned renovation thermal components are specified.
Thermal components might be of two types: 1) active components, which contribute
to electrical or fuel consumptions, and 2) passive components, which prevent energy
losses.

After building set-up configuration is finalized (as represented by the electrical and
thermal passive and active components) the operation data during the building use-phase
is imported. These data can be either actual monitored data retrieved from the building
sensorial network or synthetic data obtained through dynamic simulation. In the case
of no available monitored data, synthetic data can be requested from INTEMA.building
through restful API. Upon request, VERIFY forwards the relevant subset of the defined
building’s retrofitting scenario information to INTEMA.building. INTEMA’s engine
generates the Modelica system model of the particular building system. In the next
step, the Modelica code is simulated in the Dymola environment based on the provided
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simulationdate range (typically oneyear).While the simulation timemayvarydepending
on the generation and storage systems present in the model, typical times do not exceed
the two minutes mark. Timeseries synthetic data are generated and forwarded back to
VERIFY in order to be stored and utilized in the LCA and LCC methodology. The last
step involves the LCA or LCC analysis and the performance evaluation of the building.
The analysis results are presented through interactive charts and table in the user interface
of the platform.

5 Evaluation Scenario Results and Discussion

Tohighlight themain functionalities of the platform, Sect. 5 briefly presents an evaluation
demo case scenario by analyzing a typical household building renovation in Greece,
through the proposed software tools.

5.1 Scenario Description

Asingle-storey building has been chosen for the demonstration of the tool’s functionality.
The building is located in Athens, Greece, has a gross area of 170 m2 and represents
a typical low energy efficiency case. Heating is provided by a 24kW heating oil boiler
and cooling is provided by 3 air-to-air heat pumps (mini split units). Table 1 includes
the main geometric and thermal parameters of the studied building. It is useful to state
that the envelope has no insulation and the windows are single-glazed with aluminum
frame (without thermal break).

Table 1. Main envelope parameters

Type Direction Area (m2) Thermal transmittance – U value
(W/m2K)

Thickness (m)

External Wall N-W 27.16 3.45 0.25

N-E 13.94 3.45 0.25

S-W 13.26 3.45 0.25

Window N-E 8.8 5.74 –

S-W 13.5 5.40 –

Internal Wall – 16 3.85 0.25

Ceiling – 70 4.00 0.23

Floor – 70 4.20 0.23

The considered interventions are presented in Table 2. More specific, the interven-
tions under evaluation include the replacement of the heating oil boiler with a natural
gas one, insulation of the envelope and replacement of windows, as well the installation
of a 10kW rooftop photovoltaic plant.
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Table 2. Installed components

Current Planned

Thermal Active Boiler Oil 24 kW Boiler Natural Gas 24 kW

Heat Pump (Cooling) 3x3.5 kW Heat Pump (Cooling) 3x3.5 kW

Thermal Passive No insulation Insulation 75 mm, Expanded
polysterene

Glazing 1 layer, 10 mm, Aluminum
frame

Glazing 2 layers, 10 mm, Aluminum
frame

RES – Photovoltaic 10 kW, Monocrystalline

5.2 Results and Discussion

In this section the analysis results of the two scenarios (prior to and after the renovation)
is described and presented.

In Table 3 the energy results regarding the electrical and thermal consump-
tion/production for the two scenarios are depicted Table 4 presents a set of indicative
environmental Key Performance Indicators (KPIs) from the LCA analysis for the cur-
rent and the planned scenario. Considering the Lifetime CO2 emissions and Primary
Energy (PE), reduction is achieved as a result of the interventions. The exact values of
the emerging savings, which besides the energy reduction, also, include the environmen-
tal/energy profits that originate from the PV’s operation, are also presented. The total
savings through retrofitting lifetime are calculated based on Eq. 1. Lastly, the Energy
Payback Time (EPBT) and the CO2 Payback Time (CPBT) for the photovoltaic (PV)
installation are calculated to happen early in the building’s lifespan.

Savings = (Infrastructure Costs + Functional Costs)current−
(Infrastructure Costs + Functional Costs− Profits)planned

(1)

The electricity import and export price were set to 0.167 and 0.5e/kWh respectively.
In addition, oil and natural gas price were set to 0.105 and 0.048 e/kWh respectively.
Lifetime costs (infrastructure and functional), lifetime revenues (PV investment), elec-
tricity bills and fuel costs are significantly diminished due to the retrofitting of the
building envelope and the boiler upgrade. Furthermore, considering the profit from the
PV investment and the reduction of the functional costs, the savings achieved, which are
calculated by Eq. 1, are considerably high. Similarly, Table 5 shows the costing KPIs
extracted from the analysis. Finally, Table 6 contains three economic metrics regarding
only the energy investment of the PV.

VERIFY also performs yearly environmental and cost savings comparison between
the planned and the current scenario and presents the result into charts. Figure 3 presents
the functional and infrastructure environmental emissions. Positive values indicate that
the planned scenario achieves higher emissions reductions (e.g., lower fuel consump-
tion). On the other hand, negative values, indicate worse performance. This can be
noticed even during the first year of analysis, at which the components of the planned
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scenario have to be purchased and installed (heavy emissions andmonetary costs), while
in the case of the current scenario, the components are already installed (i.e. there are no
extra costs and no additional embodied energy of new materials). Figure 4 presents the
amount of avoided costs achieved, during the project lifetime. During the project initial

Table 3. Annual energy load and generation amounts

Value Scenario

Current (kWh) Planned (kWh)

Electrical consumption 11.574 11.199

Imported energy 11.574 6.916

Exported energy 0 5.119

PV generation 0 9.402

Heat consumption 96.036 91.982

Cool consumption 7.996 8.030

Table 4. Environmental KPIs

Scenario KPIs

Lifetime CO2 Emissions (kg) Lifetime PE (kWh) Photovoltaic EPBT (years) Photovol-taic CPBT (years)

Current 982.557 3.848.939 – –

Planned 265.843 3.341.085 4,6 3,3

Savings 785.083 699.577 – –

Table 5. Costing KPIs

Scenario KPIs

Lifetime costs (e) Lifetime revenues (e) Annual El. Bills (e) Annual fuel costs (e)

Current 391.170 0 1.948 12.896

Planned 225.690 60.290 1.158 4.419

Savings 225.770

Table 6. RES Investment

Scenario KPIs

IRR (%) ROI (%) LCOE (e/kWh)

Planned 20,5 494,25 0,0686
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year negative cost reduction values appear due to the capital and installation expendi-
tures. The remaining years of analysis accomplish economic gains ranging from 5 to
20 ke per year.
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6 Conclusions

The current work presented a holistic environmental and economic evaluation tool for
building retrofitting projects. The platform involves a set of innovative elements includ-
ing the detailed LCA and LCC calculations based on the total building renovation. Fur-
thermore, the tool goes beyond the classical life cycle methodologies that follow ISO
14040 and are based on aggregated yearly values and takes also into account real time
data. Lastly, an integration scheme has been implemented with the INTEMA.building
tool for the case of inadequate historical data.

A demo case has been presented to highlight the main functionalities of the plat-
form, referring to the renovation of typical Greek building. Main interventions included
replacement of the oil boiler with a natural gas one, insulation of the external surfaces,
replacement of windows and installation of photovoltaic generation. Results indicated
that a drastic environmental improvement can be achieved with 785 tons of CO2 reduc-
tion and 700 MWh of primary energy savings during the project lifetime. In terms of
economic benefits, the savings were estimated at 255 ke, the IRR at 20.5% and the ROI
at 494.25%. Through the demonstrated renovation assessment, the platform capabilities
became evident.

Acknowledgement. This work was funded by the European Union’s Horizon 2020 Research
and Innovation Programme through the RINNO project (https://rinno-h2020.eu/) under Grant
Agreement Number 892071.
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Abstract. Anomaly detection is concerned with identifying rare
events/observations that differ substantially from the majority of the
data. It is considered an important task in the energy sector to enable
the identification of non-standard device conditions. The use of anomaly
detection techniques in small-scale residential and industrial settings can
provide useful insights about device health, maintenance requirements,
and downtime, which in turn can lead to lower operating costs. There are
numerous approaches for detecting anomalies in a range of application
scenarios such as prescriptive appliance maintenance. This work reports
on anomaly detection using a data set of fridge power consumption that
operates on a near zero energy building scenario. We implement a vari-
ety of machine and deep learning algorithms and evaluate performances
using multiple metrics. In the light of the present state of the art, the
contribution of this work is the development of a inference pipeline that
incorporates numerous methodologies and algorithms capable of produc-
ing high accuracy results for detecting appliance failures.
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1 Introduction

Predictive maintenance (PdM) aims to optimize the trade off between run-to-
failure and periodic maintenance, by empowering manufacturers to improve the
remaining useful life of their machines while at the same time avoiding unplanned
downtime and decreasing planned downtime. At the core of PdM lies Anomaly
Detection task (AD) whose primary focus is to find anomalies in the opera-
tion of working equipment at early stages and alert the supervisor to carry out
maintenance activity. In addition, anomaly detection may stand as a core com-
ponent for prescriptive maintenance (PsM) being a type of maintenance that
gains popularity lately and poses as the evolution of PdM.

In recent years, AD has proved beneficial in different application scenar-
ios and has acquired a prominent stance in the unsupervised machine learning
research. AD finds use in different fields such as healthcare, where it applies
to the analysis of clinical images [1] and of ECG data [2], in the cybersecurity
field, where it is applied for malware identification [3] and in the energy field. In
this latter area AD may be combined with energy load forecasting to improve
accuracy [4], or integrated as a component for detecting non nominal energy
fluctuations for enhancing decision making in energy transfer between micro-
grids [5]. AD has also been successfully employed for banking fraud detection
[6].

However, the lack of public data sets for small scale industrial devices and
household appliances makes it difficult to understand the applicability of the
anomaly detection methods used for large industrial devices in other contexts
such as domestic appliances or common service system in residential buildings
(e.g. heating or air-conditioning systems).

This paper summarizes and evaluates the current status of the art on anomaly
detection approaches with a focus on their applicability to the context of house-
hold appliances. The primary objective is to provide a comprehensive survey of
the most important contributions, developments, and experimental approaches
in the field. By implementing some of them for the specific use case of a fridge
energy behavior, we assess the most relevant techniques and highlight the out-
standing research problems for the specific target of house appliances and resi-
dential building systems.

The rest of the article is organised as follows: Sect. 2 overviews the state of
the art in anomaly detection. Section 3 surveys the research design including
the used data sets, the identified methods and the most common evaluation
metrics. Section 4 summarizes the obtained results. Finally, Sect. 5 provides the
conclusions.

2 Related Work

AD refers to the identification of rare events or observations which significantly
deviate from the majority of the data [7].

This task spans different disciplines and is primarily applied in industrial
IoT applications where data are collected as time series [8]. Time series data
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sets collect observations sampled at different times: recording can be continuous,
when data are collected continuously in a given interval, or discrete, when data
are recorded at set time intervals [9]. In the literature, anomalies for time series
are classified into three different types [8,10,11]:

– PointAnomaly: represents data that abruptly deviates from the normal ones.
With these anomaly types, the time series usually returns to its previous
normal state within a very short time of only a few observations.

– ContextualAnomaly: represents an instance of a potential anomaly in a spe-
cific context. This means that the same data point in a different time period
would not always indicate an anomalous behavior.

– CollectiveAnomaly: collection of observations that are anomalous with
respect to the rest of the data. Individual observations within a collective
anomaly may or may not be anomalous, but considered as a group they
appear suspicious.

Based on the number of observations at each timestamp, the time series can
be univariate or multivariate. Univariate time series log values generated by a sin-
gle sensor, whereas multivariate time series record signals from multiple sensors
simultaneously. Depending on the nature of the time series different algorithms
and approaches have been applied, ranging from more classical and statistical
techniques to the deep learning ones. Moreover, the different approaches can be
categorized into three different types depending on their anomaly identification
criteria as follow:

– Reconstruction error : this criterion applies to all those models whose objective
is to generate an output as close as possible to the input. An example is
the Autoencoder-based models, which reconstruct input data by extracting
features from them. Anomalous data are identified based on the residuals
between the input and the generated data: the higher the difference, the
higher the probability of an anomaly.

– Prediction error : prediction models are used to identify anomalies based on
the difference between the predicted value and the expected one. Like the
models based on input reconstruction, the larger the residual, the higher the
probability of anomalous data.

– Dissimilarity : this criterion consists of identifying outliers based on the dif-
ference between the input data and the distribution or clusters obtained from
the analysis of normal data.

Statistical methods based on regressive models are used for the identifica-
tion of the outliers in univariate time series, such as Autoregressive Moving
Average models (ARMA) used for stationary time series [12] (i.e. time series
whose properties do not depend on the time at which the series is observed),
or Autoregressive Integrated Moving Average models (ARIMA) preferred for
nonstationary time series [13,14].

By exploiting a sliding window on the input data clustering methods have
been applied for anomaly detection on time series, such as K-Means clustering
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[15], DBSCAN [16] and Local Outlier Factor (LOF) [17]. Also machine learning
based approaches have been employed such as Isolation Forest [18] and One-
Class Support Vector Machine [19]. All these techniques rely on a dissimilarity
criterion to identify anomalies.

With the advent of Deep Learning (DL), several algorithms have been applied
to time series to identify anomalies. The results highlight that DL approaches
overcome the difficulties of the more classical techniques [11]. Since time series
data are related to a temporal context, the Recurrent Neural Networks (RNNs)
[20] is one of the most widely used approaches. Due to the vanishing or exploding
gradient problem that limits the ability of the network to model long temporal
relationships between data, two variants are preferred, Long-Short Term Mem-
ory (LSTM) [21] and Gated Recurrent Unit (GRU) [22]. RNN-based techniques
are used in two different ways for anomaly detection. The first consists in the
prediction error criterion [23–25], and the second one is based on the recon-
struction error criterion [26–28]. CNN-based methods have also been applied to
time series analysis, despite they are not designed to identify temporal relation-
ships they still manage to extract meaningful information in the data sequences.
The methodologies applied to identify anomalies are, as for RNNs, based on the
prediction error [29,30] or the input reconstruction error [31].

Although some data sets with the consumption of household appliances have
been published, there are few works concerning anomaly detection in this field,
also due to the absence of labelled anomalous data acting as ground truth. In [32],
for example, the authors manually analysed and annotated potential anomalies
concerning the energy consumption of appliances in the REFIT data set [33];
in [34], instead, the authors have annotated the anomalies in the AMPds2 data
set [35] through an ensemble method and then have evaluated their LSTM-
autoencoder implementation.

In this paper, we compare the performance of nine different anomaly detec-
tion techniques, summarized in Table 1, using a data set of fridge power con-
sumption samples.

Table 1. The AD techniques assessed in this paper and their anomaly identification
criterion.

Technique Anomaly criterion

Local Outlier Factor (LOF) Dissimilarity

One-Class SVM Dissimilarity

Isolation Forest Dissimilarity

CNN Prediction error

GRU Prediction error

LSTM Prediction error

CNN-Autoencoder Reconstruction error

GRU-Autoencoder Reconstruction error

LSTM-Autoencoder Reconstruction error
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3 Research Design

3.1 Experimental Data Set

The CERTH data set represents the power consumption of a fridge in a household
over a 4 month period, from 10th July 2019 until 3rd November 2019. The data
were collected every minute, sampling in total 164,795 consumption values. The
raw data were then analyzed and resampled every 10 min to remove sensor noise,
obtaining the regular power consumption shown in Fig. 1 and reducing the total
number of observations to 16,710.

To be able to evaluate and compare the performance of the different algo-
rithms, we have manually analyzed the data set and we have annotated all the
potential anomalies, by following the criterion used in [32]: data are flagged
anomalous if the appliance’s consumption has been found significantly different
from its historical normal consumption. This analysis of the data set revealed
two recurrent anomalous behaviors:

– An instant increment in power consumption (point anomaly).
– A continuous power consumption over time (contextual anomaly).

As shown in Fig. 2, these potential anomalies can occur simultaneously.
For the evaluation, the data until the 30–09-2019 has been cleaned from the

anomalies and used for training, and the data from 01–10-2019 to 31–10-2019
has been used for testing the performance of the different algorithms.

Table 2 summarizes the CERTH data set information, regarding the anoma-
lous data and the train-test split.

3.2 Methods and Algorithms

Based on the main criterion of anomaly identification, we implemented nine
different techniques:

Fig. 1. Fridge normal consumption pattern.
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Fig. 2. Fridge potential anomaly consumption.

Table 2. CERTH data set: data points and anomalies.

Total data Anomaly data % anomalies

Total 16710 1737 10.39%

Train set 10460 Not needed Not needed

Test set 4464 488 10.93%

Local Outlier Factor (LOF). Clustering algorithm based on the identification
of the nearest neighbors and local outliers. We have used a sliding window size
of 10 and a k value of 400.

One-Class Support Vector Machine. Support vector machine used for nov-
elty detection. In the implementation we have used a sliding window length of
5, the RBF kernel with a gamma value of 0.001 and a nu value of 0.025.

Isolation Forest. Ensemble method that creates different binary trees isolating
data points. Anomaly points are more likely to be isolated and closer to the root
of an isolation tree. We have used a sliding window length of 5 and 100 trees in
the ensemble.

Convolutional Neural Networks. Mainly used for computer vision tasks.
We have used a window size length of 10, a convolutional block with a ReLU
activation function, with 2, 4, 8 filters and the kernel size of 2, a max pooling
layer and a fully connected layer with 50 neurons. The network has been trained
for 300 epochs with a 64 batch size.

Gated Recurrent Unit. RNN variant network. We have used a sliding window
size of 10, 2 GRU layers with 8 hidden layers and a dropout of 0.2 respectively.
The network was trained for 300 epochs with a batch size of 64.
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Long Short Term Memory Networks. RNN variant network. We have used
a sliding window size of 10, 2 LSTM layers with 8 hidden layers respectively and
a dropout of 0.2. The network was trained for 300 epochs with a batch size of
64.

CNN-autoencoder. Hybrid implementation with autoencoder and CNN net-
work. We used a sliding window size of 12 and, for the encoding-decoding phase
two convolutional block with 16 and 8 filters and a kernel size of 2. The network
has been trained for 300 epochs with a batch size of 64.

GRU-autoencoder. Hybrid implementation with autoencoder and GRU net-
work. We used a sliding window size of 10 and, for the encoding-decoding phase
two GRU layers with 16 and 8 hidden layers. The network has been trained for
300 epochs with a batch size of 64.

LSTM-autoencoder. Hybrid implementation with autoencoder and LSTM
network. We used a sliding window size of 10 and, for the encoding-decoding
phase two LSTM layers with 16 and 8 hidden layers. The network has been
trained for 300 epochs with a batch size of 64.

3.3 Evaluation Metrics

In order to compare the implemented methods, we have evaluated them with the
most widely used machine learning metrics, based on the true positives (TP),
false positives (FP), false negatives (FN), and true negatives (TN): precision,
recall, F1 score, false alarm rate (FAR) and miss alarm rate (MAR).

precision =
TP

TP + FP
(1)

recall =
TP

TP + FN
(2)

F1 = 2 ∗ precision ∗ recall

precision + recall
(3)

FAR =
FP

FP + TN
(4)

MAR =
FN

FN + TP
(5)
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4 Results

Table 3 summarizes the results. The metrics described in the previous section
(i.e., precision, recall, F1 score) are used to compare the performances of the
tested algorithms. One-Class SVM and CNN have the highest precision (i.e.,
0.76) while GRU-Autoencoder has the lowest (i.e., 0.62). Local Outlier Factor
(LOF) showcases the highest recall (i.e., 0.92) and CNN-Autoencoder the lowest
(i.e., 0.58).

Moreover, Isolation Forest attains the highest F1 score (i.e., 0.78), while the
lowest one (i.e., 0.64) is achieved by CNN-Autoencoder. It may be observed that
precision is only moderately good for all the tested algorithms, varying from 0.62
to 0.76. On the contrary, recall exhibits better performances and ranges from
0.58 to 0.92. The F1 score performs similarly to the precision metrics. Table 3
highlights the best algorithm for each group based on the adopted anomaly
criterion.

From a quantitative evaluation standpoint, all the algorithms seem to achieve
comparable performances. But if we analyze their behavior from a qualitative
perspective, two observations emerge.

The first one is related to the CNN-Autoencoder, which has a high precision
compared to the other approaches based on input reconstruction, but has a
recall value rather low with respect to all the other algorithms. As shown in
Fig. 3, this is due to the lack of identification of the anomaly in case the device
stops working (i.e. the power consumption is zero), which can be a problem
especially for household appliances such as the one analysed.

The second aspect refers to the overall performances of the implemented
methods, which achieve good results. However, they have been evaluated con-
sidering only each single labelled anomalous point separately, but, as shown in
Fig. 4, all algorithms correctly identified almost all the time windows in which
the anomalies occur. The precise identification of the starting or ending point of
them is the main difference among the different techniques.

Table 3. Results summary of implemented methods. For each one is specified the
anomaly criterion (Dissimilarity, Prediction, Reconstruction).

Technique Miss Alarm Rate False Alarm Rate Precision Recall F1 score

One-Class SVM (D) 0.24 0.03 0.76 0.76 0.76

Local Outlier Factor (D) 0.08 0.06 0.66 0.92 0.77

Isolation Forest (D) 0.16 0.04 0.73 0.84 0.78

CNN (P) 0.4 0.02 0.76 0.60 0.67

GRU (P) 0.38 0.03 0.73 0.62 0.67

LSTM (P) 0.38 0.03 0.73 0.62 0.67

CNN-Autoencoder (R) 0.42 0.03 0.72 0.58 0.64

GRU-Autoencoder (R) 0.17 0.06 0.62 0.81 0.70

LSTM-Autoencoder (R) 0.24 0.05 0.67 0.76 0.71
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Fig. 3. CNN-Autoencoder anomaly identification lack example. The green line refers
to the ground truth, while the red one to the model predictions. (Colore figure online)

Fig. 4. Qualitative overall performances. The green line refers to the ground truth,
while the red one to the model predictions. On the left are shown the Isolation Forest
anomaly predictions, while on the right the LSTM-Autoencoder ones. (Color figure
online)

5 Conclusion

The identification of anomalies focuses on recognizing unusual events/observa-
tions that deviate significantly from the rest of the data. Being able to recog-
nize non-standard device operation is seen as a significant responsibility in the
energy industry. AD in small-scale residential and industrial settings can ben-
efit the insight into the device health, the maintenance requirements, and the
experienced downtime and thus has the potential to reduce maintenance costs
significantly. Several alternative techniques have been proposed and evaluated
for AD in a variety of application contexts, also in the prescriptive maintenance
scenario.
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In this work, we applied alternative anomaly detection methods to data col-
lected from a fridge power usage in a real-world zero-energy building prototype.
We have implemented several machine and deep learning techniques and assessed
their respective performances using multiple metrics. The primary contribution
of this study is to compare the extent at which the various approaches and algo-
rithms are capable of delivering high accuracy results for identifying device/-
machine/appliance faults. We obtained promising results with several methods,
among which Isolation Forest and LSTM-Autoencoder algorithms stand out.

Limitations of this work may be attributed to the fact that the evaluation of
methods and algorithms takes place utilizing a single appliance (fridge). Also,
the historical data of this device are limited to 4 months, something that may
have negative impact in the process of training the deep learning algorithms.
More data should be employed for a more thorough testing phase but also for
producing more reliable and generic results.

All in all, anomaly detection seeks to identify anomalous behavior in data
observations or highlight data outliers. In terms of appliance or device mainte-
nance it seeks to identify non nominal operation generating prospects for pre-
venting various types of failure completely. In the future we aim to expand this
work by researching on the following points.

– Implement the described approach as a stand-alone component being able to
function with any data input. This will allow this work to be incorporated as
part of an analytics engine or any energy related framework [36].

– Continue tracking the state of the art in anomaly detection focusing on main-
tenance for proactive buildings in the domain of households or small industrial
setups.

– Expand the evaluation phase with more data sets including small scale indus-
trial units or household clusters containing more devices.
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energy efficiency and well-being in residential buildings funded by the EU H2020 Pro-
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Abstract. This paper presents Chargym, a Python-based openai-gym
compatible environment, that simulates the charging dynamics of a grid
connected Electrical Vehicle (EV) charging station. Chargym transforms
the classic EV charging problem into a Reinforcement Learning setup
that can be used for benchmarking of various and off-the-shelf control
and optimization algorithms enabling both single and multiple agent
formulations. The incorporated charging station dynamics are presented
with a brief explanation of the system parameters and function of the
technical equipment. Moreover, we describe the structure of the used
framework, highlighting the key features and data models that provide
the necessary inputs for optimal control decisions. Finally, an experimen-
tal performance analysis is provided using two different state-of-the-art
Reinforcement Learning (RL) algorithms validating the operation of the
provided environment.

Keywords: Electric vehicles · Charging optimization · Deep
reinforcement learning · Benchmarking

1 Introduction

Current and upcoming introduction of plug-in hybrid electric vehicles (PHEVs)
and fully electric vehicles (EVs) in markets, will introduce large amounts of
electrical loads and storage capacity into the electric grid requiring many efforts
for the sufficient integration and management. Moreover, the EV charging and
discharging will introduce different load profiles not only in terms of quantity,
but also in terms of timely change. In US and North America in general, the EV
deployment and introduction of EVs is more mature compared to other countries
and Europe. The deployment of EV vehicles results to large electrical loads that
reach the 18% of the total energy consumption [1]. Moreover, the introduction
of EV’s also adds uncertainty in the grid since, with the Vehicle-to-Grid (V2G)
functionality [2], they can also provide energy to the power grid by discharging
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the battery. It is clear that developing appropriate algorithms to control and opti-
mize the charging/discharging process is crucial in order to facilitate the smooth
integration of EV units in the current electrical grid. Numerous works can be
found in literature, focusing on optimal EV charging. Initial approaches for con-
trolling the charging systems were formed by open loop strategies [6,11], but
the simple rule-based control approach that they follow, combined with possible
computational complexity that they introduce, can lead to sub-optimal control
behavior, since it is known that open-loop control strategies result to non-robust
solutions [12], e.g. they require to re-calibrate their decisions for different ini-
tial and exogenous conditions resulting to extensive and numerous simulations.
Therefore, introducing close-loop efficient charging control provides the tools to
reduce energy consumption, environmental impact and maximize the user sat-
isfaction. Recent research approaches cover the fields of (robust) model predic-
tive control (MPC) (see e.g., [9,10], adaptive or learning-based approaches (see
e.g., [3,4]), and reinforcement learning (RL); see e.g., [5,7]. A thorough review
on electric vehicle technologies, charging methods, standards and optimization
techniques can be found in [8].

1.1 Related Work

Alongside the recent developments in state-of-the-art RL and control algorithms
for optimal charging and scheduling of EVs and other smart grid nodes, large
efforts have been paid for the implementation of open-source tools and simulators
offering robust and ease to use platforms supporting new research. Many of
these platforms are focused on smart-grids, buildings and microgrid operation,
however the research community has also developed simulators focused on EV
operation and charging. In [16] the simulation aspects of energy consumption,
available charging stations and charging duration are considered. The problem
of the shortest path and travel planning is studied in [17], where the authors
designed an approximation scheme to calculate the most energy-efficient path.
In [18,21] traffic simulations are presented utilizing EVs and investigating the
optimal online charging based on highway available public chargers. Two of
the most used simulators are V2GSim [14] and EVLibSim [13]. However both
V2G-Sim and EVLibSim allow for precomputed charging schedules or simple
control strategies. Another recently developed simulator, called ACN-Sim [15] is
designed explicitly around evaluating online algorithms which adapt to changes
in the system state over time. However, ACN-Sim is more oriented towards,
energy system aspects of the problem rather than to the cost/penalty evaluation.

1.2 Contributions

The main contribution of this work is to provide a framework that simulates
the operation of a grid-connected EV charging station. Our main goal is to
provide a generalised environment for charging/discharging EVs under various
disturbances (weather conditions, pricing models, stochastic arrival-departure
EV times and stochastic Battery State of Charge (BOC) at arrival). Thereby,
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by training multiple times in such generated environments, the controller will
grasp/understand the underlining charging dynamics and leverage it to efficiently
complete its goal, even in days/instances that it has never been trained. More-
over, Chargym offers control over multiple charging set-points (one per con-
nected vehicle) enabling multi-agent formulations as well. Finally, both charg-
ing and discharging of the vehicles is offered, in order to achieve the optimal
results. Within this work, a novel simulation environment for EV charging
has been developed, based on the openai-gym format. All the core parame-
ters and dynamics that describe and simulate a real EV charging setup have
been included. Chargym (available at https://github.com/georkara/Chargym-
Charging-Station (accessed on 20/4/2022), is a Python-based library, made for
standardized comparison and evaluation of controller performances, based on
predefined evaluation scenarios, and is inspired by the RL benchmarking library
Gym. It should be emphasized that Chargym is one of the first simulators that
provide highly realistic simulation of an EV charging station and it is also a
framework upon where state of the art RL methods (and also other learning
approaches) will be efficiently benchmarked in EV charging tasks aiming to opti-
mize not only cost related rewards, but also penalties related to failing charge the
EVs to the desired Battery State-of-Charge. Two state-of-the-art RL algorithms,
namely DDPG and PPO, have been evaluated on the Chargym environment.
To better comprehend these evaluation results, the average human-level perfor-
mance (Rule-Based Controller) in the Chargym environment is also reported.
However, the follow-up analysis utilizing the best-performing algorithm is not
conducted with respect to the different levels of solar availability and pricing
models and levels of performance, rather presents the easy integration of algo-
rithms utilizing the station as a simulation environment.

The rest of this paper is organized as follow: Sect. 2 presents the physi-
cal description, characteristics and main assumptions of the charging station.
Section 3 presents the details of the openai-gym/RL charging environment and
formulation. Section 4 presents the main results of applying two state-of-the-
art RL algorithms, evaluated against a Rule-Based-Controller, showcasing the
integration and interoperability of Chargym with common RL libraries. Finally,
Sect. 5 summarizes the main innovations of this work and the main future steps.

2 Charging Station Overview

Chargym simulates the operation of an electric vehicle charging station (EVCS)
considering random EV arrivals and departures within a day. The main objective
is to minimize the cost for the electricity absorbed by the power grid, while
ensuring that all EVs reach their desired level of State of Charge (SoC) at
departure. If an EV departs without reaching the desired SoC, a penalty cost
is calculated and applied. The EVCS architecture is presented in Fig. 1. More
specifically, the core components of the Chargym environment are given: i) a set
of 10 charging spots; ii) one photovoltaic (PV) generation system; iii) power grid
connection offering energy at a certain price and iv) the vehicle to grid operation

https://github.com/georkara/Chargym-Charging-Station
https://github.com/georkara/Chargym-Charging-Station
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Fig. 1. Chargym interaction architecture

(V2G), which adds a Vehicle to Charging Station functionality, allowing the
usage of energy stored in EVs for charging other EVs, when necessary.

Regarding the operational framework, the station is connected with the grid
absorbing electricity at a fluctuating price, when the available amount of energy
is inadequate. The station’s available amount of energy (apart from the grid) is
unfolded into two types:

• Stored energy in the cars that can be utilized under the V2G operation.
• Produced energy from the PV.

Note that the term stored energy refers to storage that is formed from the
available energy storage of EVs in a Vehicle to Charging Station perspective.
Therefore, the environment describes a case where the stored energy in EVs,
can be utilized from the station (based on the control setpoints) to satisfy the
demands of other EVs that have limited time until their departure time. In
Table 1, the basic parameters related with EVCS and EVs are presented.

The following conditions describe the overall perception of the EVCS, provid-
ing clear insights concerning the implementation of the environment’s operating
framework.

Assumption 1 . All EVs that arrive to the station are assumed to share the
same characteristics related with their battery (type, capacity, charging/ dis-
charging rate, charging/ discharging efficiency, battery efficiency).

Assumption 2 : The desired State of Charge for every EV at departure time
is 100%.

Assumption 3 : If an EV departs with less than 100% State of Charge, a
penalty score is calculated.
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Table 1. Charging station parameters.

Station Parameters Value

Timestep length (dk) (h) 1

EV Battery Capacity(Bmax) (kWh) 30

Charging and Discharging Eff. (ηch) (%) 91

Maximum Charging Output (Pch,max) (kW) 11

Stochastic parameter Minimum Maximum

Arrival State of Charge (%) 10 80

Arrival Time (hour) 0 22

Departure Time (hour) Arrival+2 Next Day

Assumption 4 : There is no upper limit of supply from the power grid. This
way, the grid can supply the Charging Station with any amount of requested
energy.

Assumption 5 : The maximum charging/discharging supply of each EV is dic-
tated by charging/discharging rate of the station.

Assumption 6 : Each charging spot, can be used more than once per day.

3 Framework Description

The real-time EVCS scheduling problem can be formulated, in a Reinforce-
ment Learning context, as a Markov Decision Process (MDP) with a 4-tuple
(S,A,P,R), where S is the set of states, ∀s ∈ S; A is a finite set of actions,
∀a ∈ A; P is the state transition probability with P : S×A×S → [0, 1] being the
transition function with the probability of the transition from state s by choosing
action a to state s′ at time t+1, such that pa(s, s′) = p(st+1 = s′|st = s, at = a);
R : S ×A×S → R is the reward function, where Ra(s, s′) is the reward received
by the agent after transition from state s to state s′ occurs.

3.1 State

The EVCS state at each time step t is defined as:

st =
(
Gt, prt, Gt+1, Gt+2, Gt+3, prt+1, prt+2, prt+3, · · ·

· · · SoC1
t , SoC2

t , ..., SoC10
t , T leave1

t , T leave2
t ..., T leave10

t

) (1)

This vector contains four types of information: (i) Gt is current value of
solar radiation and (Gt+1, Gt+2, Gt+3) implies solar radiation ahead predic-
tions for the next three hours; (ii) prt is current value of electricity price that
the utility company charges the station for a requested amount of energy and
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Fig. 2. Price and solar production simulation profiles. (a) Different profiles of dynamic
pricing, used in test cases; (b) Solar production on a typical day.

(prt+1, prt+2, prt+3) are the three hour price predictions ahead. Although price
changes dynamically throughout the day simulating tariff, it is not a function of
supply and demand. Thus, price is dynamic but independent of the requested
amount; (iii) SoCi

t denotes the SOC of the EV at ith charging spot at timestep
t and (iv) T leavei

t indicates the number of hours until departure for the EV
at ith charging spot. The latter states, SoCi

t and T leavei
t, can be considered

as the physical states of the EVCS. In Fig. 2(a), the four pricing profiles that
are available for simulation are presented, whereas in Fig. 2(b) a typical day of
electricity production is shown.

Regarding the states two main points should be highlighted:

• If charging spot i is empty at t, then SOCi
t and T leavei

t are 0.
• All the states presented in Eq. 1, are normalized between 0 and 1.

3.2 Action

As described above, the charging station is composed by 10 charging spots,
all able to charge or discharge (V2G capability) the connected EVs. Therefore,
there are 10 actions defining the charging or discharging rate of each vehicle
spot. These 10 action set-points (actioni) are defined as continuous variables,
which are constrained in the [−1, 1] space. The charging/discharging power for
each vehicle i at timestep t is defined as :

MaxEnergyi
t =

{
(1 − SOCi

t) ∗ Bmax actioni
t >= 0

(SOCi
t) ∗ Bmax actioni

t < 0
(2)

MaxEnergyi
t <= Pch,max ∗ ηch (3)

P dem,i
t = actioni

t ∗ MaxEnergyi
t (4)
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where SoCi
t is the state of charge of each EV (i) at time t and Bmax, Pch,max,

ηch are given in Table 1.
Thus, the three equations above, describe the calculation of the demand for

each charging spot in timestep t based on the actions that are taken by the
controller. If action is a positive number, the P dem,i

t is positive (charging mode),
whereas if action is negative P dem,i

t is negative (discharging mode). The value
of actioni affects directly the demand as shown in Eq. 4. Equations 3 and 2,
describe the constraints on the maximum charging/discharging energy that can
be allocated in one timestep.

3.3 Reward

The main objective of the EVCS’s controller/agent is to adopt a scheduling pol-
icy towards minimizing the cost for the electricity absorbed by the power grid.
The reward function observed at each timestep t is the electricity bill being
payed by EVCS to the utility company. However, an additional term is incorpo-
rated in order to present a more realistic and complete description ensuring that
the controller will exploit effectively the available resources as well as fulfil the
defined requirements. The second term considers penalizing situations involv-
ing EVs that are not completely charged. The equation describing this specific
formulation is the following:

rt(St, At) =
∑

i∈Ωt

(prt · P dem
t ) +

∑

i∈Ψt

[2 · (1 − SoCi
t)]

2 (5)

where P dem
t ∈ Ωt stands for the total charging demand that the EVCS requests

to receive from the utility company as mentioned above. The electricity price,
prt, follows a varying bill profile that the utility company provides/charges the
EVCS at each timestep in e/KWh and presented in Fig. 2(a). The second term
is related with the state of charge of those EVs that are expected to departure
the next hour. The goal is to fully charge the EVs that depart. However, in
future realizations, the EV owner could choose the desired SOC at departure (to
reduce the charging cost), making the formulation even more realistic.

4 Performance Evaluation

This section presents an experimental evaluation of the Chargym environment.
The analysis begins with all the implementation details that are important for
realizing the Chargym experimental setup. We employ two state-of-the-art Deep
Reinforcement Learning algorithms, namely Deep Deterministic Policy Gradient
(DDPG) [19] and Proximal Policy Optimization (PPO) [20], in order to evaluate
their performances using the Chargym environment. Moreover, a simple rule
based controller (RBC) is presented to perform as a baseline model providing a
reasonable operational strategy, simulating human-operated decisions. However,
as stated in introduction, the goal of this section is to evaluate the operation and
the ease-of-use of Chargym environment, and not to perform a deep analysis on
the performance of state-of-the-art algorithms.
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4.1 Implementation Details and Key Experimental Attributes

Stable Baselines 3 framework [22] was utilized to perform all the experiments.
The fact that Stable Baselines 3 is a well-documented, highly-robust library
also eases the build-on developments (e.g., apply a different RL pipeline), as
it follows a common framework. Furthermore, such an experimental setup may
also leverage the interoperability with other powerful frameworks and showcases
the ease-to-use nature of the Chargym environment.

On the other hand Chargym was designed to bridge the gap between realistic
charging/discharging EV operations and powerful state-of-art control and RL
solutions. The experiments/simulations that were conducted on Chargym, as
well as, the whole formulation of the EVCS design were based on the following
key attributes:

– Schedule Diversity: For each episode, the general dynamics and EV sched-
ules are determined by a specific automated and random process. These levels
correspond to the randomness in the number, arrival and departure rates, and
schedules of the EVs, the initial SoC of each EV upon arrival and of course
the different solar and pricing conditions. This approach forces the control
algorithms to be trained and tested in multiple/diverse layouts, producing
robust solutions which are of paramount importance in real-life applications
where unknown schedules appear.

– Partial Observability: At each timestep, the EVCS is only aware of the
attributes of the connected EVs, and the forecasts for the next three hours
for the solar and pricing tariffs. The station can not utilize information of
the EVs that are going to arrive in the future, therefore, any long-term plan
should be agile enough to be adjusted on the fly, based on future information
about the newly arrived vehicles.

– Real Life Applicability: One of the fundamental advantages of Chargym
is that any learned policy can be straightforwardly applied to an appropri-
ate EVCS case, since the whole problem formulation is using common and
relevant EV knowledge and assumptions. Our goal is to create policies that
calculate the optimal charging/discharging schedule based on the generic per-
ception of the environment. Thus, assuming that a smooth integration with
the sensor’s readings, can be used to represent the environment as in Eq. 1,
and no elaborate simulation model of the dynamics is required to adjust the
RL algorithm into the specifics of the station.

4.2 Rule-Based Controller

The main comparison for the used RL algorithms, will be conducted with respect
to a Rule-Based Controller (RBC), that makes human-based decisions regarding
the charging-discharging of the EVs. The RBC offers simple and fast decisions,
however far from optimal, decisions. The RBC consists of two simple rules that
are presented in Eq. 6:
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actioni
t =

{
1 T leavei

t <= 3
(Gt+Gt+1)

2 T leavei
t > 3

(6)

The controller checks each charging spot and collects the Departure timeplan
of each connected EV. If an EV is going to depart during the next three hours,
then the station is charging in full capacity this specific EV. On the other hand, if
an EV does not depart during the next three hours, the station checks the current
availability of the solar energy and charges the EV, based on that availability.
The three hour time-limit, is selected based on the EVCS attributes, since the
EVs utilize 30kWh batteries, and the maximum charging ability of the station
is 10kW. Thus, an EV needs three hours to charge from 0 to 100% SoC.

4.3 State-of-the-Art RL Algorithms Comparison

Regarding the training process, each episode concerns a different simulated
day in terms of solar energy production, pricing profile and EV schedules and
demands. Also the RL implementations, DDPG and PPO, are trained utilizing
diverse training sets. The hyperparameter configurations of both RL algorithms
are shown in Table 2. A larger hidden layer structure has been chosen for the case
of DDPG. Figure 3(a) presents the transition learning performance from day to
day between the adopted algorithms. As it can be noted, DDPG converges a
little bit earlier achieving higher levels of reward in respect with PPO. In order
to test the performance of the RL algorithms, we recall the trained models,
indicatively after 940K episodes, and evaluate them in a new set of 100 simu-
lated days with diverse configurations. The evaluation comparison between the
RL algorithms and the RBC involves the same day configuration with identical
operating conditions among algorithms for each episode, but different configu-
rations between episodes (days). Both RL algorithms outperform the RBC, as
depicted in Fig. 3(b) and Table 3, while also the DDPG implementation consis-
tently attains higher reward versus PPO.

Table 2. DDPG and PPO hyperparameter configuration

DDPG PPO

Parameters Value Parameters Value

Memory buffer size 1e5 Learning rate 3e-4

Batch size 100 Batch size 64

Optimizers Adam Optimizers Adam

Layer structure [400, 300] Layer structure [64, 64]

Actor, Critic learning rate 0.001 GAE lambda, Clipping

ratio

0.95, 0.2

Discount factor (γ) 0.99 Discount factor (γ) 0.99

Target update factor (τ) 0.005 Entropy and value

function coefficients

0, 0.5

Ornstein Uhlenbeck (μ, σ, θ) 01×10, 0.5, 0.15 Max grad norm 0.5
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Fig. 3. Training and evaluation reward comparison. (a) Rolling mean of the average
episodic reward of PPO and DDPG; (b) Evaluation reward over 100 days between RL
algorithms and RBC.

Table 3. Mean evaluation reward

Approach Mean

Reward

RBC –30.99

PPO –24.64

DDPG –7.93

5 Conclusions and Future Work

This paper presents a new simulation enviroment, called Chargym, based on
openai-gym format that bridges the gap between reinforcement learning and the
real-life charging/discharging strategies in the EV domain. The environment sim-
ulates the problem of EV charging/discharging under multiple stochastic param-
eters (weather, electricity pricing, EV arrival, departure, SOC) into a reinforce-
ment learning setup that can be tackled by a wide range model-free and model
based RL and optimal control algorithms. An experimental evaluation was also
conducted and presented, with 2 state-of-the-art RL algorithms, namely DDPG
and PPO evaluated in Chargym, and their training results were also compared
with a Rule Based Controller’s performance for the task at hand. Future work,
will aim on extensive comparison tests between state of the art RL and control
algorithms (such as MPC) for the optimal scheduling of charging/discharging
set-points, and special effort will be given in multi-agent frameworks enabling
distributed and coordinated control of the charging setpoints/slots.

Acknowledgements. We acknowledge support of this work by the European Com-
mission H2020-EU.2.1.5.2., Turning traditional reactive buildings into proactive ones,
under contract 958284 (PRECEPT).
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Abstract. Even though occupancy inference is of utmost importance
for numerous real-time and real-life applications a widely-accepted app-
roach to predict occupancy does not exist. In this paper, an assessment
of widely-recommended approaches and data processing for occupancy
is overviewed. Furthermore, the correlation and meta-analysis between
various sensor features like motion sensing, temperature, humidity, and
energy consumption were tested. Random Forest classifier a widely-
applied artificial model for occupancy inference prediction is evaluated
in 4 different real-life data sets including various features. The results of
both a univariate and multivariate model are examined. Random Forest
classifier results during an experimental phase are presented to reveal the
best model. The outcomes of the current research indicate that even in
similar spaces data analysis and correlation have different results while
the multivariate model is more accurate than the bivariate model.

Keywords: Occupancy inference · Environmental sensors · Meta-
analysis · Data correlation

1 Introduction

Occupancy inference is the process that estimates if a space is occupied or not.
Occupancy either reports absence or presence in a room or space, or the number
of occupants [1]. Occupancy factor is of key importance for many energy-related
applications as it dictates the energy loads inside the building [2]. Specifically,
most of the controllable energy saving actions are based on whether the room is
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occupied [3]. Furthermore, occupancy is important for occupants safety therefore
many application are based on motion tracking and alerts [4]. Additionally, occu-
pancy is highly related to Indoor Environmental Quality, occupants well-being
and comfort [5].

Consequently, there exist numerous approaches, methods and technologies
to infer occupancy for real-life and real-time applications. Furthermore, each
of them depends on various and diverse type of data and information. Non
Artificial Intelligence (AI) methods use specific devices or hardware means to
sense occupancy (e.g., smart-phones, thermal cameras, motion sensors, camera
sensor network, etc.) [5]. AI methods use data and information deriving from
various environmental sensors (e.g., temperature, illuminance, CO2 sensors) and
energy meters to predict occupancy based on machine learning techniques and
models (e.g., regression algorithms, neural networks, classification algorithms,
supervised and unsupervised learning) [6].

Nonetheless, the plethora of methods does not reassure that occupancy pre-
diction is a straightforward task and choosing one of the aforementioned methods
will guarantee high accuracy. Primarily, sensor raw data is filled with prevalent
errors, noise, duplicates, constant stack values and many other faults [7] making
it almost impossible to be used as it is. As a result, data pre-processing is neces-
sary to heal sensor data before using and saving it using cleaning tools and appli-
cations (e.g., imputation, erase duplicates) [8]. Furthermore, in a smart home
there are many sensors installed and there is a huge amount of data streams.
Therefore, a data correlation must be performed to facilitate feature selection
[9]. There exist many data-driven models for occupancy prediction each using
different features [10]. Finally, some methods use a univariate model to predict
occupancy [11], while others use a multivariate model instead intro12.

Based on the previous analysis, the current paper intends to overview the
basic assumptions of occupancy inference from a real-life use case scenario. Ini-
tially, data check will be performed to assess the quality and type of errors. Basic
techniques like heat-maps and data correlation will be examined and applied on
a raw data set [13]. Moreover, the same classification model will be tested using
a univariate and a multivariate approach. Eventually, all findings will be ana-
lyzed and suggestions will be made for the best approach to use for an accurate
occupancy prediction.

The remainder of the paper is structured as follows: Sect. 2 presents all the
investigated approaches and widely used data-analysis methods. In Sect. 3 the
aforementioned approaches are tested and results are presented. Subsequently,
results are drawn in Sect. 4.

2 Investigated Approaches and Data Analysis

In this section commonly-used techniques for data pre-processing and data cor-
relation are addressed. Moreover, feature selection methods are examined and
the relationship between various environmental features and occupancy inference
are evaluated. Eventually, two methods for classification models (i.e., univariate,
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Fig. 1. Overview work flow

multivariate) is assessed. The overall work flow of the investigated approaches
and data analysis is depicted in Fig. 1.

2.1 Data Pre-processing

Data pre-processing is a very important process implied in machine learning.
Especially, if the data to handled is raw data and not simulated. Some of the
most used techniques are:

Impute Missing Values. Imputation is the method used to handle all missing
data (e.g., NaN, Null, missing timestamps, etc.). Every feature that appears
in a data set demands a unique imputation technique based on its behaviour.
Specifically, for continuous features (e.g., humidity, temperature, CO2), gaps
may be filled exploiting an interpolation method (e.g., linear interpolation, spline
interpolation) [14]. On the other hand, boolean data may be filled with the
backward filling technique [15].

Feature Encoding. Label encoding [16] is applied to the occupancy state
feature to convert the occupants schedule to a numeric format as described
below:

occupancy state =
{

0, Absent
1, Presence (1)

2.2 Data Correlation

Every data set that is retrieved by a sensor monitoring network includes various
features (e.g., temperature. humidity, illuminance, CO2, window state, motion
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detection, active power). Eventually, all the retrieved features are used to create
a data set to test and fit an appropriate model to predict the selected output.
Before creating, testing and fitting the proper machine learning model the fea-
tures must be cleaned and analyzed. Feature cleaning refers to all the variables
that are irrelevant to the problem, therefore they must be omitted from the
training data set. Moreover, an analysis between the retrieved variables must be
performed to showcase data’s patterns. Certain behaviours and relations among
the features are revealed by correlation and auto-correlation [20].

Correlation is a metric to estimate the strength of the relationship among
two data-set features. Auto-correlation estimates the linear link among a feature
and its past values. Specifically, the closer a value is to zero the weakest the
correlation is. On the other hand, the closer a value is to 1 or –1 indicates a
strongest correlation. Consequently, the correlation and auto-correlation process
facilitates features association while giving a clear perspective for how accurate
a model will perform based on them.

2.3 Bivariate Random Forest Versus Multivariate Random Forest
Classification for Occupancy

Random Forest (RF) is a widely-used and accurate tree-based machine learning
algorithm. It is really popular for classification predictive modeling data sets
especially for occupancy inference as it has proven efficient enough [17]. RF could
be exploited for time-series prediction and inference, although a transformation
of the timestamp (e.g., timestamp to unix) should be performed first. It could
be used following two different approaches [19]:

Bivariate Time Series RF. Bivariate is a model that uses two features to
predict the output. This type of model associates the relationship and strength
of those two variables.

Multivariate Time Series RF. A multivariate model exploits multiple fea-
tures to predict the output. This type of model associates the relationship and
strength of multiple features.

3 Experimental Results

All the above were tested on a real-case scenario. In 4 almost similar offices
(i.e., size, occupancy schedule), sensors and energy analyzers were installed as
depicted in Fig. 2. Data streams from the sensors and equipment were pushed
periodically every 5 min to a database. No further data process was handled
before saving data to the database. As a result, all aforementioned approaches
will be tested, using the sensors’ and energy analyzers’ raw data.
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Fig. 2. Floor plan of the sensors and energy meters used

In Table 1 all sensors and equipment used for the experiments is presented.
For each of the sensors an identifier was used to save data streams. As a result,
a variable called co temperature indicates that this values derives from the C02
sensor. Furthermore, if there are more than one of the indicate type sensor, a
number is added after the identifier (e.g., dw1).

Table 1. Sensors and equipment used for the experiments

Type of equipment Name Values

Occupancy schedule Occupancy 0,1 (presence, absence)

CO2 sensor co Humidity

Carbon Dioxide

Temperature

Motion sensor ms Illuminance

Temperature

state: 0,1 (presence, absence)

Door window dwXX Temperature

state: 0,1 (close,open)

Smart meter sm Consumption total
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3.1 Pre-processing

Impute Missing Values. An example of filling missing temperature values in
the data-set is depicted in Fig. 3. It may be observed that the complete temper-
ature time-series is accurate enough and may be used as feature for a training
data set.

Fig. 3. Example of imputation of missing temperature values using interpolation

Feature Encoding. An example of feature encoding for occupancy schedule
in the data-set is depicted in Fig. 4. It may be observed that the occupancy
schedule from the offices was encoded to zero and one for absence and presence
respectively.

Fig. 4. Example of feature encoding for occupancy schedule
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3.2 Data Correlation

Fig. 5. Heat map of all temperature variables from all sensors for all the offices

Initially, a heat map is created for all the different temperatures received from
the various sensors (i.e., door window, CO2, motion sensor) depicted in Fig. 5.
Highly correlated features of the same variable may be some how associated as
they do not contribute more to the prediction. Specifically, they have the same
information quality so merging those features will reduce running speed and
storage needs. It may be observed, from Fig. 5, that temperatures in offices 1, 3
and 4 are highly correlated. As a result, the average temperature was used for
these offices. On the contrary, in office 2 only temperatures from door window 1
and 2 were highly correlated, so all of the temperatures were used.

Two out of the four offices are depicted in Figs. 6 and 7 indicatively, and
present the total analysis of the correlation among the retrieved features from
the sensors. Specifically, the diagonal line presents each variable’s distribution.
While, under the diagonal line the bivariate scatter plots are presented. More-
over, over the diagonal line the probability of no relationship (significance level)
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and the correlation values are depicted. Finally, the stars indicate the statistical
significance of the values.

Fig. 6. Distribution and correlation characteristics between all features of office 1.

It may be observed that almost all variables of the data-set are statistical
significant for the Occupancy feature for all the offices. Moreover, it may be seen
that features showcase different correlation between the offices indicating that
the features of each office must be selected separately for each one of them.

3.3 Bivariate Classification Results

Bivariate classification was implemented for all the offices and office 3 is indica-
tively presented here due to limited space. In more detail, the features of focus for
this experiment were the timestamp and the occupancy information described
in Sect. 3. Moreover, for the occupancy feature, its own two past values (lags)
were also taken into account. Since we are dealing with time sensitive data, the
information yielded by past values is necessary to preserve the feature’s time
dependence. In addition, due to the nature of the problem (supervised learn-
ing), a pre-processing step was mandatory. RF requires the conversion of some
feature values in order for it to “understand” them.
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Fig. 7. Distribution and correlation characteristics between all features of office 4.

Specifically, the timestamp of the dataset was converted from python’s date-
time format to the unix format. For the occupancy, besides the addition of the
two lagged versions of itself, all of their values were converted to integers. Before
executing the classification, the data were split into train and test sets with a
ratio of 80–20 respectively. The purpose of the classifier is to predict whether
the office has occupants at a specific moment. For this purpose the RF classifier
was used along with some metrics for the evaluation of the output results. The
most commonly used features in a classification are the precision, recall and f1
score [21]. Table 2 depicts the results for the case of office 3. The high precision
score and the very low score on recall metric, for the ‘occupancy’ class, indi-
cates a small percentage of correctness for this class which means that further
investigation is needed using these features.

Table 2. Random forest classifier results for the bivariate case

Precision Recall f1-score

Not occupancy 0.78 1 0.87

Occupancy 1 0.01 0.02

Accuracy 0.78

Macro avg 0.89 0.51 0.45

Weighted avg 0.83 0.78 0.68



262 A. Dimara et al.

3.4 Multivariate Classification Results

Likewise to the previous section, office 3 is also presented here. Similar to
the bivariate case, the multivariate experiments included feature selection, pre-
processing and a training and an evaluation step. As the name multivariate
implies, multiple features were selected to train the classifier. These include the
same features as the ones on the bivariate experiment and data from other sen-
sors located in the office room. Sensors, such as, the motion sensor which detects
movement in the room, the CO dioxide sensor which detects the level CO diox-
ide in the room, along with the door-window sensors that indicate if a window
or door is open at a certain time. Finally, total energy consumption is included,
measuring the total electric energy consumption of the room, and thus revealing
presence in the room. The selection of these features was based on their impact
on occupancy based on the data analysis in Sect. 3.

The aforementioned features along with their lagged values, from up to two
previous timesteps, comprise the whole dataset for the multivariate case. Like-
wise, the test and train sets were defined with a ratio of 80–20 respectively and
the target of prediction remained the occupancy feature. The results from the
random forest classifier with a multivariate input are shown on Table 3 revealing
an improvement on the recall metric for the class “no occupancy”, which leads
to an improvement to the overall accuracy of the algorithm in comparison with
the bivariate case.

Table 3. Random Forest Classifier results for the multivariate case

Precision Recall f1-score

Not occupancy 0.99 1 0.99

Occupancy 0.98 0.97 0.98

Accuracy 0.99

Macro avg 0.99 0.98 0.99

Weighted avg 0.99 0.99 0.99

4 Conclusions

The experiments on the occupancy detection as well as the data analysis of all
the available sensor data yielded interesting results regarding the effect of sim-
ilar datasets on different locations. One observation regarding the selection of
features concerns the correlation between them. Typically, highly correlated fea-
tures can be merged to one (e.g. average value) or can be discarded, as there is
not additional information that can be shared. On the other hand, such correla-
tion may or may not be observed on, intuitively, same data. Results indicate this
statement, since office 2 temperature heatmap depicts temperature features with
no correlation in contrast to the remaining offices, which have high correlated
data.
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A similar observation is based on the correlation results. Each office presents
a different set of features which are affected by the occupancy attribute. In other
words, although every office produces data from similar sensors, each case differs
and thus the feature selection procedure cannot be the same for all of them.

In conclusion, the indicative classification results for the occupancy detection
problem, are distinct between the two approaches, bivariate and multivariate.
Using the date information and the past values of the occupancy feature pro-
duced not so satisfying results with an accuracy of 0.78 but a very low recall
ratio. On the contrary the augmentation of the feature set with environmental
and energy related features helped the random forest model raise its metrics
indicating the importance of the additional information provided by the added
features. Still, further research is required to compare different aspects of the
whole procedure (e.g. different data imputation methods), to conclude to a more
accurate outcome. Lastly, an undeniable observation is that when dealing with
similar datasets, depending on the context, the behavior of the data may vary
substantially, rendering separate investigation mandatory.

In the future, we intend to work on further improving and optimizing the
data analysis procedures. One scope is the feature analysis automization, where
highly correlated features will be merged automatically, and another scope is the
feature selection automization where only relevant features will automatically be
selected after analysis, meaning features with correlation above 0.5 or under –0.5.
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Abstract. Diagnosing abnormal behavior of different severity and con-
venience effects in a real-time manner is of paramount importance for
energy-intensive building appliances. Both industrial and residential sec-
tors suffer from post-incident maintenance where undetected faults occur
for several days until the total breakdown of the equipment. To generate
the necessary data set, a simulative test bed from Energym initiative was
considered, exploiting an already validated residential environment. In
this work, a Convolutional Neural Network (CNN) model was considered
for classifying non-intrusive, low-cost temperature sensor embeddings in
3 categories with different abnormal heat pump severity levels. The fea-
tures considered available derived from indoor zones temperatures and
the outdoor/ambient temperature of the building; omitting intentionally
readings from more elaborate sensors e.g., power analyzers or energy
meters. The trained CNN model was eventually able to achieve very
high accuracy i.e., around 95%; ensuring its high operational reliability
by consuming real-time 15 min sequential temperature embeddings.

Keywords: Heat-Pump maintenance · Performance degradation
diagnostics · Simulation data · Non-Intrusive malfunction classification

1 Introduction

Systems that heat and/or cool a space are used by the occupants to manage
all temperatures, weather fluctuations, and seasons changing, while assessing a
comfortable indoor environment. Almost 43% of the total energy consumption
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is used for heating and cooling, while there is also an increasing of heating
and cooling energy consumption by 32% during the last decade [1]. A proper
heating and/or cooling system is really beneficiary for the occupants as it helps
them deal with extreme weather conditions while regulating a convenient Indoor
Environmental Quality (IEQ). Energy expenses, especially nowadays, are one
of the biggest expenses for the occupants. As a result, heating and/or cooling
systems that do not operate smoothly and perpetually may greatly increase
energy costs [2].

A suitable heating system will preserve the desired thermal comfort levels
during a short period of time. Nonetheless, malfunctions in the heating system
have an enormous effect on exergy and energy efficiency [3]. Error and problems
in the operation of heat pumps could result significant energy losses during the
heating period [3]. Consequently, tools and applications that have the ability to
predict and alert the occupants for upcoming heat pump faults, malfunctions
or unusual behaviour are of utmost importance. On time notifications of poten-
tial faulty heat pump operation will ensure non delayed healing actions while
reducing maintenance and repairing costs of a total system breakdown [4].

Literature points out that enormous performance losses occur in heat pumps
in the building sector. Specifically, almost 20–50% of heat pumps operate with
a lowest efficiency of at least 70–80% compared to their design efficiency [5].
Moreover, this faulty heat pump operation contributes in an increase of 40%
in the energy consumption [5]. Nevertheless, there is lack of machine learning
models and applications in the literature for early-diagnosis of heat pump errors,
especially for the residential sector [6].

The current study is structured as follows:

– In Sect. 1, basic information about the energy efficiency of heating systems
and the contribution of the study is addressed.

– In Sect. 2, the simulation test bed, the dataset synthesis and the fault diag-
nosis model are presented.

– In Sect. 3, the experimental results are given along with an evaluation.
– In Sect. 4, conclusions are drawn.

1.1 Contributions of the Study

Operational malfunctions and abnormal behaviors may result significant energy
losses or even devastating breakdowns, since such dynamics may stay undetected
for several days. Modern smart appliances are usually equipped with elaborate
micro-sensorial and on-board processing capabilities [7], having the ability to
detect and report errors and faults by using simplistic rule based engines for
raising alerts. However, legacy conventional appliances usually do not have such
capability [8]. Moreover, installing additional OEMS sensory equipment may
conflict with the appliance guarantee; while in other non-intrusive approaches,
quite elaborate sensors (e.g., power analyzers) may be a quite expensive solu-
tion surpassing the value of the appliance itself; especially in domestic or small-
scale industrial use-cases. As a result low-cost non-intrusive approaches are often
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required in order to be able to monitor, detect, diagnose and even predict abnor-
mal behaviour of the appliances themselves [9].

The current study exploits the performance of a supervised machine-learning
approach for the accurate and early detection of heat pump performance degra-
dation effects at different severity levels. The goal is to train such a model uti-
lizing data from non-intrusive low-cost sensors [10] which are commonly used in
building automation applications. For this reason, the current study considers
the indoor zone temperatures of a simulative building plant - from Energym [11]
initiative - and the ambient/outdoor temperature as the only available features
(for more details see Sect. 2.1 and Sect. 2.2); such sensory readings can derive by
cheap and easy to install (even wireless) sensors, enabling the application across
different building types and use cases. It is important to note the current study
focuses on one of the most energy-intensive end-use sectors with very high dis-
ruption potential (very important for occupants convenience) in buildings which
is climating [12].

2 Experimental Setup

2.1 Simulation Testbed

The building where the simulation was applied consists of four floors, each of
which is an apartment and has two thermal zones on each storey (in total 8 ther-
mal zones). The building is located in Spain, specifically in Tarragona. The area
of surface of building is 417.12 m2 and total volume is 1042.83 m3. Apartments
thermal system consists of a centralized water-to-water geothermal heat pump
(HP) system, which extracts heat from the ground through a vertical ground
heat exchanger, and provides hot water for the indoor fan coil units (two units
per apartment) and the Domestic Hot Water (DHW)1. The DHW system is
composed by four storage systems, one for each household, and consist in a four
node-stratified tank (see footnote 1). Heating loop circuit from the heat pump is
connected to the bottom half part of the tanks and electrical heaters are placed
on the top part acting as auxiliary systems (see footnote 1). Regarding the elec-
trical part, apartments system includes a PV array, a community battery and
an electric vehicle (EV) and in the thermal scenario, community battery and
electric vehicle charging are disregarded (see footnote 1).

“ApartmentsThermal-v0” is a EnergyPlus model [13]. A description of the
model’s inputs and outputs is provided in Table 1 and Table 2 respectively. More
information regarding inputs and outputs can be found in https://bsl546.github.
io/energym-pages/sources/apt.html. It is noted that the evaluation process is
carried out under predetermined weather conditions and for a specific period
of time. The weather instantiation (i.e., outdoor temperature) considers condi-
tions occurring between January and April. The main controllable inputs for the
“ApartmentsThermal-v0” model are listed in Table 3.

1 https://bsl546.github.io/energym-pages/sources/apt.html.

https://bsl546.github.io/energym-pages/sources/apt.html
https://bsl546.github.io/energym-pages/sources/apt.html
https://bsl546.github.io/energym-pages/sources/apt.html
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Table 1. Heat pump available information

Variable name Type Lower bound Upper bound # States Description

Inputs

P1 T Thermolat sp ...

P4 T Thermolat sp

Scalar 16 26 Floor 1 Thermostat Setpoint

(◦C) ... Floor 4 Thermostat

Setpoint (◦C)

Bd T HP sp Scalar 35 55 Heat Pump Temperature

Setpoint (◦C)

P1 T Tank sp ...

P4 T Tank sp

Scalar 30 70 Floor 1 Tank Temperature

(◦C) ... Floor 4 Tank

Temperature (◦C)

HVAC onoff HP sp Discrete 0 1 2 Heat Pump on/off Setpoint

Bd Pw Bat sp Scalar –1 1 Battery

Charging/Discharging

Setpoint Rate

Bd Ch EVBat sp Scalar 0 1 EV Battery Charing Setpoint

Rate

2.2 Dataset Synthesis

As already mentioned above, the dataset considers synthetically generated data
from a simulative test bed. The energy consuming assets consider existing domes-
tic appliances and a heat pump coupled with dedicated fan coils in different cli-
mate zones. In order to decouple the observed thermal dynamics of the building
from the control strategy applied, the fan coil control thermostats were set con-
stantly to 22 ◦C in order to preserve indoor thermal comfort between acceptable
bounds.

The main goal was to simulate abnormal dynamics and behaviours during
different realization conditions (external conditions) that would enable sampling
and annotating accordingly. The application considered annotating/classifying
different degradation effects imposed in the heating capacity of the heat pump
during operation, considering only the indoor and outdoor temperature readings.
The degradation effects were imposed by lowering the temperature set point of
the heat pump (see Table 1).

The nominal behavior of the heat pump was acquired by setting the heat
pump temperature (i.e., Bd T HP sp in Table 1) to its maximum value, i.e.,
55 ◦C. To generate enough data, the simulation tests considered two differ-
ent degradation severity levels for the heat pump temperature: a) 35 ◦C, b)
45 ◦C. These two different events/incidents were simulated during three different

Table 2. Indicative outputs

Variable name Type Lower bound Upper bound Description

Outputs

Ext T Scalar –10 40 Outdoor Temperature (◦C)

HVAC Pw HP Scalar 0 120000.0 Heat Pump Power (W)

Z01 T ... Z08 T Scalar 10 40 Zone 1 Temperature (◦C) ...

Zone 8 Temperature (◦C)

P1 T Thermostat sp out ...

P4 T Thermostat sp out

Scalar 16 26 Floor 1 Thermostat Setpoint

(◦C) ... Floor 4 Thermostat

Setpoint (◦C)
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simulation days between January and April, while the degradation events were
inserted at four different timeslots: early morning (4 p.m.), morning (9 p.m.),
noon (14 a.m.), afternoon (18 p.m.).

The considered dataset presented a sampling rate of 180 s i.e., 480 samples
per day. The indoor (i.e., 8 thermal zones) and outdoor temperature timeseries
were hashed into slices of 5 consecutive timesteps i.e., 5×180 s = 15min, lagged
by 1 (stride) i.e., 1 × 180 s = 3min; and annotated with three different labels:

– Nominal operation, considering Heat Pump temperature = 55 ◦C was anno-
tated with 0,

– Operation with severe fault, considering Heat Pump temperature = 35 ◦C
was annotated with 1,

– Operation with mild fault, considering Heat Pump temperature = 45 ◦C was
annotated with 2,

Evidently, the abnormal heat pump behavior (vertical green line) is not easily
detectable by visualizing the indoor temperature evolution as shown in Fig. 1.

Fig. 1. Indoor temperature readings (red) and thermostat (blue dashed) from Zone01
during nominal operation, severe and mild heat pump malfunction. The vertical green
line indicates the exact moment when the malfunction is imposed. (Color figure online)
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The problem becomes even more complicated when the available temperature
readings reduce to only one i.e., consider the case where the only available ther-
mal zone temperature was from “Zone 1”. Moreover, the severity of the heat
pump malfunction is even more difficult to be determined visually only by con-
sidering the indoor temperature readings; facts which both suggest the adoption
of an intelligent data-driven approach for this purpose.

The data set generated eventually was consisted of X-Y tuples, where the
feature matrix X was formed by 9-by-5 = 45 features resulted by flattening the
aforementioned hashed slices of length 5 and the annotation (label) matrix Y
was formed by 0, 1 and 2 labels as already discussed.

In order to further reduce the intrusiveness of the approach and the number
of features used, the same data set was reduced significantly omitting all indoor
temperature readings but one; zone 1 (ground floor) in specific. As a result the
reduced data set was consisted of X-Y tuples, where the feature matrix X was
formed by 2-by-5 = 10 features resulted by flattening the aforementioned hashed
slices of length 5 and the annotation (label) matrix Y was formed by the exact
same 0, 1 and 2 labels with the extended data set case.

Table 3. Control inputs

Variable Name Value Description

P1 T Tank sp ...
P4 T Tank sp

70 Floor 1 Tank Temperature Setpoint
(◦C) ... Floor 4 Tank Temperature
Setpoint (◦C)

Bd Ch EVBat sp 1 EV Battery Charging Setpoint Rate

Bd Disch EVBat sp 0 Heat Pump Power (W)

HVAC onoff HP sp 1 Heat Pump Setpoint

Bd T HP sp 55 Heat Pump Temperature (◦C)

P1 T Thermostat sp ...
P4 T Thermostat sp

22 Floor 1 Thermostat Setpoint (◦C) ...
Floor 4 Thermostat Setpoint (◦C)

3 Results and Evaluation

3.1 Fault Diagnosis Model

The aforementioned dataset was used to train a Convolutional Neural Network,
whose main goal was to predict whether data sample refers to a nominal or
faulty sensor operation. The dataset was split into train and test data with
percentage 70% and 30% respectively. The neural network defined was sequential
and consisted of five layers in total:

i An Input layer for 9− by− 5 (extended) or 2− by− 5 (reduced) temperature
embeddings;

ii A Convolution layer with “relu” activation functions
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iii A Max Pooling layer;
iv A Fully Connected layer;
v An Output Layer implementing a “softmax” activation function of size 1

determining the class of the input embedding.

The convolution layer is the layer that a filter is applied to the data sample,
to extract its features. For this layers we used 16 filters of size (3, 3), and “relu”
as the activation function. After the Convolution layer, a Pooling layer was used
to reduce the dimensions of the feature map, in order to preserve its important
information and reduce computation time. The Max Pooling layer used was of
size (2, 2) with a stride of 1. The next layer used was a fully connected layer
of size 100 and activation function “relu”, whose goal was to classify the input
data into labels. This layer was fully connected to the output layer, aiming to
classify the input data according to their type. The three different output types
was “0”, for a nominal sensor operation, “1” for an operation with mild fault and
“2” for an operation with severe fault. The output layer’s activation function was
“softmax”. For the compilation of the described model, “Adam” was used as an
optimizer, “sparse categorical crossentropy” as a loss function and “accuracy”
as a validation metrics function over the training set. Lastly, ten epochs were
used in total to fit the model; enough to reach a very high training accuracy and
avoid exhaustive optimization.

3.2 Model Inference Performance

Extended Model Case: 9-by-5 Input Size. The results of the model are
depicted in Table 4. It is apparent that the model successfully diagnoses the
type of error in the heat pump. The training accuracy of the model increases

Table 4. Training performance: extended model

Epochs Data loss Accuracy

1/10 0.2487 0.9332

2/10 0.2233 0.9407

3/10 0.2109 0.9443

4/10 0.1984 0.9478

5/10 0.1850 0.9515

6/10 0.1761 0.9541

7/10 0.1725 0.9555

8/10 0.1683 0.9564

9/10 0.1657 0.9570

10/10 0.1644 0.9576

Test loss: 0.1546788364648819

Test accuracy: 0.9591668844223022
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with each epoch from 93.32% (Epoch 1) to 95.76% (Epoch 10). Data loss during
training decreases consecutively, specifically from 24.87% to 16.44%. Focusing
on the inference results on unknown data from the test set used, it can be
observed that the performance results are comparable enabling the model to
reach accuracy of 95.91% and reduce categorical cross entropy loss to 15.46%.
In Figs. 2a and 2b the evolution of the aforementioned results is depicted across
the different training epochs.

Fig. 2. (a) Training (blue) and Validation (red) Accuracy of the Extended Model (b)
Training (blue) and Validation (red) Accuracy of the Extended Model (Color figure
online)

Reduced Model Case: 2-by-5 Input Size. The results of the reduced model
are depicted in Table 5. Evidently the reduced version of the model i.e., consid-
ering only one out of the eight indoor zone temperatures in the features matrix;
was able to achieve comparable performance both on training and test sets.
The training accuracy of the reduced model increased every epoch from 92.55%
(Epoch 1) to 94.43% (Epoch 10). As expected the data loss during the training
process descended, in specific from 30.85% to 21.86%. Focusing on the inference
results on unknown data from the test set used, it can be observed that the per-
formance results are comparable enabling the model to reach accuracy of 94.49%
and reduce categorical cross entropy loss to 20.57%.

As expected the overall performance of the model both at training and infer-
encing evaluation stages is slightly worse than the one achieved when considering
the extended data set case. However, the feasibility and practical value of such
a reduced model surpasses the minor efficiency difference, since it utilizes one
indoor temperature sensor instead of eight. In Figs. 3a and 3b the evolution of
the aforementioned results is depicted across the different training epochs.
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Table 5. Training performance: reduced model

Epochs Data loss Accuracy

1/10 0.3085 0.9255

2/10 0.2987 0.9255

3/10 0.2892 0.9255

4/10 0.2594 0.9333

5/10 0.2371 0.9400

6/10 0.2317 0.9418

7/10 0.2264 0.9427

8/10 0.2249 0.9425

9/10 0.2216 0.9437

10/10 0.2186 0.9443

Test loss: 0.2057267129421234

Test accuracy: 0.9449745416641235

Fig. 3. (a) Training (blue) and Validation (red) Accuracy of the Reduced Model (b)
Training (blue) and Validation (red) Loss of the Reduced Model (Color figure online)

4 Conclusions

In this work, a Convolutional Neural Network (CNN) model was considered
for classifying non-intrusive, low-cost sensor embeddings as nominal or faulty.
The features considered were derived from indoor zones temperatures and the
outdoor/ambient temperature of the building: a) extended case: all 8 indoor tem-
perature sensor readings are considered in the feature matrix; b) reduced case:
only 1 indoor temperature sensor readings are considered in the feature matrix.
In both data set cases, it was observed that such a CNN model was capable
to classify unknown (test set) embeddings with very high accuracy i.e., around
95%; without any power or energy meter readings from the heat pump itself.
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As a result, the CNN model once trained could be utilized in real-time inference
applications where real-time 15 min sequential temperature embeddings (either
from all or even one thermal zone) could be used to detect and diagnose the
severity of the heat pump abnormal behavior; reducing excessive exergy, energy
and capital expenditures as well as reducing the risk of total heat pump break-
down due to undetected incidents.

Indicative future research work topics have already been identified by the
authors including: imposing heat pump faults in much higher granularity (i.e.,
create more annotated classes) as well as impose other types of malfunctions in
the heat pump tanks to complicate the classification problem furthermore.
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1 Introduction

During 2020 almost 2.5 quintillion data bytes were created daily [1]. All these
data are mostly unstructured and of low-density. Data streams of sensor-enabled
devices, equipment and infrastructure generate tens of terabytes of informa-
tion. Moreover, all this volume of data is transferred and received in fast rate
while requiring real-time processing, action and evaluation [2]. Additionally, big
data comes in a semi-structured or unstructured way while demanding an addi-
tional process to reinforce metadata [3]. As a result, handling, processing, saving,
exploiting and development of big data is a thorny task that demands perplexing
processes and methods.

One of the major problems when starting to assess big data is the missing val-
ues that generate lost sequences of valuable information [4]. This lack of informa-
tion is crucial especially during the training process of machine learning models
affecting the models’ accuracy [5]. Specifically, even in small data-sets containing
enormous gaps, missing data imputation may increase the algorithm’s accuracy
by at least 50% [4]. Furthermore, in numerous cases data are time-dependent as
a result, forecasting the missing values is the one and only solution [6] to fit the
time-series model to predict.

Numerous methodologies and technologies are exploited for missing data
imputation in time-series data sets [7]. Some of these methods are of low com-
plexity like averaging technique [8] or backward filling technique [9]. While others
use more complicated methodologies like artificial neural networks [9]. To sum
up, models of low complexity are of low accuracy but they are easy-to-use mod-
els and require low execution time and may be used for real-time applications
[10]. Contrariwise, perplexing models offer higher accuracy and better results
but they require longer execution time and further processing for big data [10].

1.1 Contributions of the Study

Based on the aforementioned discussion, the current study attempts to create
an automated framework for big series data filtering. The study emphasizes on
univariate imputation problems, which is a common issue in large data ware-
houses where continuous and reliable monitoring for long periods of time is not
usual [11,12]. Reasonably, data warehouses usually present data gaps where data
samples are missing, replaced with NaN , Null or even constant/frozen values
instead. The root-cause and the size of such a problem may differ, depending
on: the type of IoT/sensing infrastructure, the transmission channel bandwidth,
power supply quality (constant supply or battery-based devices), the gateways
operational reliability (freezing due to overloading and poor cooling), the proto-
col security (vulnerability to external cyber-attacks) and the data-storage man-
agement quality. Therefore, as data gaps may occur due to a large variety of
causes; addressing such a problem usually suggests healing data gaps after their
migration in the database/data-warehouse instead of trying to fix any or all
aforementioned issues.
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Several statistical approaches such as general regression (Gaussian mix impu-
tation), linear interpolation, moving average (MA), auto-regressive MA (ARMA)
and even ARIMA; have been proven capable of performing imputation in a quite
robust manner [13,14], however their accuracy is gradually becoming poorer as
the size of the data gap increases, where such lightweight mechanisms are called
to impute large sequences of missing data. The main reason for such a perfor-
mance degradation is their locally-driven nature [15], utilizing only neighboring
data entries of the time-series which cannot replicate adequately the wide-scale
trends and seasonalities of the entire time-series.

On the other hand, deep machine learning techniques, e.g., Convolutional
Neural Networks (CNNs), Generative Adversarial Networks (GANs), Self Orga-
nizing Maps (SOMs); and applications have emerged over the recent past years
due to the rapid emergence of cloud as well as distributed computational
platforms (GPUs) providing adequate capacity to train such complex data-
processing structures in a reasonable expense [16]. The usual approach for such
mechanisms is to effectively fit a uni-variate forecasting deep-learning regression
tool which can reliably impute missing values. Such complex mechanisms are
trained over the entire available dataset in order to be able to generalize and
adequately mimic the dynamic of the underlying time-series.

The current study utilizes simulative ground truth data and randomly gener-
ated data missing gaps in different time-series (see Sect. 3). Simulative data can
provide a ground truth baseline which could support the performance assess-
ment of the tested mechanisms. The data gaps imposed are of different sizes
and were randomly applied at different time slots across the same series. The
study investigates the performance of individually applied univariate imputation
mechanisms of diverse complexity in order to assess their behavior in terms of
accuracy (with respect to the ground truth data series) and in terms of computa-
tional/time expenses. Ultimately, the goal of the study is to identify an inventory
of the most appropriate - both in terms of accuracy and time/complexity - big
data imputation techniques to build an auto-imputation univariate engine based
on automatically selected imputation mechanisms that depend on the size of the
missing data sequences.

1.2 Study Structure

The current study is structured as follows:

– Section 1 includes a description of the objectives of this study, its possible
application and contributions to the scientific community as well as a brief
description of the approaches that are currently used for timeseries analysis
and prediction.

– In Sect. 2, the investigated models are thoroughly described.
– In Sect. 3, the dataset synthesis is presented in depth.
– Section 4 includes the experimental ARIMA, Linear Interpolation, General

Regression and Facebook Prophet results that are compared in detail in their
overall performance with each other, in various cases of missing data gaps.
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Finally, a hybrid model that makes use of both ARIMA and Facebook Prophet
models is presented and evaluated ass well.

– In Sect. 5, the final conclusions of this study are drawn.

2 Investigated Approaches

2.1 ARIMA

One of the most widely used statistical methods for times series forecasting is the
AutoRegressive Integrated Moving Average (ARIMA model). The key aspects
of ARIMA model are:

– AR: AutoRegression. This model uses the dependent relationship between
an observation and a predefined number of lagged observations in the time
series.

– I: Integrated. It describes the differencing of observations that are used to
make the time series stationary. If the time series is already stationary, this
parameter is set to zero.

– MA: Moving Average. This model uses the dependent relationship between
an observation and a residual error from a moving average model that is
applies to lagged observations of the original time series.

The aforementioned components are specified in the model as parameters (p,
d, q). These parameters are defined as follows:

– p: This parameter is mentioned as lag order and it defines the number of
lagged observations that are used for the model.

– d: This parameter is mentioned as degree of differencing and it defines the
number of times that the time series if differenced, in order for it to become
stationary, to remove trend and seasonality.

– q: This parameter is mentioned as order of moving average and it defines the
size of the moving average window.

For each of the elements, a value of 0 can be used to indicate that this element
will not be used for the model, constructing a simpler model. In case that a value
of 0 is used for the d parameter, the model performs the function of an ARMA
model.

2.2 Linear Interpolation

Linear Interpolation is a method of curve fitting. According to this method,
linear polynomials are used to construct new data points within the time series,
to substitute possible missing values. Below is the algorithm for estimation of a
value between two points of data, using linear interpolation.

– Given Data X: Independent variable for which the dependent variable is to
be estimated.
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– Wanted Data Ye: Estimated dependent value for an independent given
value X.

Linear Interpolation followed procedure:

1. Find the independent data in the records, with the highest value that is less
than X. This will be X1. X1 will give Y1, since they are associated in the
time series.

2. Find the independent data in records, with the lowest value that is more than
X. This will be X2. X2 will give Y2, since they are associated in the time
series.

3. These four values will give Ye using the formula:

Ye = Y1 +
(X − X1)(Y2 − Y1)

(X2 − X1)
(1)

This method can be used for all missing values in between known data points
in a time series.

2.3 General Regression

General regression is a method of statistical curve fitting. This method makes
use of historical data for filling in the missing data and modeling. The aim of
this method is to try to estimate a missing value Qe, for a given value V, which
denotes time, with the use of stored records:

Z1, Z2, Z3...Zn...ZN

�
(V1, Q1), (V2, Q2), (V3, Q3)...(Vn, Qn)...(VN, QN)

(2)

General Regression assumes that the closer V is to the given attributes of
a stored record in the time series, Vn, the more similar the missing value Qe

will be, to the missing attribute of the same record in the time series Qn. This
means that the closer V is to Vn, the more the contribution of Qn to Qe will be
(Eq. (3)).

Qe = G(V ) =
∑N

n=1 Qng(V − Vn, σ)
∑N

k=1 g(V − Vn, σ)
, (3)

where g is the Gaussian window function:

G(V − Vn, σ) =
1

(
√

2πσ)2
ε

−(V −Vn)2

2σ2 , (4)

where σ is the standard deviation of the distribution.
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2.4 Facebook Prophet

Facebook prophet is an open-source algorithm that makes for time series models
generation. Facebook prophet model includes three main components, trend,
seasonality and holidays. These components are combined to form the model’s
equation:

y(t) = g(t) + s(t) + h(t) + εt, (5)

where g(t) is the piecewise linear or logistic growth curve for modeling non-
periodic changes in a time series, s(t) refers to the seasonality of the timeseries,
h(t) refers to the effect of holidays with irregular schedules and εt is the error
term that describes any unusual changes that are not described in the model.
Prophet’s goal is to fit linear and non-linear functions of time as components,
using time as a regressor.

3 Dataset Synthesis

As mentioned above, the dataset considers synthetically generated data from a
simulative test bed. The simulative test bed comprises a commercial medium
scale (3-thermal zone) building, equipped with indoor sensors for temperature,
relative humidity, and energy consumption. The energy consumption relates to
two different highly energy-intensive appliances, an electric heat pump for cli-
mating purposes coupled with DHW component. The control of the DHW and
heat pump was undertaken by a simplified rule-based approach so as to maintain
indoor thermal comfort between acceptable bounds. The considered dataset pre-
sented a sampling rate of one hour incorporating data from 12 months in total;
for simplicity purposes only the available measurements from the first thermal
zone were taken into account. To emulate missing values incidents, different data
gaps were randomly imposed across timeseries with different descriptive statis-
tical characteristics (e.g., minimum, maximum, mean value, variance): indoor
temperature [◦C], relative humidity [%], heating load [kWh] and DHWs [kWh].
Initially only one short or one long data gap was imposed in order to individu-
ally evaluate the performance of the different imputation approaches mentioned
above. Secondly both short and long incidents were randomly imposed in the con-
sidered timeseries evaluating again the performance of each individual univariate
imputation technique. Eventually a hybrid approach, considering combinations
of such techniques in order to exploit their different advantages/properties: light-
ness, complexity, data intensity, time required, accuracy achieved.

4 Evaluation of Results

All aforementioned methods where used in the datasets to impute the missing
values. The models were evaluated using Mean Absolute Error, Mean Squared
Error and Execution Time as metrics. They were evaluated in the data sets
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mentioned in Sect. 3, with a small number of consecutive missing values, in the
same data sets with a large number of consecutive of missing values, and lastly in
the same data sets with both a small number and a large number of consecutive
missing values. The Results are presented below.

4.1 Two (2) Consecutive Missing Values

Table 1. Two missing values

Model MSE MAE Execution Time (seconds)

Indoor Temperature

ARIMA 0,00447 0,0659 26,8601

Linear Interpolation 0,0002 0,0116 0,0441

General Regression 0,00255 0,0424 19,6569

Facebook Prophet 0,1229 0,3395 29,7903

Indoor Relative Humidity

ARIMA 0,176 0,3805 20,878

Linear Interpolation 0,1094 0,325 0,0437

General Regression 0,1227 0,3459 20,0882

Facebook Prophet 1,8674 1,3665 22,8563

Heating Load

ARIMA 0 0,272 14,26

Linear Interpolation 0 0 0,0434

General Regression 1,046e–07 0,0002 19,96

Facebook Prophet 2,282 1,51 19,68

Cooling Load

ARIMA 10 3,02 19,66

Linear Interpolation 3,2 1,79 0,0456

General Regression 6,61 2,18 20,436

Facebook Prophet 621,454 24,718 20,456

As illustrated in Table 1, in cases the data gap is comparatively small, linear
interpolation manages to achieve the most accurate results, in and its execution
time is significantly smaller that the execution time of the other investigated
methods. However, as the data gap increases, it is evident that linear interpola-
tion is unable to produce accurate results, because its predicted values depend
only on the last value acquired right before the error and the first value acquired
right after the error, and occasional trends are not considered.
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4.2 Forty-eight (48) Consecutive Missing Values

As illustrated in Table 2, in cases the data gap is large, Facebook Prophet is
able to achieve the most accurate results, in most of the datasets, however it
is computationally expensive. ARIMA also manages to achieve notable results,
and it is not as computationally expensive. General Regression does not manage
to achieve accurate results in any of the studied datasets.

Table 2. Forty-eight consecutive missing values

Model MSE MAE Execution Time (seconds)

Indoor Temperature

ARIMA 0,3173 0,5113 25,255

Linear Interpolation 0,4832 0,5513 0,0671

General Regression 0,5046 0,5602 26,2536

Facebook Prophet 0,2762 0,461 28,6181

Indoor Relative Humidity

ARIMA 2,4543 1,2754 23,1787

Linear Interpolation 1,6711 0,9774 0,0702

General Regression 14,6187 3,0567 27,1273

Facebook Prophet 101,512 9,8752 24,7457

Heating Load

ARIMA 1,519 1,019 25,439

Linear Interpolation 6,554 2,109 0,065

General Regression 16,7 3,756 25,853

Facebook Prophet 0,348 0,436 20,183

Cooling Load

ARIMA 4144,877 54,493 20,562

Linear Interpolation 9185,682 84,73 0,0693

General Regression 16124,449 90,898 25,895

Facebook Prophet 2829,142 48,661 21,772



284 A. Stefanopoulou et al.

4.3 Multiple Consecutive Missing Values

After investigating the accuracy of the previously mentioned models in small and
large data gaps, a hybrid model that uses ARIMA model in comparatively small
data gaps and Facebook Prophet in large data gaps was considered. We used
an auto-detection gap technique to identify the gaps in the timeseries and then,
we used ARIMA model for gaps that are of size fifteen at most, and Facebook
Prophet for larger gaps. The Results are illustrated at Table 3 and Figs. 1, 2, 3
and 4.

Table 3. Multiple consecutive missing values

Model MSE MAE Execution Time (seconds)

Indoor Temperature

ARIMA 0,0066 0,0058 24,8823

Linear Interpolation 0,0047 0,0049 0,0775

General Regression 0,0057 0,0054 28,1362

Facebook Prophet 0,0032 0,0042 31,1767

ARIMA and Facebook Prophet 0.0043 0.0044 30.604

Indoor Relative Humidity

ARIMA 0,3912 0,041 22,3956

Linear Interpolation 0,09133 0,01944 0,0789

General Regression 0,3132 0,0375 28,8337

Facebook Prophet 0,3029 0,04352 33,9757

ARIMA and Facebook Prophet 0.14733 0.0276 30.4774

Heating Load

ARIMA 0,0543 0,0159 13,9703

Linear Interpolation 0,04414 0,0137 0,0776

General Regression 0,0485 0,01422 28,821

Facebook Prophet 0,0066 0,0054 18,7469

ARIMA and Facebook Prophet 0.0187 0.0082 18.5313

Cooling Load

ARIMA 17,1138 0,2761 17,2349

Linear Interpolation 9,7903 0,1966 0,0777

General Regression 9,9738 0,1998 28,2922

Facebook Prophet 7,1788 0,2014 20,4320

ARIMA and Facebook Prophet 13.1541 0.2571 19.0174
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Fig. 1. (a) Raw Indoor Temperature Data with multiple missing values. (b) Indoor
Temperature Data Univariate Imputation using ARIMA. (c) Indoor Temperature Data
Univariate Imputation using Facebook Prophet. (d) Indoor Temperature Data Univari-
ate Imputation using ARIMA on small gaps and Facebook Prophet on large gaps.

Fig. 2. (a) Raw Indoor Relative Humidity Data with multiple missing values. (b)
Indoor Relative Humidity Data Univariate Imputation using ARIMA. (c) Indoor Rel-
ative Humidity Data Univariate Imputation using Facebook Prophet. (d) Indoor Rela-
tive Humidity Data Univariate Imputation using ARIMA on small gaps and Facebook
Prophet on large gaps.
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Fig. 3. (a) Raw Heating Load Data with multiple missing values. (b) Heating Load
Data Univariate Imputation using ARIMA. (c) Heating Load Data Univariate Impu-
tation using Facebook Prophet. (d) Heating Load Data Univariate Imputation using
ARIMA on small gaps and Facebook Prophet on large gaps.

Fig. 4. (a) Raw Cooling Load Data with multiple missing values. (b) Cooling Load
Data Univariate Imputation using ARIMA. (c) Cooling Load Data Univariate Impu-
tation using Facebook Prophet. (d) Cooling Load Data Univariate Imputation using
ARIMA on small gaps and Facebook Prophet on large gaps.

5 Conclusions

As indicated in Sect. 4 of this article, the longer the gap in the time-series,
the more difficult it is for the models to accurately predict the missing values.
In case the data gap is comparatively small, Linear Interpolation method pre-
dicts the missing values more accurately, outperforming all the other methods,
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especially when its execution time is taken under consideration. General Regres-
sion and ARIMA models are precise when the data gap is small, but their execu-
tion times are notably larger than the Linear Interpolation method’s execution
time. Facebook Prophet on the other hand is imprecise in small data gaps and
its execution time is comparatively large as well. As the data gap increases, Lin-
ear Interpolation method’s accuracy deteriorates, although its execution time
remains significantly smaller than the execution time of the other methods. In
large data gaps, Facebook Prophet tends to be the most accurate between all
the aforementioned methods, however, its execution time is considerably large.
To accommodate for that, we used a hybrid approach, using an auto-detection
gap technique and we made use of the ARIMA model for the imputation of
small data gaps, to take advantage of its accuracy and small execution time in
such cases, and Facebook Prophet for the comparatively larger gaps, to take
advantage of its high accuracy in such cases. The resulting model outperforms
the ARIMA model when it comes to aggregated accuracy, and its execution time
is slightly smaller than the execution time of Facebook Prophet model, in the
same data sets.
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Abstract. Prescriptive maintenance has recently attracted a lot of sci-
entific attention. It integrates the advantages of descriptive and predic-
tive analytics to automate the process of detecting non nominal device
functionality. Implementing such proactive measures in home or indus-
trial settings may improve equipment dependability and minimize oper-
ational expenses. There are several techniques for prescriptive mainte-
nance in diverse use cases, but none elaborates on a general methodology
that permits successful prescriptive analysis for small size industrial or
residential settings. This study reports on prescriptive analytics, while
assessing recent research efforts on multi-domain prescriptive mainte-
nance. Given the existing state of the art, the main contribution of this
work is to propose a broad framework for prescriptive maintenance that
may be interpreted as a high-level approach for enabling proactive build-
ings.

Keywords: Prescriptive maintenance · Time series analysis ·
Proactive buildings

1 Introduction

Prescriptive maintenance (PsM) is a type of data analytics that supports mak-
ing better judgments by analyzing raw data. It takes into account information
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about potential conditions or scenarios, available resources, previous and present
performance, and recommends a plan of action that optimizes equipment main-
tenance. It may be used to make decisions across any time horizon, from the
present to the long term. It uses Machine Learning (ML) to comprehend and
advance from the data it collects, evolving as it goes. ML and Internet of Things
(IoT) enable the processing of massive amounts of data, which are now avail-
able. PsM software solutions automatically adjust to make use of new or extra
data as it becomes available, in a process that is exhaustive and faster than that
afforded by human skills.

To be effective, PsM requires the training of a ML model using past sensor
and service data. The more high-quality information supplied, the more accurate
the ML model will be in detecting more maintenance requirements and failure
signals, whilst providing fewer false positives. Before feeding data to the ML
algorithm, it may be necessary to clean it. Sensor readings, for example, may
need to be updated to account for changes in calibration or to standardize how
various faults are recorded by human operators. When training a PsM algorithm,
higher-level knowledge about an organization may be submitted to the ML algo-
rithm. This enables the PsM software to analyze critical factors like maintenance
costs and manufacturing downtime. Anomaly identification, residual usable life
assessment and optimal algorithmic and metrics selection are common issues
that impede PsM attempts.

Because of the equipment they employ, most systems are linked to signals,
which are not always time series. Predictive maintenance (PdM) gets data from
condition monitoring. Then, using complex algorithms, it detects a possible fail-
ure. A misalignment, for example, will be detected by vibration analysis around
three months before it causes a breakdown. Nonetheless, asset managers must
take action. They must analyze facts, make a decision, and develop a work order.
In such situation, PsM would generate and submit a work order to technicians
to repair the misalignment. It does not require asset managers’ interaction and
maintains equipment on its own. This results in increased availability and pro-
ductivity, as well as the capacity to do remote maintenance.

Moreover, PsM offers the same advantages as PdM, but goes a step fur-
ther. In general, once customized to meet the needs of a use case, it leads to
i) less unplanned downtime and higher productivity as a result of maintenance
optimization, ii) higher profitability as a result of higher productivity, iii) more
virtual collaboration as data is available remotely, and finally, iv) digital PsM
enables significant prospects for scalability.

This work examines PsM and proposes a framework that envisions practical
implications that can be conceptualized within the context of proactive buildings.
The goal is to predict and prescribe actions for minimizing operational costs and
downtime of home appliances as a high-level approach (considering high data
granularity). We believe that the proposed framework can facilitate processes
supporting feature data requirements and system architecture for enabling pre-
scriptive analytics in household and small-scale industrial solutions, while posing
as an all around generic solution for modeling and enabling PsM.
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The remainder of this article is structured as follows: Sect. 2 showcases
related work, while Section 3 analyzes the developed concepts/methodology of
the proposed PsM framework. The paper concludes with Sect. 4, discussing final
thoughts, implications and future prospects.

2 Related Work

This section introduces different types of maintenance analytics and reviews
recent attempts in PsM in a multi domain manner.

Electric utilities cover a wide geographic range of assets. They have been
migrating from time-based maintenance planning to establishing a proactive
and intelligent asset health management approach to address the conflicting
constraints of decreasing customer downtimes, fulfilling regulatory standards,
and managing increasing infrastructure. An advanced analytics strategy tries to
model asset health and network dependability by projecting asset aging, deter-
mining the remaining lifespan, and computing network resilience. The analytics
use data from business asset management, sophisticated metering infrastructure,
weather systems, and other sources. The outcomes include a health score and
risk ranking, as well as a proposed ideal maintenance approach based on cost
limitations [1].

Big data analytics is quickly developing as a critical IoT endeavor aimed at
giving valuable insights and assisting with optimal decision making despite time
limitations. Prescriptive analytics seeks to make judgments that are adaptable,
automated, limited, time-dependent, and optimum. Estimations, on the other
hand, present major issues, due to the uncertainty resulting from improper user
input, noisy data, and the non-stationarity of real-world data feeds. A suggested
method solves sensor-driven learning issues linked to uncertainty arising from
time dependent characteristics, such as user input, sensor noise, and gives esti-
mates that lead to more trustworthy prescriptions [2].

One of the primary advantages of the railroads’ digital transformation is
the ability to improve asset management efficiency via the use of information
modeling and decision support systems. Tracking circuits of an Italian urban
railway network are used to demonstrate an actual railway signaling use case,
covering from field data collecting through decision support and asset status.
The acquired knowledge is then used to completely automate the prioritization
of asset management actions using an optimization logic [3] and operational
limitations. The goal is to improve i) maintenance activity scheduling, ii) service
dependability, and iii) resource utilization and possession times while avoiding
(or reducing) contractual fines and delays [4].

Nowadays, maintenance management methodologies are being turned into
automated knowledge-based decision support systems. PriMa, which consists of
four layers, is proposed. These are i) data management, ii) a predictive data
analytics toolset, iii) a recommendation and decision support dashboard, and
iv) an overarching layer for semantic-based learning and reasoning. As a result,
two functional capabilities in a real-world production system are enhanced, i)
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efficiently processing large amounts of multi-modal and heterogeneous data, and
ii) effectively producing decision support measures and suggestions for improving
and optimizing upcoming scheduled maintenance, thereby reducing production
downtime [5].

The digital revolution has had an influence on industrial processes and main-
tenance models, resulting in new needs, difficulties, and possibilities for ensuring
and enhancing equipment utilization and process stability. A model is proposed
that i) aids in the implementation of a PsM strategy and the assessment of
its maturity level, ii) enables the integration of data-science techniques to pre-
dict future events, and iii) specifies intervention fields to achieve a higher target
maturity condition and thus greater predictive accuracy [6].

PsM planning is a critical facilitator of intelligent, highly adaptable manu-
facturing processes. Traditional maintenance procedures are insufficient to meet
today’s production requirements due to rising complexity. Multimodal data anal-
ysis and simulation techniques are used in an unique method to analyze his-
torical data, such as quality of product, machine malfunction, and production
planning. Validation includes real-world applications in the automobile manu-
facturing field, where recognized data associations and real-time machine data
are used to forecast system problems and provide fixes [7].

A dynamic maintenance plan is described that takes into account the amount
of deterioration and aging, as well as the system failure rate. It is commonly
expected that repair would always bring positive impact in the health of the sys-
tem. Nevertheless, in the case of locomotive wheel-sets, restoration decreases the
system age while increasing the deterioration levels. After conducting a depend-
ability analysis it is observed that the best maintenance plan is achieved by
reducing the long-run cost rate as a function of the repair cycle and dynamically
determining the appropriate inspection time [8].

An end-to-end PsM approach that incorporates maintenance analysis, equip-
ment, and operational data with predictive solutions and feedback to create
actionable insights is offered. Workforce scheduling, supply chain optimization,
field-replaceable unit control, process efficiency, and knowledge management are
among the features used. The implementation has been validated in several
datasets, including the data integration, feature reduction/selection, filling miss-
ing data, and noise removal stages. It detects faults at the individual equipment
and fleet levels before offering a mechanism for full repair solutions, such as ser-
vice staff scheduling and equipment downtime control. The findings result in an
extendable PsM equipment maintenance architecture that achieves significantly
decreased unexpected equipment downtime at an optimal cost [9].

Another framework is presented for achieving optimal future-failure aware-
ness and safety-conscious production and maintenance plans while taking system
complexity and resource allocation into account. Utilizing equipment condition
data, ensembles of nonlinear support vector machine classification models were
used to forecast the timing and probability of future equipment breakdown. To
develop optimal processes and maintenance schedules, multi-objective optimiza-
tion of predicted profit and a safety metric were also employed. Ensemble models
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had an average accuracy and an F1-score of 0.987 and they were 3% more accu-
rate and sensitive than individual classifiers, and the Pareto-optimal process and
maintenance schedules were established as equally acceptable alternative options
for decision making [10].

One of the primary issues in smart manufacturing is interpreting information
and deriving insights from data. A use case in the steel industry takes advantage
of recent advances in ML in PdM and PsM analytics by utilizing corporate and
operational data to assist operators on the shopfloor. Recurrent Neural Networks
are used for predictive analytics, and Multi-Objective Reinforcement Learning
is used for prescriptive analytics [11].

PsM is also used in the aviation sector finding application in a tire pressure
indicator system, with the goal of lowering operating costs and boosting oper-
ational stability. However, research has been confined to calculating remaining
usable lifespan while ignoring the influence on surrounding processes, changes in
the aims of the associated stakeholders, and so on. The maturity level of the con-
dition monitoring system must be considered when evaluating the potential of a
fault diagnosis and failure prognosis system, including its implications on neigh-
boring maintenance procedures. A PsM strategy is proposed by modeling the
many stakeholders engaged in aircraft and line maintenance operations, as well
as their functional connections. The findings are validated using an automated
condition monitoring system that generates discrete-events and an agent-based
simulation setup based on one-month’s flight plan data [12].

Moreover, the aviation business is under increased competition to reduce
operational costs, while features such as sustainability and customer experi-
ence are critical for differentiating from rivals. Aircraft maintenance accounts
for about 20% of the total cost of airline operations. Consequently, maintenance
providers must reduce their cost fraction and contribute to a more dependable
and sustainable aircraft operation. The primary objective is to reduce costs while
improving aircraft availability. A framework is established for the use case of an
Airbus A320 tire pressure measuring task, allowing the optimization target for
the proposed approach to be adjusted to integrate performance attributes other
than the often used financial indicators [13].

In the PsM use case of a chemical complex system and a cooling water
system, there is the possibility for anomalous operations and an unwanted
increased occurrence of process safety events. A study proposes a multi-feature
based paradigm for process control that is safety-aware, maintenance-aware, and
disruption-aware. For fault detection, it employs ensemble classification using
ML classifiers. Also, mixed integer nonlinear programming for integrated safety-
aware production and maintenance scheduling, and hybrid multi-feature model
predictive control for fault-tolerant set point tracking. In terms of fault detection
accuracy, sensitivity, and specificity, the findings reveal that the ensemble clas-
sifier beats the individual classifiers. The designed controllers can alter control
actions based on process disruption data [14].

The high equipment intensity and complexity of semiconductor manufactur-
ing processes results in severe facility availability requirements in this competi-
tive sector. A conceptual approach that enables PsM in the use case of etching
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equipment for semiconductor production addresses such issues. ML methods
forecast time-to-failure periods, whereas Bayesian Networks identify the core
cause of a malfunction. When these procedures are combined, prescriptions
for maintenance planning routines are generated, while system availability is
increased [15].

PsM is also used in protective coating systems against steel corrosion for
tower components of big onshore wind turbines. The inspection, condition mon-
itoring, and maintenance of such systems is an intensive and time-consuming
task that necessitates a significant amount of human labor. The notion of a dig-
ital twin is introduced, with the initial guiding principle being an on-site virtual
twin for producing reference regions for condition monitoring. The integration of
an online picture annotation and processing tool, a maintenance strategy, cor-
rosive resistance characteristics, structural load indicators, and sensor data is
described in this study [16].

The state of the art in PsM finds applications in a variety of use cases.
These include, but are not limited to energy sector and electric utilities, IoT and
sensors, railway networks and circuit tracking, Industry 4.0 with deterioration,
aging and equipment downtime, steel industry operations, aviation and the tire
pressure measuring task, chemical complex systems with water cooling systems,
semiconductor etching equipment and protective coating systems.

3 Framework Proposal

This section proposes a framework for prescriptive maintenance in proactive
buildings, as depicted in Fig. 1. It consists of three main components, i) the IoT
data storage that gathers all IoT device data into a central database, ii) a decision
support system that implements the prescriptive maintenance engine, anomaly
detection, failure diagnosis and suggests prescriptions and iii) the knowledge
extraction that handles the graphical user interface of the proposed framework
offering functionalities, such as device health monitoring, options for mainte-
nance and maintenance scheduling.

3.1 Data Warehousing

The proposed approach will be implemented in various and heterogeneous build-
ings situated in four European countries: Greece, Spain, Germany and the
Netherlands. The provided datasets will vary based on the actual, historical or
forecasted [17] user energy habits, activities and also the climate. Indicatively,
different climate zones result in different heating, cooling or ventilation systems
and technologies.

Specifically, in Greece and Spain, due to high temperatures during the
summer, Air Conditioning (AC) or Heating, Ventilation and Air Conditioning
(HVAC) systems are more likely to exist compared to Germany and Netherlands.
Furthermore, there are buildings that have a central heating system (e.g., central
heat pump), while others have a heating system per apartment. A summary of
the data that will be used is presented in Table 1.
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Fig. 1. Overview of framework architecture

3.2 Anomaly Detection

Anomalies are identified by detecting uncommon observations that differ consid-
erably from the given dataset [18]. Recognizing non-standard device behavior is
seen as a major duty in the energy business. Small-scale residential and industrial
environments can benefit from anomaly detection on device condition, mainte-
nance needs, and unavailability, which can lead to lower infrastructure costs.

Furthermore, anomaly detection is widely used in data pre-processing [19] to
remove outliers from records. This is a procedure that is being carried out for
a variety of reasons. For example, once anomalies are eliminated, data metrics,
such as the mean and standard deviation become more accurate, but also data
presentation may be improved. When implementing a supervised learning task,
removing anomalous data usually results in a statistically significant increase in
accuracy. Anomalies are typically the most essential findings to be uncovered in
IoT [20].

There are numerous methods for detecting irregularities in a number of
application scenarios, including prescriptive appliance maintenance. These may
include machine and deep learning approaches such as Support Vector Machine
(SVM), Convolutional Neural Networks (CNN), Long Short Term Memory Net-
works (LSTM), CNN-autoencoder, LSTM-autoencoder and more as well as their
respective outcomes measured using a variety of common metrics such as Preci-
sion, Recall, F1 Score and more.
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Table 1. Overview of the data warehousing

Greece Spain Germany Netherlands

Building structure Concrete Concrete Brick Brick

Domestic hot water Solar system

combined with

electricity

Decentralized-

local electric

boiler or heat

pump

Centralized from

the building boiler

room

Decentralized-local

electric boiler or heat

pump

Infrastructure Electricity,

heating, water

system, internet

and cable

Electricity, water

system, central

heating system,

HVAC, internet

and cable

Electricity,

heating, water

system, internet

and cable

Electricity, heating,

water, internet and

cable

Home appliances Television, fridge,

AC, water heater,

oven, microwave,

washing machine,

dishwasher and

dryer

Television, fridge,

electric water

heater, oven,

stove, HVAC

splits, dish

washer, washing

machine and dryer

Television, fridge,

electric stove,

washing machine

Fridge, electric heater,

electric oven, washing

machine and dryer

Electrical vehicle Two charging

spots for electric

vehicles

N/A N/A N/A

3.3 Failure Diagnosis and Prescriptions

Initially, an error is recognized in the device’s regular behavior as a result of a
specific problem. This error is classified to specific faults through a diagnostics
process and then prescriptions are sent to the user. Such failures and recom-
mended prescriptions are indicatively presented for widely-used home appliances
(Table 2). The devices include faults (diagnosis) and course of action (prescrip-
tions) for common household appliances like the fridge, the washing machine
and the AC.

3.4 Knowledge Extraction

Knowledge extraction comes as a software-as-a-service implementation fostered
by a graphical user interface that offers the following services. i) Device health
monitoring, ii) device-specific options for maintenance, and iii) maintenance
schedule monitoring. Generally, Knowledge Extraction and Application (KEA)
methods intend to analyze all gathered information, data, models and methods
to facilitate the decision making. KEA improves all available information and
data by contextualizing information and knowledge. The result is an automated
maintenance for proactive buildings. Taking into consideration infrastructures’
current and historical information is the first step towards knowledge extraction.

Having a record of the devices’ normal consumption pattern and behaviour
under certain circumstances will facilitate detecting any anomalies and diag-
nosing any potential health device problems. Device health monitoring intends
to keep a check on the devices behaviour and performance while detecting any
perplexing motifs. Consequently, home appliances and devices are meant to con-
stantly operate and perform well over the years. Proper devices’ maintenance
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Table 2. Failure diagnosis and prescriptions for widely-used home appliances

Device Diagnosis Prescription

Fridge - Freezer is not cold enough
- Unit is cycling too often
- Frost buildup
- Refrigerator is freezing
food

- Check compressor and clean any
dust
- Set the temperature higher or
remove the dust buildup or debris
around the condenser coils
- Inspect the damper door for air
leakage
- Replace the thermostat

Washing machine - Washing machine moves
around
- Washing machine is noisy
- Draining issues/Washing
machine does not fill with
water

- Level washing machine to the
ground, check suspension rods
- Remove items from the washing
drum or contact a technician
- Check the filter for blockages
- Locate the hoses and check for
blockages or kinks

AC - Refrigerant leaks
- Low performance
- Cycle constantly or
behave erratically
- Drainage issues

- Contact a technician
- Contact a technician for mainte-
nance
- Thermostat sensor problem
- Check the condensate drain and
clean it

will help the devices to extend their life-span. As a result, device-specific options
for maintenance will alert the owner to take immediate actions that will main-
tain a smooth operation. Finally, a report about scheduled maintenance ensures
that periodic maintenance actions will occur.

4 Conclusion

In reality, PsM is even more proactive than PdM. PdM forecasts when a failure
is likely to occur so that repair may be scheduled ahead of time. PsM seeks to
prevent particular types of failure completely. This paper investigates the state
of the art in PsM reporting on multi-domain use cases and conceives a theoretical
framework that enables PsM for proactive buildings that may also be considered
as microgrids [21].

This work sets the grounds for the deployment and operation of proactive
residential buildings. It will implement and test a prescriptive and proactive
building energy management system that will learn and will be self-managed,
-monitored and -optimized regarding the building operation. This research will
focus on delivering supervised and unsupervised ML technologies capable of
detecting and predicting the potential malfunctions in the building appliances,
and to recommend appropriate actions.
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At the current status of framework implementation limitations can be
attributed to the fact that this research does not consider data granularity [22]
due to the absence of open data sources for experimenting with the conceived
approach. The absence of such details renders the conception of the PsM frame-
work for proactive buildings, a theoretical approach. Therefore, an analytical
and comparative analysis regarding the options of open dataset is not possi-
ble. Also, appropriate data gathering and extraction of features are beneficial in
enhancing algorithm performance for classic ML algorithms, however for Deep
Learning algorithms, deeper network architecture and larger dimensional feature
vectors are more essential for achieving better metric evaluation scores.

PsM can detect capital expenditure requirements considerably sooner than
human perception would. PsM tools, for example, can act as a digital testing
environment, particularly when combined with a digital twin architecture, allow-
ing the consequences of adding or replacing equipment to be simulated before
making a purchase. This enables asset managers to arrange purchases and acqui-
sitions more intelligently, decreasing both appliance downtime and operational
expenses.

To sum up, this paper acts a as concrete baseline for experimenting with
real data for generating prescriptions for proactive buildings. The main outcome
of this work conceptualizes a theoretical framework as a PsM tool that enables
building pro-activeness. It poses as a generic solution when engaging in PsM and
considering building assets. The aim is to improve this study investigating the
following aspects.

– Continue tracking the growth of PsM and analytics with a focus on household
appliances. Improve the implement the conceived PsM framework by address-
ing constraints and extending our understanding of the data granularity, that
is necessary for more informed prescriptions.

– Improve the proposed PsM framework by further automating the process of
outputting prescriptions so that it may function as a stand-alone program
with only the necessary input datasets.

– Examine and integrate environmental Key Point Indicators (KPIs) such as
energy bills, water bills, purchase records, emissions to air, emissions to water,
emissions to land, and resource usage while offering appliance prescriptions.

– Elevate the proposed PsM framework’s business viewpoint by addressing
additional practical applications as well as expanding the evaluation to small
scale industrial setups.
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Abstract. The transition from traditional dispatchable generation units
to intermittent supply from renewable energy sources, as well as the con-
tinuous rise in energy demand, partially due to the growing popularity
of electric vehicles (EVs), has sparked an upsurge in research interest
for energy related forecasting in recent decades. The heavy reliance on
weather conditions adds unpredictability in energy generation, resulting
in fluctuations in the electricity system and, as a result, in electricity
prices. Therefore, in order to support more efficient energy management,
high-quality forecasts are required not just for energy demand and gen-
eration, but also for energy market prices. While most approaches aim
to achieve point forecasts for the energy market prices, a probabilistic
forecast approach could further assist the decision making process. This
paper proposes a lightweight forecasting model for accurate multi-step
forecasts of day-ahead and intra-day prices of the UK electricity market,
while providing different quantiles of the forecast in order to estimate the
potential uncertainty of price forecasts. The methodology focuses heav-
ily on the feature engineering step by utilizing features extracted from
numerical weather values, load and generation forecasts of the respec-
tive region, temporal features and historical values of day-ahead and
intra-day prices. Furthermore, new metrics for evaluating the forecasted
quantile intervals are introduced and defined in the analysis, in addition
to the commonly used evaluation metrics implemented in time series
forecasting.

Keywords: Electricity price forecast · Time series forecasting ·
Probabilistic forecast · Quantiles forecasting · Feature engineering

1 Introduction

Electricity, transportation and heating are some of the most vital needs of
humanity and their fulfillment is of vital importance. Thus, the economic process
is highly dependent on the energy sources. Since the beginning of the century
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a significant rise in the energy demand has been observed [1]. Additionally, the
conventional energy resources, such as oil, coal, and natural gas, are starting to
be depleted [2]. Finally, due to high CO2 emissions, the aforementioned resources
can cause certain environmental issues [3]. These three reasons have led stake-
holders of the energy sector to explore more sustainable and environmentally
friendly resources, which has boosted the focus on renewable energy research [4].

The transition from conventional energy sources to renewables that was
observed in the electricity system, has inevitably affected the energy market,
which introduced different kinds of markets that assist in facilitating more effi-
cient generation and demand-side management [5].

Despite the large increase in investment and consumption of renewable energy
sources, there is still a strong obstacle to almost all renewable energy holdings.
This obstacle is the uncertainty of source supply. Renewable energy sources
show significant sporadicity, variability, and randomness. The former, not only
threatens the stability and reliability of these power plants, and inevitably the
stability of the electricity grid but also, introduces uncertainties in energy market
prices. As a result, precise energy market forecasting, as well as generation and
demand forecasting, has become necessary for a dispatcher to optimally plan the
energy related transactions, making the most profitable decisions [6].

While in most energy related forecasting problems, point predictions could
be considered adequate for the optimal dispatch of the assets, in energy market
forecasting, a probabilistic approach could further assist the decision making pro-
cess. Therefore, in this paper, we propose a lightweight machine learning based
model that provides quantile forecasts for energy price data. More specifically,
forecasts are going to be made for the two main price values in EU electricity
wholesale markets, the day-ahead price and the intra-day price.

The day-ahead market refers to the bidding process that occurs on day X,
during which stakeholders commit to selling or buying particular amounts of
power at each hour of day X+1. The price of energy is not established at the
moment of bidding, but rather after all of the bids from energy generators have
been released. The amount of energy that each participant sells or buys, as well
as the price of power, are the results of the day-ahead market mechanism.

The day-ahead market bids submitted by each participant have a high level
of variability, due to the unpredictable nature of renewable energy sources, as
mentioned previously. To address this issue and provide more accurate price
forecasts, the intra-day market was established as a complement to the day-
ahead market. Participants can make adjustments in the transaction of energy
that are committed from the day-ahead process closer to the actual time of
energy delivery using this mechanism, and thus have more certain information
about the availability of assets and needs.

2 Related Work

There is limited literature review regarding the probabilistic electricity price
forecasting. Achieving an accurate point forecast can provide a solid foundation
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for flexible investment decisions, but does not take into account the possibility
of extreme events, which can have huge implications for the business as a whole.
In recent years, the topic of probabilistic electricity price forecasting research
received a lot of attention. By quantifying the development of published papers
from the first related article written in 2003 [7] until the year 2016, [8] was able
to demonstrate this trend in detail

Some researchers have sought to address this problem in the past by evaluat-
ing and modeling the variance. Zhao used a heteroscedastic and non-linear model
to compute the prediction intervals (PIs) for electricity prices in [9]. Zhao, in par-
ticular, provides a statistical forecasting model for SVM that explicitly models
the mean and the variance of electricity models. Similar approach was proposed
by [10], where a hybrid approach is used to construct the prediction intervals
with a two-stage formulation. The first step includes the estimation of point
forecasts based on an extreme learning machine (ELM) model, while the second
step involves assessing model uncertainty and noise variance using a bootstrap
approach and the maximum likelihood method, respectively. The bootstrap and
ELM method of generating PIs has also been employed in other studies. For
example, Chen et al. [11] use the same technique to construct half-hourly point
and interval forecasts in the Australian energy market. Also, Rafiei et al. [12]
uses a hybrid approach for probabilistic electricity price forecasting based on the
concept of bootstrap. A two-layer neural network is developed using the clonal
selection algorithm and extreme machine learning (ELM). A decomposition of
the time series is performed prior to the application of the model to partition
the time series into one approximation and three details series. Each of the is
fitted with a neural network, and the bootstrap is used to estimate the model
uncertainty. The data uncertainty for the aggregated series is then assessed using
the bootstrap approach one more.

However, it has been proven that focusing on specific moments of the dis-
tribution, particularly the mean and variance, is insufficient on its own. Hence,
modeling the whole-time dependent distribution function of prices was consid-
ered as an alternative solution to this problem. One of the most common app-
roach is to construct PIs utilizing the quantile regression. The authors in [13,14]
use the notion of quantile regression and a pool of point forecasts generated
by averaging individual models to achieve better results in the context of inter-
val forecasts of electricity prices resulting to a Quantile Regression Averaging
(QRA) model. The previous approach is extended in [15] by extracting important
information from all the individual models using Principal Component Analysis
(PCA) before utilizing quantile regression, whereby the authors refer to as Fac-
tor Quantile Regression Averaging (FQRA). A different approach is suggested
by the authors of [16], that outperforms the two previous methods and is con-
sidered as a regularized variant of QRA. The model utilizes the Least Absolute
Shrinkage and Selection Operator (LASSO) to automate the process of select-
ing the most appropriate regressors, resulting in much better results in terms of
profitability during energy trading activities.
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3 Methodology

The adopted forecasting framework is described in detail in this section. Multi-
step forecasts were produced for both day-ahead and intra-day price forecasting,
and more specifically, an individual forecast for each horizon of the entire day
(day-ahead forecasts). The general methodology can be separated into four main
steps, as shown in Fig. 1. The data was acquired from the online electricity price
service offered by ELEXON [17]. Following data collection, missing values were
addressed and handled accordingly, either by removing them or by utilizing inter-
polation techniques. The next step is the implementation of feature engineering
techniques and the training of machine learning algorithms. Finally, the model’s
forecasting results are then assessed using the appropriate error metrics.

Fig. 1. Forecasting methodology flowchart

3.1 Forecasting Strategy and Feature Creation

Our approach is heavily centered in the feature engineering aspect of time series
forecasting. For the multi-step point forecasting separate models were developed
for each time-step of the forecast horizon, based on the approach described in
[18], as seen in Fig. 2. In addition to the traditional model’s mean point forecasts,
three different quantiles are predicted, namely the 0.05 quantile, which is the
lower limit of the interval, the 0.95 quantile which is the upper limit of interval,
and the 0.5 quantile that corresponds to median of the interval. Hence, for each
time-step four models are created, and for the whole day ahead horizon 96 models
are created, when the data set is in hourly resolution, 24 for each of the four
predictions.

There are three main categories that can separate the features used for energy
forecasting, namely the historical energy price values, additional external fea-
tures, and cyclical temporal features to capture time-series periodicity.

More specifically, we utilize the historical energy market prices values within
a previously determined time range, referred to as history. As a result, in order
to anticipate the t + 1 price, the models use historical load values from t through
t-(history-1) time-steps. The history of the forecasting models of our approach
is set to 24 h. More details for the energy market prices datasets are provided in
Sect. 4.
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The additional features consist of day-ahead generation and load forecasts
and aggregated numerical weather values for the region of UK. The day ahead
generation and load forecasts were retrieved from the online service of ENTSO-E
[19]. They describe the total energy demand and energy generation predictions
for the entire UK region.

Fig. 2. Energy market price forecasting strategy

The aggregated numerical weather measurements are retrieved through the
online weather data service Meteostat [20]. Meteostat is a public API that pro-
vide different weather measurements from the majority of the meteorological
stations around the globe. In our approach, several weather measurements were
received from the weather stations in the UK and their average was computed
and used as a feature. The weather measurements that we used in this paper are
temperature, dew point, relative humidity, total precipitation, wind direction,
average wind speed, and finally sea-level air pressure.

3.2 Prediction Models

In our approach we decide to utilize common machine learning models, and more
specifically tree based models, namely Random Forest Regressor (RF), Gradient
Boosting Regressor (GBR), Light Gradient Boosting Machine (lightGBM), and
Extra Trees Regressor. The selected models offer highly accurate results, without
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the need for a large dataset or data scaling [21]. In addition, as compared to deep
learning models, their training and testing time is negligible. Lastly, these models
offer easy to implement quantile predictions, either in their implementation in
sklearn [22] library or in sklearn quantile [23] library.

Grid search was conducted in order to tune the hyper-parameters of
the models to achieve the most accurate results. More specifically, for Ran-
dom Forest and Extra Trees Regressor and the hyper-parameters were set
to n estimators = 100 and max depth = 9, for Gradient Boosting Regressor
n estimators = 100, max features = auto and max depth = 8 and finally, for Light
GBM the hyper-parameters that we tuned were n estimators = 100, num leaves
= 64, max depth = -1, n jobs = -1.

3.3 Evaluation Metrics

For the evaluation of the mean and median point results the most common
evaluation metrics used in time series forecasting were utilized. More specif-
ically, there are four distinct metrics utilized for the evaluation of the exist-
ing approaches, namely Mean Absolute Error (MAE) or Mean Absolute Devia-
tion (MAD), Root Mean Square Error (RMSE), symmetric Mean Square Error
(sMAPE) and MAD/Mean Ratio. Although, MAE and RMSE are the most
commonly used and accepted metrics for regression problems, to consider them
qualitatively significant, they must be compared to the data set mean and stan-
dard deviation. For easier interpretation of the results, percentage metrics, such
as sMAPE and MAD/Mean Ratio are utilized that describe the absolute dif-
ference of the predicted and actual values divided by the absolute sum of their
values and MAD metric divided by the arithmetical average of the observations
respectively [24].

In order to evaluate the accuracy of the prediction interval, there are two
factors that need to be examined. Initially, the target must be inside the limits
of the forecasted intervals, thus the evaluation metric In Bounds was defined
to showcase the percentage of the real values that fall within the intervals. By
making the limits wide, the In Bounds metric can easily be very high, although
the results is not the optimal. Thus, there is a need for metrics that highlight
the error of the interval. In this approach the MAE of the upper and lower
limit is utilized, together with the MAE of the interval, that corresponds to the
average of the limit errors. Additionally, violin plots are provided to showcase
the absolute error for each value.

4 Experimental Dataset

The two datasets used for our approach for quantile energy market was retrieved
from Elexon API [17]. The datasets correspond to day-ahead and intra-day
energy prices for the UK between 2021-01-04 and 2021-06-14. The measurement
unit of the datasets is e/MWh and the time resolution was set on a hourly basis.
Table 1 provides useful information about the two datasets and Fig. 3 provide
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indicative plots for the datasets. The two datasets were relatively clean, with
some missing values that were filled using linear interpolation.

Table 1. Day-ahead and intra-day price data information.

Day-ahead price Intra-day price

Count 3888 3888

Mean 72.76 63.76

Std. deviation 38.49 27.63

Min 2.24 -40.30

Max 1192.33 369.51

Start date 2021-01-04 2021-01-04

End date 2021-06-14 2021-06-14

The additional data used as features in our approach, namely day ahead load
and generation forecasts, and average weather values, correspond to the same
time period and also have the same resolution.

Fig. 3. Day-ahead price (upper) and intra-day price (lower) datasets example plots.
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5 Results

As noted in Sect. 3.3, the review method for both day-ahead and intra-day price
forecasts was divided into two stages. To begin, the aforementioned metrics were
used to assess the mean and median results, as well as the training and testing
execution time for each model. Violin plots were used to visualize the inaccuracies
when evaluating the quantiles and intervals. The tables and figures required to
demonstrate the accuracy of our findings are provided in the following sections.

5.1 Day-Ahead Price Results

In Table 2 we can observe the metrics for the predictions of the simple model
that computes the mean value and the model that predicts the 0.5 quantile or
median. Generally, the results of the selected tree-based models can be character-
ized adequate, with the best performing model being the Extra Tree Regressor,
with Light Gradient Boosting Regressor and Random Forest Regressor also per-
forming well. Furthermore, the required training time of the models is quite
short, with the slowest model having a training and testing time of less than
ten minutes. LightGBM was the fastest model, delivering results in under two
minutes.

Table 2. Day-ahead price median and mean results.

Models MAE (e/MWh) RMSE (e/MWh) MMR (%) sMAPE (%) Time (s)

RF Median metrics 8.59 11.46 18.4 9.55 386.93

Mean metrics 8.69 11.86 10.37 5.34

GBR Median metrics 8.84 11.73 19.09 9.86 570.8

Mean metrics 8.64 11.99 10.3 5.31

LightGBM Median metrics 8.57 11.35 19.19 9.86 93.17

Mean metrics 8.59 11.32 10.24 5.44

Extra Trees Median metrics 9.15 12.21 17.93 9.35 142.69

Mean metrics 8.3 11.34 9.9 5.18

In Fig. 4 there is an example plot of the day ahead price predictions provided
by the Extra Trees Regressor. The grey area correspond to the prediction inter-
val, with 0.05 and 0.95 quantile being its limits. From this figure, it is easy to
first visualize the results of our experimentation.

Table 3 displays the performance of the forecasted quantiles in terms of the
evaluation metrics. It can be observed that the highest In Bounds metric can be
achieved by Extra Trees Regressor; however, GBR and LightGBM achieved lower
quantiles and interval errors, indicating that they were able to make accurate
prediction intervals without increasing the interval limits.

The violin plots in Fig. 5 demonstrate the absolute errors over the whole
test set. We can see that the models have mostly low absolute errors, with the
exception of the absolute error of the 0.95 quantile, which is the upper limit of
the interval. The violin plots are a convenient way to visualize the errors in the
test set and focus on the models that need further improvement.
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Fig. 4. Extra Trees Regressor day-ahead price quantile predictions example plot.

Table 3. Day-ahead price quantile metrics.

Models In Bounds (%) MAE (e/MWh)

0.05 quant 0.95 quant Interval Median Mean

RF 92.5 22.2 28.48 25.34 8.59 8.69

GBR 80.5 26.6 13.81 20.21 8.84 8.64

LightGBM 80.75 21.52 18.8 20.16 8.57 8.59

Extra Trees 95.0 25.59 27.16 26.38 9.15 8.3

Fig. 5. Extra Trees Regressor day-ahead price quantile error violin plots.

5.2 Intra-day Price Results

LightGBM produced the best and fastest results for intra-day price forecasts,
with Extra Trees Regressor also performing well. In Table 4 the final results of all
the models are displayed for intra-day price forecasting, and in Fig. 6 an example
plot is shown of the intra-day price predictions using LightGBM.
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Table 4. Intra-day price median and mean results.

Models MAE (e/MWh) RMSE (e/MWh) MMR (%) sMAPE (%) Time (s)

RF Median metrics 12.18 16.69 21.7 11.73 363.9

Mean metrics 12.15 16.79 16.72 9.36

GBR Median metrics 11.83 16.24 21.17 11.41 559.29

Mean metrics 12.52 17.75 17.23 9.49

LightGBM Median metrics 11.33 15.76 21.63 11.47 85.21

Mean metrics 11.41 15.79 15.71 8.8

Extra Trees Median metrics 12.33 16.41 22.05 12.03 146.0

Mean metrics 11.89 15.9 16.36 9.24

Fig. 6. Light Gradient boosting Machine intra-day price quantile predictions example
plot.

For interval evaluation Table 5 shows that the best In Bounds metric is
achieved by Extra Trees Regressor. Although LightGBM has the lowest In
Bounds metric, the MAE of the quantiles is significantly lower, meaning that
it produced narrower intervals, closer to the actual values of intra-day prices.
The overall absolute errors of the LightGBM can be observed in Fig. 7.

Table 5. Intra-day price quantile metrics

Models In bounds (%) MAE (e/MWh)

0.05 quant 0.95 quant Interval Median Mean

RF 87.875 31.94 26.70 28.77 12.18 12.15

GBR 78.25 26.91 17.04 21.98 11.82 12.51

LightGBM 75.88 22.55 17.01 19.78 11.33 11.41

Extra Trees 91.25 30.25 23.77 27.01 12.33 11.89
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Fig. 7. LightGBM intra-day price quantile error violin plots.

6 Conclusion and Future Work

In our approach we presented simple and lightweight models for probabilistic
quantile forecasting of energy market prices, which are heavily depended to the
feature extraction techniques. Moreover, we provided a simple explanatory way
to evaluate the intervals of our prediction, using the In Bounds metric together
with MAE metrics for the interval and its limits, and violin plots to showcase
the absolute error in all the data on our test sets.

The tree-based models performed adequately, without the need of a large
dataset, in predicting all the requested values, namely the mean, median and
0.05 and 0.95 quantiles, in the 24-time-step ahead forecasting. In addition, a
significant benefit of tree-based models is their short training period, which was
highlighted in our study.

For future work, the experimentation in other machine learning and deep
learning models for quantile forecasting could be beneficial. Our approach uti-
lizes a plethora of features for energy market forecasting, but there are also more
features to explore that could have a major impact on our results, namely the
prices of gas or petrol in the UK, the day-ahead electricity generation from only
renewable energy sources, numerical weather predictions, and more. Further-
more, the probability forecasting could provide an even richer information than
the quantile forecasting, giving decision making tools the opportunity to make
even more profitable decisions. Finally, different models could be utilized for the
predictions of the interval’s limits and the mean and median values, depending
on the results of the experimentation.
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Mining Humanistic Data Workshop

The abundance of available data, which is retrieved from or is related to the areas of
Humanities and the human condition, challenges the research community in processing
and analyzing it. The aim is two-fold: on the one hand, to extract knowledge that will
help to understand human behavior, creativity, way of thinking, reasoning, learning,
decision making, socializing and even biological processes; on the other hand, to
exploit the extracted knowledge by incorporating it into intelligent systems that will
support humans in their everyday activities.

The nature of humanistic data can be multimodal, semantically heterogeneous,
dynamic, time and space-dependent, as well as highly complicated. Translating
humanistic information, e.g. behavior, state of mind, artistic creation, linguistic utter-
ance, learning and genomic information into numerical or categorical low-level data, is
considered a significant challenge on its own. New techniques, appropriate to deal with
this type of data, need to be proposed whereas existing ones must be adapted to its
special characteristics.

The workshop aims to bring together interdisciplinary approaches that focus on the
application of innovative as well as existing data matching, fusion and mining as well
as knowledge discovery and management techniques (like decision rules, decision
trees, association rules, ontologies and alignments, clustering, filtering, learning,
classifier systems, neural networks, support vector machines, preprocessing, post
processing, feature selection, visualization techniques, random sampling techniques for
big data analysis) to data derived from all areas of Humanistic Sciences, e.g. linguistic,
historical, behavioral, psychological, artistic, musical, educational, social, etc., Ubiq-
uitous Computing as well as Bioinformatics.

Ubiquitous Computing applications (aka Pervasive Computing, Mobile Comput-
ing, Ambient Intelligence, etc.) collect large volumes of usually heterogeneous data in
order to effect adaptation, learning and in general context awareness. Data matching,
fusion and mining techniques are necessary to ensure human centered application
functionality.

An important aspect of humanistic centers consists of managing, processing and
computationally analyzing Biological and Biomedical data. Hence, one of the aims of
this Workshop will be also to attract researchers that are interested in designing,
developing and applying efficient data and text mining techniques for discovering the
underlying knowledge existing in biomedical data, such as sequences, gene expressions
and pathways.
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Abstract. Markov Chain Monte Carlo techniques are used to generate
samples that closely approximate a given multivariate probability dis-
tribution, with the function not having to be normalised in the case of
certain algorithms such as Metropolis-Hastings. As with other Monte
Carlo techniques, MCMC employs repeated random sampling to exploit
the law of large numbers. Samples are generated by running a Markov
Chain, which is created such that its stationary distribution follows the
input function, for which a proposal distribution is used. This approach
may be used for optimization tasks, for approximating solutions to non-
deterministic polynomial time problems, for estimating integrals using
importance sampling, and for cryptographic decoding. This paper serves
as an introduction to the MCMC techniques and some of its applications.

Keywords: Metropolis-hastings · Markov Chains · Monte Carlo ·
MCMC methods · Gibbs sampling · Rejection sampling · Bayesian
statistics

1 Introduction

Sampling across distributions is a significant concept in statistics, probability,
systems engineering, and other fields that make use of stochastic models ([2,8,
11,20,21]). Although sampling has long history, modern methods such as event
detection and pattern recognition often rely to reservoir sampling methods as in
[15] whereabouts the elements derived from a data stream are placed within a
reservoir for further processing. Sampling from a multidimensional distribution
is required for a variety of purposes, most notably to estimate sums and to
approximate integrals that are highly insoluble analytically. However, typical
sampling techniques such as rejection sampling are inadequate for this task, since
they do not scale well with increasing dimensions, as the state space expands
exponentially and hence rejection rates increase. Markov Chain Monte Carlo
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(MCMC) techniques may be employed, given that their advanced variants are
ideally suited for sampling from high-dimensional space. A brief introduction to
MCMC methods is provided here to familiarise readers with the concept.

Moreover, an introduction to the mathematical underpinnings of Markov
Chains is provided in order to aid in the comprehension of MCMC techniques.
Following that, the fundamental concept behind Monte Carlo techniques is
described. Based on this foundation, these two fundamental principles may be
merged to form MCMC, with a particular emphasis on the popular Metropolis-
Hastings algorithm (MH) [4] and the specific case of Gibbs sampling [7]. Fol-
lowing that, various elements such as parameter adjustment and convergence
measurement are covered.

Finally, applications of these techniques are shown and described in further
detail. It is feasible to decrypt encrypted documents [3], optimize functions [17],
estimate integrals using generalized liner mixed models [22], and discover approx-
imate solutions to non-deterministic polynomial-time (NP) hard problems using
the Metropolis-Hastings algorithm [23].

2 Markov Chains

Stochastic processes are a series of random variables (Xt)t∈T , that describe the
states of a potentially infinitely vast state space S of a system at various points
in time t. Only discrete time steps are considered in this case, hence t ∈ N0.

Xt-1 Xt Xt+1

Fig. 1. A random variable Xt only depends on its immediate predecessor Xt−1, not
on any others. With this Markov property, the structure of the dependence graph
resembles a chain, hence the name Markov Chain.

Markov Chains are used to simulate stochastic processes in which the state
of the next time step is determined by a small number of prior time steps. Only
the final one is relevant in this paper, as seen in Fig. 1. The manner in which
that condition was attained has no bearing on the subsequent state. This lack
of memory in stochastic systems is often referred to as the Markov property:

∀t ∈ N0,∀i, j, k, . . . ∈ S :

Pr [Xt+1 = j | Xt = i,Xt−1 = k, . . .] = Pr [Xt+1 = j | Xt = i] (1)

A Markov Chain is composed of a collection of states S, a start distribution
q(0), and the accompanying transition probabilities pi,j = Pr [Xt+1 = j | Xt = i]
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from one state to the next at a time step of t. Take note that transition proba-
bilities are independent of time t in this case, implying that temporal invariance
is true:

∀t, t′ ∈ N0 : Pr [Xt+1 = j | Xt = i] = Pr [Xt′+1 = j | Xt′ = i] (2)

At each time step t, the stochastic process may be in just one state, which
does not have to be known. Thus, the distribution q(t) is introduced as a measure
of probability for states, where q

(t)
i is the likelihood that the stochastic process

is in state i ∈ S at time step t:

q
(t)
i = Pr [Xt = i] (3)

Thus, to satisfy the conditions for a probability distribution, ∀i ∈ S,∀t ∈
N0 : q

(t)
i ≥ 0 and Σ

i∈Sq
(t)
i

= 1, or
∫

i∈S
q
(t)
i di = 1, respectively. For the sake of

simplicity, the following computations will disregard the scenario when S is not
finite. Analogously, the continuous case follows.

Thus, assuming S is finite, the transition probabilities between states i and j
may be expressed as a matrix P := (pi,j) and the distributions as vectors q(t) =(
q
(t)
1 . . . q

(t)
n

)
∈ R

|S|. As a result, the probabilities for the next state may be

determined using the current probabilities q
(t)
i and the transition probabilities

pi,j :

q
(t+1)
j = Pr [Xt+1 = j]

= Σi∈S Pr [Xt+1 = j | Xt = i] × Pr [Xt = i]

= Σi∈Spi,j × q
(t)
i

(4)

Equivalently this can be expressed using Matrix notation: q(t+1) = q(t) × P .
Distributions π, which do not change after another iteration, are called sta-

tionary distributions: π = q(t+1) = q(t) or π = π × P .
If it is feasible to transition from any state to any (other) state, formally

∀(i, j) ∈ S2,∃n ∈ N : p
(n)
i,j > 0, the Markov Chain is said to be irreducible. This

is true if the state graph of the Markov Chain has a high degree of connectivity.
For irreducible Markov Chains a unique stationary distribution π exists.

Another sufficient condition for a unique π is satisfying detailed balance as in [1]:

∀i, j ∈ S : πi × pi,j = πj × pj,i (5)

A state i ∈ S is said to be aperiodic if it is feasible to return to a state i
to it in any arbitrary number of steps after leaving it, as long as the number is
sufficiently big, hence:

∃n0 ∈ N : ∀n ∈ N, n ≥ n0 : p
(n)
ii > 0 (6)

For instance, if a state i has a loop around itself, indicating that pi,i > 0, it
is aperiodic.
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If ∀i ∈ S, i is aperiodic and irreducible, it is said to be ergodic. Regardless of
the initial distribution q(0), an ergodic chain always converges to π. Formally:

lim
t→∞ q(t) = π (7)

a b

c

0.2

0 .4

0 .7

0 .8

0 .6

0 .3

Fig. 2. This is a graphical example of a Markov Chain with three states a, b and c. The
edges are annotated with the transition probabilities. The probabilities of the outgoing
arrows of each state sum up to 1.

An example of a graphical depiction of an ergodic Markov Chain with three
states as nodes and a transition matrix as edges is given in Fig. 2.

P =

⎛

⎝
0.2 0 0.8
0.4 0 0.6
0.7 0.3 0

⎞

⎠

3 Monte Carlo Simulations

Monte Carlo simulations are probabilistic processes that use repeated random
sampling and the law of large numbers to numerically approximate solutions to
complex problems. According to [12], given a random variable X, an ε > 0 and a
δ > 0, the law of large numbers states: If n ≥ Var[X]

εδ2 and X1, · · · ,Xn are random
variables with the same distribution as X,

Pr
[
X1 + · · · ,+Xn

n
− E[X] ≥ δ

]

≤ ε (8)

Thus, for any arbitrarily tiny positive precision and error probability, the
expected value of X may be computed with a large enough n.

A well-known example is the approximation of the circular number π by
sampling n times from a square of uniform distribution with length a. Thus, the
number of samples c contained inside a circle with a radius of a

2 and centred in
the centre of the square is tallied. Pythagoras’ theorem may be used to assess
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if a sample (x, y) is included inside that circle. With the area of the square
Asquare = a2 and the area of the circle Acircle = π × (

a
2

)2, the ratio of the areas
equals the chance that a sample will be in the circle. Hence,

lim
n→∞

c

n
= E

[ c

n

]
= Σn

i=1

Pr[ sample i in the circle ]
n

=
Acircle

Asquare
=

π

4
(9)

Thus, for sufficiently large n (at-least 1000 iterations), we have:

π ≈ 4 × number of samples in circle
total iterations

=: π̂ (10)

The approximation of π is done by counting samples inside the circle. The
result is shown in Fig. 3.

Fig. 3. Approximation of π̂ by counting samples inside the circle. For c = 789 and
n = 1000, π̂ ≈ 3.156.

Monte Carlo techniques may be used with Markov Chains to generate random
samples that adhere to a specified probability distribution p∗. The fundamental
concept behind so-called Markov Chain Monte Carlo (MCMC) approaches is to
construct a Markov Chain with a stationary distribution π that closely approx-
imates the desired probability distribution. Following construction, the Markov
Chain is executed and the visited states (or a portion of them) are returned as
samples. Often, these distributions p∗ are complex, and the procedures for build-
ing them use basic (proposal) distributions, such as a Gaussian or an unitary
distribution [9].
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4 Metropolis-Hastings Algorithm

Metropolis-Hastings algorithm is a Markov chain Monte Carlo (MCMC) method
for obtaining a sequence of random samples from a probability distribution from
which direct sampling is challenging. The Metropolis-Hastings algorithm, which
serves as the foundation for many MCMC approaches, is one prominent method
for creating such a Markov Chain that follows a particular probability distri-
bution. It was first published in 1953 by Metropolis, who used it for computa-
tions in Physics [18] while Hastings introduced it in 1970 as an extension to the
Metropolis algorithm [11].

4.1 Mathematical Underpinnings

Given any function p : R
n → R

+
0 , Metropolis-Hastings delivers samples that

follow the distribution specified by that function [19]. Notably, there is no need
that p has to be normalised, which means that

∫
x∈Ω

p(x)dx = 1 does not have
to hold. The samples continue to conform to the normalised probability dis-
tribution function p∗(x) = p(x)

Z , where Z is the normalising constant, so that
∫

x∈Ω
p(x)
Z dx = 1. Take note that in this situation, x =

(
x1 · · · xn

)
is not a scalar,

but a vector in case of multivariate distributions.
The Markov Chain is produced implicitly since no transition matrix is ever

computed explicitly and the suggested next state x′ and its transition probability
are calculated on demand. Given a state x(t) the algorithm offers a subsequent
state x′ by sampling from a proposal distribution q

(
x′ | x(t)

)
. The proposal

distribution q must assign a probability greater than zero to states in the target
distribution p that has a probability greater than zero. A proposal x′ is accepted
as next state

(
x(t+1) := x′) with probability:

min

(

1,
p (x′) × q

(
x(t) | x′)

p
(
x(t)

) × q (x′ | x)

)

(11)

and discarded otherwise, so that the current state will also be the next state(
x(t+1) := x(t)

)
.

The Metropolis-Hasting pseudo code is described in algorithm 1. The pri-
mary distinction between Hastings and the Metropolis method is that whereas
Metropolis employed only symmetric proposal distributions, Hastings devised
the so-called Hastings adjustment, which allowed for non-symmetric proposal
distributions as well.
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Algorithm 1. Metropolis-Hastings Method
1: Initialize x0

2: for t = 0, 1, 2, . . . do
3: x := x(t)

4: sample x′ ∼ q (x′ | x)

5: acceptance probability α :=
p(x′)·q(x|x′)
p(x)·q(x′|x) r := min(1, α)

6: sample u ∼ U(0, 1), where U is unitary distribution

7: new sample x(t+1) :=

{
x′ if u < r

xt otherwise

8: end for

It can be proven that the resultant stationary distribution follows p∗(x), since
it meets the detailed balancing criterion indicted in equation (5).

This may be readily demonstrated in the situation when x(t) = i and q
suggests a j 	= i as in [1]. The proof of the preceding assumption is as follows:

Pr
[
x(t) = i

] × Pr
[
x(t+1) = j | x(t) = i

]

= Pr
[
x(t) = i

] × Pr
[
j is proposed | x(t) = i

]

×Pr
[
j is accepted | x(t) = i

]

= p∗(i) × q(j | i) × min
(
1, p(j)×q(i|j)

p(i)×q(j|i)
)

= p∗(i) × q(j | i) × min
(
1, p∗(j)×q(i|j)

p∗(i)×q(j|i)
)

= min (p∗(i) × q(j | i), p∗(j) × q(i | j))
= min (p∗(j) × q(i | j), p∗(i) × q(j | i))

= Pr
[
x(t) = j

] × Pr
[
x(t+1) = i | x(t) = j

]

(12)

Additionally, the constructed Markov Chain is irreducible and ergodic, the
resultant distribution is unique, thus convergence to p∗ is granted as in [19].

4.2 Optimizations and Challenges

Typically, as with the original Metropolis method, a symmetrical proposal dis-
tribution q is selected, of q (x′ | x) = q (x | x′) form. Frequently, a Gaussian
distribution with constant or adaptive variance is utilised, centred on x so that:

q (x′ | x) ∼ N (x′ | x,Σ) (13)

The covariance matrix Σ must be optimized to produce acceptable acceptance
rates that are neither too low (which results to a lot of duplicates) nor too
high where the state space is explored very slowly). Murphy suggests aiming for
acceptance rates of between 25% and 40% in [19].

However, the algorithm is not perfect or fine-tuned. Rather of being indepen-
dent, as needed for samples, the states are strongly connected, or auto-correlated.
Depending on the proposal function, states close i are more likely to be sampled
than others. One solution is to return just a sample after every n-th step, which
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is termed thinning. This does not totally cure the issue, but it does reduce the
association. Another issue is that the first samples heavily rely on the starting
condition (or distribution). There is a “burn-in” phase when no samples are
created for the first k steps. Forgetting the starting state assures the distribu-
tion of the Markov Chain is close to the true distribution p∗. For tiny Markov
Chains that meet certain criteria of proximity to the true distribution some k
can be computed. For larger Markov Chains, heuristics are used instead as in
[14]. A trace plot may be made by running many chains. If the plots overlap and
converge, the chain has mingled.

Tuning these parameters n and k is difficult, as there are trade-offs: The
higher they are, the more steps are not considered, so it takes more steps and
therefore time to create samples, which reduces computational efficiency. The
lower they are, the more correlated and therefore of worse quality these samples
are. To get sufficient samples, run numerous chains and sample their states.
Murphy offers three 100.000-step chains, with half discarded and the remainder
sampled. The more dimensions x has, the more likely suggested samples will be
rejected. Bishop suggests picking the Gaussian scale based on the least standard
deviation of each dimension, as seen in Fig. 4.

Fig. 4. A MH two-dimension function (red ellipse). A Gaussian with standard deviation
ρ ∼ σmin is used as proposal distribution to avoid high rejection rates (blue circle) [1].
(Color figure online)

4.3 Gibbs Sampling

Gibbs Sampling, as explained in algorithm 2, is a common specific instance of
MH that should not be overshadowed. The notion is that at each step, one (or
a small subset) of the components i is updated by sampling from everything
except i and replacing it with the most current values. Thus, to update the
first component of x(t), x

(t+1)
1 is sampled from p

(
x

(t+1)
1 | x

(t)
2 , . . . , x

(t)
n

)
. This is

essentially MH, where every proposal is approved since α = 1 is always true [19].
This simplifies the collection of samples, but their auto-correlation is increased.
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Algorithm 2. Gibbs Sampling Method
1: Initialize x0

2: for t = 0, 1, 2, . . . do

3: sample: x
(t+1)
1 ∼ p

(
x
(t+1)
1 | x

(t)
2 , . . . , x

(t)
n

)
4: x

(t+1)
2 ∼ p

(
x
(t+1)
2 | x

(t+1)
1 , x

(t)
3 , . . . , x

(t)
n

) ...

5: x
(t+1)
j ∼ p

(
x
(t+1)
j | x

(t+1)
1 , . . . , x

(t+1)
j−1 , x

(t)
j+1, . . . , x

(t)
n

) ...

6: x
(t+1)
n ∼ p

(
x
(t+1)
n | x

(t+1)
1 , . . . , x

(t+1)
n−1

)
7: end for

5 Applications of MCMC Methods

MCMC methods have big advantages over other sampling methods like rejection
sampling, as they scale well with higher dimensions. Therefore, sampling with
MH has many applications, several of which are be presented in this paper. In
this section the three major applications of MCMC methods we focus on are:
integral estimation, simulated tempering and text decryption.

5.1 Estimation of Integrals

Particularly in Physics, where the Metropolis method originated, many integrals
must be approximated, often with unknown normalisation factors for marginal
likelihood calculations in order to detect gravitational waves [10]. A multidimen-
sional integral may be estimated using Metropolis-Hastings [9]. For example,
estimating the value of the following integral:

s :=
∫

p(x) × f(x)dx = Ep[f(x)] (14)

with p being a normalized probability distribution. Then after using MH to
draw samples x(1), . . . , x(n) from p, s can be estimated by

ŝ =
1
n

n∑

i=1

f
(
x(i)

)
(15)

One can show that the expectation value is the same:

Ep[ŝ] = Ep

[
1
n

Σn
i=1f

(
x(i)

)]

=
1
n

Σn
i=1Ep

[
f

(
x(i)

)]
=

1
n

Σn
i=1s = s (16)

So given only a function g(x) and seeking an estimate for sg :=
∫

g(x)dx, a
factorization g(x) = f(x) × p(x) with p(x) being a valid probability distribution
has to be found. Alternatively, one can sample from any probability distribution
function h(x) and use a technique called importance sampling.



328 C. Karras et al.

As g(x) = h(x) × g(x)
h(x) the estimator can be modified:

ŝg =
1
n

Σn
i=1

g
(
x(i)

)

h
(
x(i)

) (17)

Again, Eh [ŝg] = sg holds. Ideally, h(x) is (up to a scaling factor) similar
to g(x) [9]. This proves to be powerful method for approximating any difficult
integral. To illustrate it, an integral of the two dimensional function

g (x1, x2) = e−x2
1−x2

2 (18)

will be estimated:

s :=
∫

x1∈(0,1),x2∈(0,1)

g (x1, x2) dx1dx2 (19)

For importance sampling, we set:

h (x1, x2) = (2 − x1 − x2) (20)

Note that:
∫

x1∈(0,1),x2∈(0,1)
h (x1, x2) dx1dx2 = 1 and h (x1, x2) > 0 for the

given integral. Thus h is a valid distribution function. Now, MH with a proposal
function q (x′ | x) ∼ N (x′ | x, 0.2) is used to draw 200 to 1000 samples from h.
The algorithm is initialized by sampling from a normal distribution centred at
(0, 0). This achieves an acceptance rate of 35.1% for n = 200 samples and 34.17%
for n = 1000 samples. Using the samples and equation (17), the approximation
results in ŝh ≈ 0.569. This is relatively accurate, as the exact value is s ≈ 0.5677.
A visualization can be found in Figs. 5 and 6. The z-value of a sample x is h(x)
The density of the samples is higher in regions with high h-values and low in the
others, as expected.

Fig. 5. MH on 200 samples. Fig. 6. MH on 1000 samples.
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5.2 Simulated Tempering

However, MH may be utilised to solve optimization issues involving non-convex
functions when a global minimum must be established and conventional gradi-
ent descent algorithms fail because they get caught in one of the several local
minima [19]. To discover the minimum, one would use a distribution that assigns
a high probability to f values that are small. A popular option is the Boltzmann
distribution.

p(x) = e− f(x)
T (21)

Utilizing the Boltzmann distribution here the requirement is to have an
adjustable temperature T . This T value is lowered over time as Metropolis-
Hastings executes the chain using a process called simulated annealing. This
results in decreasing uphill movements over time, increasing the value of the
function. The states converge to the global minimum as the probability of the
chain being in the region with the greatest probabilities increases, without being
trapped in a local minimum. Thus, analogous to physics, although huge motions
are initially permitted to explore the state space, the system “cools down”
and converges. At the conclusion of the random walk, the best x observation
is returned. Once again, the starting temperature and the manner in which T is
lowered are tuneable. Figure 7 shows a representation of various temperatures.

Fig. 7. Plot of the Boltzmann function for a function at a high temperature, where
many areas have high values (left) and a low temperature, where only areas close to
the optimal receive high values (right) [19].

Simulated tempering techniques, such as MH, may be used not just to con-
tinuous functions in R

n, but also to discrete functions. This knowledge may be
used to provide estimates for a given Traveling Salesman Problem (TSP) opti-
mization [16]. TSP searches for the shortest route across a graph that visits each
node precisely once. As a result, the states of this issue are represented by path-
ways across the graph that pass through each node precisely once. The length
of these pathways added into the Boltzmann function is the function supplied
to MH, which is no longer a legitimate probability distribution. Proposals are
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formed by rearranging the order in which two (or more) nodes in a given route
are visited. This heuristic produces reasonable approximations, despite the fact
that there is no optimum solution to the otherwise NP-hard issue.

5.3 Text Decryption

Another notable example of MH is interpreting documents, such as jail prisoners’
secret code [6]. Given a text that has been ciphered by substituting other symbols
Y for the letters S in the underlying text, it is feasible to learn the inverse f of
the cypher function c : S → Y with remarkable accuracy.

By analysing the probabilities of each character y following another x in
commonly used English texts, one may establish a decent estimate of a decode
plausibility of a decipher function. This pre-supposes that the provided text
is comparable to those, i.e. that the same language and proficiency level are
employed. As a result, a transition matrix can be learned:

mx,y = Pr[ next character is y | current character is x] (22)

Using this matrix M, a measure of plausibility for a decipher function f can
be defined as:

Pl(f) =
∏

i

mf(si),f(si+1) (23)

Pl is entered into Algorithm 1 as the probability function. The proposal
f

′
is created from state f by randomly swapping two assignments in f . As a

result, the proposal distribution is symmetrical, and the acceptance probability
decreases to:

min
(

1,
P l (f ′)
Pl(f)

)

(24)

However, there is a difference here: In this MH-walk, the states are possible deci-
pher functions f , so the states are not in R

n, but in the space of all bijective
functions {f : Y → S}. The first f simply allocates a distinct character in S to
each symbol in Y . Within 2000 steps of this run, a sufficiently good deciphering
function f was discovered, where the assignments are no longer often changing,
indicating that the Markov Chain had converged. This is a surprising achieve-
ment, given there are around 40 potential functions in the search space for the
approximately 40 distinct characters found in typical texts (letters, numerals,
spaces, punctuation characters, etc.).

6 Conclusion

MCMC techniques seem to be quite beneficial in a wide variety of applica-
tions. The Metropolis-Hastings algorithm is among the top of the list of great
algorithms of 20th century scientific computing [5], and its versions are critical
for Bayesian statistics and machine learning. Nonetheless, MCMC approaches
are approximate, and as a consequence of unpredictability, variations from the
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proper conclusions are possible. As a result, MCMC should be used sparingly
and only in the absence of better alternatives, as no assurances can be made.
Thus, assuming computing feasibility, this should be favoured over MCMC for
integrals that can be solved analytically. For practical applications, more sophis-
ticated variations of Metropolis-Hastings are employed as indicated in [13], since
they need fewer steps and hence provide better samples, while also being tuned
to avoid numerical difficulties, which are not discussed here. Alternatively, per-
formance may be optimised by dynamically adjusting parameters, particularly
the covariance matrix, without switching the distribution as the parameters vary
over time. Additionally, various changes to Metropolis-Hastings are required for
low correlations in higher dimensions.
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Abstract. With the advances in natural language processing and big data ana-
lytics, the labor market community has introduced the emerging field of Labor
Market Intelligence (LMI). This field aims to design and utilize Artificial Intelli-
gence (AI) algorithms and frameworks to analyze data related to the labor market
information for supporting policy and decision-making. This paper elaborates on
the automatic classification of free-text Web job vacancies on a standard taxon-
omy of occupations. In achieving this, we draw onwell-established approaches for
extracting textual features, which subsequently are employed for trainingmachine
learning algorithms. The training and evaluation of our machine learning models
were performedwith data extracted from online sources, pre-processed, and hand-
annotated following the ISCO taxonomy. The results showed that the proposed
model is very promising. The advantage is its simplicity. After its application to
a relatively small and difficult to clean dataset, it achieved a good accuracy. Fur-
thermore, in this paper we discuss how real-life applications for skill anticipation
and matching could benefit from our approach.

Keywords: Natural language processing · Labor market · ISCO taxonomy
prediction

1 Introduction

In a short period of time, the Internet has evolved into a powerful platform that has
dramatically altered the way people do business and communicate. Even from the advent
of the Internet, labor market stakeholders (including the employers and the job seekers)
have used various online methods to advertise and search for jobs. In turn, this has
led to the accumulation of a huge amount of data related to the labor market and the
skills required. All these have resulted in researchers identifying the Web as a research
platform and a data source, pointing out its value for labor market analysis.
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Due to its nature as a data source, the Web contains a plethora of diverse digital
sources available for extracting various kinds of information. This diversity imposes
the need for the efficient identification of quality data sources. Various sources may be
appropriate for extracting trends related to employer demands, job seekers’ interests,
and hard and soft-skills identification. Some sources can be considered as job-focused
(i.e., EURES, National Public Employment Services Portals, and private sector online
Job portals). In contrast, others can have generic content (i.e., Twitter user interaction
data, YouTube post metadata and content, LinkedIn, etc.) or may have subjective content
related to labor markets such as portals that hold public administrative microdata (i.e.,
ministries or public organizations reports), national statistical office microdata (i.e., data
relevant to skills from statistical surveys, census of the population) and large-scale skills
survey and skills measurement microdata (i.e., public and private organizations beyond
national statistical offices undertake substantial enterprise skills surveys, CV analysis,
etc.).

For extracting meta-information from textual data, natural language processing
approaches have been explored and utilized. To this end, the term “Labor Market Intel-
ligence” (LMI), is referring to the use and design of AI algorithms and frameworks for
Labor Market Data to support decision-making.

In this paper, we describe how the problem of classifying and extracting practical
knowledge from Web Labor Market Data has been addressed and formulated as a Text
Classification problem. More specifically, our research contributes to addressing the
problem of classifying textual data from online job vacancies in the ISCO-08 taxonomy
(ISCO stands for International Standard Classification of Occupations). The remainder
of this paper is structured as follows: Sect. 2 reviews in detail prior work in the areas of
job vacancies data collection from web sources as well as machine learning approaches
applied for text classification. InSect. 3, data collection schemes andpreparationmethods
are described. The methodology of our approach is presented in Sect. 4, while Sect. 5
discusses the implementation and the results. Finally, the concluding remarks of the
paper are summarized in Sect. 6.

2 Related Work

Back in 1957, H. P. Luhn [1] published an article in which the foundations of NLP had
been set. In this article, hewas suggesting automatic system that would be able to classify
documents according to a given topic. Nowadays, Natural Language Processing (NLP)
is a subfield of linguistics, computer science, and artificial intelligence (AI) aiming at
giving machines the ability to read, understand, and deliver meaning. There is a vast
utilization of NLP approaches in various domains such as finance, media, and human
resource. The NLP system needs to understand text, sign, and semantics properly. Since
more than eighty percent of data about an entity are available only in unstructured
form, many methods have been proposed for text and symbol understanding in an NLP
workflow. Suchmethods are speech reorganization, probabilistic languagemodels, word
embedding, and text classification. Text clarification is the process of categorizing the
text into a group of words. Using NLP, text classification can automatically analyze text
and then assign a set of predefined tags or categories based on its context. Overall, NLP
is used for sentiment analysis, topic detection, and language detection, among others.
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Recently, text classification methods have been widely studied in extracting knowl-
edge fromunstructuredonline jobpostings. Job recommendation systemsheavily depend
on robust text classification modules for extracting knowledge related to the occupation
code [2] of a job vacancy. In their work, Lu et.al [3] presented a recommender system for
job seeking and recruiting employing graphmodeling. Shalaby et.al in [4] have proposed
a homogeneous Graph-Based architecture for job recommendation tasks. In [5] and [6]
Boselli and et.al utilized machine learning approaches related to text classification for
job web vacancies classification and other labor market intelligence tasks. Finally, in [7]
the potential to assign occupations to job titles contained in administrative data using
automated, machine-learning approaches was explored.

Bethmann et.al [8] applied Naive Bayes and Bayesian Multinomial to predict occu-
pations from open-ended survey questions on respondents. They estimated correctness
probabilities for every occupation category given the information in the training data. As
labels, they used KldB2010 which is the German occupation code. Their results showed
that in order to classify text relative to occupation correctly, one needs a large sample of
quality data.

Russ Daniel, et.al [9] used Computer-based coding of free-text job descriptions
to identify occupations in epidemiological studies efficiently. They used an ensemble
classifier that automatically assigned SOC codes based on free-text job titles, free-text
tasks, and SIC-1987. In external comparisons of jobs obtained from a case-control study,
the classifier assignments had an overall agreement with expert coders that ranged from
45% at the 6-digit level to 76% at the 2-digit level.

Mukherjee et.al [10] compared the results of several algorithms to determine Stan-
dard Occupational Classification Codes from Job Descriptions in Immigration Petitions.
They showed thatTF-IDFn-gram (TermFrequency-InverseDocument Frequency) based
support vector classifier with radial basis function (SVC-RBF) achieves the highest clas-
sification accuracy of 81%. However, they found also that doc2vec based random forest
achieves the highest precision score. Their results are in agreement with our findings.

Adomavicius andTuzhilin in [11] examinepossible extensions.Content-Basedmeth-
ods read a user profile, extract a set of features, and determine if an item is appropriate
for this profile as a recommendation. TF-IDF and clustering are common algorithms
for this approach. In Hybrid methods of recommendation, different methods can be
combined. For instance, one can implement separate collaborative and content-based
systems. Then, the outputs obtained from individual recommender systems can be com-
bined into one final recommendation using either a linear combination of ratings or a
voting scheme. This approach was used in our paper.

Another article written by Amato, et.al [12] examined a different point of view. They
exploited the affinity relation that the ISTAT occupation classifier (Italian standard clas-
sifier for Occupations) defines for some occupations. The rationale of this relationship
is to express that a professional profile (e.g., programmer) is akin to another one, such
as a software developer.
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3 Corpora Pre-processing and Annotation

Having a set of four Greek online portals, web crawling was carried out, and a vast
amount of content was gathered. The description of the overall process is schematically
described in Fig. 1. The result of the initial procedure was a dataset having a considerable
noise. With the term noise, we refer to objects that are irrelevant to the project’s scope,
such as city names. So, Data Cleansing was necessary in order to improve the results of
the model. In this procedure, we removed characters like “*…etc.”. and words the stop
words (Example of stop words “mustn’t, also, although etc.”. From each vacancy, only
2 fields were kept: the title and the description of the job posting.

After the data collection and the data cleansing processes, the dataset was split into
smaller sets and each one was assigned to an expert to label it with the correct occupation
code manually. In our case, the job title concatenated with the job description was used
as input text and the accuracy of the result, which is the ISCO occupation code, was
measured. This procedure is the Document Classification.

Fig. 1. Data preparation procedure

As a next step, we performed a lemmatization procedure that removes suffixes and
leaves words in their root form.

Stemming was not used because it would not contribute considerably, and this way,
we ended up in a simpler model. In the end, our resulting dataset contained 6,902 ads.

3.1 Exploratory Analysis

The distribution of Occupation Codes in our dataset is illustrated in Fig. 2. There are 113
different Codes. It is evident that the dataset is imbalanced. Greece is a tourist attraction,
and subsequently, there is high demand for employees in this sector. The Occupation
Code with the highest demand was that of a “Shop Sales Assistant”. During the last
decade, Greece has suffered an economic crisis. Many employers have chosen to work
their shops by themselves (one should keep in mind that the majority of businesses in
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Greece are family businesses or small companies). The job ads were collected during the
reorganization of the Greek economy in which many measures to reduce unemployment
were introduced.

Fig. 2. Occupation Code label count in the dataset

The average number of words per Occupation Code is depicted in Fig. 3. That was
a problem because it adds noise (irrelevant words) to the data. Additionally, it poses
problems to all the algorithms involved.

Fig. 3. Average number of words per Occupation Code
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Cleaning this noise is one of the most challenging tasks in NLP. The irrelevant text
was scattered throughout the job ads. There were many ads that had low levels of noise.
After a lot of experimentation with the dataset the research team decided to keep the first
500 words (after document cleansing) of the combined title and description text data.

Typically, the job posting title has enough information to extract the type of occupa-
tion. But this is not always the case, as Amato et al. [13], and Marrara et al. [14] point
out. The job title might be the same for different but similar occupations. The details
of the occupation exist in the job description text. That is why the description was not
excluded from the analysis.

The top 100 most common words of the job postings in the form of a WordCloud
are depicted in Fig. 4, while the frequency of the 25 most common words in the form of
bar plot is depicted in Fig. 5.

Fig. 4. Top 100 most common words

Although Figs. 4 and 5 show the same thing (topmost common words), they display
it from different perspectives. Figure 4 is more qualitative, showing which words are
there, and Fig. 5 is more quantitative.
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Fig. 5. Frequency of 25 most common words

4 Methodology

As mentioned in previous sections, a classifier aims to use a dataset of pre-classified
documents for training a model that will be able to classify data having not seen yet.
For implementing our text classification functionality, we followed the steps depicted in
Fig. 6.

The first step in training a text classifier is that of feature extraction. By feature
extraction, we refer to the task of representing a given text in a form that is suitable for
applying it as input to a machine learning algorithm. A method that has been utilized
successfully in NLP tasks is that of word-embedding. Although word-embedding can
be considered as a language modeling tool, it also acts as a feature extraction method
because it helps transform raw data (characters in text documents) to a meaningful
alignment of word vectors in the embedding space that the model can work with more
effectively (than other traditional methods such as TF-IDF, Bag of Words, etc., on a
large corpus). Word embedding techniques help extract information from the pattern
and occurrence of words and goes further than other traditional token representation
methods to decode/identify the meaning/context of the words, thereby providing more
relevant and important features to the model to tackle the underlying problem.

4.1 Feature Extraction

In our research for forming the feature vector of our dataset, we utilized Doc2Vec Word
Embedding algorithm.
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To explain what Doc2Vec is, we must start from the Word2Vec [15]. The output of
this algorithm is a numeric representation of each word in a document which is able to
capture words with a similar context. It uses two methods to obtain this. Skip Gram and
Common Bag Of Words (CBOW). The CBOW method considers each word’s context
(a surrounding window around the word under consideration) as the input. It has as
output (prediction) a word corresponding to this context. The skip Gram is the opposite
of CBOW. Instead of predicting one word each time, it uses one word to predict all
surrounding words (“context”).

Doc2Vec has many similarities with Word2Vec, but the goal remains the same. To
represent a document numerically as a vector but without considering its length. It
borrows theWord2Vec vectors and adds one more. The Paragraph Vector. It is actually a
small extension of the CBOW (Continues Bag of Words) algorithm used in Word2Vec.
At the end of the training, the document vector D holds a numeric representation of
the document. This model is called Distributed Memory version of Paragraph Vector
(PV-DM). It acts as a memory that remembers what is missing from the current context
or as the topic of the paragraph. While the word vectors represent the concept of a word,
the document vector intends to represent the concept of a document. Another algorithm,
similar to Skip-Gram may be used. It is called Distributed Bag of Words version of
Paragraph Vector (PV-DBOW), and it is the equivalent of CBOW from Word2Vec. We
utilized this algorithm in our analysis because it is faster and has lower needs in terms
of memory, since the word vectors are not saved.

4.2 Methods

The SVMLinear, Random Forests, KNN, SGD (Stochastic Gradient Descent), andMLP
Neural Network classifiers were implemented. These methods were used as the baseline
for our Hard Voting ensembling model.

Fig. 6. (a) Training of text classification model, (b) Trained model utilization for prediction
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In SVMwe used Linear kernel with regularization equal to 10, in Random Forest we
used 600 estimators, in MLP we used 512 units in 1 hidden layer with “Relu” activation
and “Adam” solver, in KNN we took 10 neighbors depending on distance weights with
Euclidean distance, and in SGD Classifier we used “modified_huber” as loss function
and “L2” penalty. All these parameters came after experimentation.

4.3 Evaluation Metrics

The effectiveness of the classifiers has been evaluated based on their accuracy and the
F1-score. Since the data are highly imbalanced, the F1 score is more appropriate as an
index. The F1 score is the harmonic mean of precision and recall of the model. Its lowest
value is 0, which means that no classification is accomplished with the model under
consideration, and the highest value is 1, which means that the perfect classification
has occurred. The weighted average of the precision of each class is calculated for this
multiclass task.

Precision’s meaning is: Within everything that has been predicted as a positive,
precision counts the correct percentage.

Recall’s meaning is: Within everything that actually is positive, how many did the
model succeed to find.

Accuracy = true positives+ true negatives

total predictions

Precision = true positives

true positives+ false positives

Recall = true positives

true positives+ false negatives

F1 score combines these two metrics into one and works well in imbalanced data.
The F score is defined by the relationship:

Fβ =
(
1+ β2

)
× precision× recall(

β2 × precision
) + recall

The β is a factor that indicates the importance of recall over precision. Here the β is
set equal to 1 because the importance of precision is equal to the importance of recall.

5 Experiments and Results

The labeled dataset was randomly partitioned into training and test sets. The partition
was performed to split the vacancies as: 80% in the training set and 20% in the test set
(Table 1).
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Table 1. Results of individual algorithms

Model Test accuracy results CV accuracy results CV F1 score results

Random Forest 79% 75.69% (±0.63) 74.83% (±0.64)

MLP 85.69% 83.83% (±0.50) 83.27% (±0.51)

Knn 74.22% 70.39% (±1.29) 69.37% (±1.28)

SVM 82.91% 80.04% (±1.22) 79.99% (±1.16)

SGD 85.95% 83.39% (±0.37) 83.54% (±0.29)

Having the above results, we implemented an ensemble method. More specifically,
we implemented a Hard Voting algorithm. The results were better than the ones above
(Table 2).

Table 2. Results of the ensemble method

Model Test accuracy results CV accuracy results CV F1 score results

Hard voting 88.85% 88.04% (±0.57) 87.9%

Moving one step further, we calculated the test accuracy on 3 and 2 digits of the
occupation code (Table 3).

Table 3. The Sub-major and minor class of Occupation Code accuracy

Model (3 digits Minor class) (2 digits Sub-major Class)

Hard voting 89.93% 90.95%

The ensembling model of hard voting performed better than any other tested model,
although some algorithms like MLP, SVD, and SGD performed so well that could be
considered as standalone models that need better hyperparameter tuning and a more
extensive training dataset.

6 Discussion

This problem of assessing the Occupation Code from job posting has singularities. It is
highly dependent on the country and the distribution of different occupations in these
postings. So, it results in different measurements of accuracy in modeling, and this is
why one can find different accuracies in the literature.

In publication [5] the score of accuracy was 90.7%. During their scraping phase,
they gathered 2,295,603 job vacancies. This a number large enough to help in the confi-
dentiality of the results. One advantage these researchers had was that these job postings
were written in English.
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In this paper we presented an ensembling hard voting algorithm for the classification
of job postings according to the ISCO Occupation Codes. The data was collected from
job posting from Greek portals. The number of job postings in our case was not very
extensive, but we are confident that our model would achieve higher accuracy if we had
a larger volume of postings, this being the next step in our research.

Additionally, the model achieves high accuracy in the Minor and sub-major groups
of ISCO-08. For example, it classifies a “Legislator” correctly under the “Legislators
and senior officials” minor group with a probability of 89.93% and under the “Chief
executive, senior official and legislator” sub-major group with a probability of 90.95%.

Nowadays, Deep Learning techniques are used in the vast majority of NLP tasks.
This paper proves that simpler methods if they are combined properly can be equal or
more powerful to deep learning. The advantage is that it can be computationally more
efficient.

Checking our results under the context of another country and language is also the
natural continuation of our research. It will be interesting to examine the performance
of the model in other languages since most of the research in this sector is confined to
the English language.
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Abstract. Monte Carlo simulations using Markov chains as the Gibbs
sampler and Metropolis algorithm are widely used techniques for mod-
elling stochastic problems for decision making. Like all other Monte Carlo
approaches, MCMC exploits the law of large numbers via repeated ran-
dom sampling. Samples are formed by running a Markov Chain that is
constructed in such a way that its stationary distribution closely matches
the input function, which is represented by a proposal distribution. In
this paper, the fundamentals of MCMC methods are discussed, including
the algorithm selection process, optimizations, as well as some efficient
approaches for utilizing generalized linear mixed models. Another aim of
this paper is to highlight the usage of the EM method to get accurate
maximum likelihood estimates in the context of generalized linear mixed
models.
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1 Introduction

Generalized linear mixed models (GLMMs) are variations of generalized lin-
ear models (GLMs) that include unobservable factors as extra components of
variability. As a consequence, they have a variety of applications and practi-
cal relevance [3,4,12,16]. Typically, unobserved effects are handled by including
random effects in the predictor of the generalised linear model. The marginal
likelihood function of the GLM is then derived by integrating the likelihood of
another GLM with regard to the mixing distribution, which is the anticipated
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distribution of the random effects. While GLMMs are a robust family of sta-
tistical models, their practical use has been constrained by the complexity of
the likelihood function. As a result, numerous techniques based on analytical
approximations to the probability have been developed. In the context of this
paper, we provide one distinct implementation of the Monte Carlo EM algorithm
in which the intractable integral at the E-step (our S-step) is evaluated using
simulation approaches. The first technique employs simulated random samples
from the precise conditional distribution of the random effects vector u given the
data y, which was derived by rejection sampling using the marginal distribution
of u as the candidate distribution.

2 Related Work

Sampling is a crucial process across every discipline. With random sampling as
indicated in [14], elements are taken in a probabilistic way for further process-
ing. The underlying distribution of data is although hard to estimate requiring
more accurate models. The capacity of conventional generalised linear models to
accommodate non-Gaussian distributions and non-linear link processes is com-
bined with the ability of classic (Gaussian) mixed models to express complicated
dependent structures using random components. As a result, GLMMs appear to
be well suited for many applications [1,5,6,16]. To be effective, GLMMs need
more inference tools than ordinary statistical models.

For example, when doing probability inference, conditional probability values
must be considered. Other integration simplifications used in conventional Gaus-
sian mixed models (e.g., defining a Gaussian distribution on Gaussian random
components that results in a Gaussian marginal distribution) are not applica-
ble to GLMMs. The literature discusses several interpretative techniques, for
example, [3,17] and [15] for a full study comparing different methods.

Many complicated stochastic systems may be simulated using Markov chain
Monte Carlo [8,11,18]. Integrals may be calculated via simulation for various sta-
tistical inferences while there is a lot of study on Bayesian inference [2,7,8]. To
describe stochastic processes, Markov chain Monte Carlo is a general-purpose
technique that has been proved to be successful for sampling across difficult
geometric objects [13] while it is also employed for probability inference. Sev-
eral Monte Carlo approximation techniques have been created for complicated
stochastic processes such as Markov random fields (Gibbs distributions) utilised
in spatial statistics. One method is to use Monte Carlo simulations [9,10,21].
Another is to use stochastic models [19] and third, the likelihood situation [20].
Only the first allows for quick parametric bootstrapping and simulation experi-
ments using a single Monte Carlo sample.
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3 Methodology

3.1 Problem Definition

In this paper a clustering issue is examined. Assume there are n items, each of
which has a binary answer of type:

Yij = 0, 1, for i = n, . . . , 1, for j = n, . . . , T (1)

where n signifies all observed variables and T denotes the observation time. Typ-
ically, the time of observation varies across components; as a consequence, time
points may also vary. For the purposes of this paper, we will assume that all ele-
ments are exactly equivalent in length and time points. Additionally, we suppose
that these topics fall into two separate clusters. The dependent expectation of a
variable for each cluster, responds as follows:

P1,ij = E(Yij |Ui,X1,ij , Z1,i) = f−1(β1 · X1,ij + Z1,i)

P2,ij = E(Yij |Ui,X2,ij , Z2,i) = f−1(β2 · X2,ij + Z2,i)
(2)

where cluster membership is denoted by U , and fixed and random effects, are
denoted by Xc,ij and Zc, i, (c = 1, 2) respectively. The function of connection is
specified as:

f−1(x) =
exp(x)

1 + exp(x)
(3)

Due to the fact that U is often unknown in a typical clustering scenario, it is
treated as an effect of randomness. In (2), u = 1 for P1,ij while u = 2 for P2,ij .
For randomness, it is assumed:

Zc,i ∼ N(0, σ2
c ),P(U) = 1 (4)

Thus, Ω = {β1, β2, σ1, σ2, π1} is the parameter to be assessed. By interpreting
random effects as data missing, the function of likelihood for the whole set of
data may be represented as in (5).

L(Ω|Yij , Ui, ZUi,i) =
n∏

i=1

2∏

c=1

{πcfc(Zc,i)[
T∏

j=1

fc(Yij |Zc,i)]}wic (5)

where the normal distribution fc(Yij |Zc,i) = P
Yij (1 − Pij)1−Yij and fc(Zc,i)

signifies the density of it. The dummy variable wic is associated with Ui , hence

wic =

{
1, element belongs to cluster c

0, otherwise
(6)
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3.2 Generalized Linear Mixed Models (GLMMs)

Given the simulation parameters: n, T , β1, β2, π1, σ1, σ2, we can obtain,
Observed variables as Y

Y =

⎡

⎢⎢⎢⎣

Y11 Y12 · · · Y1T

Y21 Y22 · · · Y2T

...
...

. . .
...

Yn1 Yn2 · · · YnT )

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎣

Y1

Y2

...
Yn

⎤

⎥⎥⎥⎦

Additional unobserved or unobservable variables as U , Z

U =

⎡

⎢⎢⎢⎣

U1

U2

...
Un

⎤

⎥⎥⎥⎦ ,Z =

⎡

⎢⎢⎢⎣

ZU1,1

ZU2,2

...
ZUn,n

⎤

⎥⎥⎥⎦

Explanatory variables (fixed effect) as X

X =

∣∣∣∣∣∣∣∣∣

XU1,11 XU1,12 · · · XU1,1T

XU2,21 XU2,22 · · · XU2,2T

...
...

. . .
...

XUn,n1 XUn,n2 · · · XUn,nT

∣∣∣∣∣∣∣∣∣

Computing Log-Likelihood. Given the necessary parameters for each ele-
ment of Ω, the enhanced logged likelihood might be expressed as follows.

L(Ω|Yij ,Ui,Z1,i,Z2,i) =
n∏

i=1

2∏

c=1

⎧
⎨

⎩πcfc(Zc,i)[
T∏

j=1

fc(Yij |Zc,i)]

⎫
⎬

⎭

ωic

= exp

{
n∑

i=1

2∑

c=1

ωic

[
lnπc − ln(

√
2πσc) − Z2

c,i

2σ2
c

+
T∑

j=1

[Yij lnP
(c)
ij + (1 − Yij)ln(1 − P

(c)
ij )]

]}

(7)

The logged likelihood could be expressed as in (8).

l =
n∑

i=1

2∑

c=1

ωic

[
lnπc − ln(

√
2πσc)− Z2

c,i

2σ2
c

+
T∑

j=1

[Yij lnP
(c)
ij +(1−Yij)ln(1−P

(c)
ij )]

]

(8)
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The result of (8) can be expressed in a simpler form as in (9)

l(Ω|Y,U,Z) =
n∑

i=1

ln f(Ui,ZUi,i
)(Ui, ZUi,i|πc, σ1, σ2)

+
n∑

i=1

T∑

j=1

ln fYij |(Ui,ZUi,i
)(Yij |(Ui, ZUi,i), β1, β2)

=� ln f(U,Z)(U,Z|πc, σ1, σ2) + ln fY|(U,Z)(Y|U,Z, β1, β2)

(9)

3.3 Monte Carlo Simulation Maximization

Simulation Maximization Algorithm. To perform maximization on the
Monte Carlo method, the augmented logged likelihood must be approximated
first. By taking expectation of U and Z given Y under the current estimate of
the parameters Ω(m), the expected augmented logged likelihood could be defined
as:

Q(Ω|Ωm) =

E(l|Yij , Ω
(m)) =

1
N

N∑

k=1

n∑

i=1

2∑

c=1

ωic

[
lnπc − ln(

√
2πσc) − Z2

i,k

2σ2
c

+
T∑

j=1

[Yij lnP
(c)
ij + (1 − Yij)

ln(1 − P
(c)
ij )]

]
.

(10)

Notice that in the expected log-likelihood, Ω(m) could be decomposed into sep-
arate component as in (11).

Q(Ω,Ω(m)) = E(U,Z)|(Y,Ω(m)) ln f(U,Z)(U,Z|πc, σ1, σ2)

+ E(U,Z)|(Y,Ω(m)) ln fY|(U,Z)(Y|U,Z, β1, β2)

=� P (Ω,Ω(m)) + R(Ω,Ω(m))

(11)

3.4 Monte Carlo Integration

In order to compute the integral above, we use Monte Carlo Integrating to
approximate it. Suppose that {(U(k),Z(k), k = 1, 2, · · · ,K)} i.i.d∼ f(U,Z|Y)

(U,Z|Y), Ω) and we sample m times to approximate. Based on Mean Value
Method we get:

Q
(
Ω,Ω(m)

)
≈ 1

m

m∑

k=1

∑

i=1,c=U(k),i

[
ln πc − 1

2
ln

(
2πσ2

c

) − Z2
c,i

2σ2
c

+
T∑

j=1

[Yij (βcXc,ij + Zc,i) − ln (1 + exp (βcXc,ij + Zc,i))
] (12)
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Maximum Likelihood Estimators. To calculate the maximum likelihood
estimators the partial derivatives must be approximated whose parameters are
given by (13), (14), (15).

∂Q(Ω,Ω(m))
∂π1

=
1
m

m∑

k=1

n∑

i=1

I{U(k),i,i=1}
1
π1

− 1
m

m∑

k=1

n∑

i=1

I{U(k),i,i=2}
1

1 − π1
(13)

∂Q(Ω,Ω(m))
∂σ2

c

=
1
m

m∑

k=1

n∑

i=1

I{U(k),i=c}(− 1
2σ2

c

+
Z2
(k),c,i

2σ4
c

) (14)

∂Q(Ω, Ω(m))

∂βc
=

1

m

m∑

k=1

n∑

i=1

I{U(k),i=c}
T∑

j=1

[
YijXc,ij − Xc,ij exp(βcXc,ij + Z(k),c,i)

1 + exp(βcXc,ij + Z(k),c,i)

]
(15)

By setting the above partial derivatives to 0, we get the maximum likelihood
estimators as in (16).

π̂1 =
1

mn

m∑

k=1

n∑

i=1

I{U(k),i=1} σ̂c =

√√√√
∑m

k=1

∑n
i=1 I{U(k),i=c}Z2

(k),c,i∑m
k=1

∑n
i=1 I{U(k),i=c}

(16)

To compute the MLE of βc, we use direct numerical maximization proposed by
Newton-Raphson Method. The second order partial derivative of βc is denoted
as in (17).

∂2Q(Ω,Ω(m))
∂β2

c

= − 1
m

m∑

k=1

n∑

i=1

I{U(k),i=c}
T∑

j=1

X2
c,ij exp(βcXc,ij + Z(k),c,i)

(1 + exp(βcXc,ij + Z(k),c,i))2
(17)

3.5 Markov Chain Sampler

Since it difficult to sample directly from a multivariate distribution of the type
f(U,Z|Y)(U,Z|Y), Ω), we can use Gibbs Sampling, a Markov chain Monte Carlo
(MCMC) algorithm to obtain a sequence of observations which are approximated
from the multivariate distribution. First, we need to calculate the conditional
distributions (18) and (19).

f(Ui,Z(Ui,i)|Yi)(Ui, ZUi,i|Yi, Ω)

fZ(Ui,i)|Yi
(ZUi,i|Yi, Ω)

= fUi|(ZUi
,i,Yi)(Ui|ZUi,i,Yi) (18)

f(Ui,Z(Ui,i)|Yi)(Ui, ZUi,i|Yi, Ω)

fUi|Yi
(Ui|Yi, Ω)

= fZUi,i
|(Ui,Yi)(ZUi,i|(Ui,Yi)) (19)

Then, suppose that (U(k),i, Z(k),U(k),i,i) is the i-th component of the k-th
sample, we want to draw the i-th component of the (k + 1)-th sample. We draw

U(k+1),i ∼ fUi|ZUi,i
,Yi

(u|ZUi,i,Yi, Ω) (20)
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Algorithm 1. MCMC incorporated Metropolis-Hastings
1: for i = 1, · · · , n do
2: Initialize(U(0),i, Z(0),1,i, Z(0),2,i)
3: for c=1:2 do
4: k ← 0
5: for k do=1:K2

6: Draw z∗ ∼ fc(z|Ω)
7: Accept z∗ as Z(k+1),c,i with probability Ak,Yi

(z, z∗); otherwise,
retain the original Z(k),c,i

8: end for
9: Burn-in procedure and let the last K + 1 samples be the final samples

{Z(k),c,i, k = 0, 1, · · · ,K}
10: end for
11: k ← 0
12: for k=1:K do
13: Draw U(k+1),i ∼ fUi|ZUi

,i,Yi
(u|ZUi

, i,Yi, Ω)
14: end for
15: Let the last m samples be the final samples {U(k),i, k = 0, 1, · · · ,K}
16: end for
17: Burn-in procedure and return the m samples {(U(i),i, Z(i),1,i, Z(i),2,i), k =

0, 1, · · · ,m}

Z(k+1),U(k+1),i,i (21)

where (21) can be approximated as:

fZUi,i
|Ui,Yi

(z|Ui,Yi, Ω). (22)

Let (23) be a candidate distribution for (22).

hZU(k),i,i
(z) (23)

Metropolis-Hastings Algorithm. To sample (21) from (22), we use (23).
Since the candidate distribution should be similar to (22), we can choose
hZU(k),i,i

(z) = fUi
(z|Ω) and the acceptance function is

Ak,Yi
(z, z∗) = min

[
1,

fZUi,i
|Ui,Yi

(z∗|Ui,Yi, Ω)fUi
(z|Ω)

fZUi,i
|Ui,Yi

(z|Ui,Yi, Ω)fUi
(z∗|Ω)

]
(24)

where
fZUi,i

|Ui,Yi
(z∗|Ui,Yi,Ω)fUi

(z|Ω)

fZUi,i
|Ui,Yi

(z|Ui,Yi,Ω)fUi
(z∗|Ω) can be expressed as,

fZUi,i
|Ui,Yi

(z∗|Ui,Yi, Ω)fUi
(z|Ω)

fZUi,i
|Ui,Yi

(z|Ui,Yi, Ω)fUi
(z∗|Ω)

= exp

[ T∑

j=1

Yij(z
∗ − z)

] T∏

j=1

1 + exp(βiXij + z)

1 + exp(βiXij + z∗)
(25)

We begin our Gibbs sampler incorporated a Metropolis-Hastings step as in
Algorithm 1.
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Monte Carlo Simulation Maximization. Unfortunately, we do know the
f(U,Z)|Y(U,Z|Y, Ω), so we use

f(U,Z)|Y(U,Z|Y, Ω(m)) (26)

in the (m + 1)-th step from 2 to approximate the distribution so as to generate

{(U(k), Z(k)), k = 1, 2, · · · ,m} i.i.d∼ f(U,Z)|Y(U,Z|Y, Ω(m)) (27)

The Monte Carlo Simulation-Maximization Algorithm we use in every exper-
iment is given in Algorithm 2. Moreover, a flowchart of the proposed method is
shown in Fig. 1.

Fig. 1. Flow chart of the proposed method.

Algorithm 2. Monte Carlo Simulation Maximization (Proposed)

1: Start with the initial value for estimator Ω(0). Set m=0.
2: Simulation-step:
3: a. Generate m samples {(U(i),i, Z(i),1,i, Z(i),2,i), k = 0, 1, · · · ,m} from

fZUi,i
|Ui,Yi

(z|Ui,Yi, Ω) throughAlgorithm 1
4: b. Calculate the partial derivatives of Q(Ω,Ω(m)), the Monte Carlo estimator

for every parameters.
5: Maximization-step
6: Ω(m+1) ← arg maxΩ Q(Ω,Ω(m))
7: m ← m + 1
8: Repeat step 2-6 until convergence and then output the maximum likelihood

estimators Ω(m).
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4 Experimental Results

For Yij = 0, 1, for i = n, . . . , 1, for j = n, N = 100, we start our experiments
by setting the initial values of the parameter Ω = {β1, β2, σ1, σ2, π1}. For the
first experiment we set Ω as β1 = 1.3, β2 = 1.3, σ1 = 2.0, σ2 = 10, π1 = 0.6.
These values are set after several experiments as they make the model operate
smoothly. We perform variable step-size; we start the proposed Monte Carlo
estimation with a modest sample size and gradually raise our sampling intervals
as the Simulation Maximization (SM) iterates. We perform Gibbs sampling in
each SM iteration. In each experiment, we repeat the SM iteration process for
50 times. We conduct 1000 tests with various random seeds and mark down
the results of the first 100 experiments as well as the Mean Squared Error of
the 1000 experiments. The results of the simulation (step 2 of Algorithm 2) are
shown in Table 1. The aim here is to meet convergence for all values as close
as possible in a relative short period of time. Next, we use the results derived
from the previous process to perform the maximization step of 2. The results
are shown in Table 1. Our convergences are pretty good, as all parameters are
converged in less than 50 steps, which costs about 1 min.

We monitor the convergence of the algorithm by plotting Ω∗ vs. iteration
number i and the plot reveals random fluctuation about the line Ω = Ω∗. So,
we may continue with a large value of m to decrease the system variability. In
Figs. 2, 3, 4 the convergence of β, σ and π is shown. The blue line represents the
actual value while the orange represents the converged value.

Fig. 2. Convergence of β. (Color figure
online)

Fig. 3. Convergence of σ. (Color figure
online)
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As depicted in Figs. 2, 3 the converged value is relatively close to the true
value at each given point across all 50 iterations while at some points they are
even identical. Similarly the convergence of σ is relatively close to the true value
across all iterations. Likewise, the convergence of π is close to the actual value
as with the two previous results.

Table 1. True values and initial values vs converged values.

Variables True value Initial value Converged value

β1 1.3 0 1.2953680
β2 1.3 0 1.3076125
σ1 2 1 1.987342
σ2 10 5 9.132040
π1 0.6 0.8 0.480500

Fig. 4. Convergence of π. (Color figure
online)

Fig. 5. MSE of parameters.

The simulations of the proposed algorithm are summarized in Table 2. The
results show satisfactory performance across all five parameters of Ω.
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Table 2. Simulations for β1 = 1.3, β2 = 1.3, σ1 = 2.0, σ2 = 10, π1 = 0.6, N = 100.

N β1 β2 σ1 σ2 π1

100 1.2993 1.3045 1.9676 9.5722 0.4730

200 1.2983 1.3039 1.9675 9.5673 0.4731

300 1.2982 1.3059 1.9691 9.6156 0.4747

400 1.2982 1.3071 1.9681 9.6091 0.4744

500 1.2985 1.3059 1.9692 9.6096 0.4748

600 1.2984 1.3057 1.9683 9.6032 0.4746

700 1.2987 1.3054 1.9695 9.6325 0.4752

800 1.2985 1.3051 1.9683 9.6270 0.4749

900 1.2982 1.3047 1.9669 9.6238 0.4746

1000 1.2982 1.3051 1.9668 9.6233 0.4744

4.1 Evaluation

To evaluate the proposed method we use the Mean Squared Error Metric. The
MSE is calculated as in (28).

MSEθ =
1
N

N∑

n=1

(θ(n) − θ̂(n))2 (28)

where θ ∈ Ω, θ(n) is the true MLE of θ in the n-th experiments and θ̂(n) is the
estimator of θ(n). The MSE score of β1, β2, σ1, σ2 and π is shown in Fig. 5.
Generally MSE should be within the value range of 0–2 whereabouts zero value
indicates that the model is perfect and the value of two indicates that the per-
formance is marginally acceptable.

5 Conclusions and Future Work

In the context of this paper, the basic functions of MCMC methods were shown
as well as the inner workings of these methods along with Gibbs sampling and a
proposed method for Monte Carlo Simulation Maximization. The results show
that the proposed method performed smoothly using the estimators created by
our system. In respect to time, the system was capable to sample elements in a
quite speedy way (approximately 1 min) for up to 1000 experiments. The MSE
for 1000 experiments was also in relevantly low levels (approximately 0.5 for
π) while the parameters β1, β2, σ1, σ2 and π1 were simulated efficiently and
effectively.

Future directions of this work include the integration of the proposed algo-
rithm with a Bayesian Neural Network to better highlight the findings in a more
accurate yet speedy way and to approximate the underlying evolving distribu-
tions in a more steady way. Another future scope is to increase the sampling rates
and to reduce the MSE as low as possible compared to the existing method. One
last but significant improvement could be the reduction of the difference among
the real and estimated coefficients.
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Abstract. Consensus protocols constitute an important part in vir-
tually any blockchain stack as they safeguard transaction validity and
uniqueness. This task is achieved in a distributed manner by delegating
it to certain nodes which, depending on the protocol, may further uti-
lize the computational resources of other nodes. As a tangible incentive
for nodes to verify transactions many protocols contain special reward
mechanisms. They are typically inducement prizes aiming at increasing
node engagement towards blockchain stability. This work presents the
fundamentals of a probabilistic blockchain simulation tool for studying
large transaction volumes over time. Two consensus protocols, the proof
of work and the delegate proof of stake, are compared on the basis of
the reward distribution and the probability bound of the reward exceed-
ing its expected value. Also, the reward probability as a function of the
network distance from the node initiating the transaction is studied.

Keywords: Blockchain simulation · Consensus protocols · Proof of
work · Proof of state · Stakeholder delegate · Behavioral economics

1 Introduction

After the introduction of Bitcoin research interest focused not only on cryptocur-
rencies but also on the consensus protocols used to verify transactions. The latter
are essential in achieving reward fairness, even approximately, and trust in the
respective cryptocurrency by actively engaging nodes. A blockchain with rein-
forced trust in addition to the ability of global secure payments independent of
the control of external parties is more attractive to potential stakeholders.

Since blockchain relies on massive peer-to-peer (p2p) network technology,
it is difficult to predict the exact action course during a transaction sequence
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as well as the resulting blockchain state. One way to overcome this limitation
is to probabilistically simulate the blockchain including the consensus protocol,
network rewards, and the nodes themselves in terms of computing power.

The primary research objective of this conference paper is a highly parameter-
ized node-level probabilistic blockchain simulation tool. As a concrete example,
it has been applied to two common blockchain consensus protocols, namely proof
of work (PoW) and proof of stake (PoS), and the results are analyzed.

The remainder of this conference paper is structured as follows. In Sect. 2
the recent scientific literature is briefly reviewed. Simulation in described in
Sect. 3. The results are outlined in Sect. 4, while in Sect. 5 possible future research
directions are given. Capital italic letters represent random variables and capital
boldface letters matrices. In function definitions parameters follow arguments
after a semi-colon. Finally, the notation is summarized in Table 1.

Table 1. Notation of this work.

Symbol Meaning First in
�
= Definition or equality by definition Eq. (1)

E [X ] Mean value of random variable X Eq. (8)

Var [X ] Variance of random variable X Eq. (9)

prob {Ω} Probability of event Ω occurring Eq. (3)

〈f || g〉 Kullback-Leibler divergence for f and g Eq. (22)

f (n)(x) n-th derivative of function f (x) Eq. (9)

i → j/(i → j)p Path of node i to j of any length/length p Eq. (7)

2 Previous Work

Consensus protocols are instrumental in any blockchain [21]. Among the most
widespread ones are proof of work [1] and proof of stake [19]. A recent sur-
vey is [6]. Algorithmic means for defending against rogue and powerful miners
[15]. Game theoretic attacks for proof of work are analyzed in [4]. Blockchain
applications include smart contracts [18], payments [13], and medical records [9].
Behavioral economics focus on the cognitive mechanisms for decision making [3]
like cognitive bias [11], cognitive dissonance [12], and inducement prizes [10].
Such techniques have increased engagement in cultural content delivery [5] and
prolonged the visiting times in cultural portals [8]. An important effect of con-
sensus protocols is that they reinforce Web trust in a distributed and stateless
environment where parties have no a priori reason to trust each other [20]. The
latter is critical for Web services including e-commerce [2], database architecture
selection [14], recommendation engines [16], and finding trusted candidates in
LinkedIn [7]. Recently blockchains have been used in sensor networks [17].
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3 Simulation of Consensus Protocols

Interested parties and stakeholders typically consider joining a blockchain in
order to obtain certain rewards, whether tangible or intangible. Still, this work
will deal in general with (network) rewards without further specialization.

This simulation aims to address the following fundamental questions:

– The reward distribution after a long transaction sequence, especially in terms
of reward fairness and final node wealth distribution.

– How the costs of joining a blockchain and verifying transactions influence the
wealth distribution and whether negate any initial incentives.

– The transaction initiation distribution after a large number of transactions.
In the long run it reveals the true chances a node has for collecting rewards.

Note that the actual values of both the parameters discussed below and the
internal fine tuning options are given in Table 2. The primary parameters are:

– The number of blockchain nodes N0. It is the number of clients participating
to the p2p network, each performing an identical set of roles.

– The processing power Pi, namely the number of processors and their power.
They are identical, with factors like paging and caching policy ignored.

– The link capacity Ci,j ignoring factors such as network technology, signal to
noise (SNR) ratio, stack size, number of interfaces, and routing overhead.

– The node failure probability p0. It is independent of local resiliency technolo-
gies like backup power sources, network drives, and RAID arrays.

The simulation consists of R1 runs with the blockchain topology changing
after each run. Each such run has R0 rounds and each round has three steps:

– The initial transaction request and its propagation through the network.
– The transaction verification according to the consensus protocol.
– The verification propagation through the p2p network.

The number of rounds is determined as in Eq. (1). Each of the N0 nodes is
selected uniformly for a transaction. This in conjunction with R0 implies that
each node has on average γ0 chances to collect network rewards.

R0
�= �γ0N0� (1)

Blockchain topology plays a central role. In each run I0 randomly selected
links are created between the N0 nodes. The density ρ0 is defined as in (2):

I0
�= �ρ0N0� (2)

Each node starts with a fixed amount of W0 network reward units. In each
round a node, called the initiator for brevity, requests a transaction claiming
a randomly selected amount wi. The latter is chosen uniformly in the interval
between wlW0 and whW0. The uniform distribution expresses the generic nature
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of the network rewards and it is by no means fit for every case. For instance,
when the rewards are rare, the Poisson distribution might be more appropriate.

Network resiliency is expressed as the node failure probability p0. In the
context of the proposed simulation p0 is the probability of a node failing to receive
the request, process it, or send the reply. As each node operates independently,
the probability that k nodes fail simultaneously is given by Eq. (3):

πk
�= prob {k failures} =

(
N0

k

)
pk
0 (1 − p0)

N0−k (3)

Clearly πk in the above equation follows a binomial distribution defined over
a finite population N0 with a success probability 1 − p0. When p0 is very low,
as it was chosen here, then Eq. (3) can be approximated as in (4):

πk ≈ (p0N0)
k

k!
e−p0N0 =

λk
0

k!
e−λ0 , λ0

�= p0N0 (4)

Equation (4) is a Poisson distribution. This approximation is derived by (5).
Each of the k simultaneous failures in every simulation round is independent
and local as in a real p2p network there is no global failure knowledge.

(
N0

k

)
pk
0 ≈ Nk

0

k!
pk
0 =

(p0N0)
k

k!

(1 − p0)
N0−k ≈ (1 − p0)

N0 ≈ e−p0N0 (5)

The N0 × N0 random symmetric link capacity matrix C is an instrumental
parameter. Symmetry implies that the capacity in bits per second (bps) along
any link is the same in both directions. The time ti,i′ to transmit a packet of
length L0 in bits, complete with protocol headers and trailers, assuming that no
failures or retransmission attempts take place is shown in Eq. (6):

ti,i′ =
L0

Ci,i′
, link (i, i′) exists (6)

The distribution of link capacity Ci,j is log-normal with its variance taking
into account equipment technology, geographical distribution, and configuration
differences among other factors. The network packets carrying the transaction
verification request and the corresponding confirmation have length Lr and Lv

respectively. Typically Lr is long since it contains the information necessary to
verify the transaction. Additionally, both packets can be salted with crypto-
graphic data so that neither a random or fake transaction request can be gener-
ated nor a phony verification. Capacity essentially imposes a network topology
where the minimum distance between nodes i and j is the minimum weighted
sum over all connecting paths i → j. The minimum time Ti,j for a package is
(7), which lends itself among others to dynamic programming solutions:

Ti,j (L0)
�= min

i→j

⎡
⎣ ∑
(k,k′)

tk,k′

⎤
⎦ = min

i→j

⎡
⎣ ∑
(k,k′)

L0

Ck,k′

⎤
⎦ ≈ min

(i→j)p

⎡
⎣ ∑
(k,k′)

L0

Ck,k′

⎤
⎦ (7)
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In the simulation Ti,j is used, but in a real blockchain stack only local routing
information in a neighborhood of depth p is used as in the right hand side of (7).
The packet transmission times Ti,j depends on the link capacity distribution as
shown in (6). Since the latter is stochastic, so are Ti,j . This leads to the question
of what can be deduced about them given the probabilistic properties of C.

The mean values E [Ti,j ] of Ti,j can be computed as follows. If r.vs X and Y
are connected through the measurable, not necessarily invertible function h (·),
and if fX (·) is the probability density function (pdf) of X , then (8) holds:

E [Y] �= E [h (X )] =
∫

Ωf

h (x) fX (x) dx (8)

Concerning the variance Var [Ti,j ] the answer is not straightforward as the
variance is invariant in the general case only to linear transforms. Thus an esti-
mate by the delta method of Eq. (9) will be used which relies on a first order
Taylor approximation of Var [Y] around E [X]. Specifically:

Var [Y] ≈ Var [X ]
(
h(1)(E [X ])

)2

(9)

Given (8) and (9) the mean and variance of Ti,j are as in Eq. (10):

E [Ti,j ]
�=

L0

E [Ci,j ]
and Var [Ti,j ] ≈ Var [Ci,j ]

L2
0

E [Ci,j ]
4 (10)

Once a packet arrives at the destination node, it will be processed. Again
time is a critical factor, but it is computed in a different way. The processing
power Pi for each node is determined by the number and type of processors.
The memory is assumed to be sufficiently high so that it does not interfere with
thread or processor parallelism. Specifically, the processing power is given by
Amdahl’s law where each of the pi processors is assumed to have si cores for a
total of Pi = pisi cores. In this case Amdahl’s speedup becomes:

ζi
�=

1

(1 − ε0) +
ε0
Pi

=
1

(1 − ε0) +
ε0

pisi

(11)

In Eq. (11) 1 − ε0 is the part of the verification transaction which cannot be
parallelized and it is the same across nodes and runs. It has been determined
based on observations and literature recommendations [19,21]. Also, pi and ci

are uniformly selected among the respective number of possible choices.
The round trip time ri for node i from initiator i∗ is computed as in (12):

ri
�=

{
Ti,i∗ (Lr + Lv) + Tb/ζi, PoW/PoS I
Ti,i∗ (Lr + Lv) + max [Ti,j (Lr + Lv) + Tb/ζj ] , PoS II

(12)

The first branch in (12) represents the time required for the request packet to
reach i, to process it, and return the verification to i∗ for PoW. This is mechanism
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also works for the original version PoS of PoS I, although the verifiers are selected
in a specific probabilistic way. The second branch is the time under the delegate
version of PoS or PoS II required for the request packet to reach i and be relayed
to the witnesses, processing by the latter, return of the verifications from the
witnesses to i, and the subsequent retransmission to i∗. Tb is the base task
execution time which remains constant for every node and across runs.

3.1 Proof of Work

Under PoW the initiator is required to transmit a transaction verification
request. The latter is approved only when a sufficient number of responder nodes
approves the information the initiator has included in the request.

Algorithm 1. Consensus protocol simulation.
Require: The parameters of Table 2.
Ensure: The simulation objectives are achieved.
1: for all runs in the simulation do
2: select topology, capacities, processors, and cores
3: for all rounds in the current run do
4: select initiator node and reward
5: select responders or verifiers [and witness nodes]
6: compute times and rank nodes based on time
7: end for
8: end for
9: return

3.2 Proof of Stake

PoS relies on the principle that nodes which have accumulated more rewards are
also more eager to contribute to the blockchain stability. In the original version
(PoS I) η0 verifier nodes are selected with a probability proportional to their
rewards. To prevent rewards from being collected by a small group of nodes, in
the delegate version (PoS II) each verifier contracts a witness, selected with a
probability proportional to its computing power as shown in Eq. (13):

δi
�= prob {i is witness} =

Pi∑N0
k=1 Pk

(13)

Verifiers and witnesses each get a fraction τ0 of the reward. The selection
mechanism gives a chance to high power nodes in addition to the wealthier ones.
Advanced PoS versions of take into account network connections or memory size.
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4 Results

4.1 Rewards

In Table 2 the simulation parameters and their actual values are shown.

Table 2. Experimental setup.

Parameter Value Parameter Value

Number of nodes N0 16384 Delegate selection prob. δi Eq. (13)

Node failure probability p0 0.05 Rounds coefficient γ0 16

Network density ρ0 0.6 Percentage of parallelism ε0 0.85

Number of links I0 Eq. (2) Model fit method ML

Initial reward distribution Fixed Verification time Tb Eq. (12)

Initial balance W0 1000 Witness reward fraction τ0 0.005

Reward limits wl/wh 0.05/0.1 Link capacity distribution Lognormal

Simulation rounds R0 Eq. (1) Request packet length Lr 2048

Node selection distribution Uniform Verification packet length Lv 512

Number of delegates η0 51 Distribution of processors pi Uniform

Number of runs R1 10000 Distribution of cores si Uniform

An important description of a blockchain is its reward distribution. If it is
balanced enough, it may appeal to potential stakeholders seeking security. If
not, it may attract high risk takers. Thus, each distribution is compatible with
different behavioral stakeholder profiles, which is a key design factor.

For each node the rewards over each run and round are averaged, eliminating
thus the effect of topology and keeping that of consensus protocol. To construct
the empirical rewards distribution B0 bins as in Eq. (14) will be used. This allows
a large amount of bins each with a statistically safe numbers of samples.

B0
�= 0.25

⌈√
N0

⌉
(14)

The resulting empirical mean reward distribution in logarithmic scale is
shown in Fig. 1, which suggests a power law and that PoS seems to distribute
network rewards more evenly than PoW.

A second way to decide whether a particular blockchain is worth joining is the
probability of deviating from the expected reward. If the latter is high, then the
payoff for the initial cost may be significant. The Chebyshev inequality of (15)
provides upper bounds for this probability in the scale of standard deviations:

prob
{

|R − E [R]| ≥ ξ0
√

Var [R]
}

≤ 1
ξ20

(15)
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Table 3. Chebyshev upper bounds.

ξ0
√

Var [R] 0.2 E [R] 0.3 E [R] 0.5 E [R] 0.75 E [R] E [R]

PoW 2.83 · 10−1 1.45 · 10−1 7.09 · 10−2 1.08 · 10−2 9.81 · 10−3

PoS I (original) 1.83 · 10−1 1.17 · 10−1 4.18 · 10−2 8.14 · 10−3 7.79 · 10−3

PoS II (delegate) 1.22 · 10−1 9.62 · 10−2 3.26 · 10−2 7.66 · 10−3 6.33 · 10−3

Fig. 1. Mean reward distribution for the three scenario.

From Table 3 it can be seen that PoW attains higher upper bounds, which
is consistent with the less balanced reward distribution compared to the PoS
variants. Therefore, a potential stakeholder may be motivated by the prospect
of gaining additional rewards compared to the expected ones.

A third way to gain insight into the way the consensus protocols work is to
fit a distribution to the expected network rewards. In this case more protocol
properties can be derived, assuming the chosen distribution has a considerable
degree of accuracy. Since from Fig. 1 the empirical distribution of the average
reward appears to be a power law, three such models will be fit. Additionally,
the models were selected based on the number and type of scenaria they explain.

The log-normal distribution of (16) models long scale mobile signal scatter,
digital post length, and quantities made from the product of independent factors.

fl (x;σl, μl)
�=

1
xσl

√
2π

exp

(
− (ln x − μl)

2

2σ2
l

)
(16)
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The maximum likelihood (ML) estimators for μl and σ2
l are given in (17):

μ̂l =
1

B0

B0∑
k=1

ln xk and σ̂2
l =

1
B0

B0∑
k=1

(lnxk − μ̂l)
2 (17)

The Weibull distribution of (18) describes the time spent reading an Internet
post, measuring therefore indirectly reader engagement as well.

fw (x; k0, λ0)
�=

k0
λ0

(
x

λ0

)k0

exp
(

− x

λ0

)k0

(18)

The ML estimators for λ̂0 and k̂0 are given in Eq. (19):

λ̂0 =

(
1

B0

B0∑
k=1

xk̂0
k

)k̂−1
0

and
∑B0

k=1 xk̂0
k ln xk∑B0

k=1 xk̂0
k

− 1

k̂0
=

1
B0

B0∑
k=1

ln xk (19)

The Pareto type I distribution is frequently used to model physical and social
phenomena including income distributions. It is defined for x ≥ x0 as in (20):

fp (x;β0, x0)
�=

β0x
β0
0

x1+β0
=

β0

x0

(
x

x0

)−(1+β0)

(20)

The maximum likelihood (ML) estimators x̂0 and β̂0 are shown in (21):

x̂0 = min {xk} and β̂0 =
B0∑B0

k=1 ln
(

xk

x̂0

) (21)

The Kullback-Leibler divergence 〈f || g〉 between two continuous distributions
f (x) and g (x) is shown in (22) defined over the union Ω of the their domains.

〈f || g〉 �=
∫

Ω

f (x) logb

(
f (x)
g (x)

)
dx (22)

In Table 4 the normalized Kullback-Leibler divergence between the empirical
and the fitted models is shown. Rows were normalized to their respective minima.

Table 4. Divergence for reward models (Normalized).

Model/Protocol Log-normal Weibull Pareto

PoW 1.6426 1.4318 1

PoS I (original) 1.8665 1.6612 1

PoS II (delegate) 2.0114 1.7344 1
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The results of Table 4 can be interpreted based on the dependencies under-
lying the node interaction, which works differently across protocols. Under PoW
the verification packets of nodes closer to the initiator are more likely to reach
it first. In the PoS I case only current node rewards count, while PoS II adds
computing power as a factor and hence as an extra dependency layer. Therefore,
given that these simulation parameters remain constant, there is dependency in
the form of memory. This is better modeled by power law distributions, while
memoryless interactions by exponential ones. The log-normal distribution is the
closest to an exponential distribution, the Weibull distribution balances between
these two cases, and the Pareto distribution is a power law. This explains the
relative scores achieved by each of these three models.

4.2 Distance from the Initiator

From Fig. 2 it can be seen that under PoW nodes closer to the initiator have
considerably more chances of receiving a reward. This can be attributed to the
fact that packet propagation is one of the main latency factors. In sharp con-
trast, the verifier selection mechanism in PoS I is topology-independent. Hence
the respective curves are much different despite the round trip time being com-
puted by the same branch of (12). The PoW II relies on an additional selection
process for the witnesses which introduces additional skew compared to PoS I
but remains also topology-independent. The distance from a network focal point
is exploited in other applications such as high frequency trading (HFT).
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Fig. 2. Reward probability (log scale) vs network distance.
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4.3 Analysis

The need for a comprehensive blockchain simulation tool is clear since to the best
of the knowledge of the authors current tools focus on specific aspects. The open
source SimBlock takes into consideration network parameters such as bandwidth
and latency but not node reward. The very recent modular BlockSim also does
not support PoS. Shadow-Bitcoin as its name suggests was created for Bitcoin
simulation. Vibes as of 2017 supported only PoW. Solidity is intended only for
the creation of smart contracts over the Ethereum virtual machine (EVM).

The proposed simulation has a number of limitations. A more detailed model
can take into account aspects like dedicated application specific integrated cir-
cuits (ASIC) chips intended for mining rewards. Additionally, more distributions
for initiator selection, rewards, and capacities can be implemented and tested.

Behavior motivation of the stakeholders and how they influence blockchain
operations is vital to understanding blockchain stability. In particular, PoS can
be seen as an inducement price which should be weighted against an estimate
of the resources required. The reward fairness achieved by PoS may motivate
stakeholders with a strong tendency for loss aversion, whereas PoW may appeal
to stakeholders with powerful equipment. Furthermore, the connection of the
Pareto family of distributions to the least effort principle may hint at the
prospect of quick rewards as an incentive to join a blockchain.

One final note is that like any simulation the one proposed here is as accu-
rate as the assumptions and the models allow. As real data are collected from
deployed systems, their validity can be re-evaluated.

5 Conclusions and Future Work

This conference paper focuses on the probabilistic simulation of proof of work and
proof of stake in blockchains. Probabilistic analysis indicates the latter achieves a
more balanced reward distribution. Moreover, the probability of reward depends
heavily on the distance from the initiator under the proof of work protocol.

Future research directions include more runs with a larger number of nodes
and with more sophisticated consensus protocols. Moreover, failures can be
extended to involve a random number of rounds, possibly relying on resiliency
results from the field of temporal graphs, or neighborhoods of random radii.

Acknowledgment. This conference paper is part of Project 451, a long term research
iniative whose primary objective is the development of novel, scalable, numerically
stable, and interpretable tensor analytics.
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Abstract. Community detection is a prominent process on networks
and has been extensively studied on static networks the last 25 years.
This problem concerns the structural partitioning of networks into classes
of nodes that are more densely connected when compared to the rest
of the network. However, a plethora of real-world networks are highly
dynamic, in the sense that entities (nodes) as well as relations between
them (edges) constantly change. As a result, many solutions have also
been applied in dynamic/temporal networks under various assumptions
concerning the modeling of time as well as the emerging communities.
The problem becomes quite harder when the notion of time is introduced,
since various unseen problems in the static case arise, like the identity
problem. In the last few years, a few surveys have been conducted regard-
ing community detection in time-evolving networks. In this survey, our
objective is to give a rather condensed but up-to-date overview, when
compared to previous surveys, of the current state-of-the-art regarding
community detection in temporal networks. We also extend the previous
classification of the algorithmic approaches for the problem by discern-
ing between global and local dynamic community detection. The former
aims at identifying the evolution of all communities and the latter aims
at identifying the evolution of a partition around a set of seed nodes.

Keywords: Temporal graphs/Networks · Community detection

1 Introduction

Networks are widely used as a method for analyzing data in many scientific
fields, such as social sciences, transportation and biology. The prrocess of com-
munity detection (henceforward also referred as CD), that has its origins in graph
partitioning, is concerned with node intra-connectivity and its goal is to iden-
tify highly linked groups (communities) of nodes. For example, finding clusters
of users in social networks and functional protein complexes in bioinformatics
networks are two widely used applications of this problem.
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In general, a static network is represented as G = (V,E), where V is the set of
vertices (entities) and E is the set of edges (interactions/relations between enti-
ties). An edge can be directed, such as the connection between two people where
one sends an email to another or undirected, such as the connection between two
collaborating peers. Lastly, edges among nodes can be associated with weights
(e.g., frequency of interactions) or nodes can be associated to weights (e.g., spe-
cific properties of nodes). In many cases, real-world networks are dynamic, in
the sense that new edges or nodes appear and existing edges or nodes disappear.
As a result, the communities themselves change because of the evolution of the
network. The appearance of a new community, the disappearance of an existing
and the split of an existing into two or more, are examples of changes in the
community structure.

For the purpose of representing a temporal network, it can be assumed as a
sequence of static graphs (snapshots) or as a network with time annotations on
its nodes/edges that represent its time evolution. The former approach requires
to specify the size of our time window that defines the time instances of snap-
shot construction. The later, is related to events, like edge/node insertion or
deletion or its existence interval. The notion of a time annotation may have dif-
ferent aspects/interpretations depending on the application. The following three
aspects have been used in the literature [27]:

1. Point Networks: every link among two vertices x and y, which has been
created at certain time t, can be represented as a triplet e = (x, y, t).

2. Time Interval Networks: the time-interval connection of two nodes is repre-
sented as a quadruplet e = (x, y, t,Δt). Δt is the duration of the link between
the vertices x and y.

3. Incremental Networks: edges/nodes can only be added and deletions are for-
bidden.

In the last few years, many surveys in the field of CD in temporal networks
have been published. These are discussed briefly in Sect. 2. The main contribution
of this paper is in Sect. 3, which can be summarized as follows: 1) we provide
an updated overview of the current state-of-the-art methods for CD in temporal
networks since the last years there are quite a few new related results, and 2) we
further classify the approaches in global CD and local CD in temporal networks.
The latter contribution concerns the discussion on new methods related as to
how a community around a given set of nodes evolves in time. This approach is
appropriate in cases where one is not interested at discovering all communities,
leading to large efficiency and effectiveness gains. Finally, we conclude in Sect. 4.

2 Related Work

In this section are discussed existing surveys on CD in temporal networks. In
[4] a general classification of methods is proposed into two classes: 1) Online
(real time, incremental detection) and 2) Offline (prior knowledge of network
changes). Similarly, in [20], authors identify the same two classes but they focus
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on online approaches dividing them into two sub-classes: 1) Temporal Smooth-
ness, where at each snapshot a static CD algorithm is run from scratch and 2)
Dynamic Update, where the communities are updated based on the differences
of two consecutive snapshots.

A very good survey is [32], where the dynamic CD algorithms have been
classified based on the strategy they use for detecting meaning-full evolving
communities. They propose three classes of approaches: 1) Instant - optimal,
where the algorithms detect communities from scratch at each snapshot and
then match them between consecutive snapshots, 2) Temporal Trade - off, where
the algorithms detect communities comparing the topology of two consecutive
snapshots and 3) Cross - Time, where the algorithms discover communities using
the information of all snapshots. Similarly in [2], the authors identify three simi-
lar categories as well: 1) Two - Stage methods that detect the communities from
scratch at each snapshot and then match them across different snapshots, 2)
Evolutionary Clustering, that detect communities based on the changes in the
topology between two consecutive snapshots and 3) Coupling Graph that cre-
ates an aggregate network containing all snapshots and then uses a static CD
algorithm.

In [12] the authors classified the dynamic CD algorithms into four classes: 1)
Independent Detection, here the communities are detected from scratch at each
snapshot and then they are matched among consecutive snapshots, 2) Dependent
Detection, where communities are identified based on the changes of the topology
between two consecutive snapshots, 3) Simultaneous Detection, where commu-
nities are detected by using the information from all snapshots and 4) Dynamic
Detection, where the communities are updated based on the network updates.
Additionally, in [17] four classes of evolving clustering methods are provided
that are similar to the preceding classification: 1) Sequential mapping-driven, 2)
Temporal smoothing-driven, 3) Milestone detection-driven and 4) Incremental
adaptation-driven.

In [7], a survey is conducted exclusively for incremental (online) CD meth-
ods in temporal networks. The proposed classification contains two subcategories
of incremental methods: 1) Community Detection in Fully Temporal Networks,
where insertions and deletions of nodes and edges are permitted and 2) Commu-
nity Detection in Growing Temporal Networks, where only insertions of nodes
and edges are permitted.

Finally, it is worth mentioning that multilayer networks can be used for
dynamic community detection [23]. In particular, a multilayer network is a net-
work made of multiple networks, called layers, where each layer has the same
number of nodes, but different edge connections. The multilayer network model
is commonly employed in the study of temporal networks, in which each snap-
shot is represented as a layer and all layers are interconnected based on their
time relationship.



State-of-the-Art in Community Detection in Temporal Networks 373

3 Detecting Communities in Temporal Networks:
Classification

In this section, is provided a classification of dynamic CD methods. At first,
the different versions of the dynamic CD problem are discerned into two: Global
and Local. The former concerns the identification of all communities and their
evolution in the temporal network, while the latter concerns the identification of
a community around a given set of seed nodes and its evolution in the temporal
network. This corresponds to the division between global and local CD in static
graphs. The main body of the literature concerns the global version of the prob-
lem, however there is recently an admittedly small number of publications on
the local version. Although the local version uses techniques especially from the
global online dynamic CD category we believe that it constitutes a class by itself
since there are many differences in terms of efficiency as well as effectiveness of
the methods. Thus we identify the following 5 classes of methods:

1. Global:
(a) Community Detection from scratch and match
(b) Dependent or Temporal Trade - off Community Detection
(c) Simultaneous or Offline Community Detection
(d) Online Community Detection in fully Temporal Networks and in growing

Temporal Networks
2. Local: Community Detection in Temporal Networks using Seed Nodes

(Table 1)

Table 1. Overview of the proposed temporal community detection classification.

Global temporal community detection

Class Description References

From scratch and
match

Static algorithm at each
snapshot and matching

[10,24,30,31,40]

Dependent or
temporal trade-off

Based on the topology of two
adjacent snapshots

[13,18,26,34–36,43]

Simultaneous or
offline

Creation of single graph - run
static algorithm on it

[15,16,22,28,29,39]

Online community
detection

Update in proportion to network
modifications

[1,6,9,11,19,33,38,41,42,46–48]

Local temporal community detection

Class Description References

Using seed nodes Update only the area around the
seed node

[3,14,21,44,45]

In the following, we present in detail these five classes by discussing recent
representative methods.
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3.1 Community Detection from Scratch and Match

In this class, a static CD algorithm is applied on each snapshot from scratch
and then the communities that have been found at snapshot t + 1 are matched
(by using a similarity metric like Jaccard similarity) with the communities found
at snapshot t. The advantage is that communities can be detected in parallel
and existing methods for static CD can be used. On the other hand, instability
(the communities may have a lot of changes between consecutive snapshots) and
inefficiency (in each snapshot a static community detection algorithm is invoked)
are its main two drawbacks. In the following, we discuss some representative
methods of this category (more such methods can be found in [24,31,40]).

In [10], given as input a sequence of snapshots of a network, they initially find
the network representatives based on the common nodes between two consecu-
tive snapshots and list the communities. Then, the community representatives
are identified and consequently, the relation of communities between different
snapshots (Gt, Gt+1, Gt+2) is established by finding the predecessor(s) and suc-
cessor(s) for each community. Finally, the dynamic CD is performed by looking
at six different events that may happen to a community (Grown, Merged, Split,
Shrunken, Born and Vanished). For all the events they track forward the network
sequence of snapshots with the exception of the shrunken and split communities
where a backtracking process is applied.

In [30] the authors use sliding windows to track the dynamics by computing
partitions for each time slice and by modifying the community description at
time t using the structures found at times t − 1 and t+ 1. More specifically, the
data set is divided into time windows and for each one a static CD algorithm is
used. Then, the similarity scores between communities at times t− 2, t− 1, t, t+
1, t+2 are computed. This information allows to easily distinguish noise from real
evolution. Consequently, this information is used to smooth out the communities
evolution. Then, communities which have been generated by unduly splits are
merged, while communities that have been generated by artificial merges are
separated. At the end of the procedure, a description of the network evolution
is obtained.

3.2 Dependent or Temporal Trade-off Community Detection

Methods in this class process repeatedly network changes. Initially, by using a
static CD algorithm they find partitions for the initial state (first snapshot) of
the network, and then they find communities at snapshot t by using information
from both the current snapshot (t) and previous snapshots (< t). Methods in this
subcategory don’t suffer from the instability problem and are faster than those
from the previous category. On the other hand, the avalanche effect1 and the
fact that this method is not parallelizable are its two main drawbacks. Global
and multiobjective optimization methods are the most common subcategories
1 The avalanche effect describes the phenomenon when communities can experience

substantial drifts compared to what a static algorithm would find on the static
network at a particular time instance.
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in this class. In the following, we discuss some representative methods of this
category (more such methods can be found in [13,34,35]).

In [18] they detect evolutionary community structure in a weighted dynamic
network. For each snapshot the follow process is iteratively applied: i) Firstly, the
initial partition is detected (using the input matrix that describes the previous)
and then ii) the community is expanded based on the assumption that the nodes
are attached to the cluster that provides the highest modularity gain. Finally,
in the last phase, the merging process starts if and only if the modularity of
the merged community is higher than each partition separately. Another recent
dynamic community detection algorithm is proposed in [36]. This method utilizes
all the past information from the network and by using the algorithm C-Blondel,
which is a modification of the Louvain algorithm, manages to compress the
Network. Thus, the compressed network consists of all the historical snapshots
and the changes which have been occurred on the network.

In [26], a multi-objective optimization approach has been adopted. Initially,
the probability fusion method is adopted and two different approaches (neighbor
diversity and neighbor crowd) are used. In this way, suitable communities are
created in a fast and accurate way. Moreover, by utilizing a progression metric,
the authors can detect the similarities of formed communities between two suc-
cessive snapshots. The same approach has also been used by [43]. Their method,
called DYN-MODPSO, is suitable for large-scale dynamic CD. Like the previous
method, they use two different approaches optimizing NMI (Normalized Mutual
Information) and CS (Community Score) metrics.

3.3 Simultaneous or Offline Community Detection

Methods in this class discover partitions by considering all states of the tem-
poral network at the same time. A single multilayer network is created from
all snapshots using edges based on the relationship between nodes at the same
snapshot and at adjacent (preceding and succeeding) snapshots. Then, the com-
munities are detected by using an appropriately modified static algorithm on
the multilayer network. Methods in this category don’t suffer from instability
and the avalanche effect. On the other hand, they have certain limitations like
a requirement for a fixed number of communities, or lacking a mechanism to
determine operations between temporally successive partitions (like merge), etc.
In the following, we discuss some representative methods of this category (more
such methods can be found in [15,28,29,39]).

A significant study of the fundamental limits of discovering community struc-
ture in dynamic networks is done in [16]. The authors analyze the boundaries
of detectability for a Dynamic Stochastic Block Model (DSBM) that nodes affil-
iations can change over time (from one community to other), and edges are
created separately at each time step. The method exploits the powerful tools
of probabilistic generative models and Bayesian inference, and by utilizing the
cavity method, they obtain a clearly defined detectability threshold as a func-
tion of the rate of change and the communities strength. Below this threshold,
they claim that no efficient algorithm can identify the communities better than
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chance. Then, they give two algorithms that are optimal in the sense that they
succeed in detecting the correct communities up to this up to this threshold.
The first algorithm utilizes belief propagation, which provides an asymptotically
optimal accuracy, while the second is an efficient spectral algorithm, founded on
linearizing the belief propagation equations.

Another algorithm based on clique enumeration is proposed in [22]. They
use an adaptation for temporal networks of a well-known recursive static back-
tracking algorithm, Bron-Kerbosch [8]. The parameter “Δ-slice degeneracy” is
introduced, which is a modification of the degeneracy parameter that is often
used in static graphs, and it is an easy way to measure the sparsity of the net-
work.

3.4 Online Community Detection

In these methods, the temporal network is not considered as a sequence of snap-
shots, but as a succession of network transformations instead. The methods are
initialized by discovering partitions at time 0 and then the community structure
is updated in each update of nodes/edges. This class of methods is further divided
into two main subcategories of incremental methods: 1) Community Detection
in Fully Temporal Networks, where insertions and deletions of nodes and edges
are allowed and 2) Community Detection in Growing Temporal Networks, where
only insertions of nodes and edges are allowed. In addition, the methods of this
class can either handle network updates in batches of arbitrary size (one extreme
is to consider batches of size 1, that is after each update the community struc-
ture is updated). One advantage of this method is that algorithms for static CD
can be used with easy modifications. Moreover, this method does not suffer from
instability, and it is quite efficient since updates for the community structure are
usually applied locally. In the following, we discuss some representative methods
of this category (more such methods can be found in [1,9,47,48]).

In [46], a filtering technique is introduced, which is called “Δ-Screening”.
The technique of Δ-Screening captures in each time step, new inserted/deleted
nodes (Vt) that impact the structure of the network. Initially, a static algorithm
discovers the communities at time t = 0. Then, for each time step, all the added
nodes are assigned a new community label. Then Δ-Screening captures a subset
Rt (Rt ⊆ Vt) of these nodes. Consequently, the static algorithm (mentioned
above) is invoked in order to detect the evolution of the communities, visiting
only the subset of nodes Rt, of the most significant changes.

An incremental, modified Louvain algorithm [5] is proposed in [11]. Nodes
and edges are inserted in or deleted from the network as time evolves, and
Louvain is implemented only for those communities that are affected. The local
modularity metric is applied only in a part of the network, where the changes are
taking place. As a result, stability and efficiency are the two main advantages
of the method. A dynamic CD algorithm, which is a modified version of the
static algorithm in [37], based on distance dynamics is proposed in [19]. By
utilizing the local interaction model, based on the Jaccard distance, the method
in [19] overcomes the well-known disadvantages of modularity-based algorithms
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by detecting small communities or outliers. This is achieved regardless of the
processing order of the increment set and the algorithm can achieve the same
community partition results in near-linear time.

One recent, efficient and parameter-free incremental method, based on the
Matthew effect, is proposed in [42]. Unlike other incremental approaches, changes
are processed in batches. Between two consecutive snapshots, deletion and inser-
tion of nodes and edges are performed. The degree of nodes as well as node and
group attractiveness for the purpose of the changed sub-graph to be extracted are
used. Then, the affected and non-affected communities are calculated iteratively
between each pair of consecutive snapshots. The same dynamic CD framework,
based on information dynamics, is used in [41].

An online version of the Clique Percolation Method (CPM), combined with
the Label Propagation Algorithm (LPA) is presented in [6]. The proposed algo-
rithm OLCPM (Online Label Propagation Clique Percolation Method) is a two
step framework which firstly uses the Dynamic CPM to update the communities
locally by utilizing a stream model, in order to improve the efficiency. Then, by
using LPA it solves the problem of nodes affiliation while a node can be allo-
cated to one or more communities. Finally, in [33], the algorithms named Tiles
is presented. Tiles is a streaming algorithm, treating each topological perturba-
tion as a domino tile fall: whenever a new interaction emerges in the network,
Tiles first updates the communities locally, then propagates the changes to the
surrounding nodes modifying the neighbors’ partition memberships.

3.5 Local Community Detection in Temporal Networks

Given a set of seed nodes Z, our goal is to detect the community which includes
Z. The main assumption in this case is that Z is of high importance (e.g.,
high degree centrality) and act as the community reference point. This problem
differs from general temporal CD approaches since our objective is to discover the
community defined around the set of seed nodes. Notice that the online methods
described in Sect. 3.4 are global in the sense that they maintain a partition of
the network in communities. The algorithms in this class are very efficient since
it is required from them to maintain a single community.

In [21] a hierarchical algorithm is presented. This method discovers commu-
nities in temporal networks based on hubs (nodes of high degree centrality) by
grouping nodes in their vicinity. Each node carries hub information (e.g., dis-
tance between nodes, hub and parent nodes, threshold level, etc.) and the idea
is based on propagating this information through the network. Then, the intra-
node hubs transfer the information (message) to the outer nodes and in this way,
all non-hub nodes are assigned to the closest hub and the fuzzy membership of
each node is calculated. This method can be readily adopted for the case of a
set of seeds propagating the information only in their vicinity. An advantage of
this method is that only a small number of processing steps (adding or removing
edges) have to be performed too update the partitions while at the same time is
parameter-free.



378 K. Christopoulos and K. Tsichlas

A dynamic algorithm for local community detection using a set of seeds is
proposed in [44]. Initially, a greedy static algorithm is used in order to discover
the local community. During this process, the community initially contains only
the seed node and in each iteration one neighbor node is added maximizing
a chosen fitness score. At the end of this step there is a collection of sequences
(vertex, interior/border edge sum and fitness score), in increasing order of fitness
score. Then, the next phase start and in each network change, the algorithm
modify the collection of sequences. If after the modification the fitness score of
a position is higher than the fitness score of the next position, then the node
is removed and interior/border edges are modified as well. When this step is
finished, the collection of modified sequences is scanned and if in one position
the increasing order of the fitness score is violated then the set from this position
until its end is removed. Finally, the static algorithm is used one more time in
order to add new nodes to the local community. A full streaming version of the
seed set expansion method is described in [45].

Another approach is Evoleaders [14] that employs leader nodes with follow-
ers, in order to identify the evolution of the communities. The “Top leaders”
algorithm [25] initialize D leader nodes, one for each community, and associate
the nodes of the network to an appropriate leader. In this way, the communities
are constructed and, by utilizing the highest centrality node, a new leader is
picked and the old one is replaced. Then, in each time step, for the initialization
of the leader nodes, their common neighbors from the previous and the cur-
rent time step is taken into consideration and the Top leaders algorithm is used
iteratively. Consequently, the process of community splitting starts and then all
small communities can be merged, in an appropriate manner, so that the quality
(in terms of modularity) of the communities is improved. Finally, very recently,
[3] described a framework that strengthens the vicinity of the seed set (called
anchors) exploiting the fact that the seed set is of central importance for the
evolving community.

4 Conclusion

Our aim in this survey is to reexamine all the recent surveys in the field of CD
in temporal networks and to propose a new category of methods based on local
community detection. Thus, we propose five classes of algorithms and discuss
some representative methods. The advantages and drawbacks of each class are
also discussed. In future work, it will be beneficial to delve into, in more detail,
the local community detection class and to enrich the current survey with more
literature.
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In the present era, Machine Learning (ML) has been extensively used for many
applications to real world problems. ML techniques are very suitable for Big Data
Mining, to extract new knowledge and build predictive models that given a new input
can provide in the output a reliable estimate. On the other hand, healthcare is one of the
fastest growing data segments of the digital world, with healthcare data increasing at a
rate of about 50 % per year. There are three primary sources of big data in healthcare:
providers and payers (including EMR, imaging, insurance claims and pharmacy data), -
omic data (including genomic, epigenomic, proteomic, and metabolomic data), and
patients and non-providers (including data from smart phone and Internet activities
sensors and monitoring tools).

The growth of big data in oncology, as well as other severe diseases (such as
Alzheimer’s Disease, etc.) can provide unprecedented opportunities to explore the
biopsychosocial characteristics of these diseases and for descriptive observation,
hypothesis generation, and prediction for clinical, research and business issues. The
results of big data analysis can be incorporated into standards and guidelines and will
directly impact clinical decision making. Oncologists and professionals from related
medical fields can increasingly evaluate the results from research studies and com-
mercial analytical products that are based on big data, using ML techniques. Fur-
thermore, all these applications can be Web-based, so are very useful for the post
treatment of the patients.

The aim of this special session was to serve as an interdisciplinary forum for
bringing together specialists from the scientific areas of Computer & Web Engineering,
Data Science, Semantic Computing, Bioinformatics-Personalized Medicine, clinicians
and caregivers. The focus of this special session is on current technological advances
and challenges about the development of big data-driven algorithms, methods and
tools; furthermore, to investigate how ML-aware applications can contribute towards
Big Data analysis on post treatment follow up.

The stimulus to this scientific forum was the presentation of the ONCORELIEF
project (H2020-GA No. 875392): A Smart Digital Guardian Angel Enhancing Cancer
Patient Wellbeing and Health Status Improvement Following Treatment. ONCOR-
ELIEF aims to deliver a framework that consists of three main sub-systems: 1) a back-
end data platform where data are securely collected from heterogeneous sources,
anonymized, annotated and stored, etc., 2) an Artificial Intelligence (AI) engine built on
top of the back-end platform, which consumes and analyses data, extracts important
features, produces meaningful AI models and updates them accordingly, produces
correlations, etc.) a downloadable application (ONCORELIEF Guardian Angel)
available for portable devices, which will be connected with the ONCORELIEF
platform and with patients’ sensing devices. It runs locally and uses models produced
by the AI engine to extract insights on the patient life and condition and make sug-
gestions. The GA may optionally send data back both for research-related reasons
(another source of big data) and for computation offloading reasons (AI engine not



powerful enough on the mobile phone). These models are then downloaded to per-
sonal, portable devices in order to locally analyze individual data and to generate QoL
(Quality of Life) indices, recommendations and warnings for the patients using the
application. The application has been implemented and a pilot phase is running. The
first results, with real data obtained from cancer patients, were reported and they are
very promising.

Furthermore, a variety of Machine Learning methods have been presented insight
the special session, such as explainable interactive image classification and deep
learning techniques in order to train predictive models, using big data. Finally, these
methods have been used for medical image classification, big -omics data analysis,
supportive recommendations to cancer patients, neurological disorder patients and
dementia risk prediction.

We are grateful to the various authors that trusted their work with this special issue.
Many thanks are also due to Prof. L. Iliadis and Dr A. Papaleonidas, program co-chair
and organizing – publication & publicity co-chair respectively at AIAI 2022, who have
greatly helped us to organize this special session. They could not have done a better job
at administering all publishing details and letting us focus on the academic part. We are
also obliged to the people that have served as members of the editorial review board (in
alphabetical order): Prof. E. Georgopoulos, Dr I. Kalamaras, Dr S. Koussouris, Dr D.
Koutsomitropoulos, Dr A. Scherrer, Prof. S. Sioutas, Prof. K. Tsichlas and T. Zim-
merman. Their eager participation in the review process, the sharing of their time and
the contribution of their expertise have been of outmost importance for realizing this
Special Session.
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CERTH/ITI.
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Cancer Patient Wellbeing and Health Status

Improvement Following Treatment
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Abstract. ONCORELIEF aims to deliver a framework that consists of three
main sub-systems: 1) a back-end data platform where data are securely col-
lected from heterogeneous sources, anonymised, annotated and stored, etc., 2)
an AI engine built on top of the back-end platform, which consumes and
analyses data, extracts important features, produces meaningful AI models and
updates them accordingly, produces correlations, etc., 3) a downloadable
application (ONCORELIEF Guardian Angel) available for portable devices,
which will be connected with the ONCORELIEF platform and with patients’
sensing devices. It runs locally and uses models produced by the AI engine to
extract insights on the patient life and condition and make suggestions. The GA
may optionally send data back both for research-related reasons (another source
of big data) and for computation offloading reasons (AI engine not powerful
enough on the mobile phone). These models are then downloaded to personal,
portable devices in order to locally analyze individual data and to generate QoL
(Quality of Life) indices, recommendations and warnings for the patients using
the application. The application has been implemented and a pilot phase is
running. The first results, with real data obtained from cancer patients, were
reported and they are very promising.
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Abstract. Would you trust physicians if they cannot explain their deci-
sions to you? Medical diagnostics using machine learning gained enor-
mously in importance within the last decade. However, without further
enhancements many state-of-the-art machine learning methods are not
suitable for medical application. The most important reasons are insuf-
ficient data set quality and the black-box behavior of machine learning
algorithms such as Deep Learning models. Consequently, end-users can-
not correct the model’s decisions and the corresponding explanations.
The latter is crucial for the trustworthiness of machine learning in the
medical domain. The research field explainable interactive machine learn-
ing searches for methods that address both shortcomings. This paper
extends the explainable and interactive CAIPI algorithm and provides
an interface to simplify human-in-the-loop approaches for image classi-
fication. The interface enables the end-user (1) to investigate and (2)
to correct the model’s prediction and explanation, and (3) to influence
the data set quality. After CAIPI optimization with only a single coun-
terexample per iteration, the model achieves an accuracy of 97.48% on
the Medical MNIST and 95.02% on the Fashion MNIST. This accuracy
is approximately equal to state-of-the-art Deep Learning optimization
procedures. Besides, CAIPI reduces the labeling effort by approximately
80%.

Keywords: XAI · Interactive learning · CAIPI · Image classification

1 Introduction

Medical diagnostics based on machine learning (ML), such as Deep Learning
(DL) for visual cancer detection, have become increasingly important in the last
decade [7]. However, on the one hand, clinicians are rarely experts in implement-
ing ML models, on the other hand, even if the data sets are of high quality, they
c© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
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are rarely intuitive for ML engineers. Additionally, many state-of-the-art DL
algorithms are black-boxes to end-users. For ML in critical application domains
like medical diagnostics, it is crucial to close the gap between clinical domain
expertise and engineering-heavy ML methods.

This paper aims to enable domain experts such as clinicians to train and
apply trustworthy ML models. Based on the ML pipeline, starting from data
preparation to the decision-making process, we formulate three core requirements
for the domain of medical diagnostics: 1) First, it is important to keep the quality
of the data under control. 2) Secondly, it is necessary that the decisions of the
ML model are disclosed in a transparent way - known as explainable machine
learning (XAI) - where it is crucial in critical applications that models make
the right decisions for the right reasons. 3) Finally, the clinical expert should be
able to be involved in the optimization process [3] to allow interactive correction
of both, explanations and decisions. Such interactive ML methods are closely
related to active learning [15], in which instance and label selection occur in the
interaction between algorithm and agent. By meeting these requirements, the
user gains end-to-end control over the entire ML process, involving the clinical
expert interactively in the ML process (human-in-the-loop).

We aim to combine both, explainable and interactive machine learning,
denoted by eXplainable Interactive Machine Learning (XIML) [16]. Our domain
of interest is the classification of medical images from diagnostics in everyday
clinical practices, such as classifying computer tomography scans into their cor-
responding categories like e.g. abdomen, chest, brain, etc. For our use case, we
are interested in providing a visual explanation for such a categorical classifica-
tion and furthermore allow the user to correct both, the classification and the
explanation.

Our core contribution focuses on four research questions about improving
the applicability and efficiency of the CAIPI [16] algorithm, exemplary applied
to the domain of medical diagnostics. CAIPI enables model optimization to be
performed while interactively including user feedback using generated counterex-
amples for predictions and explanations:

(R1) Do explanation corrections enhance the model’s performance [16]?
(R2) Do explanation corrections improve the explanation quality?
(R3) Does CAIPI benefit from explanation corrections for wrong predictions?
(R4) Is CAIPI beneficial compared to default DL optimization techniques?

We will outline the benefits of XIML for the medical domain in Sect. 2, recap
the most important of CAIPI’s core concepts and our extensions in Sect. 3, and
describe our experimental setting in Sect. 4. We will answer the research ques-
tions in Sect. 5. Section 6 will discuss the results. Finally, Sect. 7 will conclude
our work and summarize future research questions.

2 Related Work

Human-in-the-loop approaches provide benefits for the application of ML in
the medical domain. Even if ML systems for medical diagnostics account for
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expert knowledge, they can still suffer from a lack of trust, since knowledge bases
can be manipulated [5]. The authors [5] propose an architecture that allows an
authorized user to enrich the knowledge base while protecting the system from
manipulation. Although we do not provide an explicit architecture, our scope is
closely related, as we aim to enable experts to control the data quality, and to
monitor and correct the behavior of the ML system. Apart from trustworthiness,
another major benefit of interactive ML algorithms lies in their efficiency. For
instance, extracting patient groups is more efficient when using sub-clustering
with human expert knowledge compared to traditional clustering [4].

A central explanatory method, which CAIPI is based on, is called Local
Interactive Model-agnostic Explanation (LIME) [10], which samples local inter-
pretable features to fit a simplified and explainable surrogate model where the
surrogate model’s parameters become human interpretable. Although LIME is
one of the most famous local explanation methods, there are alternatives such
as the Model Agnostic suPervised Local Explanations (MAPLE) method [9] that
relies on linear approximation of Random Forest models for explanations.

It is worth noting that local explanation procedures are limited to explain sin-
gle prediction instances only. Also, they require additional explanatory models,
which also introduce uncertainty [11]. The models do not explain the black-boxes
per se, since they are ML models with different optimization objective for them-
selves. In contrast to local explanations, global explanations aim to explain the
prediction model in general. This can be achieved by approximating the complex
black-box model by a simpler interpretable model. An algorithm to approximate
complex models with decision trees is proposed by [1]. The major benefit of
global explanations is that the interpretable model mimics the explicit complex
model. However, even if the resulting models are simpler, their interpretation still
requires basic ML knowledge, which apart from the computational complexity
is the major drawback for global explanations.

The authors of [14] also extend the CAIPI algorithm specifically for DL use
cases. They introduce a loss function with additional regularization term. Large
gradients in regions with irrelevant features are penalized. Explanations for DL
models for medical image classification can also be generated with inductive
logic programming [13]. The connection of this paper with both of the previous
papers appears to be interesting for future research.

3 Practical, Explainable, and Interactive Image
Classification with CAIPI

In this section, we first recapitulate the mathematical foundations of LIME and
the operation of the CAIPI algorithm. Secondly, we will discuss our extension
of the CAIPI algorithm for application to complex and large image data.

The extensions will be derived by solving two problems that frequently occur
with CAIPI in practice: First, default CAIPI only receives explanation correc-
tions, if the prediction is correct but the explanation is wrong [16]. This seems
to be inefficient, as wrong predictions are also made during the optimization.
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Therefore, we extend CAIPI such that users can also correct explanations if
the prediction is wrong. Secondly, a major contribution of our work lies in the
simplification of the human-algorithm-interaction. In practice, optimization pro-
cedures are too complex for domain experts such as physicians when they depend
on human interaction. To overcome this issue, we provide an universally appli-
cable user interface.

LIME [10] exploits an interpretable surrogate model to construct explana-
tions for predictions of a complex model. The representation of an instance is
defined by x ∈ R

d. The features of an instance are transformed into an inter-
pretable representation x′ ∈ {0, 1}d, where 0 indicates the absence and 1 the
presence of a super-pixel. Super-pixels are contiguous patches of similar pixels
in an image. Correspondingly, z is a sample generated around the original rep-
resentation and z′ a sample around the interpretable representation. The term
πx(z) is a proximity measure between x and z. The complex model is denoted by
f(x) and the local explanatory model by g ∈ G, respectively, where G represents
the aggregation of local explanatory models for f(x). The term Ω(g) penalizes
increasing complexity of the explanatory model. The objective function of LIME
in (1) aims to minimize the sum of the loss function and the penalty.

ξ(x) = argmin
g∈G

L(f, g, πx) + Ω(g) (1)

The locality-aware loss is defined in (2). Locality-awareness means to account
for the sampling region around the representation. This is ensured by πx(z),
which is calculated by an exponential normalized distance function.

L(f, g, πx) =
∑

z,z′∈Z

πx(z)(f(z) − g(z′))2 (2)

We make use of the Quick Shift algorithm [17] to partition an input image
into super-pixels and the Sparse-Linear Approximation algorithm [10] together
with the loss function (2) to generate explanations.

CAIPI [16] distinguishes between a labeled data set L and an unlabeled data
set U . It uses four components: 1) The Fit component trains a model with L.
2) SelectQuery selects a single instance from U . Typically, the label belonging
to this instance maximizes the loss reduction for the next optimization step.
For that, we predict the instances of U and choose the instance with the lowest
prediction score. 3) Explain applies the LIME algorithm and shows the pre-
diction with its corresponding explanation. 4) Depending on the user input,
the ToCounterExamples component generates counterexamples. The selected
instance is removed from U and added to L together with the generated coun-
terexamples.

We propose an image-specific data augmentation procedure. Figure 1 shows
decisive features of a computer tomography scan of the chest. We scale, rotate,
and translate the decisive features. The order of the augmentation is fixed. Their
parameters are random with the constraint that the resulting image must fit
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Fig. 1. Data augmentation for counterexamples. Relevant features (b) are extracted
from the original image (a). The features are scaled (c), rotated (d) and translated (e).

Algorithm 1. CAIPI algorithm [16]
Require: labeled examples L, unlabeled examples U , iteration budget T
1: f ← Fit(L)
2: repeat
3: x ← SelectQuery(f, U)
4: ŷ ← f(x)
5: ẑ ← Explain(f, x, ŷ)
6: Present x, ŷ and ẑ to the user
7: Obtain y and explanation correction C
8: {(xi, yi)}c

i=1 ← ToCounterExamples(C)
9: L ← L ∪ {(x, y)} ∪ {(xi, yi)}c

i=1

10: U ← U\({x} ∪ {xi}c
i=1)

11: f ← Fit(L)
12: until max. number of iterations T or min. quality of f is reached
13: return f

completely into the original frame. The augmentation is performed with Albu-
mentations [2]. Within CAIPI, this procedure is applied to the decisive features
once when the image from U is appended to L.

In the CAIPI optimization process in Algorithm 1, the user provides feedback
to the most informative instance in each iteration. The model is then retrained
with the additional information. The procedure terminates when reaching a cer-
tain prediction quality of f or the maximum number of iterations.

CAIPI distinguishes between three prediction outcome states: right for the
right reasons (RRR), right for the wrong reasons (RWR), and wrong (W) [16].
Whereas RRR does not require additional user input, CAIPI asks the user to
correct the label for W, and to correct the explanation for RWR. RWR results
in augmented counterexamples, which only contain the decisive features.

At this point, we propose the following adjustment: We require the user to
provide the correct label as well as the correct explanation for case W. Theoret-
ically, this adjustment makes the optimization process more efficient, as coun-
terexamples are generated in each iteration if either the label or the explanation
or both are wrong.
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Figure 2 illustrates our proposed user interface. The depicted example image
is a computer tomography scan of the chest and is displayed together with its
prediction (Fig. 2a). Button Explanation displays the LIME result as shown in
Fig. 2b. The user can then choose whether the image was predicted correctly or
not (buttons True or False(W), respectively). In case of a correct prediction, we
further distinguish between right (True(RR)) and wrong (True(WR)) reasons.
This distinction maps exactly to the three cases RRR, RWR and W from CAIPI.

Figure 2a shows that the image was predicted correctly. However, as Fig. 2b
indicates, the explanation is at least partly wrong, i.e., the instance can be
considered as RWR. The corresponding button True(WR) opens the annotation
mode (Fig. 2c), where the user can correct the explanation. Afterwards, a newly
generated explanation can be evaluated as depicted in Fig. 2d. Confirming a
correction starts CAIPI’s ToCounterExamples method, which is in our case the
proposed data augmentation procedure (Fig. 1). Note, that the same interaction
applies to the W case, where the interface additionally asks for the correct label.
For RRR, contrary, the correction mode (Fig. 2d and 2d) is concealed from the
user. The remaining procedure is constant with the slight modification that no
counterexamples are generated.

The extension we propose offers great benefits for CAIPI. First of all, CAIPI
can be operated by end-users. Secondly, it fulfills all essential requirements
defined in the Introduction, Sect. 1. CAIPI shows its prediction and explana-
tion to the end-user in each optimization iteration, and if necessary the end-user
can correct both. Furthermore, the end-user (which typically is a domain expert)
is directly responsible for the data set quality, as CAIPI asks to add instances to
the training data set iteratively and the end-user can ensure correct labels and
emphasize correct explanations.

4 Experiments

For our experiments, we use two classes of the Medical MNIST data set [8,18]
(chest and abdomen computer tomography scans) and two classes of the Fashion
MNIST data set [19] (pullover and T-shirt/top). By this selection, we want to
emphasize a challenging binary classification task. The extension to categorical
data is left as future work due to simplicity during the evaluation process.

We use a fairly simple convolutional neural network (CNN) as DL model
in all experiments. It has a single convolutional layer with only 2 filters, a 9x9
kernel size, and stride parameter 1. It is followed by a pooling layer with kernel-
size 8x8 and stride parameter 8. It follows a single linear layer with 98 neurons,
a dropout layer with 0.5 dropout-rate, and two fully-connected layers with 16
and 2 neurons. All training procedures use batch size 64 and 5 epochs. We use
a binary cross entropy loss function, the Adam optimization algorithm [6], and
a learning rate of 0.001. The CNN corresponds to the function f in CAIPI.

Each CAIPI optimization starts with 100 preliminary labeled instances L0.
The maximum number of iterations is set to 100. We do not specify any other
stop criterion. R1 until R3 are evaluated with an alternating number of coun-
terexamples c. The number of counterexamples per iteration is c = {0, 1, 3, 5}.
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Fig. 2. User interface. The prediction (a) and the explanation (b) is presented to the
user. The user can correct the model’s prediction and explanation in the annotation
mode (c). The corrected instance can be displayed (d).

We show results on a domain-related data set, the Medical MNIST, and on the
Fashion MNIST, a well-known benchmark data set. We ensure balanced classes
in both data sets. Since CAIPI has 100 iterations, and L0 has 100 instances,
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Table 1. Maximum accuracy (%) by number of counterexamples conditioned on data
sets and modes. The mode RWR only generates counterexamples for Right predic-
tions with Wrong Reasons, whereas the RWR + W mode generates counterexamples
additionally for Wrong predictions.

Mode Data Counterexamples c

0 1 3 5

RWR Medical MNIST 96.02 95.42 94.51 96.75

RWR + W Medical MNIST 96.83 97.48 96.92 97.52

RWR Fashion MNIST 95.64 94.79 95.40 94.95

RWR + W Fashion MNIST 94.33 95.02 94.24 94.10

the final training data set will contain 200 different instances. Depending on the
user input, the training data set size will increase due to counterexamples.

We evaluate the prediction quality of our model in each optimization itera-
tion with CAIPI with the accuracy metric on dedicated test data sets with size
6, 000 for the Medical MNIST and size 4, 200 for the Fashion MNIST. We also
created test data sets to evaluate the explanation quality. Here, both test data
sets have size 200. We annotated the true explanation for all instances. For the
evaluation of the explanation quality, we use the Intersection over Unions (IoU)
metric. IoU lies in the interval [0, 1], where 0 is a completely incorrect and 1 a
perfect explanation. This means we divide the intersection of the LIME explana-
tion and the ground truth explanation by their union. We consider the average
non-zero explanation score. Non-zero stands for excluding false predictions, since
we cannot assume correct explanations for false predictions, and average means
dividing by the number of instances with non-zero explanation score. We com-
pare the prediction and explanation ability for generating counterexamples only
for RWR predictions versus generating counterexamples for predictions that are
either RWR or W.

Furthermore, we conduct a benchmark test by using the identical DL set-
ting and train a model with 14, 000 training instances for the Medical MNIST
and evaluated on 6, 000 test samples. Correspondingly, we trained with 9, 800
instances from the Fashion MNIST and tested with 4, 200 instances.

5 Results

Table 1 clearly shows that the prediction quality of our model does not benefit
from an increasing number of counterexamples, as the maximum accuracy is
approximately stable over the runs. Also, Table 2 shows no clear trend towards
an increasing explanation quality for greater numbers of counterexamples. Thus,
R1 and R2 can be negated based on the experimental setting in Sect. 4. Simi-
larly, for R3, the adjustment of providing explanation corrections also for wrong
predictions does not have positive impact on either the explanation nor the pre-
diction quality.
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Table 2. Maximum average non-zero explanation score (%) by number of counterex-
amples conditioned on data sets and modes. The mode RWR only generates coun-
terexamples for Right predictions with Wrong Reasons, whereas the RWR + W mode
generates counterexamples additionally for Wrong predictions.

Mode Data Counterexamples c

0 1 3 5

RWR Medical MNIST 41.59 44.74 40.36 42.87

RWR + W Medical MNIST 39.64 42.37 41.12 40.47

RWR Fashion MNIST 65.24 64.41 64.40 65.48

RWR + W Fashion MNIST 64.43 65.76 63.10 66.38

For state-of-the-art DL optimization, we achieve an accuracy of 94.67% for
the Medical MNIST and 95.26% for the Fashion MNIST. This accuracy is
approximately equal to the CAIPI results in Table 1. Besides, CAIPI requires
significantly less training data (200, plus counterexamples) than traditional opti-
mization (14, 000, respectively 9, 800). With respect to R4, this is clear evidence
that CAIPI influences the optimization process positively.

6 Discussion

R1 and R2 show no clear trend in favor of an increasing number of counterex-
amples, despite [16] states otherwise. Teso and Kersting [16] induce decoy pixels
with colors corresponding to the different classes into their training data set and
they randomize the pixel colors in the test set. Whenever they create counterex-
amples, they also randomize the decoy pixel color. We investigate R1 and R2
without prior data set modification. Table 1 shows that default active learning
(c = 0) positively influences the learning behavior to such an extent that there
is hardly space for improvement by extending it to XIML. This means that for
future evaluations the use cases must be sufficiently complex so that default
active learning does not provide satisfactory results.

We evaluate R2 by a dedicated test set containing annotated true expla-
nations. We use IoU to estimate the quality of the explanation in percent by
dividing the area of intersection by the area of union. The idea is, if predicted
and annotated explanations are congruent to each other, the explanation is
perfect. We frequently observe perfectly negative explanations, meaning that
the predicted explanation highlights all image parts apart from the annotated
explanation. From a human perspective, this explanation is perfect, for IoU it
is a completely wrong explanation. Determining the quality of explanations is a
prominent research field and future work should evaluate additional metrics.

For R3, Table 1 and 2 show that explanation corrections for RWR and W
do not differ significantly compared to explanation corrections for only RWR.
We argue that including more counterexamples (RWR + W) can be a chance
to build more robust data set. The robustness from a statistical perspective was
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not addressed in this paper. It must be included in future evaluations besides
accounting for the priory mentioned discussion points. Similar to earlier discus-
sion points, R4 can be re-evaluated in more complex use cases.

The data augmentation procedure plays also a major role. The procedure
defined in Fig. 1 will create training data, which are fundamentally different to
the test data, since both data sets, Medical MNIST and Fashion MNIST, contain
relatively centralized images. The idea behind the proposed procedure is to force
the model to account for the decisive features without considering the feature
position. This can be enhanced by random transformations in every epoch com-
pared to a single transformation when the counterexamples are generated. We
also expect improvement by including further constraints to make the resulting
counterexamples more realistically.

Finally, our main contribution is the simplification of the human-algorithm-
interaction with the introduced interface. We support this on theoretical basis,
as the application of CAIPI with our interface fulfills requirements, which we
defined in the Introduction, Sect. 1. Furthermore, we give practical evidence via
demonstration in Sect. 3. From a psychological point of view, this is insufficient.
Therefore, our interface should be subject of psychological studies in future.

7 Conclusion and Future Work

We extended the CAIPI algorithm by accounting additionally for explanation
corrections if the predictions are wrong. Moreover, we introduced an user inter-
face for a human-in-the-loop approach for image classification tasks. The inter-
face enables the end-user (1) to investigate and (2) to correct the model’s pre-
diction and explanation, and (3) to influence the data set quality.

The experiments show that the predictive performance of state-of-the-art
DL methods is met, even though the required training data set size decreases.
According to our findings, the correlation between an increasing amount of coun-
terexamples and higher predictive and explanatory quality does not hold. The
introduced extension that creates counterexamples also for wrong predictions can
help to build more robust data sets but does not increase the predictive nor the
explanatory quality. The proposed interface is a promising extension for medical
image classification tasks using CAIPI. The interface appears to be transferable
to every XIML approach exploiting local explanations. Evidently, CAIPI as well
as the proposed interface is transferable to any other image classification task.

The most obvious improvement is the generalization to categorical image
data. This appears to be a minor adjustment. It was neglected in this paper
for the sake of simplicity during evaluation of the experiments. Future research
should also address wrong explanations. This can be accomplished by connecting
this paper with [14]. Another prominent research subject is the CAIPI algorithm
for itself. As the CAIPI algorithm can be considered as feedback-reliable data
augmentation procedure, it could be continuously adjusted and modified. Here,
research subjects can be instance selection, local explanation, or data augmen-
tation methods. More sophisticated methods than simple IoU are necessary to
estimate the visual explanation quality more accurately.
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Further adjustments can be separated into three groups. First, the interface
can be evaluated in psychological studies. Second, the computational efficiency
of XIML methods can be increased by connecting them with online learning
algorithms such as [12]. And third, the connection of inductive logic program-
ming like in [13] with human-in-the-loop ML procedures is a promising research
area.
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1 Introduction

1.1 Oncological Follow-Up Care

With about 492000 newly diagnosed cases and about 230000 deaths per year,
cancer is one of the most common diseases and the second most common cause of
death in Germany [12]. Clinical cancer treatment is widely based on surgery, sys-
tem therapy, radiotherapy and their combinations [11]. Cancer therapy in addi-
tion to the immediate effects may also entail significant aftereffects for patients.
They often suffer from a reduced well-being and quality of life for a long time
after leaving the clinic [9]. However, patients can receive only limited medical
support outside of the highly specialized clinical environment. To a major extent,
they are left to their own devices to overcome the aftereffects of treatment. Even
regular consultation hours allow only limited exchange of information between
health professional and patient at certain intervals. The individualized planning
of tailored recommendations based on little information is in turn a major chal-
lenge for health professionals. And the correct independent implementation of
recommendations is also a challenging and possibly error-prone task for patients.

1.2 Planning and Monitoring of Supportive Recommendations

The main health goal of the EU project ONCORELIEF is to support cancer
patients in aftercare in regaining their well-being and quality of life [5]. This
goal is achieved by establishing a closed-loop workflow that connects health pro-
fessionals and patients by means of assisting digital solutions. This workflow
allows intensive cooperation beyond consultation hours and software-supported
individualized planning and close monitoring of supportive recommendations.
The health professional uses a web application for the planning of recommen-
dations and the patient uses a mobile application for their documentation and
monitoring. The collected information goes through a data analysis, the results
of which provide the basis for recommendation planning. ONCORELIEF follows
a division-of-labor approach to recommendation planning and monitoring. The
potentially time-consuming and error-prone process steps of analyzing health
data and searching for suitable recommendations are performed using artificial
intelligence (AI) methods. In contrast, the result-critical step of recommendation
planning is performed by the health professional with the help of mathematical
decision support methods. With this solution approach, ONCORELIEF follows
the recommendations for an ethically correct use of AI on health topics [6].

1.3 Contents

This paper presents in Sect. 2 the methods used for recommendation planning
and monitoring. Section 3 describes the practical application for an illustrative
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case scenario of colorectal cancer. Section 4 assesses the achieved research and
development results.

2 Material and Methods

Figure 1 schematically depicts the digitally assisted closed-loop workflow of post-
treatment supportive patient care. The results obtained with AI-based data anal-
ysis of the considered patient case form the starting point. With this information,
the health professional performs recommendation planning in the web applica-
tion. The planned recommendations with all their contents are transferred to
the patient’s mobile application. There, the patient obtains information about
the supportive recommendations and documents them during implementation.
Based on the documented information, the mobile application does the monitor-
ing, provides feedback to the patient and transfers the collected information to
the data analysis. From a planning perspective, this closed-loop workflow follows
the principles of sequential decision making [10].

Fig. 1. Solution approach with the core components and main information flows: Rec-
ommendation planning with the web application (green) by the health professional,
supportive recommendations with their contents (red), documentation and monitoring
with the mobile application (blue) used by the patient and AI-based data analysis of
the progress achieved with the recommendation (grey). The thick arrows indicate the
main process steps of the approach. (Icons: Line Icons (iconsmind.com), Windows 8
Icons (icons8.com)). (Color figure online)
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2.1 Digitally Supported Workflow

Results of AI-based Data Analysis. The planning of individually suitable
supportive recommendations for a patient case is based on analysis results gen-
erated with AI methods on the case data. The choice of the appropriate method
in each case depends on the nature of the considered case data and the reference
data available for method training. However, the solution approach followed here
is in principle independent of the choice of method and uses only the obtained
results. This flexibility is achieved by using a data interface based on a generic
information format. The imported data contains a listing of the performance
indicators used by the AI method and a listing of the supportive recommenda-
tions with their scores in these performance indicators. This concept also follows
the general objective of Explainable Artificial Intelligence (XAI) methods of
providing more insight into the origin and quality of results of analysis [7].

Register of Supportive Recommendations. The imported results of analy-
sis are matched with the contents of a recommendation register based on the rec-
ommendation names. This register contains templates for the recommendations
available for planning, which are provided as structured files with the following
information contents:

– a description of the recommendation in terms of its parameters with their
individual identifier, value type, value range, position and multiplicity in the
recommendation;

– a description of the parameter visualization with label, surrounding text, type
of initialization including optional initial values and access rights;

– a description of logical conditions in terms of second-level predicate logic on
the recommendation parameters, text descriptions and optional quality scores
[1].

Supportive recommendations are made available for planning by importing such
files with a registration feature of the web application. After a successful import
and validation against a schema file, the recommendation can be used for plan-
ning.

2.2 AI-based Decision Support for Health Professionals

Selection of Recommendations. The search for suitable recommendations
and their selection is treated as a multi-criteria decision problem in the web
application [4]. Here, the supportive recommendation name and the performance
indicators from the AI method form the planning criteria and the AI results pro-
vide the evaluations in the criterion space. The health professional in charge can
use search, sort and filter functionality on these criteria to determine the suitable
recommendations. The web application as a whole thus implements a division-
of-labor approach. The potentially time-consuming and error-prone search for
relevant recommendations is handled by AI methods. But the outcome-critical
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decision about which recommendations to implement is up to the health pro-
fessional. With this approach, recommendation planning follows the preferable
approach for the ethically correct use of AI by keeping the human in the loop
[6].

Adaptation of Recommendations. The health professional can then adapt
the selected recommendations to the patient’s individual needs by means of the
parameters that are released for this purpose. These parameters shall inform
the patient how to implement the recommendations, but they are also used
in the logical conditions for monitoring. Modification of these parameters thus
allows for an easy individualization of recommendations, which again follows
the preferable approach for the use of AI methods [6]. An explicit editing of
conditions would have required an advanced understanding of certain concepts
from formal mathematics and computer science. Once these adaptations are
complete, the recommendations are exported back into proprietary file structures
and transferred to the patient’s mobile application.

2.3 Knowledge-based Decision Support for Patients

Configuration of the Mobile Application. The mobile application has
methods for the retrieval and interpretation of these files and the processing of
their contents. This processing includes the visualization of recommendations,
the provision of features for their documentation and methods for the evaluation
of the entered information in monitoring. The mobile application is thus generic
over the application-specific content. This separation allows for a configuration
of the mobile application also with newly registered recommendations without
any software update.

Documentation of Recommendations. The display and processing of sup-
portive recommendations in the mobile application for the patient takes place
analogously to the web application. The patient documents the implementation
of the recommendation via the parameters released for this purpose. Most of
these parameters have predefined value ranges and only a few support entries of
free text. This allows for a easy usability based on value selection, guarantees
a high quality of the crucial data and their comparability in data analysis. The
information entered is stored in the mobile application and transferred to the
data analysis upon the patient’s request. This ensures the patient’s sovereignty
over his or her own data.

Monitoring of Recommendations. Monitoring features a rule-based system
based on an application of the logical conditions contained in the supportive
recommendations to the information entered by the patient [13]. This ensures a
clearly predictable behavior of the mobile application according to the instruc-
tions of the health professional and enables patient care without permanent
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involvement of the health professional. After each editing in a recommendation,
the corresponding logical conditions are evaluated on the entered information,
which again corresponds to the principle of sequential decision making. A ful-
filled condition triggers a text message to the patient, following the XAI objective
to communicate results in a transparent way [7]. This information is optionally
combined with ratings on multiple quality scales for multi-criteria decision mak-
ing by the patient during implementation of the recommendations [4]. Negative
evaluations for an ongoing recommendation or also completion of a recommen-
dation are at the patient’s behest followed by a transfer of information to the
health professional. This would then trigger an adaptation of the ongoing sup-
portive recommendations by the health professional and thereby close the loop
shown in Fig. 1.

3 Results and Discussion

3.1 Planning of Supportive Recommendations

Exemplary Patient Case and Results of Analysis. The methods described
above are illustrated for an artificial case scenario in which a patient treated for
colorectal cancer suffers from the aftereffects of anxiety, depression and fatigue.
This information enters a data analysis, which here uses Random Forest clas-
sification [3]. This method uses singular decision trees for the classification of
data samples, in this context the applicability of a recommendation for a case
scenario. They then aggregate the classification results obtained from a forest
of decision trees to a majority vote with some percentage indicating its validity.
The obtained results are transferred to the web application and displayed there
as can be seen in Fig. 2. A combination with another AI method would give this
table another view with different column labels for the performance indicators
specific to the method.

Registered Supportive Recommendations. A review of medical guide-
lines for the considered disease patterns of colorectal cancer and acute myeloid
leukemia has so far led to the specification of altogether 24 supportive recom-
mendations [9]:

– Acupuncture
– Anti-depressant therapy
– Group therapy
– Healthy nutrition
– Intervention for sleep disturbances
– Medical treatment
– Mindfulness-based stress reduction
– Nutrition consultation
– Physical activity
– Positive social relationships
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Fig. 2. Recommendation planning with the web application: survey of the available
recommendations, corresponding results of data analysis and planning features (left)
and display of the selected recommendation with adaptation features (right).

– Psychiatric consultation
– Psycho-educational therapy
– Psychological consultation
– Recommendations against appetite loss
– Recommendations against hair loss
– Recommendations against the hand foot syndrome
– Recommendations against lack of sexual interest
– Recommendations against sleep problems
– Recommendations against sore mouth
– Recommendations against weight changes
– Recommendations against weight loss
– Scrambler therapy
– Supportive care
– Treatment of medical causes

These recommendations have parameter structures like the following one of
the exemplary supportive recommendation Physical Activity :

◦ Physical Activity (node)
{

◦ Activity type (ordinal, exactly once)
◦ Duration recommendation (integer, exactly once)
◦ Frequency recommendation (integer, exactly once)
◦ Length (integer, exactly once)
◦ Activity entry (node, arbitrary)
{
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◦ Activity date (date, exactly once)
◦ Duration (integer, exactly once)
◦ Rating of perceived exertion (integer, exactly once)

}
◦ Recommendation result (ordinal, exactly once)
◦ . . .

}
The indentation and brackets represent the hierarchical tree structure with

nodes and leafs. The items represent the parameters with their identifier, value
type and multiplicity. Supported value types are text, nominal, ordinal, integer,
float, date and node. Feasible multiplicities are at most once, exactly once, at
least once and arbitrary.

Selection and Adaptation of Recommendations. The web application first
displays all the supportive recommendations analyzed by the AI method with
their respective ratings. With the help of the available search, sort and filter func-
tionality, the health professional can narrow down the recommendation options
to the relevant ones. In the considered case scenario, these are the recommenda-
tions that were identified by the AI presumably suitable. These recommendations
therefore carry a Yes in the criterion AI Decision and a high value close to one in
the Validity criterion. In Fig. 2, the health professional has therefore performed
filtering operations on these two criteria and sorted the remaining recommenda-
tions by Validity. The health professional then selects one or more desired rec-
ommendations, in this case the previously mentioned recommendation Physical
Activity. Selected recommendations are displayed in the web application accord-
ing to their specifications from the recommendation register. In these views,
the health professional can adapt recommendations to the individual needs of
the patient via the parameters released for editing. For the displayed Physical
Activity, these are most prominently the Activity type, Recommended duration,
Recommended frequency and Recommended length. At the end of planning, the
adapted recommendations are transferred to the patient’s mobile application.
This happens by means of regular requests for new information from the mobile
application to the web server.

3.2 Processing of Supportive Recommendations

Documentation of Recommendations. The mobile application shows the
patient an overview of the progress of previous and current supportive recommen-
dations as shown in Fig. 3 (left). After selecting a recommendation, it switches to
a full-screen view for this recommendation, see Fig. 3 (right). In this full-screen
view, the patient receives the general information entered by the health profes-
sional about the recommendation provided with input options for its documen-
tation. The patient documents the considered recommendation Physical Activity
by adding instances of the node parameter Activity Entry, which in turn con-
tain the parameters Activity date, Duration and Rating of Perceived exertion
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(RPE) [2]. These parameters have predefined value ranges, making the informa-
tion entered clearly interpretable and comparable among multiple instances of
themselves. The same applies to the parameter Recommendation result, which
is filled in after completion of a recommendation to document the perceived
success.

Fig. 3. Processing of recommendations with the mobile application: survey of support-
ive recommendations (left), monitoring feedback on a single recommendation (middle)
and full-screen view of a recommendation for information and documentation (right).

Recommendation Monitoring. Every edit of a recommendation automati-
cally triggers an evaluation of the associated logical conditions. For the consid-
ered recommendation Physical Activity there are 15 such conditions, which have
the following exemplary form

( NOT ( EXISTS (Activity entry) FULFILLS ( (Activity entry).(Activity
date) GREATEROREQUAL ( (CURRENT DATE) MINUS (Frequency
recommendation) ) ) ) )

This condition checks whether there is no node entry Activity entry, whose
date Activity date lies within the period determined by Frequency recommenda-
tion and the CURRENT DATE. CURRENT DATE and the other key words
written in capital letters represent operators in the used logic language. The
point between Activity entry and Activity date is another operator for switching
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from a node to one of its children. Many logic languages like the Arden syn-
tax encode conditions in a procedural format, which is difficult to comprehend
for users without knowledge in formal mathematics and computer science [8].
The logic language used in this context encodes conditions in a readable format,
which can be easily understood and validated by health professionals.

In the considered case scenario, this condition is met and yields the quality
score

( Evaluation ASSIGN Bad )

The supportive recommendations specified for the considered disease pat-
terns use the two quality scales Evaluation and Urgency with optional value
assignments depending on the specific condition. Quality scores are displayed in
the recommendation overview with colored symbols, see Fig. 3 (left). The colors
feature a traffic-light scheme and are computed from the relative position of a
quality score on the value range of the quality scale. They allow the patient to
quickly identify the most important or urgent information and react on it. The
fulfilled condition also triggers a text message to the patient, which is displayed
on top of the recommendation view after clicking the colored symbol as shown
in Fig. 3 (middle).

4 Conclusions

This work presents a solution approach for providing a digitally assisted aftercare
service to cancer patients. The approach is developed for the exemplary disease
patterns of colorectal cancer and acute myeloid leukemia. The obtained results
shall enter a comprehensive medical evaluation for these fields of application in
the near future. The generic concept of the approach, however, allows for a trans-
fer into other medical and non-medical fields of application. This concept fea-
tures digital assistance for the involved stakeholders with separate technological
components, which nevertheless combine to an integrated closed-loop workflow.
A web application featuring AI-based data analysis and multi-criteria decision
making allows for an efficient planning of individualized supportive recommenda-
tions by health professionals. A mobile application featuring a rule-based system
and sequential decision making assists cancer patients in the documentation and
monitoring of ongoing supportive recommendations. The regular information
transfer between these two components supports patients in effective aftercare
guided by health professionals without their permanent involvement and beyond
regular attendance of medical consultation hours.
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Abstract. Facial expression (FE) is the most natural and convincing
source to communicate human emotions, providing valuable insides to
the observer while assessing the emotional incongruities. In health care,
the FE of the patient (specifically of neurological disorders (NDs) such
as Parkinson’s, Stroke, and Alzheimer’s) can assist the medical doctor in
evaluating the physical condition of a patient, such as fatigue, pain, and
sadness. ND patients are usually going through proper observation and
clinical tests, which are invasive, expensive and time-consuming. In this
paper, an automatic lightweight deep learning (DL) based FEs recogni-
tion framework is developed that can classify the facial expression of ND
patients with 93% accuracy. Initially, raw images of FEs are acquired
from publicly available datasets according to the patient’s most com-
mon expressions, such as normal, happy, sad, and anger. The framework
cropped images through a face detector, extract high-level facial features
through the convolutional layers and fed them to the dense layers for
classification. The trained model is exported to an android based envi-
ronment over a smart device and evaluated for real-time performance.
The qualitative and quantitative results are evaluated on a standard
dataset named Karolinska directed emotional faces (KDEF). Promising
results are obtained of various NDs patients with Parkinson, Stroke, and
Alzheimer that show the effectiveness of the proposed model.

Keywords: Neurological disorder · Convolution neural network ·
Parkinson · Alzheimer · Emotion recognition

1 Introduction

Human facial expressions (FEs) play a significant role in human-to-human inter-
actions and human behaviour analysis. According to Mehrabian et al. [1], for
effective oral communication, body language, including FEs, contributes up to

c© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
I. Maglogiannis et al. (Eds.): AIAI 2022 Workshops, IFIP AICT 652, pp. 412–423, 2022.
https://doi.org/10.1007/978-3-031-08341-9_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-08341-9_33&domain=pdf
https://doi.org/10.1007/978-3-031-08341-9_33


Monitoring Neurological Disorder Patients via Deep Learning 413

55% of total importance, while voice tons and words contribute 38% and 7%
respectively. Apart from this, FEs reflects common symptoms of various medi-
cal conditions like NDs including Parkinson’s [2], Stroke [3], Alzheimer, and Bell
Palsy [4] diseases. Most of the time, medical experts diagnose patients with ND
problems through strict overtime monitoring and various invasive and expensive
medical tests, which can be challenging and painful [5]. Thus, developing an
alternative, cost-effective and endurable system is essential. An automatic FEs
recognition system can assist a doctor in evaluating the ND patients’ overall
behaviour. Such a system can efficiently differentiate and identify various FEs
to identify patients’ conditions (e.g., feeling well, bad, normal) associated with
clinical-related FEs features. These FEs linked with clinical features can be com-
bined with the diagnostic process as biomarkers to evaluate the performance of
therapeutic response toward an ND patient.

Fig. 1. Proposed framework, Broadly divided into two steps which include training
and testing. Further, the training step consists of, dataset, pre-processing, and model
designing, while the testing step contains real-time testing on real data of ND patients.

Various studies have been conducted to study the relationship between FEs
and different NDs. Kohler et al. [6] conducted a study on Alzheimer patients’
behaviour, and they found a deficit of FEs in Alzheimer patients. Similarly,
Authors in [7] analyzed the behaviour of neurodegenerative disorder patients.
They identified deficiency in most patients toward positive FEs such as happi-
ness due to high subjectiveness to negative emotions such as anger and sadness.
Ferndez et al. [8] observed impairment in the abilities of positive FEs recognition
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in frontotemporal dementia and Alzheimer patients. To identify neurologically
disordered by utilizing FEs, Authors in [9] developed a method to detect NDs
using FEs. In their study, a photo/video containing different expressions is shown
to the patients with NDs, and the patients are advised to mimic the expressions.
The tool used in this study further decodes the expression of the patients by
calculating the intensity of the imitated expression. Based on the calculated
intensity, the system proposed in [9] predicts the state of the disease. In addi-
tion, Dantcheva et al. [10] proposed a computer vision-based framework to mon-
itor severely demented people and their FEs during musical therapy, classifying
activities and expressions during talking, singing, happy, and normal conditions.
Similarly, authors in [11] proposed a machine learning (ML)based 3D mobile
game application called JEMlmE to improve the expression skills of children
with autism spectrum diseases. In this study, an ML model is trained over chil-
dren’s expressions (sadness, happiness, anger, and natural, etc.) and is integrated
with JEMlmE. Playing JEMLmE, children produce different expressions and
certain positive points through correct expressions, otherwise negative points.
Further, Jin et al. [12] performed a comparative study of deep learning (DL)
and ML-based techniques, diagnosing Parkinson’s patients through FEs analy-
sis. The authors collected videos of healthy and Parkinson patients containing
smiley faces in this study. In Face++ API, traditional ML (such as SVM, DT,
LR, RF) and DL based sequence learning (such as RNN and LSTM) are used
for preprocessing, feature extraction and classification.

Apart from this, various FEs recognition techniques are developed to improve
the performance of FEs recognition methods such as [13]. Among them Liang
et al. [14] developed an action unit-based network to recognize 33 various fine-
grained FEs. Similarly, in [15] authors proposed a generative adversarial network
(GAN) based technique to solve the problem of bad artefacts while transform-
ing one FE to another FE, for instance, sad to happy. Further, the adaptive
learning-based FEs representation technique was proposed in [16] where authors
developed a knowledgeable teacher and self-taught student network to learn
facial emotions in both easy and complex environments adaptively. In addition,
a cloud-based convolution neural network (CNN) framework was developed to
recognize FEs recognition over edge server [17], Where the system captures a face
image using a smartphone, transmitting it to the server for preprocessing and
classification. State of the arts (SOTA) discussed high computational resources
for training, testing, and deployment. The FEs in SOTA are not explicitly asso-
ciated with the facial emotions of NDs patients for diagnostic purposes, only
focusing on security and data quality applications. To cope with the critical
challenges of computation, accuracy, and association of FEs with NDs patients
for diagnostic purposes, we proposed a lightweight FEs recognition framework
to assist the medical experts in early diagnosing of NDs patients. In a nutshell,
the contributions of the proposed framework are three folds:

1. Developed a DL-based FEs analysis framework that can monitor early-stage
NDs patients, including Parkinson’s, Alzheimer’s, and stroke patients.
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2. The model of only 9 MB is achieved which is deployable in resource-
constrained devices such as smartphones and tablets for the practical use
of medical practitioners.

3. Achieved the highest accuracy of the model on NDs patients data collected
from YouTube containing faces carrying numerous expressions belonging to
different gender and age.

The rest of the paper is organized in the following order. Section 2 presents the
data preparation step, including the details of the dataset, data pre-processing
and augmentation. The model architecture and the training strategy is elabo-
rated in Sect. 3. The experimental setup and the implementation details are given
in Sect. 4. The quantitative results and ablation study is also presented in Sect. 4.
Section 5 concludes the paper and gives potentials future research directions.

2 Data Preparation

Dataset collection, annotation, and arranging, especially in the case of FEs of
ND patients, is a very challenging task. It requires a large number of patients
suffering from ND or special skilled professional actors that can make a genuine
expression like the ND patients. Both cases require substantial financial resources
and substantial human efforts from the researcher, doctors, and patients. So
instead of making a dataset from scratch, we have explored various publicly
available datasets like the Japanese female facial expressions database JAFF
[18], and KEDF [19]. Further details of dataset and its preparation for the DL
model are listed below.

2.1 Dataset

KEDF is a publicly available dataset developed by the psychological section of
the department of clinical neuroscience, Karolinska Institute, Sweden. It con-
tains universal human facial expressions (Normal, happy, sad, surprised, afraid,
angry, and disgusted) images having the size of 562× 762 of 70 participants (35
males and 35 females) obtained from five different angles with various cameras.
We selected the KEDF dataset for the training of the proposed model because
it contains clear, varied, and high-resolution images. Further, in Neurological
disorders, patients mainly express four expressions: normal, happy, anger, and
sad. So, we chose only these classes of data from the KDEF and arranged them
in four classes as shown in step 1 of Fig. 1 accordingly. The arranged data con-
sists of 900 RGB images in each of the four classes split between the training
and validation set. Due to this split, 80% of the data is used for training and
20% for evaluation. Further, for real-time testing on real patients’ we collected
a full-length video from the YouTube platform for each mentioned NDs patient
by searching in different well-known channels like Michigan Medicine, 60 min
Australia BAYSTATEHEATH. After collection, we extract frames from each
video and select frames or parts of the video to pass from the trained model for
real-time evaluation based on the expression and age of the patients.
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Table 1. Hyper-parameters of the proposed model

Layer Kernel size No of kernels/Neurons Activation Dropout rate(%)

Conv2d 1 3× 3 32 Relu –

B-norm1 – – – –

Conv2d 2 3× 3 32 Relu –

B-norm2 – – – –

Max-pool1 2× 2 – – –

Conv2d 3 3× 3 64 Relu –

B-norm3 – – – –

Max-pool2 2× 2 – – –

Conv2d 4 3× 3 64 Relu –

B-norm4 – – – –

Max-pool3 2× 2 – – –

Conv2d 5 5× 5 128 Relu –

B-norm5 – – – –

Max-pool4 2× 2 – – –

Conv2d 6 5× 5 128 Relu –

B-norm6 – – – –

Dropout1 – – – –

Max-pool5 2× 2 – – –

Flatten - – – –

Dropout2 – – – 30

Dense1 – 64 Relu –

B-norm7 – – – –

Dense2 – 64 Relu –

Dropout3 – – – 30

Output Dense – 4 Softmax –

2.2 Pre-processing

Preprocessing is one of the critical steps to improve the learning capabilities of
the model during training. Preprocessing aims to remove unessential pixels from
the raw images and keep only region of interest (ROI) for processing. The first
step is to detect the face and then crop it, as shown in Fig. 2. Face detection
is a challenging task due to angles and illumination variations. To avoid such
variations, a popular algorithm in terms of accuracy for face detection called viola
jones [20] is used. RGB images are converted to grey before feeding them to the
viola jones algorithm. Further, to reduce the computational cost, the cropped
images are downsampled to 148× 148 before feeding them into the proposed
training model.
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Fig. 2. Face detection and cropping

3 Model Architecture

In order to design an efficient DL model that is easily deployable on resource-
constrained devices such as smartphones, it is essential to have a minimal number
of trainable and non-trainable parameters. These parameters are directly related
to the different components of the model and its hyper-parameters. The broad
graphical depiction of our proposed model is given in Fig. 1. It consists of various
components, including convolution, pooling, batch normalization, dropout, and
dense layers. The model accepts a grayscale image of 148× 148 as input and
provides predicted probabilities as output for four facial expressions categories.
The architecture contains six convolutions layers (CLs) with various numbers
of 3× 3 and 5× 5 filters in the first four and last two layers, respectively. Relu
activation function is used in each CL, which helps the model avoid high van-
ishing gradient problems and learn complex nonlinear functions while training.
Five max-pooling layers (MPL) are utilized with the kernel size of 2× 2 after
each CL except the first one to reduce the dimensions of resulting features maps
from CLs and leave only high weighted features as output. Further, seven batch
normalization layers (BNLs) are kept after each layer for standardization of the
input batches for CLs and to smooth convergence during the model’s training.
In last, two hidden layers have 64 neurons with the relu activation function in
each, and one dense output layer contains four neurons and a SoftMax activa-
tion function used to acquire probability for four classes as an output of the
model. Besides this, the dropout @ of 30% regularization technique is utilized
before each of the last three dense layers to avoid overfitting and achieve high
accuracy on validation samples. Further, the final model contains a total of 1.3
million parameters. A visual view of our proposed model is shown in Fig 1 and
hyper-parameters parameters of various layers are tabulated in Table 1.
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4 Experiment

In this section, we present the evaluation performance of the proposed method.
First, we explain the experimental setting, then datasets used in the model’s
training and evaluation, followed by evaluation metrics, ablation study, and real-
time testing. All these steps are discussed below in detail.

4.1 Experimental Setup and Implementation Details

The implementation and experiments were carried out in python version 3.7
based virtual environment that is installed on a personal computer with the
specification of GTX GeForce 1070 GPU, intel(R) Xeon(R) X5560 processor
with 2.80 GH clock speed, and Install memory (RAM) 8.00 Giga bite. Further,
different frameworks and libraries are utilized, including TensorFlow-GPU ver-
sion 2.0.0 with the frontend of Keras-GPU for designing, training, and evaluating
the DL model. Categorical cross-entropy loss function and Adam optimizer with
an initial learning rate of 10−4 are used to calculate the loss of the model and
update its weights while training, respectively. In addition, we trained the pro-
posed model on 32 minibatch sizes for 150 epochs which took almost one and
half hours. Apart from this, NumPy is used for various mathematical operations
like reshaping and concatenation, and Matplotlib is utilized to visualise different
evaluation graphs.

Fig. 3. Real-time testing, the first row is of the Parkinson, second is Alzheimer and
the last one shows the result of our framework on stroke patients

4.2 Evaluation Metrics

A total of six matrices are used to evaluate the performance of models. The
confusion matrix is shown in Table 3. Time inference is used to check the model’s
speed and evaluate the model’s weight after training. Model loss is used to show
the model performance verification during training. In addition, for a better
and more accurate comparison, all these metrics are calculated using the Keres
functions.
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4.3 Confusion Matrix

For better evaluation and observing the class-wise performance of the proposed,
we draw the confusion matrix of the model, which is depicted as a Fig. 4. It
can be observed that the performance of the model is 96% for each happy and
neutral. However, performance for the Angry and sad class is low, which is 88%
and 89% respectively.

Fig. 4. Confusion matrix of proposed FER model

4.4 Ablation Study

We have done experiments on two different datasets. First, the model is trained
and evaluated on KEDF data. Secondly, the real-time evolution of the trained
model on ND patients’ data was collected from the YouTube platform. The
results of these experiments are tabulated in Table 2. From experiments, we
found that when the number of convolution layers increases, dense layers are
kept constant (two), training and validation accuracies are improved gradually
due to the learning capability of high-level and accurate face features extraction.
However, the model’s size increased due to the number of trainable parameters
in convolution layers. Further, when we added more dense layers, the model
becomes overfit because of the high complexity in the last layers. An example of
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this case is experiment 3 in Table 2, where the addition of another dense layer
found the model highly overfit. Despite this, from top to bottom in Table 2, we
can observe an increase in inference time. This is due to increases in features
extraction layers where each CNN layer takes a specific amount of time. As
a result of these extensive experiments, we achieved a high performer model
having only six convolutions and two dense layers with 96.0% training and 97.0
% validation accuracies, and 0.25 training and 0.18 validation losses. In the end,
the total size of the proposed model was achieved at only 9 Mbs which can be
easily deployed on resource-constrained devices. Further, for better evaluation,
Fig. 5 depicts the performance of the proposed model for 150 epochs where a
gradual increase in accuracy and decrease in loss can be observed throughout
the training session.

Table 2. Experiments using different variant of our proposed DL architectures

Conv layers Dense layers Train
accuracy(%)

Validation
accuracy(%)

Inference time (sec)

1 2 85 77 0.199

2 2 87 82 0.299

3 3 90 68 0.392

4 2 92 86 0.554

5 2 94 92 0.749

6 2 96 97 0.852

4.5 Real-time Evaluation

The real-time testing result is shown in Fig. 3. The first row indicates our
model’s performance on images of the early-stage Parkinson’s patient getting
treatment from the doctors. The rest of the two are early-stage Alzheimer’s and
Stroke patients, respectively. Further, all patient’s expressions are recognized
correctly. However, certain difficult situations are wrongly classified. For exam-
ple, Alzheimer’s patient is normal in actuality but classified as angry due to a
very drastic change in angle and appearance of the patient face.

Table 3. Comparison with state-of-the-art methods

Model name Testing accuracy (%) Recall(%) Precision(%) F1 Score(%)

NASNet mobile 74 74 74 72

ResNet50 80 80 80 80

Mobile NetV2 73 73 73 72

Proposed 93 93 93 93
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4.6 Performance Comparison with State-of the Art Models

For performance comparison with the existing state of the art model, we used a
pre-trained model, including NasNet mobile, Mobile Net V2, and ResNet50. The
performance of each model is tabulated as Table 3. The ResNet achieved 80%
testing accuracy, recall, precision and F1 score. On the other hand, the proposed
model achieved the highest 93% accuracy for each mentioned metric.

Fig. 5. Accuracies and losses of the proposed model

5 Conclusion

We presented a DL based system for automatic FEs analysis of NDs such as
Parkinson’s, Alzheimer’s, and stroke patients. After various experiments, we
achieved a lightweight and accurate model having accuracy up to 96.0% of train-
ing and 97.0% of validation. Further, tested our model in real-time using the
real data of NDs patients. Besides this, the system is able successfully deploy on
resource-constrained devices due its lightweight. In the future, we plan to col-
lect more challenging datasets of the patients and improve the system through
attention mechanisms and incorporating temporal information with spatial infor-
mation of specific FEs.
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Abstract. In the context of Genomic and Precision Medicine, prediction
problems are often characterized by a high imbalance between classes and
Big Data. This requires specialized tools, as traditional Machine Learn-
ing approaches may struggle with big datasets and often fail to predict
the minority class with unbalanced classification problems.

In this work we present ParSMURF-NG, a High Performance
Computing-oriented Machine Learning approach designed to scale well
on big omics data. We measured its performance capabilities on three
current-generation HPC systems and we showed its usefulness in the
context of Genomic Medicine, providing a powerful model for the detec-
tion of pathogenic single nucleotide variants in the non-coding regions of
the human genome.

Keywords: Parallel machine learning tool for big data · Machine
learning for genomic medicine · Prediction of deleterious variants ·
Machine learning tool for imbalanced data

1 Introduction

The latest developments in high-throughput technologies and Artificial Intelli-
gence have provided unprecedented tools for the development of Precision and
Personalized Medicine. In particular, in recent years whole genome sequencing
(WGS) has become cheap, accessible and reliable, hence making large popula-
tion genome sequencing projects feasible [1,19]. Moreover, a pivotal role in the
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analysis of the massive amount of data generated by Next Generation Sequenc-
ing (NGS) techniques [10] is played by Machine Learning (ML), as automatic
learning algorithms are capable of detecting underlying patterns in data which
traditional statistical methods may overlook. Advances in WGS and ML have
made variant identification through the analysis of NGS data central in Genomic
Medicine; however, most previous studies focus on the investigation of disease-
associated protein-coding variants [2,9], and our understanding of the impact of
variants located in the non-coding regions of the genome is mostly incomplete.
However, several studies reported that most of the potential pathogenic variants
are not in the coding areas of the genome [5].

In particular, a pivotal problem in this research field is the identification of
the causal variants for the ∼8000 known genetic Mendelian diseases, as one of
the major problems in Genomic Medicine is the lack of a molecular diagnosis for
about 50% of them, and in particular the interpretation of non-coding variants
that affect coding genes [3].

Several computational approaches for the interpretation of non-coding vari-
ants have been proposed [14,15]. In particular, HyperSMURF [16] a hyper-
ensemble method that constitutes the machine learning core of Genomiser (a
state of the art tool for the diagnosis of Mendelian diseases [18]), achieved com-
petitive results in the detection of pathogenic single nucleotide variants (SNV)
in the non-coding portions of the human genome.

Following HyperSMURF, ParSMURF [11], introduced several improvements
to the original approach: it addressed most of its computational inefficiencies,
while simultaneously providing a more reliable learning model thanks to its
hyper-parameter auto-tuning capabilities.

In this paper we present the following novel contributions to the above-
mentioned research line:

– The release of an improved version of ParSMURF, that is the highly scalable
ParSMURF-NG application1, able to fully exploit the computational features
of current supercomputers for solving relevant prediction problems in the
context of Big Data and Genomic Medicine.

– The application of ParSMURF-NG to big omics data, with the aim of pre-
dicting pathogenic variants by employing an impressive number of features.
We envision to achieve a significant advance in the prediction of Mendelian
pathogenic variants by proposing novel breakthrough models.

2 Related Work

As briefly stated in the introduction, variant identification through the analy-
sis of NGS data plays a pivotal role in genomic and precision medicine. Also,
only in recent years the research community shifted its attention towards the
understanding of the impact of variants occurring in the non-coding regions of

1 https://github.com/AnacletoLAB/parSMURF-NG.

https://github.com/AnacletoLAB/parSMURF-NG
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the genome, as several studies showed that most of the potential pathogenic and
deleterious variants may lie there [5].

In recent years, researchers proposed several tools for the identification and
prioritization of relevant non-coding variants. CADD [8] was one of the first
methods that relied on machine learning strategies - logistic regression in the
latest version, but originally an ensemble of Support Vector Machines (SVM)
- for the prediction of pathogenic and deleterious variants in the non-coding
region of the genome [14]. Part of its success was due to the precise construction
of the dataset used for training the classifier, as each variant is characterized
by merging in a single measure a combination of different annotations. Thanks
to its dataset and the employed learning strategy, CADD is one of the most
commonly used tools in this research field.

Subsequently, several other tools were developed, each one employing differ-
ent learning methods, from multiple kernel learning [17] to deep neural networks
[13]. Moreover, some tools based on gkm-SVM [6] or deep learning [20] trained
their classifier with the actual genomic sequence. All these methods, however, are
challenged by the scarcity and sparsity of known pathogenic variants, being over-
whelmed in number by neutral ones. From a machine learning standpoint, the
classification problem emerging from this task is very challenging: imbalance-
unaware algorithms correctly classify samples belonging to the majority class
only - in this case, neutral variants - due to the unbalance between classes of
examples to be learned.

Recently, it has been shown that methods designed to explicitly consider
the imbalance between classes provide more reliable predictions. Among these
methods, GWAVA [15] exploits a modified random forest classifier, and NCBoost
[4] uses gradient tree boosting with a partial rebalancing strategy.

HyperSMURF [16] addresses the imbalancing problem through the coopera-
tion of several techniques, such as:

– improving data coverage through partitioning of the training set;
– over/under-sampling of the minority/majority classes for training set rebal-

ancing;
– improvement of the accuracy of the learners by employing an ensemble of

ensemble of random forests.

As shown in [16], HyperSMURF showed excellent performance on extremely
imbalanced datasets, such those used in this field of genomic research: as a mat-
ter of fact, HyperSMURF was trained on the Genomiser dataset [18], composed
of 406 manually curated pathogenic Mendelian SNVs and more than 14 million
neutral SNVs, all located in non-coding regions of the human genome. Each
SNV is annotated with 26 heterogeneous genomic features, including DNAse
hypersensitivity, conservation scores, regulation annotations and more. In the
Genomiser framework, HyperSMURF trained with this dataset is called Reg-
ulatory Mendelian Mutation (ReMM): HyperSMURF assigns a score to each
SNV (ReMM score), predicting the pathogenicity of each variant. Genomiser
and the ReMM scores have been widely used by the genomic diagnostics com-
munity thus motivating novel research to provide more accurate and sensitive
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models and software implementations able to deal with the complexity of the
underlying prediction problem. Currently, however, advancements in this field
of research are only feasible with the use of supercomputing systems, as compu-
tational requirements are often very high. Originally, ReMM scores were eval-
uated with HyperSMURF in its first software implementation, a straightfor-
ward sequential version of the algorithm. Nevertheless, next studies showed that
HyperSMURF performance strongly depends on the careful tuning of its learning
hyper-parameters [12], thus requiring a more efficient and parallel implementa-
tion of the original algorithm to address the computational complexity of the
hyper-parameter tuning procedure.

ParSMURF [11] was developed with the goal of overcoming the limitations of
HyperSMURF: its efficient parallel implementation reduces the execution times
noticeably, and its hyper-parameters auto-tuning features are able to improve
the quality of the learner, hence improving the predictions. Indeed, [11] shows
that ParSMURF improves HyperSMURF performance when tested over the
Mendelian SNV dataset by using the Cineca Marconi SKL supercomputer. Note
that, by using such HPC system, ParSMURF solved in less than two weeks an
hyper-parameter optimization task that, using a single core machine, would have
taken 18 years to complete.

3 Methods

In this section we present ParSMURF-NG (ParSMURF - New Generation), an
improved version of ParSMURF, even more suitable for tackling Big Data prob-
lems in Genomic Medicine. For this purpose, we also present its application in
a project in the context of precision medicine.

3.1 ParSMURF-NG

ParSMURF-NG is a complete re-development of ParSMURF and, at the best of
our knowledge, is the only High Performance Computing-oriented ML software
able to process extremely imbalanced genomic dataset. The effectiveness of the
learning strategy at the core of all the implementations has been shown in [16]:
here the authors report that HyperSMURF learning approach outperformed
all the considered alternative tools when applied to problems in the context
of genomic and personalized medicine. Also, in ParSMURF-NG the underlying
algorithm and approach are the same of ParSMURF and HyperSMURF; hence,
for the sake of brevity, we will focus on the novelties introduced in ParSMURF-
NG, reminding the reader that a complete algorithm dissertation and analysis
is available on [11] and [16].

ParSMURF-NG is written in C++ for performance and optimal memory
usage reasons. By using C++, we managed to finely tune the implementation
depending on the target hardware: the code is optimized for standard x86-64
processors, but it also exploits the additional features of Intel XeonPhi CPUs, if
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available. Moreover, fine tuning of the intercommunication and synchronization
between processes was possible by directly managing each MPI operation.

The master-slave programming paradigm of ParSMURF represents the major
reason that limited the scalability of the approach to only a few dozens of com-
puting nodes: under this model, pool of worker processes is orchestrated by a
single master. As a consequence, the workload on the master process increases
with the number of workers, thus limiting the scalability of the algorithm as, no
matter how many workers are available, it is limited by the processing power of
the single master.

In contrast, ParSMURF-NG new design circumvents this limitation: in its
master-less parallel programming model a set of processes independently work
on different subsets of the dataset. Thanks to that, synchronization happens
only when the final results need to be collected, so efficiency and scalability are
maximized. In this approach no orchestration by a master is required: scalability
is not affected (if not marginally), and hundreds of processes - even distributed
over hundreds of computing nodes - can work for quickly solving a single massive
task.

In ParSMURF-NG we used nested levels of parallelization to reach a high
degree of efficiency: computation is distributed across nodes of an HPC facil-
ity and the MPI library leverages process intercommunication. Inside each
node, parallelization is distributed by means of threading (low-level C++ 11/14
STL threads library). Lowest level of parallelization occurs at instruction level,
exploiting x86-64 vector instructions - up to AVX-512 instruction set.

Access to storage and networking happens only at the beginning and the end
of each run, when each process reads the data from the shared file system, and
when results need to be gathered and saved to disk, respectively. Data import
can substantially stress the I/O infrastructure, as it occurs concurrently to the
entire the pool of MPI processes. For this reason, I/O operations (disk read and
write, network access) have been updated to rely on the MPI library, forcing the
usage of underlying hardware infrastructure. Tests executed on Marconi KNL
with non-MPI disk operation functions (standard C++ STL), turned into a 75×
increase of import time (128 MPI processes import a dataset of 12GB in 20 s
using the MPI optimized version, and 25min using C++ STL functions).

3.2 Improving the Detection of Pathogenic SNV with ParSMURF-
NG

As a follow-up of the studies presented in [16] and [11], we leveraged ParSMURF-
NG to create a learning model for the prediction of pathogenic Mendelian vari-
ants able to outperform the current state of the art. The starting point of this
investigation is the very same dataset used in those works, that is a dataset of
more than 14 million SNVs, out of which only 406 are pathogenic (deleterious),
with each SNV annotated using 26 genomic attributes.

We attempted to boost the generalization capabilities of the previously pro-
posed models by leveraging the more efficient architecture of ParSMURF-NG
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and by increasing the informativeness of the dataset. To this end, newly discov-
ered pathogenic variants, with strong evidence from literature, were added and
each SNV was better characterized gathering new features. For the former, we
added 80 new pathogenic SNVs, which had the side effect of slightly decrease the
imbalance between classes; the latter is done by extracting new epigenomic fea-
tures from public available repositories, and adding this newly generated anno-
tation to the 26 features of the original dataset [18]. Since ParSMURF-NG had
been designed to cope with Big Data problems, we were able to extract and
evaluate more than 600 new features.

Feature Extraction and Generation. Features were extracted from the
International Human Epigenomic Consortium (IHEC) data portal. From there
we collected up to 6 histone modification assays (H3K27ac, H3K27me3,
H3K36me3, H3K4me1, H3K4me3, H3K9me3) for each of the 111 cell line con-
sidered (Assembly: hg19, Build: 2020-10). We collected assays from the following
consortia: Encode, DEEP, AMED-CREST and Blueprint.

Specifically, a new annotation for each SNV is generated from each com-
bination of these epigenomic assays and cell lines considered for this study -
represented by a single cell in the IHEC data grid. If more than one experiment
was present for each combination, data was aggregated considering the maxi-
mum value for each SNV. This produced more than 600 new annotations, each
one representing a specific epigenomic feature for a distinct tissue/cell line.

Feature Importance and Model Selection. We applied different feature
selection techniques to assess the informativeness of each newly generated fea-
ture. In particular, we used:

– the feature importance score returned by the random forests of ParSMURF-
NG, based on the impurity index;

– Maximum Relevance Minimum Redundancy (MRMR), a multivariate method
based on mutual information that returns the minimum set of features that,
considered together, provides the highest informativeness;

– Spearman and Pearson correlation indexes, measured as correlation of a single
feature with the label vector;

– Kruskal-Wallis rank sum and Mann-Whitney U tests between the two classes.

Spearman, Pearson, Kruskal-Wallis and Mann-Whitney were also evaluated by
rebalancing the classes, i.e. by dividing the majority classes in subsets whose
size was equal to the number of samples of the minority classes, evaluating each
index for each subset and averaging the results. Those techniques were also used
for evaluating the informativeness of the original 26 features for comparison and
reference.

Model Selection and Generation. ParSMURF-NG was trained with the set
of the most informative features selected by the above techniques. However, for
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ParSMURF-NG one of the most critical task in model selection is the tuning
of its hyper-parameters, as it noticeably affects the prediction capability of its
trained model. Incidentally, it is also the most computing demanding task, thus
specifically requiring Tier-0 HPC systems to be completed in a feasible amount of
time. We chose to perform a grid search to exhaustively explore a finite space of
hyper-parameters and ensure the best learning model given the selected dataset.

Finally, we train the final model using the best hyper-parameter returned by
the grid selection procedure, and compared the predicting performance of the
model with the one trained with the original dataset.

4 Experiments and Results

Before applying ParSMURF-NG to the prediction of pathogenic Mendelian
SNVs, we performed a comprehensive evaluation of its scaling properties, by
evaluating the speed-up and efficiency of the proposed parallel hyper-ensemble
model on three HPC cluster systems using synthetic data.

Table 1. Summary of the specifications of the three HPC systems used for testing the
scalability of ParSMURF-NG.

Cineca Marconi

A2 KNL partition

HLRS Apollo

HAWK partition

LRZ

SuperMUC-NG

CPU Family
Intel Xeon-Phi

Knights Landing
AMD Rome

Intel Skylake Xeon

Platinum 8174

CPU Specs
68 cores

4x hyper-threading

1.4 GHz

64 cores

2x hyper-threading

2.24 GHz

24 cores

2x hyper-threading

2.66 GHz

CPUs per node 1 2 2

Memory per node 96 GBytes 256 GBytes 96 GBytes

Number of nodes 3600 5632 6336

Interconnection
Intel Omnipath 2:1

Fat-tree 100GBit/s

Intel InfiniBand

HDR200 Enhanced

9D-Hypercube 200 GBit/s

Intel Omnipath 2:1

Fat-tree 100GBit/s

4.1 Scalability of parSMURF-NG

The learning performance of the proposed approach has already been assessed in
[16] and [11], hence to test the correctness of the new implementation, we simply
replicated the tests outlined in those works, comparing the results. Additionally,
we tested the improved scalability of ParSMURF-NG across three Tier-0 High
Performance Computing systems: Cineca Marconi A2 Knight Landing, HLRS
Apollo HAWK and Leibniz Supercomputing Centre SuperMUC-NG. A summary
of the most relevant features of each system is available in Table 1

Assessment of ParSMURF-NG computing performance was accomplished by
measuring the speed-up and efficiency in a strong scalability test setup, following
the gold standard rules for the evaluation of parallel performance, as in [7]. To
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Fig. 1. Speed-up (left), efficiency (right) of ParSMURF-NG using a fixed size problem
(strong scaling) on Cineca Marconi KNL partition (blue), Hawk system (green) and
Leibnitz SuperMUC-NG (purple). In both graphs, x-axis shows the number of comput-
ing nodes. Efficiency is shown in percentage. ParSMURF-NG hyper-parameters used
on this test: nParts = 256, fp = 1, ratio = 1, k = 5, nTrees = 50, mtry = default.
ParSMURF-NG was configured to execute a 10-fold cross-validation on the dataset.
(Color figure online)

insure comparability of the results, we executed the tests using the very same
set-up - in terms of dataset, task specification and launch parameters - on the
three systems. The only major difference between runs was in the thread count
per node, as it was adjusted on each system so to match the number of actual
physical cores on each node. Lastly, the software was compiled with Intel ICC
on Marconi KNL and SuperMUC-NG, while on HLRS Hawk it was compiled
with AMD AOCC, using the same set of optimizations (whenever possible).

Scalability tests were executed by launching the same prediction task sev-
eral times, each time increasing the number of computing nodes from 1 to 128,
following the power-of-2 law. For each run, we collected the overall execution
time, including data loading. We used a synthetic dataset composed by a matrix
of 100 columns and 30M rows. Out of the 30M samples, 2000 were marked
as belonging to the minority class (1), and the rest as negatives (0), to mimic
imbalance ratios of actual genomic datasets. Out of the 100 features, only 20
were informative of each sample class, and the rest were randomly generated.

Figure 1 shows a summary of the results, including speed-up and efficiency
curves (See also Table 2). Test results show a remarkable speed-up on every sys-
tem - up to 91× on Marconi KNL, 100× on HAWK and 84× on SuperMUC-NG -
at a very high efficiency (always ≥60%). However, although the speed-up between
the system being comparable, execution times on HAWK is far higher than the
Intel -based system. This may be due to several factors, including the lack of 512
bit-wide vector instructions on the AMD, to different optimizations performed
by the compilers. This required further investigations, but tests were performed
in the context of “PRACE Preparatory Access” scalability assessment projects,
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Table 2. Overall execution times (in seconds), speed-up and efficiency of ParSMURF-
NG measured under the strong scaling experimental set-up as for Fig. 1 on the three
HPC systems.

N of MPI

processes

Execut.

time
Speed-up Effic.

Execut.

time
Speed-up Effic.

Execut.

time
Speed-up Effic.

Marconi KNL Apollo HAWK LRZ SuperMUC-NG

1 37439.7 – 100% 175526 – 100% 14080.7 – 100%

2 18726.2 1.99 100% 92015 1.90 95% 7322.7 1.92 96%

4 11300 3.31 83% 55509.9 3.16 79% 4390.92 3.21 80%

8 7525.62 4.97 62% 36569.9 4.80 60% 2625.88 5.36 67%

16 3843.57 9.74 61% 18440.9 9.51 59% 1460.85 9.64 60%

32 1395.35 26.83 84% 6246.51 28.10 88% 531.60 26.49 83%

64 769.27 48.66 76% 3194.83 54.94 86% 303.93 46.33 72%

128 408.99 91.54 72% 1735.98 101.11 79% 167.53 84.05 66%

where limited time, core/h and resources were given. Further optimization will
be done as follow-up of this work.

This experiment show that the new parallel model introduced in ParSMURF-
NG provides a major improvement in efficiency and scalability. Results are also
impressive, considering they are obtained by simply recompiling the code.

4.2 ParSMURF-NG prediction of pathogenic SNVs in Mendelian
diseases

We applied all the feature selection methods listed in the Methods section to each
feature extracted from the IHEC data portal - and also on the original 26. This
produced 10 different feature rankings; however, for the subsequent experiments,
we only considered the rankings provided by following feature selection methods:

– ParSMURF-NG random forest impurity index
– rebalanced Spearman correlation index
– rebalanced Kruskall-Wallis rank sum test

as we assessed that all the other rankings were very similar to one of these three
(data not shown). The assessment had been done by clustering the distributions
of the relative differences and statistically evaluating their correlation.

For each one of these rankings, we assembled five datasets containing respec-
tively the best 5, 10, 25, 50 and 100 features selected by each method, hence
generating a total of 15 datasets.

Then we performed model selection and generation: hyper-parameter opti-
mization was done by exploring via grid selection a space of 1440 different con-
figurations in the context of an internal 10-fold cross validation; the best com-
bination was used for training the final model and test it on an separate test
set to evaluate its generalization performance. This procedure was performed for
each one of the 15 datasets, plus for the original 26 features dataset for com-
parison purpose. We remark that model selection by hyper-parameter tuning
was the most computing intensive task and the only that was performed on the
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SuperMUC-NG HPC system. Each tuning procedure was launched over 2560
computing nodes of the infrastructure and the overall execution time of each
test was, on average, 14 h. Without the aid of a system like the one we were
awarded to use, each model selection test would have taken approximately 5
years, if executed on a single workstation.

Table 3. Summary of the results of the 15 selected model compared to the original
dataset reference model having 26 features. The result of the best model is highlighted
in bold.

ParSMURF-NG
Random Forest

Spearman
rebalanced

Kruskal-Wallis
rebalanced

Number of
features

AUROC AUPRC AUROC AUPRC AUROC AUPRC

5 0.99609 0.13247 0.98103 0.24700 0.98103 0.24700
10 0.99384 0.03945 0.99501 0.24150 0.99393 0.42410
25 0.99249 0.03862 0.99135 0.14963 0.99087 0.19334
50 0.99118 0.04169 0.99369 0.16398 0.99273 0.23373
100 0.99103 0.03921 0.99345 0.14590 0.99468 0.16286

AUROC AUPRC
Old Dataset reference 0.99363 0.35041

We achieved significantly better results with respect to the models trained
with the original reference data set that includes 26 features (Table 3). In par-
ticular the best results are obtained with 10 omics features selected through
the rebalanced Kruskal-Wallis method. Note that in this highly imbalanced set-
ting the AUPRC is far more informative than the AUROC. Overall, the results
show that the combination of massive omics data, feature selection and fine tun-
ing of the ParSMURF-NG hyper-parameters lead to significantly better results.
Moreover the results show that feature selection plays a key role to improve the
overall results and most of the considered epigenetic features are not significant
in improving the prediction performance of the system.

5 Conclusions

In this work we presented ParSMURF-NG a Machine Learning approach derived
from HyperSMURF, able to efficiently deal with highly imbalanced datasets
of big dimension. Along with its excellent scalability performance, we showed
its application in the context of Personalized and Genomic Medicine aimed to
provide a more powerful model for predicting the pathogenicity or deleteriousness
of non-coding SNVs.

We provide a model which improves the current state of the art in terms of
generalization, and our experiments showed that the best results were obtained
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by using just an handful of new features, out of the ≥ 600 considered. For this
reason, as a follow-up, we plan to investigate the use of a more heterogeneous
set of features, adding not only histone modifications but also a wider range of
genomic and epigenomic assays.
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Abstract. Machine learning models that aim to predict dementia onset usually
follow the classification methodology ignoring the time until an event happens.
This study presents an alternative, using survival analysis within the context of
machine learning techniques. Two survival method extensions based on machine
learning algorithms of Random Forest and Elastic Net are applied to train, opti-
mise, and validate predictive models based on the English Longitudinal Study of
Ageing – ELSA cohort. The two survival machine learning models are compared
with the conventional statistical Cox proportional hazard model, proving their
superior predictive capability and stability on the ELSA data, as demonstrated by
computationally intensive procedures such as nested cross-validation and Monte
Carlo validation. This study is the first to apply survival machine learning to the
ELSA data, and demonstrates in this case the superiority of AI based predictive
modelling approaches over the widely employed Cox statistical approach in sur-
vival analysis. Implications, methodological considerations, and future research
directions are discussed.

Keywords: Predicting risk of dementia · Survival machine learning · Survival
random forests · Survival elastic net · Cox proportional hazard · Nested
cross-validation · Monte Carlo validation

1 Introduction

Dementia, ofwhich approximately two-thirds constituteAlzheimer’sDisease (AD) cases
[1], is associated with a progressive decline of brain functioning, leading to a significant
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loss of autonomy, reduced quality of life and a shortened life expectancy [2]. Accumu-
lated evidence indicates that individuals who have dementia have an excess mortality
[3] and a shorter life expectancy [4] than individuals without this disease [5]. In Eng-
land, dementia is now reported as being the leading cause of death for women, having
overtaken cancer and cardiovascular disease [6].

The development of prognostic prediction models, built on combined effects of thor-
oughly validated predictors, using Machine Learning tools, can be used to forecast the
probability of dementia developing within an individual. It is hoped that the availability
of such prediction models will facilitate more rapid identification of individuals who
are at a higher risk of dementia before the full illness onset [10]. This, in turn, would
reduce time to treatment initiation, subsequently minimising the social and functional
disability and thereby improving the quality of life for many people affected by these
disorders. Identifying individuals at risk of developing dementia would allow the recruit-
ing of patients at high risk for future clinical trials, thereby catalysing the assessment
of new treatment or prevention programmes. Furthermore, identifying modifiable risk
factors would allow the development of new prevention programmes. For example, there
are already some indications that being physically active, staying mentally and socially
active, and controlling high blood pressure can potentially deter onset of dementia in
the general population [7].

2 Literature Review

To date, several papers have been publishedwhich seek to predict, in a binomial or multi-
nomial classification setting, the probability that any one individual may develop demen-
tia, using neuropsychological test scores, cerebrospinal fluid biomarkers, genetic infor-
mation, neuroimaging, and demographics data within a fixed period of time. For a recent
review, see [8]. These include several studies using the longitudinal Alzheimer’s Dis-
ease Neuroimaging Initiative (ADNI) study. For example [9] compared several Machine
Learning techniques to explore variables found in the ADNI dataset and their suitability
as indicator of dementia onset. Although a good performance was demonstrated across
all examined algorithms, the best model was Gradient Boosting Machine, with an inter-
nally validated area under the curve (AUC) of 0.87. On the other hand, [11] achieved
a discriminative accuracy of 0.91 when using ADNI data and support vector machines
(SVM) to predict dementia onset. [10] proposed an efficient prediction modelling app-
roach to the risk of dementia based mainly on the Gradient Boosting Machines method,
using a large dataset from CPRD (Clinical Practice Research Datalink) repository with
data from primary care practices across UK [27], and achieving an AUC performance
of 0.83.

Although the ADNI and similar longitudinal studies have as their strength a rich and
varied data, the overreliance of the predictive community on these data sources has led to
disappointing results when attempting to validate these models on external datasets. The
problem is further compounded by the handling of the temporal aspect of the longitudinal
studies. Studies that have stuck to the classification-based methodology have dealt with
the temporal aspect by including time (defined as discrete time intervals since the start of
the study) as a predictor in the model, rather than the outcome of interest [9]. However,
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by not attempting to predict these temporal aspects, we lose the opportunity to gain
clinically relevant information on the expected time to a dementia diagnosis. A common
problem of longitudinal studies is drop-out over timewhere only partial information on a
person’s survival time is available (Censoring). Furthermore, the standard classification
approach is susceptible to instability and inaccuracy when dealing with imbalanced
data. Because most subjects do not go on to develop the disease (in this case, dementia),
imbalance in the classification outcomemust be addressed, usuallywith under-sampling,
over-sampling, or bootstrapping. Such approaches add further complications to a model
and the interpretability of its predictions.

A possible solution is one that has in general been less explored so far within the
realm of machine learning. This solution is the use of survival methodology as a tool
for accounting for and predicting the temporal dynamics of receiving a diagnosis of
dementia. In other words, one would seek to utilise the well-established survival tech-
niques found in Cox Proportional Hazards or similar and build upon these frequentist
approaches using modified Machine Learning tools [1]. Such an approach would pre-
serve the potential information contained within a temporal outcome, and associated
dichotomy of dementia versus no dementia whilst also strengthening the predictive
power of the existing frequentist approach by overlaying modified machine learning
techniques. Furthermore, it can provide an opportunity to introduce high dimensional
data of the type likely to be found when predicting using clinical data. The standard
Cox model struggles when confronted with such data, and thus it would be of significant
benefit to clinical research if the two approaches could be combined. Finally, survival
methods can provide a way to account for censored data whereby subjects are dropping
out during the study or are surviving beyond study length. Thus, it can create models
which are more robust than standard classification models.

Despite the scarcity of survival modelling papers in relation to dementia prediction,
recent examples have shown promise in attempting to outperform the classic Cox pro-
portional hazard model, using survival machine learning and survival deep learning on
clinical datasets [12–14]. A pertinent study within the current field of interest is [15]
whose authors sought to look at survival machine learning performance when applied to
datasets designed for dementia investigation. They found that all machine learning mod-
els outperformed the standard Cox Proportional Hazard model. This study, along with
those mentioned above, provides support for survival machine learning as a predictive
tool for clinical temporal problems.

3 Methodology

This paper builds upon [16] which looked at the English Longitudinal Study of Aging
(ELSA) and used an accelerated failure time (AFT) survival modelling approach to pre-
dicting the time to a subject’s likely diagnosis with all-cause dementia. This work found
strong evidence that certain features related to socioeconomic markers and genetics play
a key role in predicting time to dementia diagnosis.
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3.1 Problem Definition

In this work we propose an approach to predicting the time to a dementia diagnosis,
based on survival machine learning techniques such as Survival Random Forests and
Survival Elastic Net, and on a conventional statistical method such as Cox Proportional
Hazard model. In order to obtain insight into the predictions, we created and assessed
variable importance rankings derived from our best model in this study, which could
ideally provide actionable advice for prevention.

3.2 Data Description

Data was drawn from the English Longitudinal Study of Ageing (ELSA) study, which
is a nationally representative sample of the English population aged ≥ 50 years [17].
The ELSA study started in 2002 (wave 1), with participants recruited from an annual
cross-sectional survey of households who were then followed up every two years until
2016. Comparisons of ELSA with the national census showed that the baseline sample
was representative of the non-institutionalised general population aged 50 and above in
the United Kingdom. Ethical approval for each of the ELSAwaves (1–8) was granted by
the National Research Ethics Service (LondonMulticenter Research Ethics Committee).
All participants gave informed consent. In total, the dataset contained 7556 participants,
45% of which were male.

3.3 Ascertainment of Dementia Cases

To ascertain dementia cases, we used methods with validated utility in population-based
cohorts [18–20]. Dementia diagnosis was ascertained at each wave using self-report
participant’s physician diagnosis of dementia or AD. For those ELSA participants who
were unable to respond to the main interview themselves, the Informant Questionnaire
on Cognitive Decline in the Elderly (IQCODE) was administered with a score above the
threshold of 3.386 indicating the presence of dementia [21, 22]; the selected threshold
demonstrated both excellent specificity (0.84) and sensitivity (0.82) for detection of all-
cause (undifferentiated) dementia [23]. Overall, 83.5% of dementia cases were identified
from reports of physician-diagnosed dementia or AD and 16.5% were identified based
on the IQCODE score.

3.4 Predictors

N= 197 predictor variables related to participants’ general health, comorbid health con-
ditions, mental health, cognitive domains, life satisfaction, mobility, physical activity,
social-economic status, and social relationships were considered for the model develop-
ment. The gene APOEe4, a predictor with a well-established link to Alzheimer’s risk,
was also included as a predictor. For further details see [17].
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3.5 Data Pre-processing

The process of model development, evaluation and validation was carried out according
to methodological guidelines outlined by [24]; results were reported according to the
Transparent Reporting of a multivariable prediction model for Individual Prognosis
Or Diagnosis (TRIPOD) guidelines [25]. Boolean variables were created, indicating
the location of missing data for each predictor. All synonyms for missing values were
standardised, and duplicate variables were removed. Variables with missingness at 51%
or greater of the total rows for that predictorwere removed. The cut-off of 51%allowed to
include the APOEe4 (a predictor with a well-established link to Alzheimer’s risk), which
had 50.8% missingness. The remaining predictors had a mean percentage missingness
of 1.27%, with a range of 0–50.8%. Missing values were imputed using K-nearest
neighbour with K = 5. The data was centered and scaled as part of this process.

We used two versions of the dataset on which we developed our models. The first
data version excluded variable scfru which was based on a questionnaire regarding diet
and particularly on evaluating a score based on fruit consumption, and the second version
included this variable. Variable scrfu was among the variables that showed predictive
capability, but also did its NA indicator which in certain cases as dementia may be
related to the limited capacity of certain patients to respond to the questionnaire. For
this reason, on one hand, we wanted to see the impact of including or excluding scfru
in/from our predictive models, and on another hand we compared our models mainly
using the performances on the dataset without scfru.

3.6 Model Development

A simple Cox Proportional Hazard Model (hereafter denoted simply by Cox) was con-
structed, which served as the baseline for comparisonwith two survivalmachine learning
models:

1. Cox PenalisedRegression using ElasticNet (hereafter denoted simply byElasticNet)
[15], which is similar to the baseCoxProportionalHazardModel butwith ElasticNet
regularisation, allows themodel to shrink the coefficients of less important variables,
and even to make them equal to 0, depending on the shrinkage strength and the
proportion of the Lasso component in this model. This helps improving prediction
accuracy and model interpretability. The main hyperparameters of the model that
were tuned were alpha, which controls the proportion between the L1 (Lasso) and
L2 (Ridge) regularisations, and lambda, which controls the strength of the shrinkage.
In our tuning grid, the values for alpha varied between 0 (corresponding to Ridge
regularisation) and 1 (corresponding to Lasso regularisation), with a step of 0.05,
while the values for lambda varied between 0.05 and 0.3, with a step of 0.05.

2. Survival Random Forest (hereafter denoted simply by RF) [15], is based on the
Random Forests algorithm which produces a model formed of an ensemble of trees,
each of which learnt on a bootstrap copy of the training set and in the node of which
a random sample of predictors of fixed size mtry, compete to be selected, with their
best split point in order to maximise the survival difference between subsequent
nodes [11]. RF has been chosen in this study for its flexibility to capture non-linear
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patterns in data. Apart from the hyperparameter mtry explained above, we used also
a hyperparameter called min.node.size implementing a pre-pruning criteria for the
trees in the RF model to have a minimum number of instances in the terminal nodes.
In the tuning grid, the values of mtry varied between 10 and the half of the number
of columns in the dataset, with a step of 3, while the values for min.node.size in the
grid were 1, 10, and 20. RF comprised 500 trees which is the default value. The
number of trees promotes model convergence (large is better), and in general is not
a hyperparameter to tune.

Model tuning was performed using 5-fold cross-validation on the training data set,
as part of a nested cross-validation procedure explained below.

3.7 Model Optimisation and Evaluation with Nested Cross-validation and Monte
Carlo Validation

A Nested Cross-Validation (NCV) procedure was implemented to tune and evaluate our
models with precise estimates of the models’ performance. NCV consisted of an outer
3-fold CV, and an inner 5-fold CV.

In order to reliably assess the models’ stability, we conducted a Monte Carlo val-
idation procedure (MC), consisting of 90 experiments per model. In each experiment,
the dataset was randomly split in 2 thirds for the training data on which the models
were tuned with a 5-fold CV, and 1 third for the testing set on which the models were
evaluated.

To ensure representativeness of training and test samples in both procedures, NCV
and MC, the data splitting was stratified based on the dementia cases variable.

3.8 Performance Metric

We used the concordance index, called also Harrell’s C-index [26] and simply denoted
cindex here, to assess and compare the prediction performance of the different models.
C-index is a generalisation of the ROCAUCmetric, and intuitively gives the probability
that a predicted risk for dementia is higher for patients with a shorter time to event. More
precisely:

Cindex = C/(C + D)

where C represents the number of concordant pairs of patients, and D represents the
number of discordant pairs of patients [26]; cindex is a number between 0 and 1, where
0.5 signifies a random prediction, and 1 indicates that larger times to event concord
perfectly with smaller predicted risks.

3.9 Software and Hardware

The data analysis was conducted using the R language. The stratified data splitting, the
KNN imputation and data normalisation via centring and scaling were performed using
the Caret R package. The Cox, ElasticNet, and RF survival models were all trained and
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tuned and evaluated under the umbrella of theMLR3R package. The hardware consisted
of 3 servers running Linux, with Intel 10 cores, AMD Ryzen 16 cores and AMD Ryzen
12 cores, and with 128 GB, 128 GB and 64 GB of RAM, respectively, which were used
in our analyses including the computationally intensive tasks for tuning the models, and
NCV and MC validation procedures for assessing the models’ performances and their
stability.

4 Results

4.1 Internal Validation Using Nested Cross-validation

The nested cross-validation cindex performance for train, inner cross-validation, and
test or outer cross-validation, for each type of model are detailed below.

Table 1. Nested cross-validation results, based on the data without and with scfru variable

Survival model Outer-CV (test) cindex Train cindex Inner-CV cindex

Cox
+scfru

0.776
0.791

0.814
0.828

NA (not tuned)

ElasticNet
+scfru

0.843
0.861

0.855
0.873

0.840
0.861

RF
+scfru

0.851
0.867

0.972
0.955

0.848
0.864

The best performingmodel in terms of the nested cross-validation was Survival Ran-
dom Forest, followed by Survival Elastic Net, followed by Cox PH model. Hence both
machine learning models, RF and ElasticNet, outperformed the conventional statistical
model Cox on the test set.

4.2 Monte Carlo Validation

The results for the Monte Carlo validation are outlined in Table 2 and Fig. 1 below.

Table 2. Monte Carlo validation results (90 experiments) for Cox, Survival Elastic Net and
Survival Random Forest based on the data without and with scfru variable.

Survival model Test cindex mean (SD) Train cindex mean (SD) CV cindex mean (SD)

Cox
+scfru

0.761 (0.03)
0.778 (0.034)

0.793 (0.032)
0.807 (0.036)

NA (not tuned)

ElasticNet
+scfru

0.842 (0.011)
0.862 (0.01)

0.856 (0.004)
0.873 (0.004)

0.841 (0.005)
0.861 (0.005)

RF
+scfru

0.849 (0.009)
0.866 (0.009)

0.966 (0.01)
0.962 (0.009)

0.850 (0.005)
0.866 (0.005)
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Fig. 1. Boxplots for the Monte Carlo derived cindex performances for Cox, Survival Elastic Net
and Survival Random Forest. On top: results on dataset without scfru variable, and on bottom:
results with scfru variable.

The results in theMonteCarlo validation reveal the following aspects: (a) themachine
learning survival models based on Random Forests and Elastic Net demonstrate clearly
better mean cindex on the test sets than the conventional statistical model Cox; (b) the
results are close to and confirm the estimated performances obtained in the nested cross-
validation in Table 1; (c) the standard deviations (provided in brackets in Table 2) for
cindex performances on the test sets for Survival Random Forest and Survival Elastic
Net are small, and about 3 times smaller than the standard deviations for Cox, which
means that the machine learning models are very stable, and by far more stable than
the conventional statistical model. This interpretation is confirmed also visually by the
boxplots in Fig. 1.
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4.3 Feature Importance

The variable importance computed by Survival Random Forest is provided below. Age
was by far the most important variable for the model when predicting time to dementia
diagnosis. The other variables in top 20 as importance regard processing speed, self-
reported number of hours sleep subjects got in a night, sleep measures (heslpa, heslpd,
heslpb, heslpe, heslpf, and headlco), APOEe4, the aggregate measure of memory, and
executive functioning. The model also highlighted the role of wealth, social isolation
(dhnch, scscc, loneliness_w2, ffamily_w2, and r1retemp) in predicting time to dementia
diagnosis (Fig. 2).

Fig. 2. Variable importance for Survival Random Forest (RF) model: on left for dataset without
scfru, and on right for data with the scfru variable.

5 Discussion

To our knowledge, this paper is the first attempt to develop, evaluate and validate a pre-
diction model for estimating an individual risk of dementia onset in the ELSA dataset
using survival machine learning. Our results showed that the machine learning mod-
els herein were able to outperform the classic Cox model, with the best performing
machine learning technique being the Survival Random Forest followed closely by Sur-
vival Elastic Net, as per test results in the nested cross-validation included in Table 1,
and test results in the Monte Carlo validation included in Table 2, and Fig. 1. Monte
Carlo clearly demonstrates the high stability of the survival machine learning models as
illustrated by the same Table 2 and Fig. 1. The Survival Random Forest model achieved
a mean cindex for the test dataset of 0.849 and a standard deviation of 0.009 in 90Monte
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Carlo iterations. Survival Elastic Net achieved a mean cindex for the test dataset of 0.842
and a standard deviation of 0.011. Bothmachine learningmodels outperformed andwere
more stable than the Cox model which achieved a mean cindex of 0.761 and a standard
deviation of 0.03 (about 3 times larger than the machine learning models) in the Monte
Carlo validation. This study indicates strong evidence of machine learning’s utility in the
field of survival prediction. As mentioned previously, the addition of machine learning
paradigms to the classic frequentist survival approaches allows for more variables to be
explored thanwould be possible in a standard Cox proportional hazardmodel.Moreover,
as this study demonstrates, the best survival model based on Random Forests not only
improved the predictive accuracy and stability but also provided a useful mechanism to
infer the variables’ importance, which concords with clinical interpretations of the role
of the variables in dementia onset.

In this study, we used two versions of the dataset on which we developed our mod-
els. The first data version excluded variable scfru which was based on a questionnaire
regarding diet and particularly on evaluating a score based on fruit consumption, and
the second version included this variable. The comparisons between the models on the
results without or with the scfru variable, lead to the same conclusions in terms of
the ranking we established for these methods. Moreover, there is a slight performance
increase for all the models on the dataset with the scfru variable, which is the reason why
we included these results here. This variable made it in top 20 most important variables,
but also did its NA indicator, which in certain cases as dementia, may be related to the
limited capacity of certain patients to respond to the questionnaire. For this reason, we
compared the three models we developed mainly using the performances on the dataset
without scfru.

Although this paper presents examples of good predictive survival machine learning
modelling, there are some limitations to this work. Firstly, the data contained predictors
with a high percentage of missing values. Although every effort was taken to account for
missingness and preserve the pattern of missingness before imputation was performed,
a complete dataset may provide results that differ from this work especially if missing-
ness is related to the outcome (not missing at random). Even though dementia and AD
were ascertained using a combined algorithm based on a physician made diagnosis and
a higher score on the informant reports (IQCODE), it is still reliant on a self-reported
diagnosis reported by either the participants themselves or their carers and render more
severe cases. Thus, we cannot exclude a possibility that some participants within the
“dementia-free” group may have been the preclinical stages of dementia and who, if fol-
lowed for long enough, might eventually develop dementia. Further, the ELSA dataset
is a centre-based data collection study and, although extensive and varied data collection
was carried out to try and account for confounding variables, it is possible that other
predictors, unmeasured by the data collection procedure, could have an impact on model
performance. It is therefore imperative that future work validate these models on dif-
ferent datasets such that the results can be well substantiated. Finally, the ELSA data
uses English subjects, who were chosen because they were deemed representative of
the United Kingdom at large. Therefore, these results cannot be generalised to popula-
tions in other countries. Once again, work must be done to ensure that these results are
substantiated by data from subjects in differing datasets.
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6 Conclusion

This paper represents a first attempt at applying survival machine learning techniques
to the ELSA dataset. The intention of this work was to build and validate models which
demonstrated good predictive ability on this dataset, specifically in relation to the time to
dementia onset. Future work should seek to validate the findings here on other datasets
that share similar predictors and outcomes. If the results are substantiated, this could
prove to be a new and fruitful approach to clinical prediction modelling of dementia.
Another futureworkwill investigate the applicability of an adapted version of the survival
machine learning approach we developed here, to the prediction of dementia risk using
routine primary care records such as CPRD [27], by extending the machine learning
based framework we introduced in [10].
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