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Preface

Cyber Physical Systems (CPSs) have changed the way people interact with industrial
systems. CPS deploys sensing, computation, and control and networking technology
required for the integration of CPS. With the development of the Internet of Things
(IoT) applications and services, there is a tremendous demand for these services and
applications in the fourth industrial revolution (Industry 4.0). IoT-enabledCPS brings
high benefits of connecting processes and smart devices to gather and share data. The
cybersecurity of IoT-enabled CPS is a critical challenge, as the increasing number
of Internet-connected devices in CPS creates a broader attack surface. Therefore,
sensing data from the physical environment, securing the sensed data, and delivering
it to the authorized users are significant in these environments.

CPS is composedof heterogeneous devices, e.g., sensors, actuators, and embedded
systems. There are also various types of software and firmware to control andmonitor
CPS networks. Connection to corporate networks and the public Internet creates
multiple security, privacy, and trust issues, and it exposes CPS to big, complex,
and distributed networks that are vulnerable to new threats. In these environments,
vulnerabilities can be in the CPS components themselves or the communication
protocols they use. Advanced attacks on CPSs can affect both the cyber and physical
domains. To understand the security level of aCPS network, it is crucial to understand
the security vulnerabilities of hardware/software components, potential threats, and
available defence methods. This information can be used to design and implement
an efficient and reliable security architecture. Therefore, this book aims to provide
an overview of various security challenges in CPS and discuss the possible solutions
that could mitigate those challenges.

The complete book is composed of seven chapters. These chapters contain a wide
range of information from communication technologies, policies for information
security control, defence mechanisms against security threats and attacks and novel
applications related to different domains in CPS.

Chapter “Challenges and Opportunities of Blockchain for Cyber Threat Intel-
ligence Sharing” investigates how blockchain technology can address many chal-
lenges in the existing Cyber Threat Intelligence (CTI) sharing platforms. The chapter
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vi Preface

presents several general CTI sharing challenges to determine the role of blockchain-
based sharingmoving forward. It discusses howblockchain can bring opportunities to
address these challenges securely and efficiently. The chapter also highlights relevant
works in this domain and outlines some unique future research questions.

Chapter “System IdentificationMethods for Industrial Control Systems” presents
a systematic discussion of the recent development in system identification from the
automatic control perspective. In the beginning, the chapter presents a classification
of design features of Industrial Control Systems (ICSs). The classification of ICSs
allows identifying limitations and new challenges in the literature on system identi-
fication techniques. Then the chapter reviews the literature on system identification
techniques for creating models of ICSs.

Chapter “Vulnerability Management in IIoT-Based Systems: What, Why
and How” presents the correlation between the IIoT and Supervisory Control and
Data Acquisition (SCADA) systems, followed by security challenges faced by IIoT-
based systems. The chapter emphasizes the role of Vulnerability Management (VM)
in securing the critical systems, followed by studying the state of art approaches for
VM. The chapter underscores the design challenges and research opportunities for
efficiently managing the increasing vulnerabilities. Finally, the chapter discusses the
future research directions for developing techniques for efficient VM.

Chapter “Review of Cyber Security for Power Trading and Communication
Systems” provides a systematic review of deployments of security mechanisms for
energy market trading and communication systems. This review is categorized into
four themes: (1) security technologies that can be applied to energy trading and
call audit systems, (2) blockchain technology that can be applied to protect energy
trading and auditing services, (3) communication technology (voice over IP and
video conferencing) that operates in the cloud, and (4) network performance and
security management for voice over IP and video conferencing systems. In addition,
this study explores the use of blockchain technology that has increasingly emerged
in a microgrid (peer-to-peer) energy trading and reveals a gap in using blockchain for
microgrid national energy trading. Finally, this study emphasizes balancing network
security and performance when systems are hosted in the cloud.

Chapter “DDoSThreats andSolutions for 5G-Enabled IoTNetworks” presents the
significant security challenges for 5G-Enabled IoTNetworks. For example, the seam-
less connectivity of 5G could be a security threat allowing attacks, e.g., distributed
denial of service (DDoS), because attackers might have easy access to the network
infrastructure and higher bandwidth to enhance the effects of the attack. This chapter
studies the DDoS attacks and classification of DDoS in detail. It also discusses some
general approaches proposed to mitigate DDoS threats. Finally, this chapter covers
strategies using SDN in 5G enabled IoT network platforms.

Chapter “A Lightweight Blockchain-Based Trust Management Framework
for Access Control in IoT” proposes a lightweight blockchain-based trust manage-
ment framework for IoT devices. The framework is built upon high resource devices
to form the underlying Peer-to-Peer (P2P) network. In addition, a smart contract
mechanism to generate a trustworthy environment for IoT devices is developed.
Finally, the authors proposed a reputation-based consensus algorithm with the trust
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evaluation approach that can significantly decrease themining time. Simulations have
demonstrated that the proposed framework achieves low delay time, high Transac-
tions Per Second (TPS), and less processing time than relevant baselines. Further-
more, the work shows that the proposed framework is resilient to several security
attacks in blockchain systems.

Chapter “Utilising K-Means Clustering and Naive Bayes for IoTAnomaly Detec-
tion: A Hybrid Approach” discusses the significance of IoT anomaly detection.
It suggests a potential alternative anomaly detection algorithm to be implemented
within IoT systems that can be applied across different types of devices. The proposed
algorithm comprises both unsupervised and supervised areas of machine learning,
utilizing the most substantial facets of each methodology. The chapter also presents
a detailed experimental result of the proposed algorithm’s effectiveness to classify
attacks.

We would like to express our sincere gratitude toward the Queensland University
of Technology and Griffith University for providing the support that made this book
possible. We would also like to thank all the researchers who contributed to the
chapters of this book.

Brisbane, Australia Dr. Shantanu Pal
Dr. Zahra Jadidi
Dr. Ernest Foo
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Challenges and Opportunities
of Blockchain for Cyber Threat
Intelligence Sharing

Kealan Dunnett , Shantanu Pal , and Zahra Jadidi

Abstract The emergence of the Internet of Things (IoT) technology has caused a
powerful transition in the cyber threat landscape. As a result, organisations have had
to find new ways to better manage the risks associated with their infrastructure. In
response, a significant amount of research has focused on developing efficient Cyber
Threat Intelligence (CTI) sharing platforms. However, most existing solutions are
highly centralised and do not provide a way to exchange information in a distributed
way. In this chapter, we subsequently seek to evaluate howblockchain technology can
be used to address a number of limitations present in existing CTI sharing platforms.
To determine the role of blockchain-based sharing moving forward, we present a
number of general CTI sharing challenges, and discuss how blockchain can bring
opportunities to address these challenges in a secure and efficient manner. Finally,
we discuss a list of relevant works and note some unique future research questions.

Keywords Blockchain · Cyber threat intelligence · Security · Information sharing

1 Introduction

Each year the threat landscape continues to evolve in both the types of cyber-attacks
and the methods used to commit them [18]. Organisations have subsequently had to
find ways to manage the increased risk associated with the infrastructure they depend
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on to operate. As a result, several Cyber Security Risk Management (CSRM) frame-
works have been developed to define a more concrete framework to better manage
this risk [17]. However, with the emergence of the Internet of Things (IoT) technol-
ogy, smart portable sensors and their resource-constrained nature, the threat land-
scape has recently grown at a rate that makes the traditional CSRM task challenging
[29, 34]. To minimise cyber threats, organisations continue to develop methods
focused on gathering threat-based information specific to them. Towards this, Cyber
Threat Intelligence (CTI) is a concept that describes the collection and analysis of
threat information by an organisation. The emergence of CTI in recent years has
seen its integration into traditional CSRM frameworks become a effective threat
mitigation strategy [16].

The SANS institute is a US based organisation that conducts a yearly CTI survey
across industry. The primary aim of this survey is to understand the current state of
CTI use within industry. In their 2021 survey, a significant milestone was reported,
100% of surveyed organisations indicated that they either currently do or have plans
to use CTI in some way [6]. When this figure is contrasted with the 75% reported
only four year earlier in 2017, it is clear that CTI will continue to play a critical role
in threat mitigation within industry moving forward.

Sharing CTI cooperatively between organisations can be highlighted as a mutu-
ally beneficial process for all participating organisations [15]. However, in practise
CTI sharing is challenging due to the variety of ways threats can affect the com-
ponents that make up an organisations infrastructure (e.g., Storage, Networks and
Communication). For example, the man-in-the-middle attack, eavesdropping attack,
phishing and spear-phishing attacks, etc. [28].

In recent years Vendor-created/Open-source threat intelligence sharing platforms,
have become a popular choicewithin industry. These platforms provide organisations
with an environment where they can share and consume CTI in either a fully or semi
automated way. During their 2021 survey the SANS institute noted that these types
of sharing platforms saw a 3% increase in use compared to 2020 [6]. Moreover, it
was also reported that more traditional sharing mechanisms (e.g., emails and briefs)
saw a 7.8% decrease in use compared to 2020.

We argue that while this trend towards either fully or semi automated threat
intelligence sharing is positive, a number of key challenges (e.g., Produce Consumer
Imbalance, Data Validity) are currently prevalent in this space, as highlighted by
existing literature [43]. Furthermore,we also seek to provide a unique insight into how
privacy, trust and accountability define a seemingly paradoxical relationship. As well
as discussing several generalCTI sharing challenges,we also seek to demonstrate that
using a decentralised platform for CTI sharing between organisations in a trustless
manner has tremendous promise.

Towards this, blockchain is a promising technology. Blockchain is a tamper-
proof, decentralised, and immutable storage of digital information that is impossible
to change [24]. Therefore, blockchain can provide a strong and effective solution
for securing CTI in networked ledgers, a series of blocks that are cryptographi-
cally linked, and facilitates secure dissemination between organisations. However,
blockchain-based CTI sharing solutions are lacking in the present literature. A few
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proposals, e.g., [4, 11, 12], integrate blockchain forCTI sharing, but a comprehensive
solution which addresses all of the discussed challenges is currently lacking.

In this chapter, we evaluate a number of present CTI sharing challenges and
discuss how blockchain can bring opportunities to address these challenges. Thus,
the major contribution of this chapter is to provide a list of challenges associated
with CTI sharing and deliver a list of opportunities present within the blockchain
space for future research.

The remainder of the Chapter is organised as follows. In Sect. 2, we present a
brief overview of blockchain and CTI. In Sect. 3, we present a simplified blockchain-
based CTI sharing model from the current literature to demonstrate how blockchain
can facilitate sharing. In Sect. 4, we discuss the a number of challenges associated
with CTI sharing. In Sect. 5, we present a number of opportunities that highlight the
applicability of blockchain-based models in the CTI sharing space based on current
ideas presented in the literature. In Sect. 6, we present a brief discussion the related
work within the literature. To concluded, in Sect. 7 we summarise the work presented
in this Chapter and discuss future research directions.

2 Overview of Blockchain and CTI

Before discussingblockchain-basedCTI sharing in detail,wepresent a brief overview
of blockchain and CTI in this section.

2.1 Blockchain

Blockchain is a distributed digital ledger for storing electronic records [24]. In other
words, blockchain can be seen as a network of computers that store transactions
(and therefore the data) across multiple computers. These computers are considered
a node in the blockchain. The data entered in a particular interval in the chain is
known as a block. Each block is identified using a unique identifier is called a hash.
Each block contains the hash of the previous block. A hash is the output of a unique
cryptographic function that takes as input a arbitrary amount amount of data and
generates a fixed-size output, the hash. Significantly, this is a one-way function and
it is impossible to reserve the computation [44].

In blockchain, when a transaction is first equested, it is authenticated using cryp-
tographic keys (public and private keys). Then a block containing that transaction is
created and sent to the entire network. Once the transaction is agreed between the
nodes in the network, it is approved (i.e., authorised) before the block is added to the
chain. This is done by a mechanism called consensus, where the majority of nodes
agree with the transaction. Note that nodes must perform a complex mathematical
problem to validate a transaction. This is known as mining, and the participanting
nodes are referred to as the miners. Commonly, the mining task in called Proof of
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Fig. 1 An illustration of blockchain immutability created by hashing

Work (PoW). A cryptocurrency reward is given to the miner who first solves the
mathematical problem (i.e., the PoW) and validates a block. After this, the block is
added to the existing chain, and all the nodes in the network are updated with this
information [45].

Therefore, blockchain provides a framework in which nodes can maintain an
immutable ledger of data. In Fig. 1, we illustrate how immutability is created in
blockchain by linking successive blocks together using cryptographic hashing func-
tions. Currently PoW is the most widely used mechanism for mining. However, PoW
requires a substantial computing power and therefore uses considerable amounts of
energy, a notable drawbacks of PoW. To solve this issue, another mining mecha-
nism, Proof-of-Stake (PoS) is becoming popular. PoS provides faster transactions
and uses less energy during mining [19]. Some significant properties of blockchain
are outlined as follows [9]:

– Decentralised: Does not require a single central authority to validate transactions
rather a consensus algorithm is used. As a result, Blockchain does not suffer from
a single point of failure.

– Immutability: Once a block is added to the chain it is almost impossible to delete
or change the data. This provides security to the stored data.

– Anonymity: Provides nodes with the ability to participate without disclosing their
identity.

– Trustless: Nodes also do not have to have pre-established trust with each other to
transact, with all transactions documented on the ledger to ensure transparency.

– Auditability: At any point in time an existing transaction on the chain can be
validated. To ensure a transaction has not been changed or altered the proceeding
blocks hashes can be checked.

– Transparency: Every transaction that takes place is stored on the blockchain and
therefore is visible to the every node in the network.
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– Use of SmartContracts: Transaction in the blockchain can be automatedwith smart
contracts. It is a computer code that facilitates and verifies the nodes’ agreements
and therefore increases the computational efficiencies.

2.2 CTI

Cyber Threat Intelligence refers to a collection of evidence-based knowledge about
cyber threats. This knowledge can be compromised of a variety of information includ-
ing Indicators of Compromise (IoC), attackers’ motivations, intentions, characteris-
tics, attack vectors, as well as their Techniques, Tactics, and Procedures (TTPs) [22].
CTI can also consist of actionable advice to detect, prevent, and mitigate the impact
of attacks. It can also be obtained from a variety of sources, including anti-virus
programs, open-source intelligence (OSINT), Intrusion Detection Systems (IDSs),
human intelligence, malware analysis, code repositories, and CTI sharing platforms.
CTI can be categorised into following four types: (i) strategic, (ii) operational, (iii)
tactical, and (iv) technical. A brief description for each type follows:

– Strategic CTI provides a high-level overview of the threat landscape in terms of
past, current, and future trends.This typeofCTI is oftenpresented in plain language
and is focused on improving situational awareness and presenting business risks.
The intended audience is senior, lay-person decision makers in an organisation.

– OperationalCTI refers to information about the nature andmotivations of potential
upcoming attacks against an organisation, that can be used to formulate targeted
prevention strategies and prevent future incidents.

– Tactical CTI relates to TTPs and IoCs, that are useful to identify specific attack
vectors andvulnerabilities for the purposes of proactively updating signature-based
defences against known threats.

– Technical CTI consists of technical information often found on threat intelligence
feeds about malware and adversarial campaigns, including information about an
attacker’s assets, attack vectors employed, Command and Control domains used,
and types of vulnerabilities exploited.

CTI deals with the collection and analysis of evidence-based knowledge about
existing or potential threats that can be used to inform decision making. The aim of
CTI is to aggregate a number of unstructured data sources (e.g., network logs and
software signatures) and create structured intelligence that details a threat [16].

As noted in Sect. 1, traditional CTI sharing systems lack the ability to share this
intelligence effectively. Several of the major challenges that these systems have
yet to overcome are—the producer consumer imbalance, data validity, legal and
regulatory factors, and sharing intelligent intelligence. Consequently, a number of
recently proposed CTI sharing platforms have integrated blockchain into their design
to try and provide novel solutions to these challenges.
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3 Blockchain-Based CTI Sharing

Significant diversity exists in the blockchain-based CTI sharing space. These models
utilise specific blockchain characteristics and cryptographic constructs in a variety
of ways to facilitate sharing. In Fig. 2, we illustrate a simple sharing framework
which exemplifies how blockchain can be applied to CTI sharing [25]. This model
is composed of the following components.

– Consumers: Users who consume shared CTI information. Make decisions about
which intelligence they consume based on the relevance to their physical infras-
tructure or business case.

– Producers: Users who produce CTI based on internal information that can be
linked to an existing or new threat. This CTI is then shared with an individual,
group or publicly, based on sensitivity of the intelligence using blockchain.

– Verifiers: Users who validate shared CTI to ensure it meets sharing standards (e.g.,
Complies with STIX format), is not duplicated intelligence that has already been
shared, and or maliciously contains fake information. The results of this user’s
analysis either directly impacts the addition of CTI to the blockchain or is added
with the given CTI as a report to inform consumer decisions.

– Authority: Users who verify the identity of other users before they participate in
sharing. This authentication creates trust between users who produce and consume
intelligence as they can be sure that only authenticated users are able to do so.

Fig. 2 A typical blockchain-based CTI sharing framework
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– Blockchain: It is used to provide a distributed ledger of CTI information (e.g.,
Hyperledger, Ethereum, EOS, etc).

– CTI Smart Contract: Self managed code that is executed by the blockchain to
manage the verification of shared CTI. This contract is made up of a Inter Planetary
File System reference to the shared CTI and a verification status.

Note: Users can be any combination of the above roles and subsequently are not
restricted to one role.

As shown in Fig. 2, the process of communication among the various components
of the framework follows these steps.

– Step 1: All stakeholders prove their identity to a trusted Authority. Proof-of-
identity can consist of the exchange of information like government credentials
(e.g., drivers licence or passport), ownership of third party certificates or industry
accreditation.

– Step 2: Producer generates CTI and adds it to the blockchain for verification.
– Step 3: Verifier determines the credibility of the CTI based on a set of standards
agreed upon by the network.

– Step 4: CTI that is determined to be valid in Step 3, is added to the blockchain.
– Step 5: Consumers access CTI that has been added to the blockchain.

The simplified sharing model presented in Fig. 2 demonstrates how blockchain
can be used to facilitate CTI sharing at a basic level. Moreover, when the properties
of blockchain discussed in Sect. 2.1 are considered in the context of CTI sharing, the
advantages that blockchain-based sharing models have over traditional centralised
approaches can be highlighted.

4 Challenges

Traditional CTI sharing frameworks (e.g., MISP, OpenCTI and ISACs) have a wide
range of challenges that are documented in the literature [42, 43]. In this section, we
focus on a subset of these general CTI sharing challenges (cf. Fig. 3).

4.1 Producer Consumer Imbalance

Stakeholder who participate in CTI sharing as either a producer or consumer (cf.
Sect. 3) must consider the risks and benefits associated with doing so. In the case
where a producer shares intelligence, a number of reputational and or monetary
risks are prevalent. For example, sharing intelligence that indicates an organisation
has been the victim of a ransomware attack, could cause stock prices to fall or
new customers to choose a competitor. Some of the potential risks are listed below
[42, 43];
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Fig. 3 General CTI sharing challenges

– Consumer Distrust: Potential consumers might feel that a reported cyber incident
means that the organisation is vulnerable. As a result, existing customers may
decide to use the services of a competitor that has not reported an incident.

– Competitor Advantage: Competitors become aware of potential vulnerabilities
that might affect them without being directly affected by it. This allows them to
implement mitigation strategies for the same vulnerability at a reduced resource
cost.

– Revealing Trade Secretes: Information about hardware, software or services an
organisation use might be revealed.

Apart from being able to consume CTI themselves, producers do not gain any
direct benefits from sharing. As a consequence, without implementation of a reward-
based system as part of a sharing platform, the process of sharing CTI can be con-
sidered a common good service. On the other hand, consumers assume almost no
risk when consuming CTI. Even in the case where the consumption of specific CTI
is attributable to an organisation, this action alone is not likely to result in the same
reputational or monetary consequences associated with sharing. Given that organi-
sations that consume CTI can implement mitigation strategies against vulnerabilities
before they can be acted on, we propose that the following benefits that could be
gained;

– Increased Service Quality: Increase service up time provides existing customers
with a better service quality. This could result in a higher customer retention rate.
As a result of providing existing customers with a more consistent service, an
organisation might gain a reputation for providing services with low downtime.
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– Reduced Negative Publicity: In the case where an organisation successfully imple-
ments a mitigation strategy to fix a shared vulnerability, the potential for negative
publicity due to a successful attack is removed.

– New Customers: In the case where an organisation has suffered from a number
of cyber incidents (e.g., DDoS Attacks, Privacy Leak), it could be predicted that
dissatisfied customers could seek an alternative service. Moreover, if a competing
organisation providing and analogous service that has not suffered from these same
incidents due to the consumption of CTI, it could be predicted that this organisation
could gain additional customers.

From the above discussion it is clear that the risks and benefits associated with
the producer and consumer role are not equal. This inequity, consequently creates an
imbalance. If this imbalance is not addressed as part of a sharing platforms design,
organisations can be observed to exhibit free-riding behavior [43]. In this case, free-
riding behavior can be defined as a deliberate lack of participation by organisations
who could share valuable CTI, however choose not to. If a large portion of organ-
isations deliberately behave in this way, the productivity of a sharing platform is
affected in two major ways [36];

1. Not sharing removes the ability of other organisations to mitigate against the
same incident. When CTI is shared, it is possible for other organisations to put in
placemitigation strategies (e.g., Firewall rules) to ensure they are not susceptible
to attacks which have a similar profile or share common characteristics. In the
case of free-riding, this is not possible.

2. Non-free-riding organisations might stop or reduce the amount of intelligence
they share due to a lack of consumable CTI from others. As noted above, pro-
ducers assume a number of risks when they participate in sharing. However,
if part of a productive platform where a large volume of valuable intelligence
is shared, this risk compared to the benefit gained by consuming other intelli-
gencemakes sharingmore attractive. Consequently, a large portion of free-riding
organisations has the potential to impact the sharing behaviours of others.

4.2 Legal and Regulatory Obligations

Organisations who participate in sharing have to follow the legal and regulatory
obligations associated with the jurisdiction they are from. Survey [43], highlights
a number of legal and regulatory obligations that organisation in certain countries
must meet.

For example, in Germany Internet Protocol (IP) addresses are considered personal
information and therefore any disclosure of CTI containing them must comply with
German privacy laws [26]. However, in the UK IP addresses are not considered
personal information and therefore can be freely shared. In terms of CTI sharing,
IP addresses are likely to be shared as an IoC and therefore organisations based in
these different jurisdictions have to ensure they comply with the applicable laws.
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Moreover, countries like Belgium and Slovenia have mandatory sharing legislation
[43]. This legislation requires organisations from these two countries to report any
cyber incidents to a specific authority when they occur. If these organisations were
also to participate in CTI sharing on top of this, in some cases the resources consumed
to facilitate both of these independent sharing requirements could exceed thosewhich
are available.

The above examples highlight that while theoretically CTI sharing is ubiquitous
across the world, legal and regulatory obligations can pose a significant barrier.
Given that legal and regulatory obligations are significantly diverse across the world,
sharing platforms must ensure CTI can be shared in a pliable way.

4.3 Data Validity

Threat hunting is definedby [7, 14] as the proactive approach of seeking anomalous or
malicious activity within an organisations cyber terrain. The process of performing
this task, which if successful can result in the production of CTI, can be highly
variable in nature. At the most basic level, threat hunting can simply consist of
manual analysis of network orWindows logs. In contrast, [3] proposes a sophisticated
threat huntingmodelwhich utilisesmachine learning to automatically generate threat
intelligence based on data from a variety of sources.

While these examples vary in their sophistication, they both share the common
feature that the process of generating CTI is solely completed by the sharing organ-
isation. As a result, it is possible for malicious organisations or individuals to inten-
tionally generate and share false intelligence. We note that sharing false CTI has the
potential to be utilised in several ways to either gain additional attack surfaces or to
bury real CTI amongst fake intelligence going forward. Two examples of this are
discussed below.

Automatic Attack Feed Exploitation: Recent trends in CTI sharing have seenmany
notable developments towards automation, both in its generation (as discussed above)
as well as in its consumption. For example, technologies such as Structured Threat
Information Expression (STIX) and Trusted Automated eXchange of Intelligence
Information (TAXII), has allowed many organisations to easily share and consume
CTI in an automated way [43]. As CTI consumption becomes more automated, it
could be feasible for threat actors to utilize this to create new attack surfaces. For
example, intelligence structured using STIX can contain SNORT rules that con-
sumers can automatically feed into their intrusion detection systems (IDS) [42].
Given certain conditions, we theorise that it could be plausible for an attacker to con-
struct seemingly legitimate intelligence that causes a consuming organisations IDS
to flag legitimate activity as malicious. This technique could be used in conjunction
with an actual attack, to disguise malicious activity amongst legitimate traffic that is
falsely flagged as suspicious.
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Denial-of-Intelligence: As sharing platforms become more and more effective at
allowing organisations to mitigate against threats, they themselves could become
targets. Denial-of-Service (DoS) attacks have been around since the origin of the
internet yet still remain highly effective in the present day. The main goal of a DoS
attack is to simply make a particular computing resource unavailable [8]. The most
commonway that these types of attacks are committed, is by overwhelming a service
with a large volume of bogus requests. We observe that a ‘Denial-of-X’ style attack
could be constructed to target CTI sharing platforms specifically.

In this case, threat actors could develop Denial-of-Intelligence (DoI) attacks.
This type of attack would seek to overwhelm a platform with a large amount of
bogus intelligence. By flooding a sharing platform with a large amount volume of
fake intelligence, threat actors could exploit a common vulnerability across multiple
targets. The result of this wouldmean that while valid intelligence detailing the attack
could be shared by the initial victim, it is buried amongst an overwhelmingly large
volume of the false information.

Both the above examples highlight that the ability to accurately determine the
validity of shared CTI is a critical challenge that platforms must find novel ways
overcome. Moreover, these examples also indicate that as the process of sharing
becomes more automatic and widely used, data validity becomes more critical.

4.4 Intelligent Intelligence

In Sect. 2.2, we discussed what CTI is and highlighted that it can be categorised into
four main types: (i) strategic, (ii) operational, (iii) tactical, and (iv) technical. Each of
these types of intelligence convey a narrative about a threat, however do so in diverse
range of ways, specific to their intended recipients. For example, Technical CTI is
made up of data that describes the physical attributes of an observed attack (e.g., IP
address, MAC address, Malware Hash, etc), intended to be consumed by technical
resources [42].

It is important to understand that these types of intelligence are highly variable
in their sophistication. In this case, sophistication refers not just to the quality of the
CTI itself, but how consumers are able to use it. Proposal [22] makes an important
distinctionbetweendata, information, and intelligence, that highlights this variability.
They are as follows:

– Data: Simple facts that canbemade available in large volumes such as IP addresses,
logs, hashes.

– Information: A collection of raw data together that shows suspicious activity.
– Intelligence: The process of analyzing and drawing meaningful conclusions that
can be used by security professionals to define an intelligence-lead approach to
decision making.

If the above criteria are applied to the categories of CTI discussed in Sect. 2.2, tac-
tical, operational and strategic CTI could be classed as intelligent intelligence. On the
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other hand, technical intelligence (e.g. IoC) can only be classified as data/information
intelligence, and subsequently cannot directly inform decision making. As a result,
intelligence types can be grossly defined into high-level intelligence (e.g., TTP) and
low-level intelligence (e.g. IoC).

Currently, the majority of exchanged CTI can be classified as low-level intelli-
gence [1, 16, 38]. Survey [42], notes that over 250 million IoC are shared cumu-
latively across CTI sharing platforms every day, with this figure likely increasing
in recent years. From the outset, this trend of sharing large volumes of technical
intelligence may appear positive. However, when framed from the perspective of
a consuming organisation, the quantity of available intelligence becomes an inter-
pretability challenge analogous to the needle in a haystack problem.

4.5 Privacy, Trust, and Accountability

Privacy, Trust and Accountability, are three factors that any CTI sharing platform
must balance to facilitate an environment conducive to share and consume CTI [2,
27, 43]. The relationship between each of these factors and CTI sharing are discussed
below;

Privacy can be defined as the ability or inability for a consuming organisations
to associate some shared intelligence with the sharing organisations real identity.
The literature consistently highlights reputational damage as a significant barrier
that stops organisations from participating in CTI sharing [1, 42, 43]. Given that
reputational damage can result from sharing intelligence in an identifiable way, a
degree of anonymity is required when sharing.

Trust can be defined as a consumers ability to trust the intelligencewhich they receive
[38]. Subsequently, a trust relationship between CTI producers and consumers is
present in any sharing platform. In contrast to privacy, the parameters used to define
the trust relationship between producers and consumers often require some link to
the producer’s real identity. By linking at some level a producers real identity to the
CTI they share, consumers have greater assurance that shared intelligence comes
from an authoritative source [39].

Accountability can be defined as the ability for a sharing platform to provide gov-
ernance shared CTI. In this case, Governance refers to a sharing platforms ability to
hold users who participate in false sharing responsible. Subsequently, the ability to
hold users accountable for their actions insures that the integrity of shared intelligence
can bemaintained. Like trust, accountability is also dependent on being able to reveal
a producers real identity given that they have made a malicious contribution [20, 40].

From the above discussion, it can be hypothesised that privacy, trust, and account-
ability form a paradoxical relationship. Producers of intelligence want to be com-
pletely anonymous when sharing. However, it is the preference of CTI consumers to
have proof that the intelligence they consume originates from a reputable source [23].
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Moreover, the group of users who make up a sharing platform should have gover-
nance over the information shared, and consequently be able to hold users who share
false information accountable. As a result, the way in which CTI sharing platforms
manage privacy, trust, and accountability is an important challenge.

5 Opportunities

In this section, we discuss a list of opportunities (cf. Fig. 4) for blockchain-based CTI
sharing. These opportunities aim to highlight how the characteristics of blockchain
can be leveraged to provide novel solutions to the challenges discussed in Sect. 4.

5.1 Incentivised Sharing

To help alleviate the producer consumer imbalance discussed in Sect. 4.1, several
incentive schemes can be implemented. In this section we will discuss two examples
that illustrate how incentivised sharing can be achieved using blockchain.

Concessions: Some blockchain-based sharing platform, such as [25], use subscrip-
tion fees to create permissioned sharing groups. Consequently, users are required to
pay an authority a subscription fee to participate, consume and or share CTI, for a

Fig. 4 Blockchain-based CTI sharing opportunities
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given time period. To incentivise users to share CTI and not just consume it, conces-
sions can be given to users who contribute intelligence. As a users contributions are
stored using blockchain (e.g. In a Smart Contract or directly on-chain), an auditable
and immutable record of these transactions is maintained. This record can thereafter
be used by an authority to determine a users subscription fee once their previous
subscription has expired. In the case were a users record shows that they have shared
valuable intelligence, the price of their next subscription can be lowered to incentives
them to continue making valuable contributions going forward.

An example of a sharing model that implements concession based incentives is
[25]. In this model, the authors use subscription discounts to reward CTI producers
for their contributions. As part of their implementation, proposal [25] provides a CTI
producer with a discount each time they share intelligence that is considered high-
quality by a set of verifiers. This design therefore allows users who continually share
high-quality CTI to significantly reduce their subscription fees. To achieve this, CTI
sharing is completed using the following steps;

1. CTI producer adds CTI to the blockchain.
2. Three random verifiers are selected from a trusted group.
3. Verifiers rate the CTI’s quality using pre-determined metrics.
4. If the majority of verifiers rate the given CTI as high-quality then both the

producer and verifiers are given a discount on their next subscription.
5. If themajority of verifiers rate the givenCTI as low-quality then only the verifiers

are given a discount on their next subscription.

Fees: Another example of how blockchain can be used to combat free riding behavior
within CTI sharing is consumption fees. Unlike subscription concessions, consump-
tion fees require consumers to pay producers to access CTI that they have shared
[21, 35]. In essence, consumption fees aim to create a market place where CTI can
be exchanged between organisations for currency. Due to the trustless properties
of blockchain, CTI can be exchanged between two organisations without the need
to pre-establish trust or use a third party. Instead, self manged Smart Contract can
be used to facilitate the exchange of CTI and cryptocurrency between two organi-
sations. By creating a blockchain-based CTI marketplace, producers who actively
share valuable CTI have the ability to profit significantly from doing so.

Two main approaches can be used to implement consumption fees within
blockchain-based architectures.

1. Standard fee: A predefined fee is payed to producers when other organisations
consume their CTI [35].

2. User defined fee: Producers specify a consumption fee which is payed each time
a user access it [21]. Can be implemented as a producer defined parameter in a
Smart Contract.

Decentralised incEntives for threAt inteLligEnce Reporting and exchange
(DEALER), is an example of a blockchain-based CTI sharing platform that
implements a user defined consumption fee to incentivise CTI sharing [21]. The
below steps summarise how DEALER implementes user defined consumption fees.
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1. CTI producer adds CTI to the blockchain. During this process, the producer can
define a sale price. If a producer does specify a sale price, they also have to pay
a verification fee.

2. In the case where a sale price is specified, three trusted verifiers review the
associated intelligence using pre-determined metrics.

3. The results of each verifiers analysis are added to the blockchain to indicate to
buyers the quality of the given intelligence. Moreover, each verifier is given a
proportion of the verification fee.

4. When a buyer purchases some intelligence they are required to pay the associated
consumption fee, if specified by the producer.

As discussed in Sect. 4.1, an imbalance between the producer and consumers
roles exists within CTI sharing. Consequently, it is critical that sharing platforms
seek to address this imbalance by providing producers with more direct benefits.
In this section we highlighted a number of way in which blockchain-based sharing
platforms can implement different incentive schemes to combat the effects of the
producer consumer imbalance.

5.2 Deposits

In Sect. 4.3 the issue of false sharing was discussed. To disincentivise CTI produc-
ers from participating in this behaviour negative financial punishments can be used.
In the case of blockchain-based platforms, existing technologies that support the
exchange of cryptocurrency can be utilised for this purposes (e.g. Ethereum). More-
over, many of these platforms also allow self managed Smart Contracts to exchange
cryptocurrency autonomously, thus removing the need for a trusted third party [41].
As a result, Smart Contracts can be utilised to implement conditionally refundable
deposits in a trustless, auditable and verifiable manner.

Conditionally refundable deposits can be utilised by blockchain-based CTI shar-
ing platforms to introduce negative financial punishments for CTI producers that
participate in false sharing. In this case, when a producer shares some intelligence
they could be required to pay a deposit, some amount of cryptocurrnecy, to a Smart
Contract. Once payed, a consensus algorithm defined within the Smart Contract can
be used to verify the integrity of the shared intelligence [11]. Given that this veri-
fication process occurs on-chain, the results are immutable and transparent to both
the original producer as well as future consumers. Furthermore, the autonomous
and deterministic nature of Smart Contracts allows them to hold cryptocurrency in
escrow without the need for pre-established trust.

In the case where shared intelligence is found to be credible, the initial deposit
can be payed back either in full or partially to the original producer automatically by
the Smart Contract. On the other hand, when false sharing is found to have occurred
this deposit can either be held by the Smart Contract, burned or distributed to users



16 K. Dunnett et al.

involved in the verification process [41]. By punishing users who participate in false
sharing, persistent efforts to do so on a large scale are deterred due to the associated
financial cost.

BLOCIS: In [11], the authors use conditionally refundable deposit to disincen-
tivise stakeholders from deliberately sharing false/incorrect CTI. When a registered
BLOCIS user shares CTI, they use a pre-defined Data Report Contract (DRC). This
contract takes as input the givenCTI aswell as a deposit.Once added to a specific feed,
an evaluation function (π ) is used to assess the validity of the reported intelligence.
The novelty that BLOCIS proposes is that π takes as input both the reputational
score of the producer as well as their deposit. If the output of π indicates the given
CTI is false, the deposit is not refunded back to the producer. When simulated in a
test environment, the BLOCIS model was found to successfully disincentivise users
who made malicious contributions. Figure 5 in [11] demonstrates both the financial
and reputational damage that users who participated in false sharing suffered over
an extended period of time.

Considerations:While deposit-based disincentive schemes are focusedonpunishing
malicious producers, considerations must also be made to ensure honest producers
are not deterred from sharing. Although the self managed nature of Smart Contracts
can provide producers with a trustless way to exchange cryptocurrency, factors such
as the amount of currency and consensus used to determine if a contribution is false
must be considered. For example, if producers are required to pay a constant amount
of cryptocurrency, the extremely volatile nature of currency markets could cause
producers not to share at particular times [37]. Moreover, if consensus methods are
dependent on validation of intelligence from a set of validators, then they themselves
could become by subject to malicious attacks. Given cryptocurrency is at stake, we
argue that malicious attacks could seek to compromise a subset of validators to deny
the authentication of any intelligence. Lastly, if validators are directly incentivised
through partial payment of deposits from intelligence deemedmalicious, then valida-
tors might be more likely to classify honest contributions as malicious. All of these
factors need to be considered carefully when designing a deposit-based disincentive
scheme as they have the potential to affect honest producers as well.

Aside from considerations related to how deposit-based Smart Contracts are
designed, the method used to validate intelligence is another important factor. Fun-
damental to the success of conditionally refundable deposits is the ability of a verifier
or group of verifiers to determine the credibility of CTI. However, currently a method
that deterministically classifies CTI as false is considered an open challenge [11].
Consequently, platforms that implement disincentive schemes are likely to encounter
caseswhereCTI iswrongly consideredmalicious and an honest producer is punished.
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5.3 Reputational System

Another way blockchain-based solutions can mitigate against false sharing is use of
reputational systems. Unlike deposits, reputational systems do not punish malicious
users monetarily. Instead, they associate each user with a reputation score (e.g. 1–
100) that represents their perceived trustworthiness.

In the context of CTI sharing, a users reputational score can be used to directly
affect their ability to consume and or share intelligence within a group [11, 46].
For example, if a CTI producer shares some CTI, their associated reputational score
could be used to indicate to validators and or consumers the level to which they
should trust it [11]. As a result, intelligence shared by a users with a relatively low
reptuational score might be subject to more thorough inspection by validators. In the
opposite case, users who have a relatively high reputational score, may be subject
to less thorough inspection by validators. Furthermore, these highly trusted users
might be able to consume more sensitive intelligence that might otherwise have been
unavailable to them.

A successful reputational system has the potential to stop a user or group of users
from continually false sharing [11]. Given that a users reputational score is tightly
coupled with their perceived trust, efforts to continually false share can be predicted
to become harder over time.

Proof-of-Reputation (PoR) is a blockchain-based consensus algorithm that was
proposed by [46] specifically for CTI sharing. In their model, each node in the
network has an associated reputational score between 1 and 100. Fundamentally,
this score seeks to capture how trustworthy a user is based on the creditably of their
previous contributions. Importantly, all of the actions taken by a node (e.g. Voting,
Sharing CTI) influence its reputational score over time.

When an organisation shares CTI, other nodes on the network calculate a reputa-
tion value which is used to judge if it should be added to the blockchain. The results
of this reputation-based consensus are used alongside more traditional validation
methods to try and mitigate against false sharing. Moreover, a contributing nodes
reputational score is adjusted over time based on the results of this process. Critical
to the integrity of this process is a predefined trust threshold. This trust threshold
defines the point at which a node is considered trustworthy. As a result, if a nodes
score drops below this threshold, then it is considered untrustworthy and cannot
participate further.

The above PoR consensus algorithm exemplifies how the inherent properties of
blockchain discussed in Sect. 2.1, can be utilised to facilitate reputational systems
without the need for a trusted third party. In particular the immutable, transparent
and auditable properties of blockchain allow each node to calculate the reputational
scores of others, thus removing the need for a centralised authority. Similar to [46],
the BLOCIS architecture proposed by [11] manages reputational scores with self
managed Smart Contracts. Like deposits, these Smart Contracts contain a predefined
consensus algorithm that can be used to manage the reputational scores of each user
over time in a trustless way.
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As mentioned in the in Sect. 5.2, the ability to deterministically validate CTI is
still an open challenge. Given that reputational systems require a verifier or group
of verifiers to determine the credibility of CTI, their success is dependent on the
accuracy of the validation method used.

5.4 Access Control

Blockchain-based sharing platforms can use several methods to provide producers
with control over who has access to the intelligence they share. Access control in
this case, refers not just to the ability of CTI producers to control who has access to
their intelligence, but also in what way [30–32]. For example, a particular producer
might want to share CTI with a small trusted group. However, they only want to
disclose the specific attribute values (e.g., IP addresses) associated with it to one of
the organisations.

While access control can be implemented by centralised architecture, blockchain
is able to facilitate the fine grained access control required for CTI sharing in a
trustless way. The following list outlines how a number of the key properties of
blockchain can be leveraged to provide access control in a trustless way.

– Decentralised: As a single authority does not control access based on a produc-
ers request, greater integrity is achieved. This means that producers have greater
confidence that the control policy they define will be followed given its execution
is not dependent on a centralised system.

– Immutability: CTI producers can be confident that the access control parameters
they define cannot be altered by another user for their benefit.

– Smart Contracts: Provides a framework to allow stakeholders to define the access
control for the intelligence they share. Moreover, the self managed nature of Smart
Contracts ensure that these access control policies are executed autonomously.

Traffic Light Protocol (TLP) is an example of an access control method that can
be implemented as part of a blockchain-based sharing platform [25]. TLP defines a
robust access control structure that gives producers the ability to specify who CTI is
shared with. This is achieved by allowing producers to specify a sharing level from
a predefined list. Each of these predefined sharing levels is simply a control policy
that specifies which users can access the CTI. Table 1 is an example of how a TLP
policy could be structured.

Ciphertext-Policy Attribute-Based Encryption (CP-ABE) is another method that
can be used to give producers with fine grained access control [33]. In the case of
CP-ABE, when a producer shares CTI, they encrypt it using attribute-based encryp-
tion methods [5]. The ciphertext that results from this process is then added to the
blockchain. When a user access this ciphertext they are able to decrypt parts of it
based on their own attributes. As a result, users can define highly specific fine grained
access control policies using CP-ABE.
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Table 1 Example of a TLP implementation by [12, 25]

Channel Description

Red Private channel between two stakeholders only

Orange Disclosure to only a certain group of stakeholders defined by the CTI
producer

Green Disclosure to an entire group of stakeholders. In the case of private
blockchain this is restricted to anyone who has access to it

White Public disclosure which is accessible to anyone

For example, a CP-ABE policy might require that an organisation is a ICS-ISAC
member to view a subset of the CTI. Furthermore, it might also specify that only a
specific subset of these organisations can access the specific details of the hardware
affected by a ransomware attack. This example demonstrates how CP-ABE can be
used to construct fine grained access control policies specific to a producers needs.

Both TLP and CP-ABE are examples of access control methods that can be imple-
mented using blockchain. Importantly, these methods provide CTI producers with
better control over who consumes the intelligence they share in a trustless way. In
Sect. 4.5, the issue of privacy was discussed. During this discussion, it was high-
lighted that fear of reputational damage was a significant barrier that stopped some
organisations from sharing.While greater access control does not provide a complete
solution to this problem, we argue it has the potential to cause more organisations
to share within closed groups given their privacy-preserving nature. Moreover, if
key regulatory bodies are incorporated into sharing platforms, these frameworks can
further help organisations meet their legal and regulatory obligations without having
to use secondary sharing mechanisms [25].

5.5 Intelligence Mining

In Sect. 4.4, it is noted that not all types of CTI are equivalent in their ability to
describe threats and subsequently be used to implement mitigation strategies against
them. Given that the process of generating CTI is dependent on the capabilities of
the sharing organisation, it cannot be expected that all organisations are capable of
generating high-level intelligence. As a result, strategies to create high-level intelli-
gence from aggregated sources of low-level intelligence have the potential to shift
sharing towards more intelligent intelligence. Furthermore, this process also allows
organisations which do not have the resources to generate high-level intelligence
themselves to still contribute.

Intelligence mining can be defined as the process of deriving high-level intel-
ligence from low-level intelligence already stored on the blockchain [42]. The
immutable and auditable properties of blockchain are able to facilitate mining in
a trustless way. Given that low-level intelligence used as part of the mining process
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is immutable and accessible by each organisation on the network, high-level intelli-
gence that is derived from it can be validated by other organisations. As a result, the
ability to mine high-level intelligence in a trustless way has the potential to allow
blockchain-based CTI sharing platforms to provide participating organisations with
more advanced threat mitigation.

Proposal [35] provides an example of how STIX, Semantic Rule Language
(SWRL) and Web Ontology Language (OWL) can be combined to create more
meaningful and interpretable representations of CTI. The use of these tools together
has great potential in the area of intelligence mining, as CTI represented in this
way allows semantic reasoners to infer new knowledge [35]. Furthermore, extending
traditional representations of CTI could also pave the way for Machine Learning
(ML)/Artificial Intelligence (AI) approaches to intelligence mining. In [13], it was
demonstrated that ML algorithms were able to generate CTI from a single organisa-
tions network logs stored using blockchain. Therefore, it could be possible to extend
this approach further to generate more intelligent intelligence, from large amounts
of aggregated CTI expressed using STIX, SWRL and OWL.

6 Related Work and Discussion

In this section, we present some related works on CTI sharing and the integration
of blockchain platforms for CTI sharing and provide a discussion on the findings of
this chapter. Several studies discuss the importance of CTI sharing in information
security and general computing systems [10, 16, 42, 43]. However, most of them
discuss CTI sharing from the lens of traditional centralised computing approaches.
Subsequently, few publications considering how blockchain-based approaches can
overcome existing challenges are present in the literature. In this section, we aim to
discuss the contributions of several publications that outline challenges associated
with CTI sharing.

Proposal [43], provides a comprehensive insight into what CTI sharing is and how
it is commonly performed. Furthermore, it also discusses a number of important CTI
sharing concepts including—what CTI is, how it can be shared, and most notably
what benefits and risks are associated with sharing. Of particular note, the authors
highlight the importance of privacy and anonymity in CTI sharing. However unlike
[43], in this chapter, we extended these ideas to consider the relationship between
privacy, trust, and accountability.

In [42], a survey on technical threat intelligence was conducted. Like [42, 43]
provides a good insight into the key concepts which define CTI sharing. This paper
specifically seeks to provide a clear definition of what threat intelligence is and
what some of the associated challenges in this space are. An important challenge
highlighted by [42], is intelligent intelligence. Moreover, their suggestion that big
data analysis could be applied to threat intelligence was extended by our work to
focus on how these concepts can be applied to blockchain specifically.
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Proposal [38] provides a comprehensive study into the current challenges associ-
atedwithCTI sharingplatforms (e.g.MISP).Aspart of their research, they investigate
twenty two sharing platforms and derived a list of eight key findings. A number of
which are discussed in Sect. 4. While their research was mostly focused on cen-
tralised architectures, their insights into existing challenges allowed us to highlight
how blockchain-based architectures can provide novel solutions to them.

In [1], the authors perform a comprehensive literature review into the current
use CTI. As part of their findings, they outline four main challenges of which three
were discussed in this chapter. However, unlike our approach, this research does
not explore how blockchain-based solutions can provide novel solutions to these
challenges.

Recently, a diverse range of blockchain-based CTI sharing models have been
published. In this chapter, we discussed a number of novel features present within a
subset of these models which we feel represent the current state-of-the-art.

We argue that [35] currently presents the most comprehensive blockchain-based
CTI sharing platform, as it addresses a number of the challenges presented in this
chapter. As part of their model, the authors integrate a number of features which
address the producer consumer imbalance, intelligence intelligence, and legal and
regulatory factors. However, it must be noted that while this model does provide trust
and accountability, it is achieved at the cost of privacy-preserving anonymity.

DEALER is a blockchain-based CTI sharing platform presented by [21], which
like [35], presents novel solutions to a number of the challenges discussed in this
chapter. The DEALER proposal provides solutions to the producer consumer imbal-
ance and legal and regulatory factors.Moreover, this proposal also integrates a quality
assurance method which provides a heuristic approach to solving the challenge of
data validity. It must be noted, however, that while a heuristic approach to the issue of
data validity has the potential to be effective, it does not completely mitigate against
false sharing.

Few models present in the current literature provide a robust framework that bal-
ances privacy, trust, and accountability, as defined in Sect. 4.5. We argue that [2]
presents the most comprehensive approach to balancing these factors. The authors
of this platform propose a framework which allows CTI producers to share intelli-
gence semi-anonymously while still facilitating trust and accountability. However,
the major limitation of this framework is that a single trusted authority has the ability
to reveal the identity of any CTI producer, subsequently creating a single point of
failure.

We find there are various challenges in CTI sharing, and blockchain is a promising
solution to gain opportunities in most cases. However, there is still a list of open
research questions that need to be resolved. We list a few of them as follows:

– How the properties of blockchain and other cryptographic constructs be used to
create a blockchain-based CTI sharing model that provides a balance between
privacy, trust, and accountability?
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– How can shared CTI be deterministically validated to ensure false sharing is not
possible?

– How can ML/AI be utilised along side current approaches (e.g. STIX, SWRL,
OWL) to facilitate the sharing of more intelligent intelligence?

7 Conclusion

The drastic evolution of the threat landscape, brought about by the emergence of
Internet of Things (IoT) technology, has caused organisations to find new ways to
better manage their cyber risks. This appetite for tools that better mitigate against
potential threats has driven the development for a number of Cyber Threat Intelli-
gence (CTI) sharing platforms (e.g., MISP). In this chapter, we defined a number of
general CTI sharing challenges including the producer consumer imbalance, legal
and regulator factors, intelligent intelligence, data validity, and privacy, trust and
accountability. These general CTI sharing challenges were then used to deliver a
list of opportunities present within the blockchain-based space. These opportuni-
ties included deposits, access control, reputational systems, intelligence mining and
incentivised sharing. Finally, we explored several existing proposals and determine
a list of unique future research questions for efficient and secure CTI sharing using
blockchain.
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System Identification Methods
for Industrial Control Systems

Mukhtar Hussain , Colin Fidge , Ernest Foo , and Zahra Jadidi

Abstract System identification is a process of creating a mathematical model of a
system from its external observations (inputs and outputs). The concept of discov-
ering models from data is trivial in science and engineering fields. The goal of this
chapter is to review the recent development in the field of System Identification from
the Automatic Control perspective. In the first part of this chapter, we present a clas-
sification of design features of Industrial Control Systems (ICSs). Then we review
the literature on system identification techniques for creating models of ICSs. The
classification of ICSs allows us to identify limitations and unexplored challenges in
the literature on system identification techniques.

Keywords System identification · Model discovery · Industrial control systems

1 Introduction

In the science and engineering fields, mathematical models play an important role in
the formal analysis of a system’s behaviour such as design optimisation, prediction,
verification, and validation of a system’s design [95]. Industrial Control Systems
(ICSs) can be legacy systems that are subject to changes and upgrades with time but
may not be well documented [7, 18, 35]. Therefore, system identification techniques
play a vital role in creatingmodels from the observation of the evolution in a system’s
inputs and outputs [9, 54].
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ICS is a broad term used for a variety of automated control systems from a
simple thermostat to a complex manufacturing plant [17]. Thus, modern ICSs have
a huge variation in their characteristics and applications. Hence, rich literature can
be found on data-driven model techniques can be found.1 Moreover, the problem
of discovering models of ICSs have been studied in many fields including control
theory, computer science, system identification, and machine learning [9, 44, 72].
The purpose of this chapter is to conduct a structured literature review on system
identification techniques applied for ICSs. We classify system identification based
on the characteristics of ICSswith the aim to identify the research gaps in the literature
and help power future researchers in gaining valuable insights.

System identification is an old and mature field with roots going back several
decades. Several survey articles were written in the past on the topic of “data-driven
model discovery” techniques [9, 21, 22, 27, 32, 61]. These articles review the litera-
ture either based on some specific type of ICSs or compare the data-drivenmodel dis-
covery techniques [21, 22]. A set of surveys on continuous dynamic model discovery
approaches and their applications in different fields was presented by Ljung [53–56].
Cabasino et al. [9] presented a survey of event-driven model discovery techniques.
Lauer andBlochwrote a book [44] to reviewhybrid system identification approaches.
Gao et al. presented a two-part survey paper [21, 22] on the comparison of differ-
ent model discovery techniques for fault diagnosis. Our work is different from the
previous surveys of system identification methods because we review the existing
literature on system identification from the perspective of ICS’s features.

The rest of the chapter is organised as follows. In Sect. 2, we provide a background
on the different design functionalities of ICSs. In Sects. 3, 4, 5 and 6, we review
the literature on system identification methods based on the classification of ICSs
presented in Sect. 2. Finally, in Sect. 7, we summarise the literature review with
future directions.

2 Classification of Industrial Control Systems

Over the years, ICSs have become an essential part of our daily lives such that
they can be found in diverse environments ranging from simple automated doors to
complex manufacturing plants [93]. There are different classifications of ICSs which
can be found in the literature [3, 13, 17]. However, previous classifications of ICSs
discussed in the literature [3] is mainly based on designers’ perspective which is not
effective from the behavioural modelling perspective. For instance, from the model
discovery perspective, researchers are interested in the control mechanism instead of
the type of controller. In this section,we have highlighted different configurations and
design functionalities of ICSs which are essential elements for accurate modelling
and model discovery. The following subsections explain our classification of ICSs’
features as shown in Fig. 1 in detail.

1 In this chapter, we use the terms model discovery and system identification as synonymous
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Industrial Control Systems
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Fig. 1 A classification of ICSs’ feature implementations

2.1 System Dynamics

The second category in our ICS classification framework as shown inFig. 1 is “system
dynamics” which play an important role in the selection of specific modelling and
system identification approach. The system dynamics can be defined as the evolution
of a system’s state over time. Based on the type of state evolution, dynamical systems
can be classified into three categories:

1. Continuous Time-driven, if the state space X is a continuum consisting of n-
dimensional vectors of real numbers, i.e., it takes values from the Euclidean space
X ∈ R

n for n ≥ 1 [10]. Moreover, the system’s state evolves continuously with
time. Continuous time-driven mainly describe the physical layer process of an
ICS. An example of a continuous time-driven dynamic process is a distillation
column where the system’s state continuously evolves [73].

2. Discrete Event-driven, if the state takes values in a countable or finite set
{q1, q2, . . . , qN } and states evolve as a sequence of events instead of continuously
with time. The event-based state transition mechanism can be seen as simple log-
ical statements of the form “if something specific happens and the current state
is qi , then the next state becomes q j”. The automated and supervisory control
layers’ process in ICS follows event-driven dynamics. An example of such a sys-
tem is a simple thermostat, whose state takes on two values, Q ∈ {ON , OFF}
where the transition fromOnmode to anothermode is instantaneous. For instance,
switching from ON mode to OFF mode and vice versa.

3. Hybrid, if the system has heterogeneous (discrete and continuous) dynamics
that interact with each other and determine their behaviours over time. Naturally,
hybrid dynamics are appropriate to describe the complete operation of most of
the ICSs. For instance, a continuous process in a “distillation column” system has
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a start and end which means that the process follows an event-driven transition
from the startup mode to the operating mode and from the operating to the
shutdown mode. Similarly, an event-driven process in a “thermostat” depends
on the temperature which evolves continuously. Hybrid dynamics have a central
role in ICSs due to the interaction of cyber systems with the physical world.
Hybrid dynamics arise in varied systems such asmanufacturing, auto pilot design,
automotive engine control, traffic control, and chemical processes, among others.

2.2 System Architecture

The first category in our ICS classification framework as shown in Fig. 1 is “system
architecture”. Different design architectures of ICSs can be found in the literature
based on the specific application [45, 59]. Our survey in this chapter is devised based
on a three-layered architecture of ICSs commonly used for modelling purposes [59]
as shown in Fig. 2. The three-layered architecture consists of a supervisory control
layer, automatic control layer, and physical layer and captures the main functional
features of ICSs. A brief overview of the different layers of the ICS architecture is
provided as follows.

Physical Layer

Control
Layer

Supervisory 
Layer

PLC

Sensors Actuators

PLC

Sensors Actuators

RTU

Sensors Actuators

HistorianHistorian
WorkstationHMI

Fig. 2 Architecture of industrial control systems
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1. Supervisory Control Layer: The supervisory control layer is responsible for
monitoring the operation of the ICS, performing control and supervisory tasks
by sending control commands to field controllers, i.e., switching the system’s
operating modes (e.g., start-up, shutdown, fail-safe) [17]. A decision to switch
the system from one operational mode to another is usually based on equipment
constraints or working conditions. For example, a nuclear power plant cannot be
switched directly to refuellingmode frompower generationmode, since switching
to refuelling mode must be done through the cold shutdown or the hot shutdown
mode. Moreover, switching from the power generation mode to either the cold
shutdown or the hot shutdown mode is conditional based on the coolant tempera-
ture [41]. The supervisory control level is also monitored by human operators and
engineers. Hence, decisions on the priority of tasks to optimise the operational
process can also be made [59].

2. Automated Control Layer: The automatic control layer regulates the system’s
physical processes based on the operating mode set by the supervisory control
layer. The process is automated using digital controllers such as remote terminal
units (RTUs), programmable logic controllers (PLCs), and intelligent electronic
devices (IEDs). A digital controller cyclically performs three main steps: (i) input
reading, where signals are read from the sensors; (ii) program execution, to deter-
mine the new output values for the actuators; and (iii) output writing, where the
control signals to the actuators are set. ICSs can be divided broadly into two cat-
egories based on the different strategies to automate the physical process by the
automated control layer, i.e., process to determine output based on input from
sensors.

3. Physical Process Layer: The physical layer process represents the continuous
evolution of a system’s state, e.g., changes in room temperature [17]. The physical
process is monitored and controlled using sensors and actuators at the automated
control layer. Modelling physical or continuous time-driven behaviour is neces-
sary to forecast, validate and verify a system’s behaviour [95].

2.3 Design Implementation

The third category in our classification of ICSs is the design implementation of an
ICS. The basic choices for ICS design implementation are:

Single-stage System is a combination of physical devices to automate a specific
task typically by only one digital controller. Single-stage systems are also referred
to as centralised control systems in the process control industry [3]. An example of
such a system is an Unmanned Aerial Vehicle (UAV) which is automated by a single
controller [37].

Multistage System is a combination of single-stage systems cascaded together to
automate complex processes. An example of such a system is a water treatment
plant [28]. Each unit performs a specific task of the whole process. There can be two
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different configurations for how each stage interacts with each other, i.e., standalone
configuration or shared resources configuration. For standalone configurations, each
stage can be treated as an individual system for model discovery [78]. Thus, system
identification methods for single stage systems can be employed for discovering a
model of a multistage system. However, a challenge arises in a multistage stage
systemwith shared resources such that all stages operate in parallel but the processes
of adjacent stages are affected by the resource shared between them [4].Almost all the
ICS are programmed to perform iterative tasks. However, not all system processes are
sequential. Based on the processing type, ICSs can be described as either continuous
processing or batch processing [34, 73] described as follows.

1. Continuous processing systems perform a certain set of tasks in order by switch-
ing from one mode to another. In a continuous processing system, the whole sys-
tem is switched from one mode to another. Hence, all state transitions occur and
are logged in the sequential timed order. An example of such a system is a nuclear
power plant which operates by switching between six plant-wide modes [52]. The
operation of a power plant can be described as a continuous processing system
because the whole plant can be operating under a certain mode at any certain time
instance.

2. Batch processing systems are designed to maximize the productivity of the sys-
tem such as manufacturing systems where multiple units operate concurrently on
different batches of a product. An example of such a batch processing system is a
water treatment plant [28]. Instead of switching the whole system from one mode
to another, each stage is switched to different modes individually based on the
batch of product being manufactured [73].

2.4 Automation

The last category considered in our classification of an ICS’s features which plays an
important role in the system identificationprocess is the automation strategy in an ICS.
The operation category explains the automation strategies and different processing
techniques used in ICSs. Industrial processes are time-varying, with non-stationary
behaviour, working under diverse operating points named multimode regimes [73].
The ICSs’ automation strategies can be divided into three subcategories as follows.

1. Fixed Automation is a type of ICS automation in which no human intervention is
required to change process parameters or specifications during operations. These
types of systems are programmed to do a certain set of tasks iteratively. Such
systems are deployed in scenarios that once programmed, does not need frequent
changes such as elevators, automated doors or traffic signals etc. However, it could
be reprogrammed if required [88].

2. Flexible Automation is a type of ICS automation in which minimal human inter-
vention is required during the process [88]. Such ICS generally run large-scale



System Identification Methods for Industrial Control Systems 31

systems through a network of physical devices like actuators or sensors. Human-
Machine-Interface (HMI) is designed to provide operators/engineerswith a graph-
ical user interface of the whole system, and physical devices can be accessed
through it. Operators can change process parameters during operation depending
on production requirements. These actions can be either simple turn on or off a
device or change the mode of operations. Those user actions are usually logged
either with a user ID or station ID [15].

3. Integrated Automation is a type of ICS automation in which process operations
are human-centric, such as devices like sensors are deployed to facilitate human
decision making [88]. An example of such a system is a car manufacturing plant
where both humanwork side-by side with automated plant robots on the assembly
line [84]. It is easy to record of inputs and outputs of an automated system.
However, the main challenge is to keep a record of every human activity.

To discover an accurate model of an ICS, a model discovery approach should cap-
ture the above-mentioned features of ICSs.Asmentioned earlier, themodel discovery
approach is common among many disciplines of science and engineering field, e.g.,
control theory, system identification, and machine learning [54]. However, the use
of different terminologies, as well as the separate reference journals and conferences
leads to the fact that very similar solutions to the same problem have been developed
independently by different research groups. In the following subsection, we cover
the related work on discovering models of ICSs from all these fields (control theory,
system identification, and machine learning).

3 Model Discovery from the System Dynamics Perspective

System dynamics play an important role in the selection of a model candidate to
represent the discovered behaviour [55]. This section provides an overview of system
identification techniques from the system dynamics perspective.

3.1 Time-Driven Approach

The behaviour of a continuous time-driven system is an input-output relationship,
involving the derivatives (differential equations) or the delayed values (difference
equations) of the input-output variables. Let the system’s input and output at any
time instance t be x(t) and y(t), respectively. A linear difference equation model
explaining the relationship between the input and output can be expressed as:

y(t + 1) + a0y(t) + . . . + an y(t − n) = b0x(t) + . . . + bnx(t − n). (1)
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Here, we choose to represent the system in discrete time by a difference equation
because in ICSs device logs are recorded by sampling (discrete time). Eq. (1) can
be expressed in a way to determine the next output value of the system given the
previous output and input values as:

y(t + 1) = −a0y(t) − . . . − an y(t − n) + b0x(t) + . . . + b0x(t − n). (2)

The above equation can be generalised in the form:

y(t + 1) = f (y(t), x(t)). (3)

Once the vectors inputs and outputs are defined, the solution of Eq. (3) can easily
be estimated numerically [5]. The literature on time-driven system identification
methods is extensive. Themethods presented in the literature have been argued based
on the model to describe the behaviour of a system and the best way to estimate a
time-driven model based on its ability to reproduce output based on input(s) and the
presence of noise [55]. For a practical user-oriented introduction, see the MATLAB
System Identification Toolbox [62], and there are many other useful references [53,
55, 77]. The main limitation of adopting time-driven system identification methods
for discovering a complete model of an ICS is that one equation cannot describe the
behaviour of the physical layer process under different operating modes.

3.2 Event-Driven Approach

Similar to the identification of continuous dynamic systems, identification of event-
driven systems is determining a mathematical model which describes a relation
between inputs and outputs of an event-driven system. An example of an event-
driven system is a simple conveyor based package sorting system [66]. The input of
the system is recorded using two switch sensors which detect the arrival of a package
and its colour. The output event from the controller to sort by changing the direction
of a lever (left or right) is based on the input events (package arrival and its colour).

For an event-driven system identification approach, the inputs and outputs should
be recorded as a sequence of events instead of sampled data which represents the
state of devices at any time instance [4]. Otherwise, it requires data pre-processing to
discover an event-driven model as discussed by Estrada-Vargas et al. [86]. Moreover,
inputs and outputs of an event-driven system can only take discrete values (e.g., 0 and
1) and any change in the state value of an input or output is considered as an event.
The DES identification was first addressed as a problem of discovering finite-state
automata [9]. Afterwards, PN models discovery methods were proposed for coping
with more complex systems exhibiting concurrent behaviour [86].

Let us provide a brief overview of PNs before discussing DES identification in
detail. A PN such as shown in Fig. 3 is a bipartite graph consist of two types of nodes,
i.e., places and transitions, and arcs connecting places to transitions and transitions
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p1

Package Arrive
p2

Colour Black
p3

Sort Left

Colour White
p4

Sort Right

Fig. 3 An example of a discovered PN model

to places [10]. Conventionally, a place is represented by a circle and a transition
is represented by a rectangle. The structure of a PN can be described as a tuple
N = (P, T, A), where:

– P = {p1, p2, . . . , p|P|} is the finite set of place;
– T = {t1, t2, . . . , t|T |} is the finite set of transition;
– A ⊆ (P × T ) ∪ (T × P) is the set of arcs from places to transitions and from
transitions to places.

The state of a PN is called marking. A marking is a function m : P → N that
assigns each place a non-negative integer number of tokens. A token is represented
by a dot inside a place such as shown in place p1 in Fig. 3. A marked PN imitates
the dynamical behaviour of a DES by firing the transitions. A firing of a transition
in PN refers to the execution of an event in DES. A transition can only fire if its
input place(s) has positive number of token(s). The state of a PN is updated after the
firing of a transition by removing a token from the input place(s) of a transition to
its output place(s). For instance, the execution of transition (occurrence of the event)
“Package Arrive” in the PN model shown in Fig. 3 moves the token from the place
p1 to p2.

We explain a DES identification approach using a simple conveyor based package
sorting system [66]. The input of the system is recorded using two switch sensors
which detect the arrival of a package and its colour. The output event to sort by
changing the direction of a lever (left or right) is based on the input events (package
arrival and its colour).Let the sequence of the input-output events recorded during the
conveyor system’s operation be 〈Package Arrive, Colour Black, Sort Left, Package
Arrive, Colour White, Sort Right, Package Arrive, Colour Black, Sort Left〉. A DES
identification approach [86] discovers a PNmodel such as that shown in Fig. 3 which
represents the process identified from the sequence of events. It can be observed that
the output command for automated sorting either left or right is conditioned based
on the input events, i.e., “package arrival” and its “colour”.

Here we should also mention PN models discovery methods from the process
mining field which is similar to the identification of PN models in the control the-
ory [9]. A few notable differences between DES identification and model discovery
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techniques from the process mining field are as follows. Process mining methods are
mainly devoted to discovering PN models of workflow management processes that
have a specific start and an end state. Process mining methods leverage this “start”
and “end” information marked in the workflow process logs as “cases”. Therefore,
process mining methods are inclined towards identifying workflow nets, a special
class of PN models that must have a “start” and an “end” state. In the DES iden-
tification, a system works in a closed-loop, hence, there is no “case” information
available in control system logs. Therefore, DES identification is mainly concen-
trated on “ordinary PN” models. Both ordinary PNs and workflow nets are bounded
or 1-safe PNmodels such that each place can carry only one token at a time [16, 91].
Ordinary PNs are further restricted such that every transition has one incoming arc
and one outgoing arc [16]. Therefore, DES identification methods lack in identify-
ing 1-length loops in the PN model [86]. Model discovery methods from the process
mining field were also adopted for DES identification in the control theory and vice
versa [4, 90]. Cabasino et al. [9] presented a comparison between different PNmodel
discovery methods from the process mining and the system identification fields.

3.3 Hybrid System Identification

As mentioned earlier, hybrid dynamic systems are a combination of time-driven and
event-driven dynamic subsystems. The investigation of hybrid systems is a fasci-
nating discipline in both control engineering and computer science fields. Hence,
hybrid system identification methods can be divided into two groups based on the
application area. Researchers from the control engineering field have approached
hybrid systems as a collection of differential/difference equations with discontinu-
ous or multi-valued right-hand sides. On the other hand, computer scientists tend to
look at hybrid systems primarily as discrete (computer) programs interacting with
the physical environment. An overview of hybrid system identificationmethods from
both fields is provided in the following subsections.

SwitchedModels: In the control systems and engineering field, hybrid system identi-
fication is commonlybasedonSwitchedAutoRegressive eXogenous (SARX)models
which are an extension of time-driven AutoRegressive eXogenous (ARX) models
[24]. The mathematical framework of a SARX model can be characterised by a set
of continuous modes described by a set of differential equations and a logical rule
orchestrating switching between the modes [51]. Using the continuous time-driven
input-output relation expressed in Eq. 4, the SARX model can be expressed as fol-
lows:

ẋ(t) = f (x(t), q(t)),

q(t+) = δ(x(t), q(t))
(4)
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where x(t) ∈ R
m represents continuous state vectors, q belongs to a finite set discrete

modes Q = {q1, q2, . . . , qN }, function fq characterises the continuous state of the
system for the qth mode, and δ explains the discrete switching conditions.

The continuous system identification approaches can be employed to discover
the function fq for each mode for a SARX model [44]. However, it requires the
recorded data (input-output device log) to be clustered for each mode. Another chal-
lenge in discovering a SARX model is to discover the mode switching conditions
[68]. Different approaches have been proposed to address these issues, explained as
follows.

The most simple solution to address the issue of mode division and identifica-
tion of mode switching conditions is mixture modelling [73]. The key idea behind
the mixture modelling is to view the identification of multiple ARX models as the
identification of a single, ‘lifted’ ARX model that simultaneously encodes all the
ARX submodels. The mixture modelling method can be based on either an algebraic
approach [58] or a Bayesian inference approach [94]. The limitation of a mixture
modelling approach is it does not incorporate any switching sequence [2].

Another solution based on the identification of mode switching conditions in the
control theory literature has been addressed based on piecewise-affine autoregressive
exogenous (PWARX) [44]. PWARX models are a subclass of SARX models where
the mode invariants divide the input state-space R

n into polyhedral or mutually
exclusive partitions [68]. A piecewise affine (PWA) system can be represented as:

ẋ(t) = f (x(t), q(t)), for x ∈ Ωq (5)

with x(t), y(t), q, and fq as in Eq. 4, and Ωq divides the state space Rn such that
Ωq ∈ R

n are disjoint sets. Therefore, the operation regions of PWA systems can
be easily identified using clustering methods such as K-means [73]. Hence, mode
switching conditions can be identified easily as boundary value limits which is an
advantage when trying to construct guarded models.

The switched model discovery approaches are able to deal with complex con-
tinuous variable dynamics and focus mainly on stability, controllability, robustness
and synthesis issues. However, the limitation of SARX and PWARX models is the
lack of event-driven structure and non-determinism (the assumption that there is no
hidden state), i.e., switching between two modes is only constrained based on the
input (sensor) data [23]. However, in many industrial processes switching from one
mode to another mode is not always restricted based only on inputs [2]. For example,
a nuclear power plant can’t be switched directly to refuelling mode from operation
mode, since switching to refuelling mode must be done through the cold shutdown
or hot shutdown mode [52]. This discrete state-transition or mode switching infor-
mation cannot be effectively captured in SARX models [48]. Therefore, SARX and
PWARX models are not useful for the system validation and verification which is
based on the computation of reachable states for a hybrid system.

Here we should also mention that machine learning approaches such as neural
networks, support vector machines, and principal component analysis can also be
seen as an extension of time-driven identification methods [44, 56]. However, the
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limitation of such machine learning approaches is their discovery of black-box mod-
els. Hence, these model discovery methods do not provide an insight into the system
[18]. Moreover, these models have limited applications for the formal analysis of
a control system. For instance, black-box model-based anomaly detection methods
have not been effective for diagnosis due to the semantic gap between the model and
the system’s operation [82].

AutomataModels: The main limitation of the above-mentioned hybrid system iden-
tification techniques is that the discovered model are not useful for system validation
and verification, i.e., identifying liveness and bottlenecks in the automation process.
As mentioned earlier, computer scientists tend to look at hybrid systems primarily as
discrete (computer) programs interacting with the physical environment. Moreover,
computer scientists are mainly interested in calculating or approximating the reach-
able state in a model for the safety verification and validation of a hybrid system.
Therefore, computer scientists are inclined towards creating finite-state automata
(FSA) or Petri net (PN) models

In the computer science field, hybrid system identification methods were first
considered by abstracting them as event-driven systems. Most of the work in the
computer science field was based on creating an event-driven model (FSA or PN)
of hybrid systems using expert knowledge [19, 20, 35, 39]. However, relying solely
on expert knowledge for creating large scale ICSs is time consuming and prone to
error [4].

Some recent efforts on automatically discovering event-driven models required
first converting continuous states into discrete segments to be represented as states in
a PN or FSAmodel [31, 49] as shown in Fig. 4. Here continuous tank level values are
converted into four discrete trends such as slow rise (SR), quick rise (QR), quick drop
(QD), and stay constant (SC). This segmentation of continuous time-series data is
similar to the mode identification discussed in the previous section. However, due to
the lack of differentiability in event-driven models to represent the continuous input-
output relationships, the segmentation process must be accurate which is challenging
[96].

The most common approaches used for the discretisation of continuous signals in
the signal processing field are quantisation [71] and piecewise linear representation
[38]. The quantisation methods process individual values of the signal instead of
trends [47]. On the other hand, there is a tradeoff between “fitness”, “precision” and
“generalisation” of discrete segmentation using piecewise linear representation [38].

– Precision describes if the piecewise approximation can correctly identify different
trends/segments.

– Fitness describes if the piecewise approximation method is resistant to noise and
if it can allow some variation in the piecewise approximated segments.

– Generalisation describes if the piecewise linear representation can be used for
completely unrelated signals.

Setting an appropriate threshold value in piecewise approximation to differentiate
between the different segments is important for automatic classification. Achieving
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Fig. 4 Conversion of continuous data to discrete trends

high fitness may lead to an under-fitting approximation. For instance, two slightly
different segments are approximated similarly in Fig. 4. On the other hand, achieving
high precision may lead to an over-fitting approximation. Hence, it is nearly impos-
sible to classify all the continuous trends accurately without prior knowledge about
the system’s behaviour or the number of modes. Moreover, the limitation of using
an FSA or PN is that these are non-deterministic models. Therefore, the discovered
FSA or PNmodels cannot be used for the prediction of continuous state and stability
analysis [48, 96].

Process Invariant Models: Another hybrid model discovery approach which is
commonly adopted in the computer science field is creating process invariants-based
models. Process invariants are mathematical expressions which define the relation-
ship among physical properties in a process automated by digital controller(s) [1].
Thesemethods aremainly designed to learn the automated control layer process of an
ICS. Themost common approach to determine the automated control process is based
on decision tree algorithms [79]. Recently, Mohammadinejad et al. [65] proposed
an approach to learn temporal logic expressions to represent discrete state transition
conditions based on decision trees. However, this approach assumes prior knowledge
about the mutually exclusive mode transitions for the decision tree algorithm.

Paul et al. [69] show the development of a physical invariant, based on the theory
of Lyapunov-like functions, and a cyber invariant, that governs the correctness of
a power dispatch algorithm, and couples the two to develop overall system stabil-
ity invariant. However, their approach requires prior knowledge, i.e., physics-based
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modelsmust be known to derive the invariant’s parameters. As stated earlier, building
accurate process models from expert knowledge is challenging and time consuming
[2].

Umer et al. proposed a method to learn control layer design invariants using the
Association Rule Learning method [87]. Adepu and Mathur [1] proposed an ICS
monitoring method based on system invariants. They employed state entanglement,
State Condition Graphs, and state bounds to learn control layer invariants [1]. How-
ever, both methods [1, 87] rely on expert knowledge to convert continuous input data
into discrete states to discover process invariants.

Hybrid Automata Models: The main limitation of the above-mentioned hybrid
system identification techniques is that they inherit structural restrictions of some
sort from the modelling framework being adopted. Therefore, recent publications on
hybrid system identification approaches in the computer science field are inclined
towards combining the discrete event models described by a finite-state automaton
and continuous models described by differential or difference equations [23, 42, 76].
The interest is that discovered (hybrid automata or hybrid Petri net) models can be
used for a variety of applications such as predictive simulation, verification, stability,
and controllability [23, 42, 76]. The benefits of modelling ICSs as “hybrid automata”
or “hybrid Petri nets” have been well argued in the literature [11, 26, 29, 74].

To explain the process in detail, let us start with the definition of a hybrid Petri
net. A hybrid Petri net can be defined as a tuple H = (P, T, A, X,Y,G, J, F)

– P = {p1, p2, . . . , p|P|} is a finite set of places;
– T = {t1, t2, . . . , t|T |} is a finite set of transitions;
– A ⊆ (P × T ) ∪ (T × P) is the mapping describing the arcs from places to tran-
sitions and vice versa;

– X ⊆ R
n represents the state spacewhere the continuous state variables take values;

– G : T → GX is a guard function that assigns a guard g ∈ GX to each transition
t ∈ T ; and

– F is function that assigns a is a set of differential equations f to each place
p ∈ P . The set of differential equations f p defines the dynamics of a continuous
state variable (x ∈ X ) against each mode such that ẋ = f p(x), with cardinality
|F | ≤ |P|.
In this definition, a guard g ∈ GX is a logical expression of variables X (e.g.,

x > 10) such that assigning values to variable(s) in the expression, the expression
either evaluates to true or false. The state of a DPN is reflected by tokens,
each put in a place p ∈ P . A token can be expressed as a pair (M, Z), where M
is a marking function M : P → N for PN (P, T, A) which represents the number
of tokens residing inside each place and Z represent values assigned to the state
variables X . Here, we assumed that a place p ∈ P in the PN structure can never hold
more than one token (1-bounded or safe PN), i.e., M : P → {0, 1}. Moreover, the
state of continuous variables X is updated by the differential equations system F at
a regular interval (sampling interval).
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Fig. 5 An example hybrid
Petri net model of a
thermostat system
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Let us explain hybrid system identification techniques with the previously dis-
cussed thermostat example. A hybrid Petri net model of the thermostat is shown in
Fig. 5. The two discrete states of the thermostat are represented as circles (places
of the Petri net model) in Fig. 5. A transition rule is to turn the air-conditioning
“on” when the temperature y rises above 25 ◦C, and switch it off when it drops to
20 ◦C as shown by a PN model in Fig. 5. Meanwhile, the continuous change in the
temperature is modelled using differential equations.

The most simple yet effective approach for hybrid system identification is to
employ existing time-driven and event-driven system identification methods [42,
57]. This way we only need to discover the guards which combine the time-driven
and event-driven dynamic models to complete the hybrid model [11, 29]. The most
common guard discovery approach used is based on timed guard discovery for
hybrid automata models [49, 63, 67, 75]. The limitation of this approach is that the
discrete state transitions only depend on the time feature which is usually not the
approach followed in industrial practice [42]. The discovered guard conditions can
be invalidated if the same system’s state is switched after different time intervals
which is possible if multiple input variables (sensors) influence a state transition of
a system [87].

On the other hand, Soto et al. [23], Blackmore et al. [8], and Balakrishnan et al. [6]
proposed guard discovery methods for non-deterministic hybrid automata models.
In Balakrishnan et al.’s method, guards were discovered as probabilistic conditions
independent of any system’s input or continuous state [6]. Blackmore et al. extended
Balakrishnan et al.’s method such that guard conditions are based on continuous
state variables [8]. The main limitation of their guard discovery methods [8, 23] is
that guards are created as boundary value limits over the states/transitions. These
approaches [6, 8, 23]were targeted towards building PWAsystems.As discussed ear-
lier, PWA systems form a subclass of ICSs and cannot be generalised for all switched
systems.Moreover, their approach discovers non-deterministic models which are not
applicable for predictive simulation. In the engineering field, the interest in building
deterministic models is for many applications such as real-time anomaly detection
and predictive simulation [42, 89].
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Lamrani et al. [42], Summerville et al. [85], and Ly and Lipson [57] share the iden-
tical motivation, i.e., discovering guards for creating deterministic hybrid automata
models. Ly and Lipson’s approach [57] is based on the symbolic regression method
to discover the guard conditions as algebraic expressions of input variables which
are suitable for describing the behaviour of non-linear systems. However, in prac-
tice, guard conditions are disjunctions and conjunctions of logical expressions [87].
CHARDA [85] requires prior knowledge of the system to infer guard conditions.
The limitation of Lamrani et al.’s method is it can only discover the conjunction
of condition expressions. Therefore, the guards do not reflect an accurate system
behaviour in a situation when state transitions are influenced by the disjunction of
conditions [87]. Hence discovering accurate guards for high fidelity hybrid models
is still an open challenge.

Mode Identification: A mode can be defined as a certain continuous trajec-
tory/operation of a system [73]. The mode identification is a process of labelling
or identifying the system’s operating modes information in the recorded data for
hybrid mode discovery. Hence, mode identification is the first step of the hybrid
model discovery algorithms. Moreover, accurate mode identification is essential for
discovering an accurate model of a hybrid system. Identifying modes in an on-off
switching system [31] or a single output system [23, 63] is relatively straightfor-
ward. However, the challenge is to correctly identify modes if modes are indicated
by multiple process variables and in the presence of noise.

Hybrid automata model discovery methods are mainly based on rather simple
techniques for mode identification. For instance, Saez et al. [76] and Ly and Lipson
[57] assume that mode information is available based on expert knowledge. Lin et
al. [49] and Soto et al. [23] employed piecewise linear functions to divide a time
series into discrete “trends” such that each trend can be represented as a system
mode. The limitation of their approach is that piecewise linear approximation intro-
duces a tradeoff between accuracy and tractability [42]. Research on monitoring of
multimode process systems using machine learning approaches has made significant
progress on mode identification. A brief overview of mode identification approaches
from machine learning is provided as follows.

1. Clustering methods are unsupervised learning tools used for dividing a data set
into various groups or clusters so those observations belonging to the same group
are similar and different from the other observations of the data set. The most
common approaches used for clustering are as follows.

– K-means: The K-means clustering methods are a popular mode identification
choice because of efficiency and easy implementation. Few extensions of the
basic K-means clustering method have also been proposed for accurate mode
identification. The main obstacle in the application of K-means methods is
that the number of clusters to characterise the data must be fixed or known in
advance. Moreover, the identification of transient clusters is challenging using
K-means methods because the identification of clusters with asymmetric size
is a difficult and sometimes even an impossible task [73].
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– Fuzzy C-means: FFuzzy C-means allows the soft assignment of the observa-
tion, unlike K-means clustering methods where data observations is clustered
based on hard threshold values. In fuzzy clustering, an observation can belong
to multiple cluster such that their membership is based on data trend [92].
Different extensions of fuzzy C-means such as Kernel Fuzzy C-means and
distance-based Fuzzy C-means have been proposed for clustering multimode
processes data [73]. The main advantage of clustering-based mode identifica-
tion approaches is the capability of dealing with outliers or data from nonlinear
processes. However, the main weakness of the proposals made is that their
application is limited to data sets formed only by steady modes [73].

2. Window-based approaches. The data from industrial processes are time-series.
Thus, it’s logical to have developed methods that sequentially identify clusters by
following the time direction [38]. Window-based methods use a moving window
subset of the series, and similarity is measured by considering the spatial and
temporal information of the features. The most common approach used in many
papers is based on changes of mean and variance in the distribution as an indicator
of a mode change [12, 83]. However, when the distribution of the modes contains
transition intervals/modes, different features should be analysed. For instance,
density-based definitions of clusters have been modified for developing mode
identification algorithms [81]. The main advantage of window-based approaches
is that the number of modes is determined automatically, and most of them can
identify transitions from steady modes. However, implementing moving window
methods is difficult because selecting a similarity measure and designing a strat-
egy for distinguishing transitions from steady modes are not easy tasks because
one approach cannot be generalised for all the systems [73]. Hence, accurate
identifying modes from the dataset is still an open challenge.

4 Model Discovery from the System Architecture
Perspective

This section provides an overview of model discovery literature from the perspective
of ICS architecture as discussed in Sect. 2.2. Themodel discoverymethods discussed
in the previous section capture the behaviour of an ICS from a certain level of
abstraction. For instance, time-driven system identification methods are suitable if
someone is interested in discovering a model of the physical layer process [27, 55].
Meanwhile, event-driven system identification methods are suitable for discovering
models of the automated and supervisory control layer processes. Moreover, hybrid
system identification methods [63, 76, 85] mainly concentrate on modelling the
combined behaviour of automated control layer and physical layer processes.

Most ICSs, such as automated highway systems, air traffic management systems,
and unmanned aerial vehicles, aremulti-objective systems. In those ICSs, many tasks
are accomplished by a supervisory control layer by appropriately enabling/disabling



42 M. Hussain et al.

low-level automated control process modes [25]. A hierarchical model which incor-
porates an ICS’s system architecture perspective can be created based on a hierarchi-
cal modelling framework [40]. The concept of creating a hierarchical model of ICSs
is not new in the control system field [25, 33, 64]. However, hierarchical modelling
approaches mainly rely solely on expert knowledge to create an ICS model [36, 40,
50]. As stated earlier, relying solely on expert knowledge is time consuming and
prone to errors.

5 Model Discovery from the Design Perspective

From the design perspective, discovering a single-stage ICS is rather simple. How-
ever, challenges arise for discovering amodel of a multistage ICS. The first challenge
arises based on the interactions between the different stages of a multistage ICS. If
there is no shared resource between different stages than each stage can be mod-
elled as a standalone system [78]. This approach is presented by Saives et al. [78]
for discovering a model of multistage discrete event-driven system. Saives et al.’s
method [78] can also be applied for creating a model of a multistage hybrid system.
However, a limitation of Saives et al.’s method [78] is that it is not applicable on
a multistage ICS with shared resources. In this case, it is necessary to identify a
model of the whole system instead of treating each stage as a standalone system to
identify deadlocks or faults caused by shared resources [4]. Allen and Tilbury [4]
proposed a solution for discovering a model of a multistage event-driven systemwith
shared resources. However, creating amodel ofmultistage hybrid systemwith shared
resources is still an open challenge. Existing hybrid system identification approaches
[23, 44, 63] are applicable on a single stage hybrid systems.

Another challenge for modelling a multistage ICS is based on the prouction poli-
cies. In most publications, system identification methods consider a continuous pro-
cessing perspective for model discovery which involves creating a monolithic model
of all stages of ICSs. Capturing the batch processing perspective of a multistage
ICS in the models adds an interesting challenge [73]. The reason is that there are
two different points of view with regard to how the multimodal condition manifests
in a multistage batch processing ICS [73]. If production policies or environmental
conditions vary with the batch only, the multimode feature can be reflected as a
batch-to-batch variation. On the other hand, if the batch processes undergo different
stages, each stage can be considered as an operating condition and the batch process
itself could then be considered as a multimode process. The simultaneous analysis
of both features becomes a challenging problem address.
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6 Model Discovery from the Automation Perspective

Capturing the automation perspective of an ICS by a model discovery approach is
one of the most challenging tasks. In this section, we highlight the challenges in
creating dynamic models from the automation perspective.

Discovering a time-driven model of the physical process of an ICS has minimum
or no impact from the automation perspective. Let’s consider a water tank system,
to discover a time-driven model of the water level in a tank as a function of flow-in
and flow-out of the water tank, time-driven model discovery techniques only require
inputs and outputs to estimate the model [55]. It does not matter that the flow-in and
flow-out valves are opened and closed either automatically or manually.

However, the challenge arises while discovering event-driven or hybrid models
of an ICS. Most of the work presented in the literature on both types of methods
considers fixed automation processes [9, 44]. A reason for that is discovering amodel
of flexible automation and integrated automation based ICSs is to identify human
activity. Unlike computer control mechanisms where decisions are made based on a
pre-determined set of rules, human information processing and decision making is
based on three cognitive levels: rule-based, knowledge-based, and skill-based [80].

There has been interest in human activity recognition to identify anomalies and
consequences of human decisions in an ICS [46, 70]. Human activity recognition
is a two-step process, i.e., data collection and feature extraction [43]. As mentioned
in the introduction that “system identification” or “model discovery” is a process of
creating models from the data when there is very little or no information about the
system’s working is available. The availability of data is a crucial prerequisite for a
model discovery process. The automation process highly influences the availability
of data. Moreover, the result of any model discovery approach can be no better than
what corresponds to the information contents in the data [55].

In flexible automation systems, human activity is limited in a sense that operators
and engineers interact with the system through Human Machine Interface (HMI)
at the supervisory control layer [14]. Hence, human activity can easily be recorded
in the ICSs’ device logs [15]. However, learning a model of human decisions from
the recorded data set is a challenging problem to address. In discrete event-driven
systems, human activity can be limited to discrete events. Hence, it can be seen as
supervisory control of discrete event systems where human activity can be modelled
as human-controlled events [46]. On the other hand, in a hybrid dynamic system,
inferring human decisions from the dataset is an open challenge. Recently, Hussain et
al. [30] proposed a method to discover an operator’s decision making at the supervi-
sory control layer of flexible automation-based hybrid systems. Their approach can
only identify linear trend-based decisions, for instance, turn-off heater because the
temperature of the furnace was rising very quickly. However, it may not be applicable
for discovering human skills-based complicated decisions.

Human-activity recognition in an integrated automation scenario where human
and automated systems work side by side pose a different kind of a challenge. The
main issue in discovering a model of an integrated-automation system is the avail-
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ability of data. As mentioned earlier that the system identification process starts with
the data and the results of a model discovery process can be no better than the infor-
mation contents in the data. Stiefmeier et al. [84] and Mannhardt et al. [60] proposed
using wearable sensors and human activity recognition to generate and process the
data for system identification approaches. Stiefmeier et al.’s method creates an event-
driven model. Hence, it is applicable for identifying faults such as a worker missed
a step in the process [84]. A possible extension of their work can be in the hybrid
systems’ field to identify if the worker has completed the task accurately.

7 Conclusion

The large scale use of ICSs in critical infrastructures raises concerns for the safety
and reliability of critical infrastructure. The safety and reliability of ICSs can be
ensured using simulation and model checking tools. However, the essential element
for model-based engineering, i.e., an accurate model of a system, is not always
available. In previous sections, we provided an overview ofmodel discoverymethods
from the perspective of different design features of ICSs. We have identified some
challenges in the system identification literature as follows.

– Several hybridmodel discovery approaches can be found in the literature. Themost
effective approach tomodel a hybrid system is as a hybrid automata such that finite-
state automaton is used to describe the event-driven dynamics and the discrete part
of the hybrid state is represented by the net marking. The continuous part of the
state is described by additional variables, whose dynamics is ruled by differential
algebraic equations (DAE) not represented in the net structure. Themain challenge
in discovering accurate hybrid automata is to identify accurate guards that describe
when discrete state transitions may occur based on the continuous state evolution.

– Existing hybrid system identification approaches for creating models of ICSs
implicitly assume that all mode switching activities in the ICS are on the same
abstraction level, i.e., automatic control layer. However, this is not always the
case with flexible automation systems. As mentioned earlier, unlike the automated
control process, the supervisory control level process is monitored by human oper-
ators and engineers. Therefore, decisions at the supervisory control level of an ICS
varies which can be based on operator’s experience, skill, or pre-determined rules.
A model discovery approach which incorporates an operator’s actions at supervi-
sory control level is still an open challenge.

– Existing literature on hybrid system identificationmethods is mainly concentrated
on a single-stage ICS. These methods can be extended for a multistage system
such that each stage operates in a standalone setting. However, problems arise
for multiple stage systems with shared resources. Allen and Tilbury [4] proposed
a solution to address this issue for event-driven systems. Nevertheless, discover-
ing a model of a multistage hybrid system with shared resources is still an open
challenge.



System Identification Methods for Industrial Control Systems 45

References

1. S. Adepu, A. Mathur, Distributed attack detection in a water treatment plant: method and case
study. IEEE Trans. Dependable Secure Comput. 18(1), 86–99 (2021). https://doi.org/10.1109/
TDSC.2018.2875008

2. M.S. Afzal, W. Tan, T. Chen, Process monitoring for multimodal processes with mode-
reachability constraints. IEEE Trans. Ind. Electron. 64(5), 4325–4335 (2017). https://doi.org/
10.1109/TIE.2017.2677351

3. J. Agre, L. Clare, S. Sastry, A taxonomy of distributed real-time control systems, in Advances
in Computers, vol. 49, ed. by M. Zelkowitz (Elsevier Science & Technology, 1999), pp.
303–352. https://doi.org/10.1016/S0065-2458(08)60288-0. https://linkinghub.elsevier.com/
retrieve/pii/S0065245808602880

4. L.V. Allen, D.M. Tilbury, Anomaly detection using model generation for event-based systems
without a preexisting formal model. IEEE Trans. Syst. Man Cybern. Part A: Syst. Hum. 42(3),
654–668 (2012). https://doi.org/10.1109/TSMCA.2011.2170418

5. K.J. Åström, B. Torsten, Numerical identification of linear dynamic systems from normal
operating records. IFAC Proc. Volumes 2(2), 96–111 (1965). https://doi.org/10.1016/s1474-
6670(17)69024-4

6. H.Balakrishnan, I.Hwang, J.S. Jang,C.J. Tomlin, Inferencemethods for autonomous stochastic
linear hybrid systems, in Lecture Notes in Computer Science (including subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 2993 (Springer,
Berlin, Heidelberg, 2004), pp. 64–79. https://doi.org/10.1007/978-3-540-24743-2_5, http://
link.springer.com/10.1007/978-3-540-24743-2_5

7. M. Biro, A. Mashkoor, J. Sametinger, R. Seker, Software safety and security risk mitigation in
cyber-physical systems. IEEE Softw. 35(1), 24–29 (2017). https://doi.org/10.1109/MS.2017.
4541050

8. L. Blackmore, S. Gil, S. Chung, B. Williams, Model learning for switching linear systems
with autonomous mode transitions, in 2007 46th IEEE Conference on Decision and Control
(IEEE, 2007), pp. 4648–4655. https://doi.org/10.1109/CDC.2007.4434779, http://ieeexplore.
ieee.org/document/4434779/

9. M.P. Cabasino, P. Darondeau, M.P. Fanti, C. Seatzu, Model identification and synthesis of
discrete-event systems, in Contemporary Issues in Systems Science and Engineering (Wiley,
Hoboken, NJ, USA, 2015), pp. 343–366. https://doi.org/10.1002/9781119036821.ch10, http://
doi.wiley.com/10.1002/9781119036821.ch10

10. C.G. Cassandras, S. Lafortune, Introduction to Discrete Event Systems, 2nd edn. (Springer US,
Boston, MA, 2008). https://doi.org/10.1007/978-0-387-68612-7_1

11. R. Champagnat, P. Esteban, H. Pingaud, R. Valette,Modeling hybrid systems bymeans of high-
level petri nets: benefits and limitations. IFACProc.Volumes30(6), 349–354 (1997). https://doi.
org/10.1016/s1474-6670(17)43389-1, http://dx.doi.org/10.1016/S1474-6670(17)43389-1

12. Y. Chang, R. Ma, F. Wang, W. Zheng, S. Wang, Multimode process mode identification with
coexistence of quantitative information and qualitative information. IEEE Trans. Autom. Sci.
Eng. 1–12 (2020). https://doi.org/10.1109/tase.2019.2963550

13. M.H. Cintuglu, O.A. Mohammed, K. Akkaya, A.S. Uluagac, A survey on smart grid cyber-
physical system testbeds. IEEE Commun. Surv. Tutor. 19(1), 446–464 (2017). https://doi.org/
10.1109/COMST.2016.2627399

14. T. Cucinotta, A. Mancina, G.F. Anastasi, G. Lipari, L. Mangeruca, R. Checcozzo, F. Rusinà,
A real-time service-oriented architecture for industrial automation. IEEE Trans. Ind. Inform.
5(3), 267–277 (2009). https://doi.org/10.1109/TII.2009.2027013

15. A. Daneels, W. Salter, WHAT IS SCADA? in International Conference on Accelerator and
Large Experimental Physics Control Systems (Trieste, Italy, 1999), pp. 339–343

16. R. David, H. Alla, Petri nets for modeling of dynamic systems. A survey. Automatica 30(2),
175–202 (1994). https://doi.org/10.1016/0005-1098(94)90024-8

https://doi.org/10.1109/TDSC.2018.2875008
https://doi.org/10.1109/TDSC.2018.2875008
https://doi.org/10.1109/TDSC.2018.2875008
https://doi.org/10.1109/TIE.2017.2677351
https://doi.org/10.1109/TIE.2017.2677351
https://doi.org/10.1109/TIE.2017.2677351
https://doi.org/10.1016/S0065-2458(08)60288-0
https://doi.org/10.1016/S0065-2458(08)60288-0
https://linkinghub.elsevier.com/retrieve/pii/S0065245808602880
https://linkinghub.elsevier.com/retrieve/pii/S0065245808602880
https://linkinghub.elsevier.com/retrieve/pii/S0065245808602880
https://doi.org/10.1109/TSMCA.2011.2170418
https://doi.org/10.1109/TSMCA.2011.2170418
https://doi.org/10.1016/s1474-6670(17)69024-4
https://doi.org/10.1016/s1474-6670(17)69024-4
https://doi.org/10.1016/s1474-6670(17)69024-4
https://doi.org/10.1007/978-3-540-24743-2_5
https://doi.org/10.1007/978-3-540-24743-2_5
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-540-24743-2_5
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-540-24743-2_5
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-540-24743-2_5
https://doi.org/10.1109/MS.2017.4541050
https://doi.org/10.1109/MS.2017.4541050
https://doi.org/10.1109/MS.2017.4541050
https://doi.org/10.1109/CDC.2007.4434779
https://doi.org/10.1109/CDC.2007.4434779
http://ieeexplore.ieee.org/document/4434779/
http://ieeexplore.ieee.org/document/4434779/
http://ieeexplore.ieee.org/document/4434779/
https://doi.org/10.1002/9781119036821.ch10
https://doi.org/10.1002/9781119036821.ch10
http://doi.wiley.com/10.1002/9781119036821.ch10
http://doi.wiley.com/10.1002/9781119036821.ch10
http://doi.wiley.com/10.1002/9781119036821.ch10
https://doi.org/10.1007/978-0-387-68612-7_1
https://doi.org/10.1007/978-0-387-68612-7_1
https://doi.org/10.1016/s1474-6670(17)43389-1
https://doi.org/10.1016/s1474-6670(17)43389-1
https://doi.org/10.1016/s1474-6670(17)43389-1
http://dx.doi.org/10.1016/S1474-6670(17)43389-1
http://dx.doi.org/10.1016/S1474-6670(17)43389-1
https://doi.org/10.1109/tase.2019.2963550
https://doi.org/10.1109/tase.2019.2963550
https://doi.org/10.1109/COMST.2016.2627399
https://doi.org/10.1109/COMST.2016.2627399
https://doi.org/10.1109/COMST.2016.2627399
https://doi.org/10.1109/TII.2009.2027013
https://doi.org/10.1109/TII.2009.2027013
https://doi.org/10.1016/0005-1098(94)90024-8
https://doi.org/10.1016/0005-1098(94)90024-8


46 M. Hussain et al.

17. V.L. Do, L. Fillatre, I. Nikiforov, P.Willett, Feature article: security of SCADA systems against
cyber–physical attacks. IEEE Aerosp. Electron. Syst. Mag. 32(5), 28–45 (2017). https://doi.
org/10.1109/MAES.2017.160047, http://ieeexplore.ieee.org/document/7954148/

18. S. Etalle, From intrusion detection to software design, in European Symposium on Research
in Computer Security (2017), pp. 1–10. https://doi.org/10.1007/978-3-319-66402-6_1, http://
link.springer.com/10.1007/978-3-319-66399-9http://link.springer.com/10.1007/978-3-319-
66402-6_1

19. S. Faltinski, H. Flatt, F. Pethig, B. Kroll, A. Vodenčarević, A. Maier, O. Niggemann, Detecting
anomalous energy consumptions in distributed manufacturing systems, in IEEE International
Conference on Industrial Informatics (INDIN) (2012), pp. 358–363. https://doi.org/10.1109/
INDIN.2012.6301142

20. D. Fauri, D.R. Dos Santos, E. Costante, J. Den Hartog, S. Etalle, S. Tonetta, From system
specification to anomaly detection (and back), in Workshop on Cyber-Physical Systems Secu-
rity and Privacy (2017), pp. 13–24. https://doi.org/10.1145/3140241.3140250, https://www.
scopus.com/inward/record.uri?eid=2-s2.0-85037147831&doi=10.1145

21. Z. Gao, C. Cecati, S. Ding, A survey of fault diagnosis and fault-tolerant techniques part II:
fault diagnosis with knowledge-based and hybrid/active approaches. IEEE Trans. Ind. Elec-
tron. 62(6), 1–1 (2015). https://doi.org/10.1109/TIE.2015.2419013, http://ieeexplore.ieee.org/
document/7076586/

22. Z. Gao, C. Cecati, S.X. Ding, A survey of fault diagnosis and fault-tolerant techniques—Part
I: fault diagnosis with model-based and signal-based approaches. IEEE Trans. Ind. Electron.
62(6), 3757–3767 (2015). https://doi.org/10.1109/TIE.2015.2417501, http://ieeexplore.ieee.
org/document/7069265/

23. M. García Soto, T.A. Henzinger, C. Schilling, L. Zeleznik, Membership-based synthesis of lin-
ear hybrid automata. Lect. Notes Comput. Sci. (including subseries Lecture Notes in Artificial
Intelligence and Lecture Notes in Bioinformatics) 11561 LNCS(754411), 297–314 (2019).
https://doi.org/10.1007/978-3-030-25540-4_16

24. A. Garulli, S. Paoletti, A. Vicino, A survey on switched and piecewise affine system identifica-
tion. IFAC Proc. Volumes 45(16), 344–355 (2012). https://doi.org/10.3182/20120711-3-BE-
2027.00332. https://linkinghub.elsevier.com/retrieve/pii/S1474667015379751

25. B. Gaudin, H. Marchand, Supervisory control of product and hierarchical discrete event sys-
tems. Euro. J. Control 10(2), 131–145 (2004). https://doi.org/10.3166/ejc.10.131-145

26. L. Ghomri, H. Alla, Modeling and analysis using hybrid Petri nets. Nonlinear Anal.: Hybrid
Syst. 1(2), 141–153 (2007). https://doi.org/10.1016/j.nahs.2006.04.004

27. J. Giraldo, D. Urbina, A. Cardenas, J. Valente, M. Faisal, J. Ruths, N.O. Tippenhauer, H.
Sandberg, R. Candell, A survey of physics-based attack detection in cyber-physical systems.
ACM Comput. Surv. 51(4), 1–36 (2018). https://doi.org/10.1145/3203245, http://dl.acm.org/
citation.cfm?doid=3236632.3203245

28. J. Goh, S. Adepu, K.N. Junejo, A. Mathur, A dataset to support research in the design of
secure water treatment systems, in International Conference on Critical Information Infras-
tructures Security (2017), pp. 88–99. https://doi.org/10.1007/978-3-319-71368-7_8, http://
link.springer.com/10.1007/978-3-319-71368-7_8

29. T.A. Henzinger, The theory of hybrid automata, in Verification of Digital and Hybrid Systems
(Springer, Berlin, Heidelberg, 2000), pp. 265–292. https://doi.org/10.1007/978-3-642-59615-
5_13, http://link.springer.com/10.1007/978-3-642-59615-5_13

30. M. Hussain, C. Fidge, E. Foo, Z. Jadidi, Discovering data-aware mode-switching constraints
to monitor mode-switching decisions in supervisory control. IEEE Trans. Ind. Inform. 18(6),
3734–3743 (6 2022). https://doi.org/10.1109/TII.2021.3120020, https://ieeexplore.ieee.org/
document/9573395/

31. M. Hussain, E. Foo, S. Suriadi, An improved industrial control system device logs process-
ing method for process-based anomaly detection, in International Conference on Frontiers of
Information Technology (FIT) (IEEE, 2019), pp. 150–1505. https://doi.org/10.1109/FIT47737.
2019.00037, https://ieeexplore.ieee.org/document/8991656/

https://doi.org/10.1109/MAES.2017.160047
https://doi.org/10.1109/MAES.2017.160047
https://doi.org/10.1109/MAES.2017.160047
http://ieeexplore.ieee.org/document/7954148/
http://ieeexplore.ieee.org/document/7954148/
https://doi.org/10.1007/978-3-319-66402-6_1
https://doi.org/10.1007/978-3-319-66402-6_1
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-66399-9
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-66399-9
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-66399-9
https://doi.org/10.1109/INDIN.2012.6301142
https://doi.org/10.1109/INDIN.2012.6301142
https://doi.org/10.1109/INDIN.2012.6301142
https://doi.org/10.1145/3140241.3140250
https://doi.org/10.1145/3140241.3140250
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85037147831&doi=10.1145
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85037147831&doi=10.1145
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85037147831&doi=10.1145
https://doi.org/10.1109/TIE.2015.2419013
https://doi.org/10.1109/TIE.2015.2419013
http://ieeexplore.ieee.org/document/7076586/
http://ieeexplore.ieee.org/document/7076586/
http://ieeexplore.ieee.org/document/7076586/
https://doi.org/10.1109/TIE.2015.2417501
https://doi.org/10.1109/TIE.2015.2417501
http://ieeexplore.ieee.org/document/7069265/
http://ieeexplore.ieee.org/document/7069265/
http://ieeexplore.ieee.org/document/7069265/
https://doi.org/10.1007/978-3-030-25540-4_16
https://doi.org/10.1007/978-3-030-25540-4_16
https://doi.org/10.3182/20120711-3-BE-2027.00332
https://doi.org/10.3182/20120711-3-BE-2027.00332
https://doi.org/10.3182/20120711-3-BE-2027.00332
https://linkinghub.elsevier.com/retrieve/pii/S1474667015379751
https://linkinghub.elsevier.com/retrieve/pii/S1474667015379751
https://doi.org/10.3166/ejc.10.131-145
https://doi.org/10.3166/ejc.10.131-145
https://doi.org/10.1016/j.nahs.2006.04.004
https://doi.org/10.1016/j.nahs.2006.04.004
https://doi.org/10.1145/3203245
https://doi.org/10.1145/3203245
http://dl.acm.org/citation.cfm?doid=3236632.3203245
http://dl.acm.org/citation.cfm?doid=3236632.3203245
http://dl.acm.org/citation.cfm?doid=3236632.3203245
https://doi.org/10.1007/978-3-319-71368-7_8
https://doi.org/10.1007/978-3-319-71368-7_8
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-71368-7_8
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-71368-7_8
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-71368-7_8
https://doi.org/10.1007/978-3-642-59615-5_13
https://doi.org/10.1007/978-3-642-59615-5_13
https://doi.org/10.1007/978-3-642-59615-5_13
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-642-59615-5_13
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-642-59615-5_13
https://doi.org/10.1109/TII.2021.3120020
https://doi.org/10.1109/TII.2021.3120020
https://ieeexplore.ieee.org/document/9573395/
https://ieeexplore.ieee.org/document/9573395/
https://ieeexplore.ieee.org/document/9573395/
https://doi.org/10.1109/FIT47737.2019.00037
https://doi.org/10.1109/FIT47737.2019.00037
https://doi.org/10.1109/FIT47737.2019.00037
https://ieeexplore.ieee.org/document/8991656/
https://ieeexplore.ieee.org/document/8991656/


System Identification Methods for Industrial Control Systems 47

32. R. Isermann, Model-based fault-detection and diagnosis—Status and applications. Ann. Rev.
Control 29(1), 71–85 (2005). https://doi.org/10.1016/j.arcontrol.2004.12.002

33. K. Jensen, Coloured petri nets: a high level language for system design and analysis, in High-
level Petri Nets (Springer, Berlin, Heidelberg, 1991), pp. 342–416. https://doi.org/10.1007/3-
540-53863-1_31, http://link.springer.com/10.1007/3-540-53863-1_31

34. Q. Jiang, S. Yan, X. Yan, H. Yi, F. Gao, Data-driven two-dimensional deep correlated rep-
resentation learning for nonlinear batch process monitoring. IEEE Trans. Ind. Inform. 16(4),
2839–2848 (2020). https://doi.org/10.1109/TII.2019.2952931

35. X. Jin, A. Donze, J.V. Deshmukh, S.A. Seshia, Mining requirements from closed-loop control
models. IEEE Trans. Comput.-Aided Des. Integr. Circuits Syst. 34(11), 1704–1717 (11 2015).
https://doi.org/10.1109/TCAD.2015.2421907, http://ieeexplore.ieee.org/document/7084172/

36. K. Kang, L. Xu,W.Wang, G.Wu, J.Wei,W. Shi, J. Li, A hierarchical automata based approach
for anomaly detection in smart home devices, in 2020 International Conferences on Internet
of Things (iThings) and IEEE Green Computing and Communications (GreenCom) and IEEE
Cyber, Physical and Social Computing (CPSCom) and IEEE Smart Data (SmartData) and
IEEE Congress on Cybermatics (Cybermatics) (IEEE, 2020), pp. 1–8. https://doi.org/10.1109/
iThings-GreenCom-CPSCom-SmartData-Cybermatics50389.2020.00021. https://ieeexplore.
ieee.org/document/9291572/

37. A. Keipour, M.Mousaei, S. Scherer, ALFA: a dataset for UAV fault and anomaly detection. Int.
J. Robot. Res. 027836492096664 (2020). https://doi.org/10.1177/0278364920966642. http://
journals.sagepub.com/doi/10.1177/0278364920966642

38. E. Keogh, S. Chu, D. Hart, M. Pazzani, An online algorithm for segmenting time series,
in Proceedings 2001 IEEE International Conference on Data Mining IEEE Comput. Soc
(2001), pp. 289–296. https://doi.org/10.1109/ICDM.2001.989531. http://ieeexplore.ieee.org/
document/989531/

39. Z. Kong, A. Jones, C. Belta, Temporal logics for learning and detection of anomalous behavior.
IEEE Trans. Autom. Control 62(3), 1210–1222 (2017). https://doi.org/10.1109/TAC.2016.
2585083

40. T.J. Koo, G.J. Pappas, S. Sastry, Mode switching synthesis for reachability specifica-
tions, in Hybrid Systems: Computation and Control (Springer, Berlin, Heidelberg, 2001),
pp. 333–346. https://doi.org/10.1007/3-540-45351-2_28. http://link.springer.com/10.1007/3-
540-45351-2_28

41. X.D. Koutsoukos, P.J. Antsaklts, J.A. Stiver, M.D. Lemmon, Supervisory control of hybrid
systems. Proc. IEEE 88(7), 1026–1049 (2000). https://doi.org/10.1109/5.871307

42. I. Lamrani, A. Banerjee, S.K.S. Gupta, HyMn: mining linear hybrid automata from input
output traces of cyber-physical systems, in 2018 IEEE Industrial Cyber-Physical Systems
(ICPS) (IEEE, 2018), pp. 264–269. https://doi.org/10.1109/ICPHYS.2018.8387670. https://
ieeexplore.ieee.org/document/8387670/

43. O.D. Lara, M.A. Labrador, A survey on human activity recognition using wearable sensors.
IEEE Commun. Surv. Tutor. 15(3), 1192–1209 (2013). https://doi.org/10.1109/SURV.2012.
110112.00192. http://ieeexplore.ieee.org/document/6365160/

44. F. Lauer, G. Bloch, Hybrid system identification, lecture notes in control and information
sciences, vol. 478 (Springer International Publishing, 2019). https://doi.org/10.1007/978-3-
030-00193-3, http://link.springer.com/10.1007/978-3-030-00193-3

45. J. Lee, B. Bagheri, H.A. Kao, A cyber-physical systems architecture for industry 4.0-based
manufacturing systems. Manuf. Lett. 3, 18–23 (2015). https://doi.org/10.1016/j.mfglet.2014.
12.001

46. J.S. Lee, M.C. Zhou, P.L. Hsu, An application of Petri nets to supervisory control for human-
Computer interactive systems. IEEE Trans. Ind. Electron. 52(5), 1220–1226 (2005). https://
doi.org/10.1109/TIE.2005.855694

47. D. Liberzon, Switching in Systems and Control, Systems & Control: Foundations & Applica-
tions, vol. 53 (Birkhäuser Boston, Boston, MA, 2003). https://doi.org/10.1007/978-1-4612-
0017-8. http://link.springer.com/10.1007/978-1-4612-0017-8

https://doi.org/10.1016/j.arcontrol.2004.12.002
https://doi.org/10.1016/j.arcontrol.2004.12.002
https://doi.org/10.1007/3-540-53863-1_31
https://doi.org/10.1007/3-540-53863-1_31
https://doi.org/10.1007/3-540-53863-1_31
http://springerlink.bibliotecabuap.elogim.com/10.1007/3-540-53863-1_31
http://springerlink.bibliotecabuap.elogim.com/10.1007/3-540-53863-1_31
https://doi.org/10.1109/TII.2019.2952931
https://doi.org/10.1109/TII.2019.2952931
https://doi.org/10.1109/TCAD.2015.2421907
https://doi.org/10.1109/TCAD.2015.2421907
http://ieeexplore.ieee.org/document/7084172/
http://ieeexplore.ieee.org/document/7084172/
https://doi.org/10.1109/iThings-GreenCom-CPSCom-SmartData-Cybermatics50389.2020.00021
https://doi.org/10.1109/iThings-GreenCom-CPSCom-SmartData-Cybermatics50389.2020.00021
https://doi.org/10.1109/iThings-GreenCom-CPSCom-SmartData-Cybermatics50389.2020.00021
https://ieeexplore.ieee.org/document/9291572/
https://ieeexplore.ieee.org/document/9291572/
https://ieeexplore.ieee.org/document/9291572/
https://doi.org/10.1177/0278364920966642
https://doi.org/10.1177/0278364920966642
http://journals.sagepub.com/doi/10.1177/0278364920966642
http://journals.sagepub.com/doi/10.1177/0278364920966642
http://journals.sagepub.com/doi/10.1177/0278364920966642
https://doi.org/10.1109/ICDM.2001.989531
https://doi.org/10.1109/ICDM.2001.989531
http://ieeexplore.ieee.org/document/989531/
http://ieeexplore.ieee.org/document/989531/
http://ieeexplore.ieee.org/document/989531/
https://doi.org/10.1109/TAC.2016.2585083
https://doi.org/10.1109/TAC.2016.2585083
https://doi.org/10.1109/TAC.2016.2585083
https://doi.org/10.1007/3-540-45351-2_28
https://doi.org/10.1007/3-540-45351-2_28
http://springerlink.bibliotecabuap.elogim.com/10.1007/3-540-45351-2_28
http://springerlink.bibliotecabuap.elogim.com/10.1007/3-540-45351-2_28
http://springerlink.bibliotecabuap.elogim.com/10.1007/3-540-45351-2_28
https://doi.org/10.1109/5.871307
https://doi.org/10.1109/5.871307
https://doi.org/10.1109/ICPHYS.2018.8387670
https://doi.org/10.1109/ICPHYS.2018.8387670
https://ieeexplore.ieee.org/document/8387670/
https://ieeexplore.ieee.org/document/8387670/
https://ieeexplore.ieee.org/document/8387670/
https://doi.org/10.1109/SURV.2012.110112.00192
https://doi.org/10.1109/SURV.2012.110112.00192
https://doi.org/10.1109/SURV.2012.110112.00192
http://ieeexplore.ieee.org/document/6365160/
http://ieeexplore.ieee.org/document/6365160/
https://doi.org/10.1007/978-3-030-00193-3
https://doi.org/10.1007/978-3-030-00193-3
https://doi.org/10.1007/978-3-030-00193-3
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-030-00193-3
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-030-00193-3
https://doi.org/10.1016/j.mfglet.2014.12.001
https://doi.org/10.1016/j.mfglet.2014.12.001
https://doi.org/10.1016/j.mfglet.2014.12.001
https://doi.org/10.1109/TIE.2005.855694
https://doi.org/10.1109/TIE.2005.855694
https://doi.org/10.1109/TIE.2005.855694
https://doi.org/10.1007/978-1-4612-0017-8
https://doi.org/10.1007/978-1-4612-0017-8
https://doi.org/10.1007/978-1-4612-0017-8
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-1-4612-0017-8
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-1-4612-0017-8


48 M. Hussain et al.

48. H. Lin, P.J. Antsaklis, Hybrid dynamical systems: an introduction to control and verification,
vol. 1 (Now Foundations and Trends, 2014). https://doi.org/10.1561/2600000001, http://www.
nowpublishers.com/articles/foundations-and-trends-in-systems-and-control/SYS-001

49. Q. Lin, S. Adepu, S. Verwer, A. Mathur, TABOR: a graphical model-based approach for
anomaly detection in industrial control systems, in ASIA CCS—ACM Asia Conference on
Computer and Communications Security, vol. 12 (2018), 525–536 (2018). https://doi.org/10.
1145/3196494.3196546. http://dl.acm.org/citation.cfm?doid=3196494.3196546

50. S. Liu, X. Hu, J. Wang, Hierarchical modeling fault-error-failure dependencies for cyber-
physical systems, in Proceedings of The Eighth International Conference on Bio-Inspired
Computing: Theories and Applications (BIC-TA), 2013, Advances in Intelligent Systems and
Computing, vol. 212 (Springer, Berlin, Heidelberg, 2013), pp. 641–649. https://doi.org/10.
1007/978-3-642-37502-6_77, http://link.springer.com/10.1007/978-3-642-37502-6_77

51. X. Liu, P. Stechlinski, Hybrid and switched systems, in Infectious DiseaseModeling. Nonlinear
Systems and Complexity, Nonlinear Systems and Complexity, vol. 19, chap. 2 (Springer Inter-
national Publishing, 2017), pp. 21–39. https://doi.org/10.1007/978-3-319-53208-0_2, http://
link.springer.com/10.1007/978-3-319-53208-0

52. J. Livingston, The nuclear electrical engineer, an educational resource for electrical engineers in
the nuclear power industry (2014). http://www.nuclearelectricalengineer.com/nuclear-power-
plant-modes-explained-here/. Accessed 31 Jan. 2020

53. L. Ljung, Experiments with identification of continuous time models, vol. 42 (IFAC, 2009).
https://doi.org/10.3182/20090706-3-fr-2004.00195

54. L. Ljung, Perspectives on system identification. Ann. Rev. Control 34(1), 1–12 (4 2010).
https://doi.org/10.1016/j.arcontrol.2009.12.001. https://linkinghub.elsevier.com/retrieve/pii/
S1367578810000027

55. L. Ljung, System identification, in Wiley Encyclopedia of Electrical and Electronics Engi-
neering (Wiley, Hoboken, NJ, USA, 2017), pp. 1–19. https://doi.org/10.1002/047134608X.
W1046.pub2. http://doi.wiley.com/10.1002/047134608X.W1046.pub2

56. L. Ljung, H. Hjalmarsson, H. Ohlsson, Four encounters with system identification. Euro. J.
Control 17(5-6), 449–471 (2011). https://doi.org/10.3166/ejc.17.449-471

57. D.L. Ly, H. Lipson, Learning symbolic representations of hybrid dynamical systems. J. Mach.
Learn. Res. 13, 3585–3618 (2012)

58. Y. Ma, R. Vidai, Identification of deterministic switched ARX systems via identification of
algebraic varieties. Lect. Notes Comput. Sci. 3414, 449–465 (2005). https://doi.org/10.1007/
978-3-540-31954-2_29

59. N. Mahdavi Tabatabaei, S. Najafi Ravadanegh, N. Bizon, (eds.), Power systems resilience,
in Power Systems (Springer International Publishing, Cham, 2019). https://doi.org/10.
1007/978-3-319-94442-5. http://search.ebscohost.com/login.aspx?direct=true&db=edsebk&
AN=1875752&site=eds-live. http://link.springer.com/10.1007/978-3-319-94442-5

60. F. Mannhardt, R. Bovo, M.F. Oliveira, S. Julier, A taxonomy for combining activity recogni-
tion and process discovery in industrial environments, in International Conference on Intelli-
gent Data Engineering and Automated Learning, vol. 8206 (Springer International Publishing,
2018), pp. 84–93. https://doi.org/10.1007/978-3-030-03496-2_10, http://link.springer.com/
10.1007/978-3-642-41278-3. http://link.springer.com/10.1007/978-3-030-03496-2_10

61. J.Marzat,H. Piet-Lahanier, F.Damongeot, E.Walter,Model-based fault diagnosis for aerospace
systems: a survey, in Proc. Instit. Mech. Eng. Part G: J. Aerosp. Eng. 226(10), 1329–1360 (10
2012). https://doi.org/10.1177/0954410011421717. http://journals.sagepub.com/doi/10.1177/
0954410011421717

62. System Identification Toolbox. https://au.mathworks.com/products/sysid.html. Accessed 01
Aug. 2021

63. R. Medhat, S. Ramesh, B. Bonakdarpour, S. Fischmeister, A framework for mining hybrid
automata from input/output traces, in 2015 International Conference on Embedded Soft-
ware (EMSOFT) (IEEE, 2015), pp. 177–186. https://doi.org/10.1109/EMSOFT.2015.7318273.
http://ieeexplore.ieee.org/document/7318273/

https://doi.org/10.1561/2600000001
https://doi.org/10.1561/2600000001
http://www.nowpublishers.com/articles/foundations-and-trends-in-systems-and-control/SYS-001
http://www.nowpublishers.com/articles/foundations-and-trends-in-systems-and-control/SYS-001
http://www.nowpublishers.com/articles/foundations-and-trends-in-systems-and-control/SYS-001
https://doi.org/10.1145/3196494.3196546
https://doi.org/10.1145/3196494.3196546
https://doi.org/10.1145/3196494.3196546
http://dl.acm.org/citation.cfm?doid=3196494.3196546
http://dl.acm.org/citation.cfm?doid=3196494.3196546
https://doi.org/10.1007/978-3-642-37502-6_77
https://doi.org/10.1007/978-3-642-37502-6_77
https://doi.org/10.1007/978-3-642-37502-6_77
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-642-37502-6_77
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-642-37502-6_77
https://doi.org/10.1007/978-3-319-53208-0_2
https://doi.org/10.1007/978-3-319-53208-0_2
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-53208-0
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-53208-0
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-53208-0
http://www.nuclearelectricalengineer.com/nuclear-power-plant-modes-explained-here/
http://www.nuclearelectricalengineer.com/nuclear-power-plant-modes-explained-here/
http://www.nuclearelectricalengineer.com/nuclear-power-plant-modes-explained-here/
https://doi.org/10.3182/20090706-3-fr-2004.00195
https://doi.org/10.3182/20090706-3-fr-2004.00195
https://doi.org/10.1016/j.arcontrol.2009.12.001
https://doi.org/10.1016/j.arcontrol.2009.12.001
https://linkinghub.elsevier.com/retrieve/pii/S1367578810000027
https://linkinghub.elsevier.com/retrieve/pii/S1367578810000027
https://linkinghub.elsevier.com/retrieve/pii/S1367578810000027
https://doi.org/10.1002/047134608X.W1046.pub2
https://doi.org/10.1002/047134608X.W1046.pub2
https://doi.org/10.1002/047134608X.W1046.pub2
http://doi.wiley.com/10.1002/047134608X.W1046.pub2
http://doi.wiley.com/10.1002/047134608X.W1046.pub2
https://doi.org/10.3166/ejc.17.449-471
https://doi.org/10.3166/ejc.17.449-471
https://doi.org/10.1007/978-3-540-31954-2_29
https://doi.org/10.1007/978-3-540-31954-2_29
https://doi.org/10.1007/978-3-540-31954-2_29
https://doi.org/10.1007/978-3-319-94442-5
https://doi.org/10.1007/978-3-319-94442-5
https://doi.org/10.1007/978-3-319-94442-5
http://search.ebscohost.com/login.aspx?direct=true&db=edsebk&AN=1875752&site=eds-live
http://search.ebscohost.com/login.aspx?direct=true&db=edsebk&AN=1875752&site=eds-live
http://search.ebscohost.com/login.aspx?direct=true&db=edsebk&AN=1875752&site=eds-live
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-94442-5
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-319-94442-5
https://doi.org/10.1007/978-3-030-03496-2_10
https://doi.org/10.1007/978-3-030-03496-2_10
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-642-41278-3
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-642-41278-3
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-642-41278-3
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-030-03496-2_10
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-030-03496-2_10
https://doi.org/10.1177/0954410011421717
https://doi.org/10.1177/0954410011421717
http://journals.sagepub.com/doi/10.1177/0954410011421717
http://journals.sagepub.com/doi/10.1177/0954410011421717
http://journals.sagepub.com/doi/10.1177/0954410011421717
https://au.mathworks.com/products/sysid.html
https://au.mathworks.com/products/sysid.html
https://doi.org/10.1109/EMSOFT.2015.7318273
https://doi.org/10.1109/EMSOFT.2015.7318273
http://ieeexplore.ieee.org/document/7318273/
http://ieeexplore.ieee.org/document/7318273/


System Identification Methods for Industrial Control Systems 49

64. E. Mikk, Y. Lakhnechi, M. Siegel, Hierarchical automata as model for statecharts, in Advances
in Computing Science—ASIAN’97. ASIAN 1997. Lecture Notes in Computer Science, vol. 1345
(Springer, Berlin, Heidelberg, 1997), pp. 181–196. https://doi.org/10.1007/3-540-63875-
X_52. http://link.springer.com/10.1007/3-540-63875-X_52

65. S. Mohammadinejad, J.V. Deshmukh, A.G. Puranic, Mining environment assumptions for
cyber-physical system models, in 2020 ACM/IEEE 11th International Conference on Cyber-
Physical Systems (ICCPS) (IEEE, 2020), pp. 87–97. https://doi.org/10.1109/ICCPS48487.
2020.00016. https://ieeexplore.ieee.org/document/9096037/

66. D.Myers, S. Suriadi, K. Radke, E. Foo, Anomaly detection for industrial control systems using
process mining. Comput. Secur. 78, 103–125 (2018). https://doi.org/10.1016/j.cose.2018.06.
002

67. O. Niggemann, B. Stein, A. Maier, A. Vodenčarević, H.K. Büning, Learning behavior models
for hybrid timed systems, in Proceedings of the National Conference on Artificial Intelligence,
vol. 2 (2012), pp. 1083–1090

68. S. Paoletti, A.L. Juloski, G. Ferrari-Trecate, R. Vidal, Identification of hybrid systems a tutorial.
Euro. J. Control 13(2–3), 242–260 (2007). https://doi.org/10.3166/ejc.13.242-260

69. T. Paul, J.W.Kimball,M. Zawodniok, T.P. Roth, B.McMillin, Invariants as a unified knowledge
model for cyber-physical systems, in 2011 IEEE International Conference on Service-Oriented
Computing and Applications (SOCA) (IEEE, 2011), pp. 1–8. https://doi.org/10.1109/SOCA.
2011.6166223. http://ieeexplore.ieee.org/document/6166223/

70. E. Pricop, J. Fattahi, N. Dutta, M. Ibrahim, (eds.), Recent developments on industrial con-
trol systems resilience, studies in systems, decision and control, vol. 255 (Springer Inter-
national Publishing, Cham, 2020). https://doi.org/10.1007/978-3-030-31328-9. http://link.
springer.com/10.1007/978-3-030-31328-9

71. J.G. Proakis, D.G. Manolakis,Digital Signal Processing: principles, Algorithms, and Applica-
tions, 3rd edn. (Prentice-Hall of Australia Pty. Limited, Sydney Prentice-Hall, 1996). https://
engineering.purdue.edu/~ee538/DSP_Text_3rdEdition.pdf

72. M. Quinones-Grueiro, A. Prieto-Moreno, O. Llanes-Santiago, Modeling and monitoring for
transitions based on local kernel density estimation and process pattern construction. Ind. Eng.
Chem. Res. 55(3), 692–702 (2016). https://doi.org/10.1021/acs.iecr.5b03902

73. M. Quiñones-Grueiro, A. Prieto-Moreno, C. Verde, O. Llanes-Santiago, Data-driven monitor-
ing of multimode continuous processes: a review. Chemometr. Intell. Lab. Syst. 189(April),
56–71 (2019). https://doi.org/10.1016/j.chemolab.2019.03.012

74. J.F. Raskin, An introduction to hybrid automata, in Handbook of Networked and Embedded
Control Systems (2005), pp. 491–517. https://doi.org/10.1007/0-8176-4404-0_21

75. I. Saberi, F. Faghih, F.S. Bavil, A passive online technique for learning hybrid automata from
input/output traces (2021). arXiv preprint arXiv:2101.07053

76. M.A. Saez, F.P. Maturana, K. Barton, D.M. Tilbury, Context-sensitive modeling and analysis
of cyber-physical manufacturing systems for anomaly detection and diagnosis. IEEE Trans.
Autom. Sci. Eng. 17(1), 29–40 (2020). https://doi.org/10.1109/TASE.2019.2918562. https://
ieeexplore.ieee.org/document/8894669/

77. A.P. Sage, J.L. Melsa, System Identification, vol. 80 (Elsevier Science & Technology, 1971)
78. J. Saives, G. Faraut, J.J. Lesage, Automated partitioning of concurrent discrete-event systems

for distributed behavioral identification. IEEE Tran. Autom. Sci. Eng. 15(2), 832–841 (2018).
https://doi.org/10.1109/TASE.2017.2718244

79. C. Sammut, S. Hurst, D. Kedzier, D. Michie, Learning to fly, in Proceedings of the Ninth
International Workshop on Machine Learning (Aberdeen, Scotland, United Kingdom, 1992),
pp. 385–393

80. C. Schlick, Simulation of rule-based behavior for a multimodal interaction task with
stochastic petri nets. Proc. Hum. Fact. Ergon. Soc. Ann. Meeting 44(6), 604–607
(2000). https://doi.org/10.1177/154193120004400616. http://journals.sagepub.com/doi/10.
1177/154193120004400616

81. A. Singhal, D.E. Seborg, Clustering multivariate time-series data. J. Chemometr. 19(8), 427–
438 (8 2005). https://doi.org/10.1002/cem.945. http://doi.wiley.com/10.1002/cem.945

https://doi.org/10.1007/3-540-63875-X_52
https://doi.org/10.1007/3-540-63875-X_52
https://doi.org/10.1007/3-540-63875-X_52
http://springerlink.bibliotecabuap.elogim.com/10.1007/3-540-63875-X_52
http://springerlink.bibliotecabuap.elogim.com/10.1007/3-540-63875-X_52
https://doi.org/10.1109/ICCPS48487.2020.00016
https://doi.org/10.1109/ICCPS48487.2020.00016
https://doi.org/10.1109/ICCPS48487.2020.00016
https://ieeexplore.ieee.org/document/9096037/
https://ieeexplore.ieee.org/document/9096037/
https://doi.org/10.1016/j.cose.2018.06.002
https://doi.org/10.1016/j.cose.2018.06.002
https://doi.org/10.1016/j.cose.2018.06.002
https://doi.org/10.3166/ejc.13.242-260
https://doi.org/10.3166/ejc.13.242-260
https://doi.org/10.1109/SOCA.2011.6166223
https://doi.org/10.1109/SOCA.2011.6166223
https://doi.org/10.1109/SOCA.2011.6166223
http://ieeexplore.ieee.org/document/6166223/
http://ieeexplore.ieee.org/document/6166223/
https://doi.org/10.1007/978-3-030-31328-9
https://doi.org/10.1007/978-3-030-31328-9
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-030-31328-9
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-030-31328-9
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-030-31328-9
https://engineering.purdue.edu/protect unhbox voidb@x penalty @M  {}ee538/DSP_Text_3rdEdition.pdf
https://engineering.purdue.edu/~ee538/DSP_Text_3rdEdition.pdf
https://engineering.purdue.edu/~ee538/DSP_Text_3rdEdition.pdf
https://doi.org/10.1021/acs.iecr.5b03902
https://doi.org/10.1021/acs.iecr.5b03902
https://doi.org/10.1016/j.chemolab.2019.03.012
https://doi.org/10.1016/j.chemolab.2019.03.012
https://doi.org/10.1007/0-8176-4404-0_21
https://doi.org/10.1007/0-8176-4404-0_21
http://arxiv.org/abs/2101.07053
http://arxiv.org/abs/2101.07053
https://doi.org/10.1109/TASE.2019.2918562
https://doi.org/10.1109/TASE.2019.2918562
https://ieeexplore.ieee.org/document/8894669/
https://ieeexplore.ieee.org/document/8894669/
https://ieeexplore.ieee.org/document/8894669/
https://doi.org/10.1109/TASE.2017.2718244
https://doi.org/10.1109/TASE.2017.2718244
https://doi.org/10.1177/154193120004400616
https://doi.org/10.1177/154193120004400616
http://journals.sagepub.com/doi/10.1177/154193120004400616
http://journals.sagepub.com/doi/10.1177/154193120004400616
http://journals.sagepub.com/doi/10.1177/154193120004400616
https://doi.org/10.1002/cem.945
https://doi.org/10.1002/cem.945
http://doi.wiley.com/10.1002/cem.945
http://doi.wiley.com/10.1002/cem.945


50 M. Hussain et al.

82. R. Sommer, V. Paxson, Outside the closed world: on using machine learning for network
intrusion detection, in 2010 IEEE Symposium on Security and Privacy (IEEE, 2010), pp. 305–
316. https://doi.org/10.1109/SP.2010.25. http://ieeexplore.ieee.org/document/5504793/

83. R. Srinivasan, C. Wang, W.K. Ho, K.W. Lim, Dynamic principal component analysis based
methodology for clustering process states in agile chemical plants. Ind. Eng. Chem. Res.
43(9), 2123–2139 (4 2004). https://doi.org/10.1021/ie034051r. https://pubs.acs.org/doi/10.
1021/ie034051r

84. T. Stiefmeier, D. Roggen, G. Ogris, P. Lukowicz, G. Tr, Wearable activity tracking in car
manufacturing. IEEE Pervasive Comput. 7(2), 42–50 (2008). https://doi.org/10.1109/MPRV.
2008.40. http://ieeexplore.ieee.org/document/4487087/

85. A. Summerville, J. Osborn, M. Mateas, CHARDA: causal hybrid automata recovery via
dynamic analysis, in Proceedings of the Twenty-Sixth International Joint Conference on Artifi-
cial Intelligence (International Joint Conferences on Artificial Intelligence Organization, Cali-
fornia, 2017), pp. 2800–2806. https://doi.org/10.24963/ijcai.2017/390. https://www.ijcai.org/
proceedings/2017/390

86. T. Tapia-Flores, E. Lopez-Mellado, A.P. Estrada-Vargas, J.J. Lesage, Discovering petri net
models of discrete-event processes by computing T-invariants. IEEE Trans. Autom. Sci. Eng.
15(3), 992–1003 (2018). https://doi.org/10.1109/TASE.2017.2682060

87. M.A. Umer, A. Mathur, K.N. Junejo, A. Adepu, Generating invariants using design and data-
centric approaches for distributed attack detection. Int. J. Critic. Infrastructur. Protect. 28,
100341 (2020). https://doi.org/10.1016/j.ijcip.2020.100341. https://linkinghub.elsevier.com/
retrieve/pii/S1874548220300056

88. D. Underwood, Types of Industrial Automation Systems (2018). https://kingstar.com/types-
industrial-automation-systems/

89. S. Verwer, Efficient Identification of Timed Automata: theory and Practice, Ph.D. thesis (Delft
University of Technology (TU Delft), 2017)

90. J.M.E.M. van der Werf, B.F. van Dongen, C.A.J. Hurkens, A. Serebrenik, Process discovery
using integer linear programming, in Applications and Theory of Petri Nets (Springer, Berlin,
Heidelberg, 2008), pp. 368–387. https://doi.org/10.1007/978-3-540-68746-7_24. http://link.
springer.com/10.1007/978-3-540-68746-7_24

91. W. van der Aalst, Process Mining, 2nd edn (Springer, Berlin, Heidelberg, 2016). https://doi.
org/10.1007/978-3-662-49851-4, http://link.springer.com/10.1007/978-3-662-49851-4

92. X. Wang, X. Wang, Z. Wang, F. Qian, A novel method for detecting processes with multi-state
modes. Control Eng. Pract. 21(12), 1788–1794 (2013). https://doi.org/10.1016/j.conengprac.
2013.08.016

93. W. Wolf, Cyber-physical systems. Computer 42(3), 88–89 (3 2009). https://doi.org/10.1109/
MC.2009.81. http://ieeexplore.ieee.org/document/4803901/

94. J. Yu, S.J. Qin,: Multimode process monitoring with Bayesian inference-based finite Gaussian
mixture models. AIChE J. 54(7), 1811–1829 (2008). https://doi.org/10.1002/aic.11515

95. X. Zheng, C. Julien, M. Kim, S. Khurshid, Perceptions on the state of the art in verification
and validation in cyber-physical systems. IEEE Syst. J. 11(4), 2614–2627 (2017). https://doi.
org/10.1109/JSYST.2015.2496293

96. F. Zhu, P.J. Antsaklis, Optimal control of hybrid switched systems: a brief survey. Discr. Event
Dyn. Syst.: Theory Appl. 25(3), 345–364 (2015). https://doi.org/10.1007/s10626-014-0187-5

https://doi.org/10.1109/SP.2010.25
https://doi.org/10.1109/SP.2010.25
http://ieeexplore.ieee.org/document/5504793/
http://ieeexplore.ieee.org/document/5504793/
https://doi.org/10.1021/ie034051r
https://doi.org/10.1021/ie034051r
https://pubs.acs.org/doi/10.1021/ie034051r
https://pubs.acs.org/doi/10.1021/ie034051r
https://pubs.acs.org/doi/10.1021/ie034051r
https://doi.org/10.1109/MPRV.2008.40
https://doi.org/10.1109/MPRV.2008.40
https://doi.org/10.1109/MPRV.2008.40
http://ieeexplore.ieee.org/document/4487087/
http://ieeexplore.ieee.org/document/4487087/
https://doi.org/10.24963/ijcai.2017/390
https://doi.org/10.24963/ijcai.2017/390
https://www.ijcai.org/proceedings/2017/390
https://www.ijcai.org/proceedings/2017/390
https://www.ijcai.org/proceedings/2017/390
https://doi.org/10.1109/TASE.2017.2682060
https://doi.org/10.1109/TASE.2017.2682060
https://doi.org/10.1016/j.ijcip.2020.100341
https://doi.org/10.1016/j.ijcip.2020.100341
https://linkinghub.elsevier.com/retrieve/pii/S1874548220300056
https://linkinghub.elsevier.com/retrieve/pii/S1874548220300056
https://linkinghub.elsevier.com/retrieve/pii/S1874548220300056
https://kingstar.com/types-industrial-automation-systems/
https://kingstar.com/types-industrial-automation-systems/
https://kingstar.com/types-industrial-automation-systems/
https://doi.org/10.1007/978-3-540-68746-7_24
https://doi.org/10.1007/978-3-540-68746-7_24
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-540-68746-7_24
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-540-68746-7_24
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-540-68746-7_24
https://doi.org/10.1007/978-3-662-49851-4
https://doi.org/10.1007/978-3-662-49851-4
https://doi.org/10.1007/978-3-662-49851-4
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-662-49851-4
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-662-49851-4
https://doi.org/10.1016/j.conengprac.2013.08.016
https://doi.org/10.1016/j.conengprac.2013.08.016
https://doi.org/10.1016/j.conengprac.2013.08.016
https://doi.org/10.1109/MC.2009.81
https://doi.org/10.1109/MC.2009.81
https://doi.org/10.1109/MC.2009.81
http://ieeexplore.ieee.org/document/4803901/
http://ieeexplore.ieee.org/document/4803901/
https://doi.org/10.1002/aic.11515
https://doi.org/10.1002/aic.11515
https://doi.org/10.1109/JSYST.2015.2496293
https://doi.org/10.1109/JSYST.2015.2496293
https://doi.org/10.1109/JSYST.2015.2496293
https://doi.org/10.1007/s10626-014-0187-5
https://doi.org/10.1007/s10626-014-0187-5


Vulnerability Management in IIoT-Based
Systems: What, Why and How

Geeta Yadav, Kolin Paul, and Praveen Gauravaram

Abstract Industrial Control Systems (ICS) are characterized by large numbers of
tightly integrated, interdependent, and heterogeneous components in a network. They
act as a base system for safety andmission-critical Industrial Internet of Things (IIoT)
applications such as smart grids, nuclear power plants, process control systems and
robotics systems. The complex ICS, e.g., Supervisory Control and Data Acquisition
(SCADA), consists of many interdependent subsystems. Modern SCADA systems
are an amalgam of IIoT and legacy systems. IIoT is essentially a realization of
advances in the connectivity of hardware and data networks that SCADA provides.
Therefore, modern SCADA has evolved as a use case of IIoT, wherein IIoT improves
industrial productivity by analyzing data generated by SCADA systems. The mod-
ernization of the SCADA system, standardization of communication protocols and
almost ubiquitous interconnectivity courtesy for IIoT has drastically increased the
attack surface of the SCADA system. Systematic Vulnerability Management (VM)
of these attack surfaces minimizes risks and impacts associated with vulnerabil-
ity exploitation. In this chapter, we first find the correlation between the IIoT and
SCADA systems, followed by security challenges faced by IIoT-based systems. Then
we highlight the role of VM in securing the critical systems, followed by the study
of the state-of-art approaches for VM. After that, we discuss some future research
directions for developing techniques for efficient VM. The chapter underscores the
design challenges and research opportunities for efficiently managing the increasing
vulnerabilities.
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1 Introduction

Over the years, an increase in the number of cyberattacks targeting the Industrial
Control Systems (ICS) such as Supervisory Control and Data Acquisition (SCADA)
systems have drawn the security researchers’ attention towards these system’s secu-
rities. There are several real-world cyber attacks on ICS infrastructures as discussed
below.

Ransomware on US fuel pipeline In 2021, a ransomware attack encrypted criti-
cal data of Information Servers used in the SCADA stack of US Colonial Pipeline
company [45]. As a consequence, Colonial pipeline company suspended all of the
pipeline’s operations as a precaution and to prevent further cascading impact. The
adversaries stole nearly 100 gigabytes of data which led the company to pay 75
Bitcoin ($ 5 Million) to get the decryption tool due to a single compromised pass-
word. The pipeline shutdown impacted fuel shortages at airports and filling stations,
resulted in canceling flights and panic fuel buying.

Polish airline attack [29] was due to Distributed Denial of Service (DDoS) attack,
which overwhelms a network with traffic. The security expert took five hours to
resolve the issue, leading to 10 flights cancellation and delays of around 15 flights at
Warsaw Chopin airport.

The digital cyber-weaponStuxnet [19] targeted at SCADAsystems in 2010 is consid-
ered to be the most sophisticated cyber-attack. A malware jumped across air-gapped
networks and damaged nuclear centrifuges of Iranian enrichment plants exploiting
four unpatched zero-day Microsoft vulnerabilities used for self-replication and priv-
ilege escalation. Stuxnet damaged the centrifuges used in the uranium enrichment
process by modifying their rotor speed. Vibrations and distortions caused by signifi-
cant and sudden changes in their speed destroyed a thousand centrifuges, leading to
less enriched uranium production.

Ukraine power grid attack [19, 46] in December 2015, where hackers hacked the
information systems of three energy distribution companies using BlackEnergy mal-
ware. It resulted in rolling power outages for 1–6 h and affected 225,000 users.

In German Steel Plant cyberattack [28], the attackers gained unauthorized access
to the mill’s control systems using spear-phishing social engineering attacks. It led to
an abnormal and unscheduled shutdown of the furnace, resulting in massive physical
damage to the steel plant.

These incidents demonstrate the impact of a cyberattackby adetermined adversary
on such Critical Infrastructure (CI). Such cyberattacks could affect the availability
of the software running on the device or can be used to reveal the running appli-
cation’s secrets. Devices under attack could stop working, behave differently, or be
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Fig. 1 SCADA application areas [60]

leveraged to pose DDoS attacks either exploiting zero-day or reported yet unpatched
vulnerabilities in a system. Moreover, these attacks have been led due to vulnerable
SCADA systems by exploiting multiple vulnerabilities on different systems, gener-
ally referred to as Multi-host Multi-stage (MhMs) cyberattacks. SCADA systems, a
type of ICS, are characterized by large numbers of tightly integrated, interdependent
and heterogeneous components in a network [32]. The smooth and genuine opera-
tion of the SCADA framework is one of the key concerns for enterprises because the
outcome of the breakdown of the SCADA system may range from financial loss to
environmental damage to loss of human life [12]. These systems act as the base for
safety and mission-critical infrastructures such as smart grids, nuclear power plants,
process control systems and robotics systems [60]. These systems have become an
essential part of automated control and monitoring of CI such as agriculture, health-
care, nuclear reactor, transportation, energy sector, civil and chemical engineering,
water plants, research etc., as depicted in Fig. 1. Considering the significance of
SCADA and ICS security that underpin critical national infrastructure, US Govern-
ment offered policy recommendations for synchronizing foreign and domestic cyber
security efforts and realizing a resilient and secure infrastructure [54].

Evolution of SCADA systems: Modern SCADA systems have evolved from stan-
dalone systems into sophisticated, complex and open systems connected to the Inter-
net.With Industry 4.0/Industrial Internet of Things (IIoT) evolution,modern SCADA
systems have adopted Cyber-Physical System (CPS)/IIoT, cloud technology, big data
analytics, artificial intelligence and Machine Learning (ML). IIoT, generally defined
as a sub-set of the Internet of Things (IoT) in terms of usage, covers the domains
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IoT IIoT CPSICSSCADA

Fig. 2 IIoT and SCADA

of machine-to-machine and industrial communication technologies with automation
applications. IIoT paves the way for a better understanding of the manufacturing
process, enabling efficient and sustainable production. IIoT allows a higher degree
of automation by using cloud computing and data analytics to refine and optimize
the process controls [9]. It further enables efficient interaction between the physical
world and the cyber world, usually addressed as a CPS. ICS is the critical component
to realize CPS. ICS provides control and monitoring functionality in manufacturing
and industries.

Correlation of IIoT and SCADA systems: In Fig. 2, we demonstrate the overlap of
IoT, IIoT, SCADA, ICS andCPS systems. IIoT is a subset of IoT. ICS such as SCADA
is used to controlCPS.ModernSCADAhas been evolved into a connected IIoT-based
system i.e., modern SCADA systems are an amalgam of IIoT and legacy systems as
shown in Fig. 3. IIoT is essentially a realization of advances in the connectivity of
hardware and data networks that SCADA provides. From the security perspective,
the differences between them is not important. Therefore, in this chapter, we consider
SCADA systems as a use-case for IIoT-based systems. We use IIoT-based SCADA
systems and IIoT-based systems interchangeably.

In brief, integrating these technologies has significantly improved interoperability,
easedmaintenance and decreased the infrastructure cost. Therefore, modern SCADA
systems are leading to a near real-time environment. Although IIoT improves the
reachability in ICS, enhances data analytics, assuring ease of access and decision
making, it also opens the ICS environment to attackers [14, 60]. The design of IIoT-
based SCADA introduces multiple entry points to an isolated system, which is used
to protect itself via air-gapping and risk avoidance strategies.

The Confidentiality, Integrity, and Availability (CIA) triad security model pro-
vides an excellent way to demonstrate the best practices to protect the data on the
network. For the SCADA system, the security goal is generally the data availability
that is the reverse of the prioritized security goals for traditional Information Tech-
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Fig. 3 IIoT-based SCADA [60]

Fig. 4 Priority order for SCADA and general IT

nology (IT) systems, as shown in Fig. 4. Therefore, downtime-constraints security
is considered while implementing IIoT-security solutions. The ICSs are also called
Operational Technology (OT) devices that control the physical world, while IT sys-
tems manage data [6]. Therefore, attackers generally target interrupting the SCADA
system availability, causing production loss, financial loss, data loss, system dam-
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age, etc., hence tremendously affecting the economy, safety and security of a nation.
An attacker needs to think outside the normal operating procedures to discover the
unusual behavior, thus identifying vulnerabilities resulting in unauthorized access.
The attacker needs only a single security hole, while a defender must defend against
all possible security holes. Therefore, the defender needs to be more competent to
compete with an attacker. Developing rigorous security layers can help to mini-
mize the impact of attacks. A large number of vulnerabilities in various domains are
reported to National Vulnerability Database (NVD) [38] each year. In NVD, 18,103
new vulnerabilities were reported in 2020 itself. With the integration of IIoT and
legacy SCADA, the vulnerabilities reported to other domains are also applicable
to IIoT-based SCADA [53], in a characterization study of ICS patching behavior,
observed a patch delay of approximately 60 days after vulnerability disclosure for
50% of ICS devices. This lack of intime patching gives adversaries ample time to
exploit these systems’ publicly disclosed vulnerabilities.

Hence, the management of ICS security is becoming a major prevalent challenge
due to an increase in system complexity and interdependencies. The progressive
nature of ICS further complicates the scenario. On the one hand, the increasing
complexity of software usually translates intomore software flaws and vulnerabilities
to fix. On the other hand, system threats continuously evolve, changing the risk
outlook as new vulnerabilities and attack vectors emerge. In brief, to minimize the
potential impact of successful cyberattacks, Vulnerability Management (VM) plays
a pivotal point in any strategy for system security management.

In this chapter, we highlight the role of VM in securing critical systems, followed
by the study of the state-of-art approaches for VM in Sect. 2. After that, we figure out
the future research direction for developing techniques for efficientVMinSect. 4. The
chapter concludes by underscoring the design challenges and research opportunities
for efficiently managing the increasing vulnerabilities in Sect. 5.

2 Vulnerability Management

VM is an indispensable part of managing an organization’s safety and security. VM
allows an organization to get a continuous overview of vulnerabilities in their OT
environment. It is generally characterized as a cyclical process of five stages, i.e.,
Vulnerability discovery, Vulnerability analysis, Vulnerability prioritization, Vulner-
ability remediation and Vulnerability verification and monitoring.

What is VM? Strategic vulnerability management reduces the risk associated with
vulnerability exploitation. In a generic term, VM tries to answer the following ques-
tions:

1. Do vulnerabilities exist on organizations’ assets? If yes, what are they?
2. What are the characteristics of the discovered vulnerabilities?
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Fig. 5 Generic vulnerability
management lifecycle
(*Extended stage)

3. What are the efficient strategies to fix the vulnerabilities so that the vulnerability
exploitation’s impact is minimal? Is there a critical need to patch all vulnerabili-
ties?

4. What are the mechanisms for efficient and safe patch deployment?
5. Are the systems working normally post-patch deployment? Also, what vulnera-

bilities can not be patched yet have high risk? What are the monitoring strategies
for unpatched vulnerabilities?

How is VM performed?VM is a cyclical practice of discovering, analyzing, priori-
tizing, remediating and verifying/monitoring possible exploitation of vulnerabilities
in operating systems (OSs), enterprise applications, browsers and end-user applica-
tions, as shown in Fig. 5. In the first step, the vulnerabilities are generally discovered
using a vulnerability scanner such as Nessus [50] and Nozomi networks [39]. Then
in the second stage, the vulnerability scanner generates a consolidated report of pos-
sible known vulnerabilities. The security experts analyzed the report to prioritize the
vulnerabilities based on their expertise and network knowledge in the third stage.
The high severity vulnerabilities are selected for patching and the respective patch
is deployed in the fourth stage. Once the vulnerabilities have been identified and
resolved, consistent follow-up audits are required to ensure the mitigation is work-
ing in the fifth stage. This stage of vulnerability management is called the verification
stage that helps tomaintain transparency and accountability over the remediation pro-
cess. Further, there can be two scenarios (i) the patch1 is not available, (ii) a patch can
not be applied to the system due to resource constraints or availability requirements.
This gives an adversary ample time to exploit those vulnerabilities. Therefore, it is
highly recommended to monitor the system to detect ongoing exploitation on time
to minimize the potential damage. We extend the standard VM cycle by monitoring
such a set of vulnerabilities in the fifth stage.

Why is VM needed? In brief, the lack of an appropriate plan for cyber-securing
the assets in IIoT-based SCADA can cause organizations to have high risks of losing

1 A security patch is applied to the system to fix the vulnerability to prevent successful exploitations.
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revenue and reputation.VM is crucial to prioritize possible threats, reduce their attack
surface and minimize the potential impact of cyber-attacks.

2.1 Challenges of IIoT-Based Systems for VM

The challenges of securing the IIoT-based systems are as follows:

1. One of the critical things that enterprises need to consider ahead of VM in IIoT
is constant, uninterrupted availability of the systems except for scheduled main-
tenance downtime [38]. The security solutions should either work concurrently
without interfering with the system’s functionality, or any change to the system
should only be deployed at the scheduled downtime. This raises constraints on
efficiently managing the VM cycle. Among the five stages of VM, patch deploy-
ment is the crucial phase, which hinders the system’s functionality. Therefore, it
becomes challenging for system administrators to effectively manage the sched-
uled downtime to fix the vulnerabilities issues.

2. The second challenge arises due to the blend of legacy and IIoT infrastructures
[25], leading to increased attack surface and increased number of attack paths
to exploit the legacy vulnerabilities. This leads to legacy vulnerabilities being
targeted by the attackers [48].

3. The third challenge for system administrators is to monitor and control the end-
to-end security of such large and complex critical industries [37].

4. The proposed solutions for efficientVMshould consider the downtime constraints
to take care of the various challenges mentioned above.

This short discussion presented above helps to identify the gap in the state-of-the-art
leading the research contributions mentioned in the next section.

3 Tools and Techniques for Systematic VM

In this section, we discuss Tools and techniques for each stage of systematic VM in
detail.

3.1 Vulnerability Discovery

Discovering security vulnerabilities in software is a demanding task that requires
significant human efforts. Vulnerability discovery is often the liability of software
testers before release and white-hat hackers using bug bounty programs after the
software is released. However, testers typically aim to find bugs related to perfor-
mance and functionality with little focus on the security bugs due to the lack of
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expertise needed to discover security bugs. In [30] observed that only 40% of the
tester have formal training in software engineering practices. Apart from that, black-
hat hackers also identify vulnerabilities and later exploit them to gain economic or
political benefits. The bug-bounty programs offer bounties in terms of money or
recognition to vulnerability discoverers [18]. Therefore, vulnerability discovery is
a competition between software testers and white-hat hackers vs. black-hat testers.
Discovering vulnerabilities before the software release not only save time, money,
a company reputation but also provides users protection and concerns regarding the
patch deployment, especially in CPS, where the availability of the systems is the
primary concern. Software development with the consideration of security reduces
the reported vulnerabilities. Over time, vulnerability discovery tools have evolved to
discover vulnerabilities automatically. However, human intelligence acts as a sup-
plement to these tools.

Avulnerability discoveryprocess canbedivided intofive stages: informationgath-
ering, program understanding, attack surface exploration and vulnerability recogni-
tion, and reporting [52]. In the information gathering state, the major goal is to
understand prior efforts and the base technologies for the program. It plays a critical
role in deciding whether to expend additional effort or resources or move on to a
different target. In the program understanding state, the hackers attempt to learn the
program behavior and its interaction with users and the network. After discovering
the program’s functionality, the hacker tries to identify the attack surface. This step
leads to identifying resources that can be manipulated to influence the program exe-
cution and identification of critical components of the program. In the vulnerability
recognition step, system administrators explore malicious activities and pass mali-
cious input using automated tools to identify the malicious states of software. An
iterative process of program understanding, attack surface exploration and vulnera-
bility recognition leads to identifying vulnerabilities in the system. A comprehensive
report is generated in the last stage, including the vulnerability reproduction steps,
which the developer later uses to generate the patches. The skilled testers perform
penetration testing to identify the vulnerabilities in the system. Penetration testing
(commonly known as pentesting) is an authorized simulated cyberattack on a com-
puter system to check for exploitable vulnerabilities. The penetration tests can be
performed against the system from inside or outside to study all possible attackers’
strategies. Each penetration test specifies guidelines and recommendations to address
the identified issues. It is generally categorized into three types: black-box, grey-box,
andwhite-box [26]. In the case of black-box testing, no information is available to the
attacker. However, in the case of grey-box testing, basic information about the net-
work is available to the attacker. In white-box testing, detailed system information,
network architecture is available to the tester [7]. Since attackers access the target
system from an outside network, the black-box testing results are the most realistic
pentesting technique. Most widely used tools for pentesting, such as Nmap Metas-
ploit, Burp suite Sqlmap, subfinder are freely available on Kali Linux. A thorough
penetration testing when implementing IIoT architecture will reduce the reported
vulnerabilities after the software is released. In large-scale IIoT networks, manually
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testing each system is challenging under resource-constrained scenarios, hence the
researchers focus on automated security analysis solutions.

A manual penetration testing approach was proposed by Denis et al. [13] per-
forming individual system penetration testing using the tools within the Kali Linux
on smartphones and computers. The attacks performed were traffic sniffing, Man-
in-the-Middle attack, hacking phone Bluetooth, remote desktop and open ports, etc.
The primary focus of the work is to demonstrate penetration testing in a simplistic
way. On the same line of work [51], developed PENTOS, a pentest tool specially
designed for IoT devices to increase security awareness. PENTOS is a Graphical
User Interface (GUI)-based tool on Kali-Linux, which first gathers the target sys-
tem wirelessly followed by performing attacks such as web attacks and password
attacks to get unauthorized access, followed by a report generation for successful
attacks. PENTOS also has security guidelines for Open Web Application Security
Project’s top 10 vulnerabilities [41] to increase awareness [13, 51] provide practical
experience of penetration testing. However, they do not demonstrate how to apply
them on heterogeneous IoT nodes. Moreover, both the works are limited to a fixed
set of attacks and are not scalable to a large IIoT network. With the increase in the
complexity and size of the IIoT network, pentesting each and every system is a very
challenging task. Therefore, researchers have focussed on using penetration graphs
first to analyze the feasibility of exploitation. It facilitates the testers’ analysis of
the target network and provides a reference for executing penetration testing. In this
direction, [56] proposed an automatic penetration graph generation algorithm com-
bining the penetration graph generation method with the CVSS information. The
authors made heuristics for generating the penetration graph that if a vulnerability
has a CVSS score in the range [7–10], it will lead to admin privilege. However, they
did not evaluate their framework in terms of scalability and IIoT applicability. AlG-
hazo et al. [1] proposed a framework that enlists a set of all possible sequences in
which atomic-level vulnerabilities can be exploited to compromise specific system-
level security given the networked system description. The traditional penetration
testing systems are targeted to the pentesting of a system individually, which fails
to detect MhMs attacks. This highlights an urgent need for new algorithms, tools,
and frameworks to secure such resource-constrained devices. Koroniotis et al. [27]
proposed a DL-based penetration testing framework using LSTM enabled vulnera-
bility identification to detect the scanning attacks. The authors used Nessus, Zeek
and Scapy to collect the training data by performing fuzzing scanning attacks against
the network-enabled components of the smart airport-based testbed. This led to the
generation of network traffic that was gathered, processed and labeled.

Future directions: In Table 1, we compare state-of-the-art vulnerability discovery
approaches. We observed that most vulnerability discovery approaches focus on iso-
lated system testing with a little focus on user-friendly GUI. These approaches will
not detect the possible attacks exploiting MhMs vulnerabilities. Moreover, the pen-
etration report only mentions the vulnerabilities reported, without further analysis,
which are the critical vulnerabilities, which systems are critical in the network and
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the most likely exploited attack paths. This analysis helps the system administrators
to take proactive measures to secure the network.

3.2 Vulnerability Analysis

After identifying the vulnerabilities in the network using network scanners, penetra-
tion testing, etc., the next step of VM is to assess the vulnerabilities. A systematic and
strategic assessment of a vulnerability would provide an actual severity and impact
leading to an efficient resource allocation strategy. The NVD uses CVSS to analyze
and assign a severity score to a vulnerability in the range [0, 10]. The vulnerabilities
are analyzed based on their basic characteristics (such as Attack complexity, Attack
vector, Privilege needed), temporal characteristics (such as Exploit Code Maturity,
Remediation Level, Report Confidence) and environmental characteristics.Weighted
Impact Vulnerability Scoring System (WIVSS) [49] is proposed to achieve higher
diversity and accuracy of severity scores. WIVSS uses factors similar to CVSS,
i.e., attack vector, attack complexity, authentication, confidentiality impact, integrity
impact and availability impact. However, it uses different weights for the impact
metrics (confidentiality impact, integrity impact and availability Impact) compared
to the CVSS.

Phillips et al. [43] proposed a graph-based vulnerability analysis system, where
a node represents a stage of attack and edge represents the transitions between the
attack stages for network-vulnerability analysis considering internal and external
attackers. The analysis system needs a common attack database with respective
network configuration and topology configuration is analyzed. The level of effort is
calculated by combining the probability of success on the edges. The likelihood of
success is proportional to attack-path length. The major limitation of the work lies in
the need for atomic steps of attacks. In a practical case, an attacker does not always
follow a fixed set of patten. Moreover, the authors only presented a brief idea about
the analysis system with no implementation and scalability analysis.

Ammann et al. [5] proposed a scalable vulnerability analysis approach by con-
sidering an assumption of monotonicity, i.e., the precondition of an exploit remains
the same irrespective the attacker has exploited another vulnerability. The goal is
achieved by combining the attacker access privilege, network connectivity and vul-
nerability in a common attribute, reducing the attack graphs’ complexity.

Future directions: CVSS and WIVSS do not consider the domain characteristics
while scoring the vulnerabilities. Therefore, directly using CVSS severity score and
analysis may not give the exact severity of a vulnerability. Hence, extending the
CVSS vulnerability analysis is necessary by considering the environment and net-
work characteristics for deploying further security measures.



Vulnerability Management in IIoT-Based Systems: What, Why and How 63

3.3 Vulnerability Prioritization

With the expansion of networks due to IIoTization, more and more IIoT devices are
connected to the Internet. Hence, there is a drastic increase in the number of vulnera-
bilities reported on these systems. Currently, NVDcontainsmore than 1.60 lakhs vul-
nerabilities, out-of-which 18,767 vulnerabilities were reported in 2020 itself. Patch-
ing each vulnerability is a very challenging task. However [21], studied the ratio of
vulnerability exploited and vulnerability reported for 2009–2018. 76 k vulnerabilities
were reported to NVD in the mentioned period, out of which about 12.8% (9.7/76 k)
of all vulnerabilities had their published exploit code. A key observation is that only
about 5% (4.2/76 k) vulnerabilities were exploited. This shows that not all vulnera-
bilities are exploited, nor all vulnerabilities can be patched in a resource-constrained
scenario. Hence, vulnerability prioritization should be considered.

To efficiently handle these scenarios in a resource-constrained environment, indus-
tries prioritize vulnerability patching using crude heuristics based on limited data.
Hence, many known vulnerabilities are breached by attackers for which the patch
was already available. It raises a few challenges to the system administrators:

1. Suppose we patch all the vulnerabilities of the network. In that case, resources
are consumed on the low-severity vulnerability, which has less probability of
exploitability and low impact, even if they got exploited.

2. In another scenario, if we patch a few critical-severity vulnerabilities, it may be
an economical, efficient strategy but may lead to other high-risk vulnerabilities,
including MhMs exploitation.

In brief, vulnerability prioritization is a practice to balance resource availability and
exploitation impacts with a large amount of discovered vulnerabilities. The vulner-
ability prioritization should be strategic and efficient.

Game theory has been used widely in capturing the strategic interactions between
the intelligent agents, i.e., the attacker and the defender, where the payoff of each
depends not only on their own action but also on other players’ actions. Apart from
game theory, graph theory is also used to find an optimized strategy. The expert
analysis also helps to understand the severity of a vulnerability. Next, we discuss
related work in each category, i.e., expert analysis based, graph theory-based and
game theory-based approaches in detail.

Expert analysis based vulnerability prioritization approaches: The CVSS is an
indicator of true vulnerability severity. CVSS is used by nexpose [44] vulnerability
management tool to rank the vulnerabilities. However, the severity score provided by
CVSS is static and has not changed over time. These scores are standard for all sys-
tems and can be improved by considering temporal and environmental metrics with
base metrics [17]. WIVSS [49] is proposed to achieve higher diversity and accuracy
of severity scores. WIVSS uses factors similar to CVSS, i.e., attack vector, attack
complexity, authentication, confidentiality impact, integrity impact and availability
impact. However, it uses different weights for the impact metrics (confidentiality
impact, integrity impact and availability impact) compared to the CVSS.
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Graph-based vulnerability prioritization approaches: Graph-based vulnerability
prioritizing approaches like SecureRank [35], Risk-Rank [3] and VULCON [16]
provide a static ranking of patching order and they do not consider the behavior of
an attacker. SecureRank defines a security metric based on the percentage of time a
random attacker would spend endeavoring to exploit a vulnerability successfully. It
takes network topology and vulnerability severity as inputs and returns defense prob-
ability for each subsystem. Defense probability denotes the probability of selecting
a vulnerability on a particular subsystem for patching to reach the optimal state. Our
framework in stage 3 establishes that it reaches aNash equilibrium. The authors com-
pared SecureRank with density, source and type-based prioritization and observed
that SecureRank provides an effective and efficient patch prioritization approach. It
prioritizes vulnerabilities based on a balance between immediate risk and the risk
due to system interdependencies’ cascading. The Risk-Rank algorithm captures the
risk diffusion by using complex interaction over time. Risk-Rank is verified by using
a case study based on the organization’s conceptual structure, business units’ risk
dependencies and vulnerabilities. VULCON is a patch prioritization framework pro-
posed for network security management. It is based on fundamental performance
metrics, i.e., “time-to-vulnerability remediation” and “total vulnerability exposure”.
The proposed algorithm uses amixed-integer multi-objective optimization algorithm
to prioritize vulnerabilities for patching subject to the given resource constraints.
However, the graph theory-based approaches fail to incorporate the attacker behavior,
which plays a vital role in analyzing the possible impact of exploiting a vulnerability.

Game theory-based vulnerability prioritization approaches: Game theory-based
approaches for patch prioritization [4, 10, 24, 47] incorporate attackers’ behavior to
better estimate the prioritization strategy.

Alshawish and Risk de Meer [47] proposed a game-theoretical model to optimize
the security strategy of electricity distribution networks with vulnerable Distributed
Energy Resource (DER) nodes. The authors consider an adversarial model for false
data injection attacks to compromise vulnerable nodes. The impact of this attack
in a smart grid on a defender includes the loss of voltage regulation and the cost
of induced load control under supply-demand mismatch between the generator and
distributor. The proposed greedy approach is formulated in a three-stage defender-
attacker-defender game, (i) the defender first chooses a strategy to secure DER nodes
(ii) the attacker will try to compromise the DER nodes (iii) the defender chooses
the security investments strategy by controlling the loads and non-compromised
nodes. The authors use a greedy approach to compute attacker-defender strategies
and recommend optimal financial investments to secure the systems. Kamdem et al.
[24] proposed a two-player zero-sum Markov game to identify the optimal strategy
to disconnect vulnerable services to slow down the attack.

Alshawish and Risk de Meer [4] proposed an integrated risk-based methodol-
ogy for prioritizing possible vulnerability remediation activities by leveraging Time-
To-Compromise (TTC) security metric. This model employs the network topology,
attackers’ capability and published vulnerability and exploit information. TTC is
calculated by taking into account the total number of disclosed vulnerabilities, the
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number of high severity vulnerabilities, the number of low severity vulnerabilities, the
total number of existing exploits, the expected time taken for identifying the zero-day
vulnerability, the expected time taken for calculating the exploit and adversarial skill
set. The authors provide a game-theoretic approach considering the stochastic nature
of risk assessments across an electric power organization. The authors acknowledged
that TTC-based models could convey misleading results due to the aggregation of
anticipated features of a vulnerability. Chen et al. [10] proposed a bi-level optimiza-
tion model under a game-theoretic framework to incorporate the interactions of a
system administrator and an adversary. The interactions among cyber-physical ele-
ments are considered to determine cascading failure under potential attacks. The
approach leads to optimal resource allocation by the system defender to maintain
system reliability. However, the game theory-based approaches proposed earlier for
patch prioritization consider only the single attacker-defender scenario, which is not
pragmatic in all cases.

Apart from the above approaches [2], proposed an ML-based exploit predic-
tion model leveraging vulnerability information from different databases, i.e., NVD,
ExploitDB,ZDI andDarkWeb (DW).The attacker behavior is integratedby consider-
ing the blogs/ posts for respective vulnerabilities onDW.However, the learning-based
detection approaches may be deceived due to intentionally discussing the random
vulnerabilities on DW by adversaries.

Future directions: In Table 2, we compare state-of-the-art vulnerability prioritiza-
tion approaches based on architectural feature, vulnerability feature, patch dependen-
cies, attacker feature and approach category. We observed that most approaches do
not consider resource constraints, functional dependencies, patch dependencies and
multiple defender-attackers practical scenarios. Incorporating an attacker’s behav-
ior plays a vital role in proper resource allocation and failure to consider the patch
dependencies will lead to patch breaks while deployed. In this direction [57, 58],
proposed a prioritization framework leveraging a game-theoretical model. However,
the approach can be extended by considering different attacker strategies and network
characteristics.

3.4 Vulnerability Remediation

After the system administrators have analyzed and prioritized the vulnerabilities, the
next phase is to deploy the patches. It is the most challenging stage of patch manage-
ment due to the complexities of software arising from network inter-connectivity and
inter-dependencies. Hence, a patch deployment may affect other dependent appli-
cations potentially. Apart from software dependencies, the patch dependencies hier-
archy needs to be considered, i.e., if patch A depends upon patch B then before
deploying patch A, the administrators need to deploy patch B. Another concern is
the limited time between the patch availability and the exploit release, leading to the
high probability of successful exploitation. This raises concern for the deployment of
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the patches as soon as they are available. A security patch should bewell tested before
deployment. It may sometimes break the service rather than repairing faulty patches
that introduce issues like backward compatibility, interoperability issue, patch break
and introduction of a new vulnerability. The presence of faulty patches increases
the cost of patch deployment and service downtime. Hence, many system admin-
istrators often delay installing patches and keep using outdated software, leaving
known vulnerabilities readily exploitable. However, in ICS systems, the patching
is scheduled with consideration of the requirement of the system availability, pre-
deployment testing and post-deployment testing. In brief, the difficulty in dealing
with patch dependencies and the significant amount of human effort required for con-
figuring a test environment to simulate a production-identical environment hinders
automated patch deployment. Therefore, before deploying a patch, a deep analysis
of the impact of patch deployment should be done. A sophisticated live patching
technique has been proposed to reduce the service downtime or maintenance win-
dow [33]. However, their applicability in practice is minimal. Commonly available
virtualization capabilities allow system administrators to perform a majority of the
patchwork outside of the maintenance window by capturing the disk activities and
replaying them during the actual maintenance window.

Future directions: A patchmanagement policy that tests and applies suitable patches
to all affected areas in an efficient and timely manner is crucial. A trustworthy
remediation solution helps developers, security and devOps teams by keeping them
in sync so that the entire vulnerability management process runs smoothly. With the
decrease in system downtime and the need to keep systems updated highlights the
need for advanced techniques for live patching.

3.5 Vulnerability Verification and Monitoring

Once the vulnerabilities have been patched, the next stage of VM is to verify or
test the deployed patches on these systems. The patch deployments are verified by
monitoring the systems for unexpected service interruptions. Manual patch deploy-
ment verification approaches are challenging, error-prone and time-consuming in
complex networks. There is a lack of automated tools to overview the state of the
system post-patch deployment.

Moreover, due to system availability requirements, few critical vulnerabilities can
not be patched in ICS systems. In those cases, system administrators need to monitor
these systems to timely detect ongoing exploitations. If an ongoing attack is detected
in the network, which may lead a path to the critical asset, suitable actions to stop the
attack or reduce the attack’s impact should be taken. There has been active research
for more than a decade for using system logs to detect the anomalous behavior of a
system using either rule-based strategies orML-based techniques on a single system.
However, only a few approaches focus on correlating the attack scenario on different
systems to find the indications of compromise, which leads to the detection of an
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attack before it reaches its target. We study the related work into three categories as
discussed below:

Techniques for anomaly detection on a system using system logs: Rule-based
anomaly detection approaches [40, 64] are limited to detect specific scenarios with
high accuracy, requiring domain expertise. [64] represented the Syslog behaviors
using a combination of hidden Markov models followed by learning the model
using a discounting learning algorithm. Oprea et al. [40] proposed a graph-theoretic
framework based on belief propagation to detect advanced persistence threats infec-
tion. The ML-based anomaly detection approaches can be categorized as supervised
and unsupervised learning-based approaches. Supervised learning-based approaches
derive amodel from the labeled training data,which generally label data either normal
or anomalous. Chen et al. [11] presented a decision tree-based approach to diagnose
failures on Internet sites. First, they trained the decision trees on the request traces.
The training request traces data also included the request failure scenarios visible
and labeled by the user. When tested on real-failure data from eBay (an eCommerce
website) request traces, the proposed approach successfully identified 13 out of 14
failure cases. Liang et al. [31] applied Support Vector Machine (SVM) to predict
failures in IBM BlueGene/L event logs2. The supervised-learning-based approaches
need a large amount of labeled data to train the model. In an unsupervised-learning
algorithm clustering approach, LogCluster utilizes the base idea to check if a par-
ticular log sequence has occurred or not [31]. Apart from these, program invariants
were used to detect abnormal events. Initially, program invariants are being iden-
tified to learn the linear relationships between system events during the program
execution. A log sequence that does not follow the program invariants is labeled
as anomalous. The above ML approaches made a close-world assumption that the
log set is finite and data will be stable over the period. However, in practice, log
data may encounter previously unseen log sequences, decreasing the accuracy of
the anomalous log detection. In this direction, Deeplog [15] is an online anomalous
log detection approach using the LSTM model. The approach consists of three key
modules, i.e., key anomaly detection, parameter anomaly detection and workflow
construction. Deeplog is trained on normal data only and can adapt new log patterns
on false positive detection. Zhang et al. [65] proposed an anomaly detection approach
by utilizing an attention-based Bi-LSTM model. Meng et al. [34] highlighted to use
of the semantics of the log messages rather than the indexes, which is generally
used for anomaly detection to reduce the false positive. LSTMs have proved to be a
promising solution to sequence and time-series related problems.

2 The event logs are the events from OSs, applications or devices and are stored in a single cluster
by the operating system. Events logged by the operating system are also called system logs.
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Techniques for ongoing attack detection on single system logs: In this direction
[8], proposed a rule-based model to detect targeted port scans, detection of Cross-
Site Scripting (XSS) and SQL Injection (SQLI) attacks using access logs of Apache
HTTP Server. Moh et al. [36] leveraged the features of both rule-based and learning-
based approaches to detect the SQLI attacks using web server logs. A collaborative
approach by combining intrusion detection at different layers, i.e., network, kernel
and application, can increase the accuracy of attack detection as compared to indi-
vidual detectors, without much degradation in performance [55]. An attack-story
reconstruction approach proposed by Pei et al. [42] correlates the log graph utilizing
logs from different levels on a single host. However, these approaches are limited
to attack detection on a single system with knowledge of how they can be used for
correlated attacks.

Approaches for temporal and spatial correlation of attacks using logs: In this
direction [11], proposed a process query system based on control and estimation
methods to correlate the distributed network events. Attack graph has been used for
correlating attacks on MhMs attacks. However, manual construction of the attack
graphs is challenging and error-prone. Few automatic attack-graph generation have
been proposed in literature e.g. [1, 20, 22, 62, 63]. The attack-graph generation
approaches either use their model checker or use a knowledge database of vulner-
abilities and exploits, e.g., NVD, ExploitDb etc., to generate the pre-requisites and
post-conditions related to exploitation steps. The pre-requisite and post-conditions of
a vulnerability denote the conditions needed to exploit a vulnerability and the capa-
bility gained by exploiting it. However, these approaches [1, 20, 22, 62, 63] limit
themselves to generate the attack paths only, i.e., they will not detect any ongoing
attacks. Therefore, there is a need for an effective methodology to detect ongoing
MhMs attacks timely.

Future directions: In Table 3, we compare state-of-the-art vulnerability monitor-
ing approaches based on ‘Data used’, ‘Technique used’, ‘Attacks detected’, ‘Detect
attacks on single system’ and ‘Detect MhMs attacks’. We observe that except [11],
the approaches are targeted to detect vulnerabilities exploitation on a single system.
[11] approach lack the practical implementation and feasibility analysis.
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4 Reseach Directions

The researchers should aim at building techniques for an efficient VM.

1. The researcher should analyze the reported vulnerabilities specific to IIoT-based
SCADA systems to understand better the type of attacks, the vulnerable compo-
nents, and the vulnerabilities’ impact.

2. A focus on developing frameworks to analyze and find a series of vulnerabilities
in different systems that are needed to exploit to reach the target system. The
framework should recommend a consolidated report of the vulnerable state of the
system and all possible target paths to the critical node. The framework should
be scalable to the IIoT network.

3. Not all vulnerabilities are always exploited by the attackers, and not all vulnerabil-
ities can be patched due to the resource constraints such as people, infrastructure,
tools and time available to patch every vulnerability. Also, ICSs such as SCADA
have strict system uptime and availability requirements. These constraints place
significant importance on the patch prioritization of networks and devices, which
needs to be strategic and efficient.
There is a need to develop a patch prioritization framework that is applicable
to ICSs. The prioritization order should consider the architectural characteristics
to understand the domain knowledge of the target system, vulnerability char-
acteristics to embed the vulnerability severity, patch dependencies to avoid the
patch break on deployment and attacker behavior to reflect a practical scenario.
The framework should recommend a strategy for patching, which is optimal and
effective considering resource constraints.

4. Moreover, the researcher should focus on designing and developing frameworks
that correlate the evidence of an incident spread temporarily and spatially in
the network. The framework should detect the ongoing exploitation of MhMs
vulnerabilities on a system. In this direction, GloM has been presented to monitor
MhMs attack [61].

5 Conclusion

In this chapter, we first discussed the correlation between SCADA systems and
IIoT-based systems, followed by the need of VM for securing these systems. We
discuss what is VM? why we need VM? how to perform VM?Afterward, we discuss
the issues with state-of-the-art vulnerability management approaches. We observed
that vulnerability discovery approaches focus on isolated system testing with a little
focus on user-friendly GUI. These approaches will not detect the possible attacks
exploitingMhMs vulnerabilities. Moreover, the penetration report only mentions the
vulnerabilities reported, without further analysis, which are the critical vulnerabili-
ties, which systems are critical in the network and the most likely exploited attack
paths. This analysis helps the system administrators to take proactive measures to
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secure the network.We observed that most vulnerability prioritization approaches do
not consider resource constraints, functional dependencies, patch dependencies and
multiple defender-attackers practical scenarios. Incorporating an attacker’s behav-
ior plays a vital role in proper resource allocation and failure to consider the patch
dependencies will lead to patch breaks while deployed. We also observed that the
vulnerability monitoring approaches are targeted to detect the exploitation of vul-
nerabilities on a single system only. Hence fail to detect the ongoing MhMs attacks
timely.
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Abstract The trading and communication systems of the wholesale energy market
are an essential part of critical national infrastructure. If adversaries were to exploit
the vulnerabilities in the wholesale energy trading and communication system, they
could disrupt electricity generation and supply nationally, resulting in a devastating
chain reaction. In this context, this study provides a review of deployments of security
mechanisms for energy market trading and communication systems. This helps to
understand the current security controls and challenges better and shines a light on
potential research that can be conducted tomake trading and communication systems
more secure. This review is categorised into four themes: (1) security technologies
that can be applied to energy trading and call audit systems, (2) blockchain technology
that can be applied to protect energy trading and auditing services, (3) communication
technology (voice over IP and video conferencing) that operates in the cloud, and
(4) network performance and security management for voice over IP and video
conferencing systems. This review investigates the use of blockchain technology that
has increasingly emerged in a microgrid (peer-to-peer) energy trading and reveals
a gap in using blockchain for macrogrid national energy trading. This study also
emphasises the importance of balancing network security and performance when
systems are hosted in the cloud.
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1 Introduction

This chapter aims to provide a critical review of existing literature relevant to the
deployment of security mechanisms for trading and communication systems, mainly
for the trading and communication systems for the macrogrid wholesale energy
market. The difference between microgrid and macrogrid is that microgrid is a group
of decentralised (localised) energy micro-generators that act as a single controllable
or integrated entity with respect to the grid. However, macrogrid is the traditional
centralised grid where large generators (power plants) dispatch electricity through a
national power transmission and distribution network. The centralised power gener-
ators mainly operate on fossil fuels, are integrated into the grid system, dispatching
electricity nationwide.

This review is based on the growing acknowledgement that energy trading
and communication systems are essential for critical national infrastructure. More-
over, cybersecurity, crucial to national security, has become an essential protection
paradigm for such trading and communication systems.

This review has four themes that are structured around concepts. The first theme
examines the security technologies relevant to power trading and communication.
The second theme examines data security in trading systems and auditing services
based on the application of blockchain. The third theme investigates communication
technology and platform based on cloud-based voice and video conferencing. The
fourth theme investigates the network performance and securitymanagement aspects
of voice and video conferencing services. Finally, the conclusion and future work of
this review are presented.

2 Theme 1: Security Technology

This section reviews security technology that can be applied to energy trading and
call audit systems, including blockchain technology, consensus mechanisms, smart
contracts, and virtual private networks (VPNs).

Blockchain Technology

Nakamoto [1] introduced Bitcoin as a decentralised currency using blockchain tech-
nology. Blockchain technology is a shared and distributed data structure (ledger)
across a network. Its data structure is formed by a time sequence of digital blocks
of transactions without the need for a central authority. Blockchain is an irreversible
distributed ledger upon which applications can be built [2]. Each participant in the
blockchain network has a complete copy of the ledger. Everybody agrees on which
transactions have been recorded and in what order.

Blockchain technology can be categorised into three types: public blockchain,
private blockchain, and consortium blockchain. These types of blockchains differ in
several ways, affecting the level of security they can provide. The main difference is
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that anyone can join the blockchain network in a public permissionless blockchain at
any time, whereas the private and consortium blockchains are based on preselected
membership. Private and consortiumblockchains are both permissioned blockchains.
In a private blockchain, the control of authorisation falls under one entity, while in
a consortium blockchain, it is under the management of a group rather than a single
entity. In a private or consortium permissioned blockchain, only authorised users
can add entries into the blockchain system. Trusted parties are preselected to allow
access to the blockchain system.

Bitcoin, Ethereum, and EOS are ranked in the top three public blockchains [3].
Buterin [4] introduced Ethereum in 2013. Ethereum is an open-source, decentralised
network platformwith smart contract functionality. Ethereumprovides its owndigital
currency, Ether (ETH), similar to BTC of Bitcoin’s digital currency. Developers can
use Ethereum as a platform to create digital currencies and run decentralised appli-
cations (DApps) and smart contracts without the need for central control. Ethereum
operates in a permissionless public blockchain environment and uses proof-of-work
(PoW).

One example of a consortium blockchain is the Hyperledger Fabric [5], consisting
of peer nodes that hold copies of ledgers and copies of smart contracts. Hyper-
ledger Fabric is a permission-based blockchain which has been widely studied in
academia and is applied in industrial fields [5–9]. One of the driving reasons behind
the increasing adoption of this technology is its enhanced architecture and improved
throughput over the other types of blockchain [10, 11].

Security Properties of Blockchain Technology

The main security properties of blockchain technology are: (1) all participants agree
on which transactions are stored in the ledger and the order in which they appear.
It is difficult for an attacker to disrupt this condition [12], (2) it is challenging for
an attacker to change or remove a transaction or to insert a transaction (other than
appending a transaction in the usual way) and (3) it is very difficult for an attacker
to prevent an honest transaction from being appended to the ledger [13, 14]. In the
case of the trusted third party (TTP), TTP keeps a list of transactions. A blockchain
member (participant) can ask TTP to add a transaction, and the TTP will check
that it meets any application-specific conditions (for example. sufficient funds and
appropriate permissions) and add it to the end of the list. A participant can ask to see
the ledger, in which case the TTP sends the participant the list of all transactions (or
whichever ones the participant requested.)

Blockchain technology also builds on providing hash chained data storage, digital
signature, consensus, and authorisation.

The hash serves as evidence of the transaction and is used for state validation
and audit purposes [15]. The hash is for the previous block in the blockchain so that
data in all blocks are connected together in a chain from the initial block to the most
recent block. Any attempt to delete or change a block will break the chain of hashes
and be detectable.

Digital signatures are a fundamental building block in blockchains; they are
primarily used to verify the authenticity of transactions. It is also a scheme for
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verifying that data has not been tampered with and the origin of the data. Digital
signatures link an identity to a particular message using cryptographic techniques
and are difficult to forge due to their use of public-key cryptography. Users own both
a public key and a private key, forming a pair. Digital signatures are primarily used in
the blockchain for the authenticity of the transaction.When users submit transactions
in the blockchain system, they prove to all nodes that they are authorised to submit
transactions.

Authentication and transaction integrity are essential concepts in a permissioned
blockchain. In the case of Hyperledger Fabric, participants in the blockchain network
have their own two keys assigned to them. Transaction proposals are digitally signed
using an owner’s private key, which also includes a public key in the transaction
payload sent to peers and orderers. Peers and orderers then verify the signature using
the owner’s public key [5].

The consensus mechanism ensures that all the nodes agree on what transactions
are on the chain and the order of transactions. All nodes validate the information
to be appended to the blockchain, and a consensus protocol ensures that the nodes
agree on a unique order in which entries are appended [16].

Permissioned blockchains are built based on authorisation and authentication as a
requirement to login into the blockchain system. Only authorised parties are allowed
to submit and/or access transactions in the blockchain system. If data are sent from
an unauthorised user, the signature of that user will not be matched, and the data will
not appear on the chain. A permissioned blockchain uses an authorisation layer that
determines the blockchain members and allows them access to the system [17].

Application of Blockchain Technology

Permission-based blockchain technology supports different security properties. Putz
et al. [18] utilised permissioned blockchain to preserve the integrity of log records,
a technique that does not depend upon a trusted third party.

Gai et al. [17] developed a permissioned blockchain model for a peer-to-peer
network to address privacy and energy security issues. They implemented smart
contracts on the permissioned blockchain with an optimal security-aware strategy.

Several authors explored using permissioned blockchains in a variety of appli-
cations. Hyla and Pejaś [19] explored using blockchain for security provisions
to protect medical records. Hyla and Pejaś utilised permission-based blockchain
with the BFT consensus protocol to store sensitive medical records. Hyla and
Pejaś applied permission-based blockchain to manage access control over medical
records. Some studies [20, 21] demonstrated the application of the permission-based
blockchain for integrity control, record access management, and user authentication
for healthcare-related systems. Numerous studies [22–26] also applied permission-
based blockchain to preserve privacy and verify the vote results of the electronic
voting systems.

Brotsis et al. [27] applied permissioned blockchain in the (IoT) to enhance secu-
rity and evaluate performance and fault tolerance. They assessed the performance
and tolerance of permission-based blockchain with different consensus mechanisms
in an IoT environment. Brotsis et al. contended it is advantageous to integrate the
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Byzantine Fault Tolerance (BFT) protocol into Hyperledger Fabric for IoT. The
use of blockchain technology as a secure access control mechanism for IoT was also
studied byPal et al. [28]. Pal et al. employed anEthereum-basedblockchain to authen-
ticate the participant’s identity. Some studies [29, 30] addressed privacy-preserving
methods and security challenges when blockchain is applied to IoT applications.

Consensus Mechanism

In the blockchain network, consensus refers to reaching a common agreement on the
content of the distributed ledger. There are various consensus mechanisms used in
the blockchain. Proof of work (PoW) and Proof of Stake (PoS) are the most common
consensus mechanisms for permissionless blockchain, while the Practical Byzantine
Fault Tolerance (PBFT) algorithm onlyworks in permissioned blockchain. Typically,
consensus mechanisms are useful for private or public blockchain, but not both. The
common consensus mechanisms used for public blockchain are PoW, PoS, and PoA,
and the common ones for private is PBFT.

Numerous studies [31–34] employPoWandPoSmechanisms for a permissionless
public blockchain. Proof of Authority (PoA) is a reputation-based consensus algo-
rithm that leverages the value of identities. PoA is usually used for public blockchains
where anyone can contribute transactions or read the ledger. PBFT performs better
than PoA, where data integrity is essential [35]. PoW, PoS, and PoA could also be
used for private blockchains, but since PBFT offers much better security, cost trade-
off, and speed, they are not advancing into practical implementation for private
blockchains.

PoW is one of the widely adopted methods in blockchain and was popularised by
Bitcoin. Themain working principle of PoW is to leverage computing with amassive
amount of computational processing power and time to solve complex mathematical
equations. The algorithms are used to confirm transactions and produce new blocks
to the chain. A new block can only be created if the cryptographic hash value of the
last recorded block is ascertained by solving a complex equation. Peers participating
in the consensus mechanism (namely miners) compete to be the first to solve the
problem. The first miner to submit their block (namely a set of transactions) and the
solution gets a reward, and the block is added. If there is more than one valid block,
then the tiebreaker is whichever one has the longest chain of blocks coming after it.

In order to subvert the mechanism, a dishonest party needs to consistently be the
first miner or create a chain longer than that the honest parties are building. Both of
these require having more computing power than the honest parties (namely > 50%
of the total). A malicious attack could occur if the user or a group of users collec-
tively control more than 50% of the computing power on the blockchain network. If
under attack, the malicious nodes could broadcast a fraudulent transaction to rewrite
all historical transactions. PoW may come at a high cost as it requires enormous
resources (such as power) to process complex equations [36].

PoS is an alternative to PoW to avoid high resource consumption issues [37]. In
PoS, miners (users) do not require immense computing power for the competition
process. No competition is required to determine the next transaction block, as the
blocks are created by peers (provers), which are chosen randomly based on the
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fraction of currency they own. PoS could process transactions and generate blocks
much faster than the PoW [38–40]. In order to add amalicious block, one would have
to own 51% of all the digital currency on the blockchain network. The cost of owning
an immense amount of coins in PoS is higher than the cost of computational power to
solve complex mathematical equations in PoW [41]. PoS have been explored since
2015 to realise its benefits, which is more efficient than PoW [31–33, 42].

A consortium blockchain is a semi-private system and has a controlled user group
but works across different organisations. For consortium blockchain, a PBFT can
provide adequate solutions [43, 44]. With PBFT, each blockchain node needs to
know the identity of every other blockchain node on the network. Consensus in the
PBFT can be reached when the number of Byzantine faults (malicious nodes) is less
than one-third of the total number of nodes [45]. This is enabled by the fact that all
honest nodes agree on the system state at a specific time. In the PBFT algorithm,
trusted blockchain members are predefined, and the algorithm is efficient to provide
high transactional speed, low energy consumption, and system cost. PBFT provides
transaction finality without the need for additional confirmations once approved, and
as it is not computationally intensive, a substantial reduction in power consumption
is achievable compared to PoW.

Additionally, permissioned-based blockchains are private and are by invitation
with known identities. The limit on identities is helpful because it prevents Sybil
attacks, namely an attacker masqueradingmultiple people. If an attacker could create
identities at will, they can create enough to control more than the 1/3 threshold
required to break the consensus mechanism. Vukolić [36] proposed PBFT protocols,
including the PBFT consensus algorithm supported by Hyperledger Fabric. Table 1
lists the comparison of the common consensus mechanisms.

Smart Contract

A smart contract is a computer program stored on a blockchain that is automatically
executedwhen predetermined terms and conditions of a contract are fulfilled, without
the need for intermediaries. Smart contracting was initially introduced in 1994 by
Szabo [46]. Szabo defined a smart contract as a computerised transaction protocol
that executes the terms of a contract.

Table 1 Comparison of consensus mechanism

PoW PoS PBFT PoA

Type of
blockchain

Permissionless
(Public)

Permissionless
(Public)

Permissioned Permissionless
permissioned

Performance Low High High High

Adversary
tolerance

Less than 50% Less than 50% Less than 33.3% 50%

Energy saving No Yes Yes Yes

Example Bitcoin, ethereum Peercoin Hyperledger
fabric

Ethereum
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An example of the application of a smart contract is escrow. A smart contract
could be used to implement an escrow that releases funds after all the transaction
terms are met. Escrow is a legal concept in which a trusted third party holds a fund
on behalf of two other parties processing a transaction [47, 48]. The fund is on hold
until contractual obligations have been satisfied. An escrow is for two parties that
are not trusting each other and relying on a trusted third party. This is an example of
using smart contracts in a case where there is no mutual trust between parties, thus
eliminating the need for a trusted third party.

Applications of Smart Contract

Dai et al. [133] and Cohn et al. [49] explored the applications of smart contacts in
various cases to reduce administrative overhead and human errors, including banking
and financial service contracts, trading processes, and insurance contacts. Smart
contracts can also be applied to peer-to-peer energy trading services to trade energy
with no central entity [50, 51].

One example of a blockchain-based form of finance is decentralised finance
(DeFi). DeFi is built on top of the Ethereum blockchain that does not require a
central financial institution. DeFi applies smart contracts to automatically execute
agreements without requiring intermediaries in an open and transparent way [52].

Ellul and Pace [53] investigated applications of smart contracts in the IoT envi-
ronment. Ellul and Pace developed a split-virtual machine, AlkylVM, to create a
smart contract to interact with the resource-constrained IoT devices to communicate
with the blockchain system.

Several studies [54, 55] examined applying smart contracts to agree on a purchase
and sale of property. This is to streamline the processes and reduce costs for rental
agreements.

Depending on the environment and the type of node, blockchain technology can
be divided into three types, public blockchain, private blockchain, and consortium
blockchain. Each consists of six basic layers: the data layer, network layer, consensus
layer, incentive layer, contract layer, and application layer, as listed in Table 2.

Table 2 Layers of blockchain technology

Blockchain layers Principal components

Application layer Cryptographic currency

Contract layer Smart contracts, algorithmic mechanism

Incentive layer Distribution mechanism, smart contract, script codes

Consensus layer Proof-of-work (PoW), proof-of-stake (PoS), practical Byzantine
fault-tolerant (PBFT)

Network layer Peer-to-peer network, Propagation mechanisms

Data layer Data block, chain structure, time stamp, hash function

Application layer Cryptographic currency

Contract layer Smart contracts, algorithmic mechanism
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Authentication Mechanism

Asymmetric-key cryptography is commonly referred to as “public-key cryptogra-
phy”. For encryption and authentication purposes, it uses a mathematically associ-
ated key pair—a public key and a private key. A digital certificate is used to attest
to the binding between a particular entity and its public key by a trusted third party,
known as a Certification Authority (CA), under the Public Key Infrastructure (PKI)
scheme.

Regarding authentication, numerous studies focus on certificate-based authen-
tication for blockchain networks. Fromknecht et al. [56] proposed a decentralised
PKI called Certcoin. Fromknecht et al. contended that Certcoin could provide iden-
tity retention, but it lacks the practical experimentation to assess the feasibility.
Studies [56–64] focused on adopting distributedPKI for blockchain but lacked a prac-
tical performance assessment in real-time applications. Numerous studies [68–74]
successfully implemented systems based on the decentralised PKI.

Javaid and Sikdar [65] proposed a framework that uses blockchain and PKI with
a dynamic Proof-of-Work (dPoW) consensus for secure grid energy trading. With
PKI, an authentication mechanism for an electric vehicle is established.

Pallickara and Fox [66] investigated a P2P grid that comprises grids and P2P
networks services,whereby authenticationmechanism is plugged into theP2P system
to authenticate users to access the system.

Digital certificates and PKIs are used to provide an authentication mechanism
[67–70].

Virtual Private Network (VPN)

A virtual private network (VPN) is a network security technology used for data
confidentiality and integrity when transferring sensitive data over public networks.
VPNs can be used to mitigate network-based attacks such as man-in-the-middle,
IP spoofing and port scanning attacks. There are different types of VPN. One of the
commonly used types is Internet Protocol Security (IPsec), developed by the Internet
Engineering Task Force (IETF). IPSec can be configured to operate in either transport
or tunnel modes. Transport mode can provide data security to IP payload (data),
whereas Tunnel mode can protect the entire IP packet containing the IP header and
payload. Tunnel mode is achieved by encapsulating the original IP packet in another
new IP packet, a process which is referred to as IP tunnelling [71, 72].

Liu et al. [71] state that the key components of IPsec implementation include
Authentication Header (AH) Encapsulating Security Payload (ESP), and Internet
Key Exchange (IKE). AH can be used to provide authentication for data integrity
against replay attacks. ESP can be implemented to support data confidentiality and
integrity against replay and packet sniffing attacks. AH and ESP can be used alone
or together to provide trusted transmission of sensitive data.

Numerous studies [73–77] have referenced the use of IPSec or alternative secu-
rity measures to protect VoIP services and analysed the performance factors when
implementing IPSec to carry VoIP traffic. Kuhn et al. [144] proposed to use IPSec
tunnelling with ESP mode to protect communications between the callee and the
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caller. Thanthry et al. [78] and Choudhury [79] proposed an encryption scheme that
uses a public key scheme for authentication and encrypts the voice traffic with a
symmetric cipher scheme.

Liu et al. [71] evaluated security performance when IPSec is implemented in
various IPSec types on different operating systems. They provided insights on
controlling performance metrics when designing and managing network security for
other operating systems. They argued that the appropriate balance between network
security and performance could be achieved by applying the metrics for network
security and overall performance when implementing IPSec VPNs.

Quality of Service (QoS) for UC.

Quality of service (QoS) is the measurement of the overall performance of a service,
such as voice or video conferencing. QoS is one of the critical success factors for
the deployment and performance management of unified communications systems,
particularly for cloud-based unified communications systems. When implementing
unified communications over IPSec, it is crucial to monitor the performance of IPSec
VPN to avoid service quality degradation. The delay, jitter, and packet loss affect
the QoS of the unified communications. Therefore, applying security measures to
time-sensitive applications must be balanced with performance. Nowadays, VPNs
are a commonly used network security mechanism over IP-based networks. IPSec
VPNs can be implemented in tunnel mode to protect data in transit.

The ITUTelecommunication Standardization Sector (ITU-T) G.114 recommends
that a set of QoS requirements for a real-time communications system be satisfied
for the voice services to be of high quality, as shown in Table 3.

Summary

This section reviewed security technology that can be applied to energy trading
and call audit systems. We have observed a lack of study conducted on applying
security to UCaaS, particularly UCaaS over IPSec, and the deployment of UCaaS
in public or private clouds. UCaaS can be regarded as a cost-effective model for
the on-demand delivery of unified communications services in the cloud. However,
addressing security concerns has been seen as the biggest challenge to the adoption
of UC in the cloud. Though many businesses have shown great interest in UCaaS
solutions, much work is to be done to protect UCaaS services from security threats.

Table 3 Voice over IP QoS
requirement

QoS parameters ITU-T G.114
recommendation

Jitter Less than 30 ms

Latency 150 ms or less (one-way
end-to-end)

Packet loss Less than 1%

Mean opinion score (MOS) 4 or above
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Undoubtedly, the UC traffic is more sensitive to latency, jitter, and packet loss than
most network applications. Quality of service (QoS) is one of the critical success
factors in UC services’ design and performance management. When implementing
UC over IPSec, it is also crucial to analyse its performance to avoid service quality
degradation that the overhead of IPSec may add.

3 Theme 2: Security Technology for Protecting Energy
Trading and Auditing Systems

A secure energy trading system is essential for energy generators, energy market
regulators, and customers to buy and sell electricity in the energymarket. This section
reviews blockchain technology that can be used to protect energy trading and auditing
services.

The current Australian energy market trading system is shown in Fig. 1. The
Australian Energy Market Operator (AEMO) manages the electricity markets across
Australia.

Application of Blockchain Technology Applied to Secure Energy Trading

Since 2017 we have seen a growing interest in blockchain applications in the energy
sector. Researchers have developed a blockchain-based application for the energy
sector, focusing on peer-to-peer solar energy trading, renewable energy certificates
(REC), gridmanagement, carbon credits tracking, energy storage, and electric vehicle
charging. However, this review focuses on applying blockchain technology in energy
trading and security; as such, using blockchain schemes in REC, grid management,
carbon credits tracking, energy storage, and electric vehicle charging is outside the
scope of this review.

Numerous studies have utilised blockchain technology to address the security
of energy trading. In 2019, Andoni et al. [80] reviewed 140 blockchain-focused
studies. The main focus of their research was to map the potential and relevance of
blockchain applications to the energy sector. These reviews provide insights into the
security challenges the energy sectors face because the energy systems are under-
going rapid changes to accommodate the increasing volumes of embedded renewable
generation. In addition, they looked at blockchain technology’s opportunities, chal-
lenges, and limitations in several cases, includingpeer-to-peer energy trading, electric
vehicle charging, and decentralised energy markets. These provide a step forward in
identifying where blockchain can be applied to enhance security, management, and
payments in energy market-related trading.

Along with use cases in various sectors, the potential of blockchains in the energy
industry has just started to evolve, as shown by the increasing number of research
projects, start-ups, pilots, and trials [34, 81, 82]. Besides, some consulting firms, such
as Deloitte [83] and PwC [84], reported the possibility of blockchain technology
disrupting the energy sector by using cryptocurrencies for trading energy. Deloitte
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Fig. 1 Current energy market trading architecture

[83] investigated technical, cultural, organisational, and commercial challenges in
adopting blockchain technology. PwC [84] explored the challenges and opportunities
of blockchain technology for prosumers (namely, households that consume, produce,
and sell energy). However, most studies on blockchain applications are still in the
pilot and early deployment stages.

Aitzhan andSvetinovic [85] used blockchain technology to address security issues
in peer-to-peer energy trading. They developed a token-based energy trading system
called PriWatt and claimed to trade energy securely in a peer-to-peer network.
They use a case study to evaluate system performance and analyse security. To
reach a consensus, they applied a proof-of-work (PoW) mechanism. They have also
used multi-signature and anonymous encrypted messaging to enable peer nodes to
anonymously negotiate energy prices and secure trading transactions.

In a similar concept, Dimitriou and Karame [86] focused on protecting user
privacy concerning billing and trading transactions for peer-to-peer energy trading in
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a microgrid. Their research focused on securing transactional information of energy
consumers (customers) in the smart grid distribution network. Their study describes
a method for securely anonymising frequent (for example, every few minutes) elec-
trical metering data sent by a smart meter. More studies [87–89] have also addressed
security and privacy for energy trading in microgrids.

Li et al. [90] discussed the energy trading scheme’s common security and privacy
challenges using Industrial Internet of things (IIoT) technology for peer-to-peer
network connectivity. The authors proposed a secure energy trading system using
consortium blockchain technologywithout a trusted third party. They showed that the
credit-based payment method of the blockchain system improves the security and
efficiency of peer-to-peer networks and supports fast peer-to-peer energy trading
services.

Hassan et al. [91] developed a consortium blockchain-based approach for micro-
grid energy auction in a peer-to-peer network. According to the authors, differential
privacy techniques (a technique for publicly sharing information without revealing
information about the individual) can make an auction more secure and private. They
compared their approach with Vickrey-Clarke-Groves (VCG) auction scenario [92]
using an experimental analysis, and their result showed higher security than that of
the VCG mechanism.

A number of studies [93–104] examined using blockchain technology for energy
trading in the microgrid network. Paudel and Beng [94] proposed a hierarchical peer-
to-peer (HP2P) energy trading framework designed to service a designated commu-
nity in a microgrid distribution network. Based on the experiment in a microgrid
system, Paudel and Beng argued that their proposal could reduce operational costs.
Similarly, Xie et al. [101] proposed a conceptual framework between prosumers for
trading energy in a microgrid peer-to-peer energy trading that is not related to the
macro grid.

Nunna et al. [98] proposed an agent-based energy management system simula-
tion with energy storage systems for microgrid-based energy trading. Nunna et al.
developed bidding mechanisms with energy storage functions for prosumers to
trade in the energy market. Their simulation results indicated that the participa-
tion of prosumers in the energy market through energy storage systems might reduce
electricity consumption costs.

Only a few studies focus on the practical implementation of energy trading
systems. Tushar et al. [105] explored the challenges in peer-to-peer energy trading
using blockchain, including the billing complexity, lack of practical implementa-
tion, the limitation of feeding excess energy into the grid, and data privacy when
trading energy in the peer-to-peer network. Kwak and Lee [99] simulated peer-
to-peer energy trading using the Ethereum-based blockchain. Such a study is a
step forward in providing practical blockchain technology implementations for its
real-world deployments.
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Privacy and Anonymity in Blockchain—Mixing protocols

A growing number of studies recognise the importance of blockchain technology
in securing transactions using mixing or cryptocurrency techniques. Since the intro-
duction of Bitcoin in 2008 by Nakamoto [1], numerous cryptocurrencies have been
developed. Many solutions have been proposed to improve the anonymity of Bitcoin
and cryptocurrencies in general. Some of the proposals are based onmixing protocols
(mixing coins), while others focus mainly on cryptographic techniques [106].

Bitcoin mixers or tumblers are services that mix digital coins with other coins to
secure privacy. The Mixnet structure is one way to achieve anonymity. This method
relies on a trusted third party to combine transactions. Users can deposit their funds
with a third party to combine digital currency into a single transaction and send
them to the intended recipient. The important part is that many users simultaneously
submit their funds to the TTP, who then forwards payments to the recipients. It is
hard to know which sender goes to which recipient.

The purpose of breaking the links between input–output addresses is that the
transaction’s input and output addresses cannot be linked together, thus preserving
anonymity. Link obscuring mechanisms are added to the middle of a transaction to
break links to avoid linking transactions to the real identity.

Various privacy and anonymity improvement techniques have been investigated
that use the mixing techniques: hiding amounts for transactions to improve privacy,
concealing the source and destination IP addresses of a user, breaking the links
between input–output addresses of a transaction, and breaking links between trans-
actions [107]. The most evolving mixing protocols that have been discussed in the
literature are: Mixcoin, Blindcoin, Bitcoin tumblers, CoinShuffle, CoinShuffle++
and Möbius.

Bonneau et al. [106] proposed a mixer mechanism to facilitate anonymous
payments in Bitcoin. It allows users to combine their digital currency with other
users to preserve their privacy. However, using Mixcoin can link to private user
information, leads to compromising user privacy. To address the privacy issue of
the “Mixcoin”, Valenta and Rowa [108] proposed another digital currency called
Blindcoin that modifies the Mixcoin protocol. Blindcoin, unlike the Mixcoin, hides
the user’s input and output address of the transaction from the mixing server (a
third-party server for achieving anonymity) to preserve user privacy. Blind signa-
tures ensure that the Mixer cannot link the input and output addresses. However,
the privacy-preserving methods such as that of Blindcoin come with drawbacks.
The main downsides of Blindcoin are the loss of mix indistinguishability and the
necessity to maintain two unlinkable identities A and A’ [108].

Some mixing protocols require intermediaries to process payments to preserve
users’ anonymity, such as the TumbleBit mechanism proposed by Heilman et al.
[109]. The TumbleBit is an anonymous payment protocol that allows users to make
payments through an untrusted intermediary, Tumbler T, to achieve anonymity. In
contrast, Ruffing et al. [110] proposed the CoinShuffle Bitcoin mixing protocol that
does not require any third party (intermediary), unlike TumbleBit, which allows
users to utilise Bitcoin anonymously. Ruffing et al. [111] presented a CoinShuffle++,
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a mixing protocol for Bitcoin users that is improved from CoinShuffle. Ruffing et al.
demonstrated CoinShuffle++ to perform better than its predecessor, CoinShuffle.
The analysis results show that in a scenario with 50 participants, a transaction can
be created in eight seconds compared to Coinshuffle, which requires almost three
minutes.

Interestingly, some other studies proposed to store financial transactions outside
the blockchain system, such as the Hawk method proposed by Kosba et al. [112].
The Hawk system is a decentralised smart contract system that can operate from
an external source to the blockchain system so that financial transactions are not
stored within the blockchain system. Hawk is different from the other protocols
discussed above as it does not use anymixing techniques and can still maintain users’
privacy. Another privacy protocol, Möbius, an Ethereum-based tumbler or mixing
service proposed by Meiklejohn and Mercer [113], demonstrated its operation in the
Ethereum-based platform. Möbius, achieves a much lower off-chain communication
complexity than other existing tumblers. Senders and recipients are required to send
only two initial messages in order to engage in a transaction. One of the benefits of
Möbius,Meiklejohn andMercer argued is its better privacy functionality asmalicious
senders cannot identify which pseudonyms belong to the recipients to whom they
sent money.

As evident from the literature above, some limitations exist in the adaptation of
the mixing protocols. The key limitation is the need for trusted third-party mixing
services. Larger transaction processing time is also another factor that limits mixing
protocols from their practical implementation. Additionally, mixing protocols have
not achieved an acceptable level of confidentiality though the unlinkability of the
transaction message has improved slightly recently.

Privacy and Anonymity in Blockchain—Cryptographic techniques

The most evolving cryptographic solutions discussed in the literature are: Zcash,
Monero, Aztec, Zether, ZeroCash, and Zerocoin.

Zcash is believed to be one of the more robust privacy and anonymity guarantees
[114]. It uses a zero-knowledge proof method to present the validity of a trans-
action without revealing any personal information. It enables privacy features for
transactions so that sender and receiver addresses, and the amount of money trans-
acted, can be kept private. The addresses beginning with a “t” (t-addrs) are consid-
ered transparent and are similar to bitcoin transactions. “Shielded” transactions are
used with addresses starting with a “z” (z-addrs), and these are entirely anonymous.
Numerous studies [115–118] adopt Zcash to provide privacy and anonymity features
for blockchain.

Sun et al. [119] presented the necessary properties and security requirements
of Ring Confidential Transaction (RingCT) for cryptocurrency Monero. Monero
achieves anonymity through ring signatures, stealth addresses, and Ring CT. Ring
signatures allow a single user out of a set of users to sign a message, but it is not
possible to determine which user in the set made the signature.

There is a lack of study on the evaluation of how privacy can be preserved when
executing smart contracts in Ethereum [120] as Zcash, Monero, and Mixnets do
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not provide smart contracts. In general, a lack of sophisticated privacy preservation
techniques exists in Ethereum. All transactions are public that can reveal personally
identifiable information.

AZTEC [121] and Zether [120] are payment mechanisms that are compatible with
Ethereum and other smart contract platforms. Both mechanisms are based on smart
contracts, so the expensive consumption of the pricing value to successfully conduct
a transaction (GAS) prevents it from practical use [122]. AZTEC and Zether can
incorporate the Ethereum-based blockchain to preserve privacy and anonymity.

Rondelet and Zajac [120] examined the Ethereum network properties for protocol
20 (ERC20) digital currency. They proposed the digital currency ZETH, and claim
that it allows secure and private payments operating on the Ethereum network.

Somin et al. [123] demonstrated that for preserving privacy, the AZTEC protocol
is compatible with Ethereum-based blockchain with smart contracts (such as
Ethereum’s public ERC-20 token) to convert it to a confidential AZTEC note.

To address the privacy issues of Bitcoin, numerous studies [114, 124–129] devel-
oped cryptocurrency techniques, such as Zerocash and Zerocoin cryptocurrency, for
preserving privacy and anonymity.

Regarding preserving the privacy of energy trading transactions, Mihaylov et al.
[130] andMihaylov et al. [131] introducedNRGcoin, a digital currency for renewable
energy trading based on the concept of a decentralised blockchain application. Their
study is for peer-to-peer trading in which prosumers feed excess electricity into the
main grid and trade with digital currency. The smart meter counts one NRGcoin
for every 1-kilowatt hour (KWh) of renewable energy the prosumer solar system
feedback into the main grid. NRGCoin is generated by injecting energy into the
grid rather than spending energy on computational power. It is directly linked to the
monetary value of energy rather than to any particular value.

Similarly, Laszka et al. [132] introduced Privacy-preserving Energy Transactions
(PETra), which enables trading energy in a secure and verifiable manner, preserves
prosumer privacy and allows distribution system operators to regulate trading. PETra
is based on digital tokens to represent the quantity of energy generation and consump-
tion. Both the Mihaylov et al. and Laszka et al. proposals are for energy trading in
microgrids, not in macrogrids.

Application of Blockchain Technology in Auditing Services

Blockchain technology has been applied to numerous business applications, such as
peer-to-peer energy trading, product tracking, logistics management system, supply
chain management, intellectual rights management, and digital payments. However,
little research has investigated its use in accounting and auditing, although [133–
156] investigated blockchain applications in finance. The studies [133–156] can
improve the actual application in finance validated by experimentation to assess
its implementation practicality. These studies require more work to advance to the
execution phase, given that this technology has gained momentum only recently and
still lags concerning practical adoption.

Blockchain technology has attracted broad interest also in the auditing area. It
is anticipated that blockchain will continue to be adopted in diverse areas. Dai
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and Vasarhelyi [149] contended that blockchain technology could transform the
accounting ecosystem and auditing practices. They explored blockchain technology
with smart contracts applied to financial and accounting applications to validate the
audit trail data. One of the key benefits discussed in this paper was the capability of
blockchain technology to bring together all parties: managers, accountants, auditors,
business partners, and investors to work collaboratively to verify transactions, cross-
validation capabilities, and auditing. For accountants and auditors, smart contracts
play a significant role.Dai andVasarhelyi [149] stated that someaccountingprocesses
could be automated by encoding business rules or agreements into smart contracts. If
smart contracts execute rules such as invoice reconciliation, the system can automat-
ically review, verifiy, and process payments. Antipova [151] discussed the benefit of
using blockchain technology for government auditors to strengthen their power to
investigate and collect evidence.

Kwilinski [157] and Zhang et al. [158] claimed that blockchain could be
used in accounting applications as an alternative approach to traditional auditing
and accounting operations. The authors argue that the auditing process could be
performed more efficiently and effectively through the automation of the manual
audit process. Using blockchain with smart contracts can eliminate the involvement
of a third party in auditing tasks and improve efficiency by reducingmanual processes
[137, 159].

Schmitz and Jana [134] investigated 76 publications and focused on 16 academic
publications that apply blockchain technology for accounting and auditing appli-
cations. Schmitz and Jana argued that the existing audit processes that are labor-
intensive and time-consuming.Auditors receive journal entries, spreadsheet files, and
other documents in electronic and manual formats that require a significant amount
of time to plan before performing auditing. This manual audit process may come
at a high cost to the organisation hiring auditors [160–162]. However, blockchain
technology can be used to address this problem in an effective and efficient manner
[163, 164]. Smart contracts enable reconciliation capabilities to reduce the signifi-
cant amount of time auditors use to plan for audit tasks, eventually lowering the cost
of conducting audit activities. Blockchain technology can be applied to decrease
operational costs and reduce the risk of human error when performing auditing
[137, 165].

The opportunities and challenges of using blockchain with smart contracts for
accounting and auditing require a thorough investigation. Numerous studies [149,
158] discussed the use of blockchain in accounting, focusing on how this technology
could enable verifiable accounting processes and transparent accounting practices.

Deloitte developed a blockchain platform named Rubix to target four applica-
tions: financial reconciliation, audits, land registry, and loyalty points [166]. In 2017,
Deloitte claimed that it had successfully performed a blockchain-based auditing
application. KPMG International Limited, in partnership withMicrosoft, provides its
blockchain platform to support business applications based on blockchain technology
[167].

Only a few studies in using blockchain for telephone call auditing. Kozloski et al.
[168] proposed a call trackingmethod using blockchain. Kozloski et al. can track and
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maintain call conversations using a blockchain-based peer-to-peer network. Placing
call recordings on the blockchain system can impact the performance of the system.

Figure 2 illustrates the overall process used by the current Telephone Call
Recording system. For example, anyone can make and receive a telephone call
without any authentication (1). Once a telephone call is placed, a telephone call
is established in the Telephone Exchange system (3). Meanwhile, the telephone call
is logged in the recording system (2a). For those who use a manual logbook method,
telephone call information is logged in a manual logbook entry (2b). An auditor
conducts auditing either by reviewing telephone call recordings from the system
(4a) or the manual logbook entries (4b).

Summary

In the current trading system, energy is often traded using insecure means of commu-
nication that rely heavily on the existence of mutual trust between the parties. These
time-consuming processes are open to human error and could potentially result in a
breach of data integrity and confidentiality, intentionally or unintentionally. Current
practice thus constitutes a significant risk to energymarket data and the integrity of the
transactions that underpin the provision of electricity from generators to customers.
We have also observed that energy trading systems are undergoing a rapid trans-
formation due in part to an increasing demand for renewable energy sources to be
integrated into the macro power grid.

Fig. 2 Current telephone call recording system
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With increasing volumes of data being collected from macrogrids and energy
participants, it is imperative to ensure the efficiency of operation, data integrity, and
confidentiality. It is apparent that to guard against improper informationmodification,
destruction, non-repudiation and authenticity of data are matters of vital concern to
the integrity of electricity generation and trading.

The auditability of telephone call records also plays an essential governance role
in the electricity industry. A breach of the integrity and confidentiality of telephone
conversation records could have national security implications. Financial penalties
and a tarnished reputation are further potential consequences of regulatory non-
compliance. Currently, telephone call recording information is provided to auditors
in various electronic and paper-based formats that require them to invest significant
time when conducting telephone call recording auditing. In the absence of automatic
verification and auditing capabilities, these recording processes are labour-intensive
and prone to human error. The consequence is that the call recording process is
vulnerable to activities that, intentionally or not, may breach the integrity of the
recording of these conversations.

4 Theme 3: Communication Technology and Cloud
Computing

This section reviews communication technologies and cloud platforms, focusing
on Unified Communications (UC) and Cloud Platform Systems, particularly the
security and performance aspects of cloud-based voice over IP (VoIP) and Video
conferencing.

Unified Communications

This section reviews the UC, its movement to the cloud environment, and the security
mechanisms used to protect UC in the Cloud.

We have started to see the evolution of UC in the Information and Communi-
cation Technology (ICT) industry in recent years. Within ICT, a definition of UC
is still debatable, but many define UC as the integration of real-time communica-
tion services or systems. Formany, such communication services include “voice over
internet protocol” (VoIP), video conferencing, instant messaging (IM), presence, and
voicemail.

Recently UC has attracted much attention from major industry players and
academic research communities [169–172]. UC integrates communication services,
including instant messaging, voice over Internet Protocol (VoIP), and video confer-
encing.An increasing number of government agencies and business organisations are
deployingUC for the first time or replacing their legacy telecommunications systems.
UC can eliminate redundant facilities and converge all forms of communication
systems under a single and integrated platform. By leveraging media convergence,
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UC can support effective communication in the workplace, resulting in increasing
productivity and improving efficiency [173–175].

Lately, the cloud movement is driving UC from the on-premises model to a cloud
model, namely Unified Communications as a service (UCaaS). UCaaS promises to
be a cost-effective cloud-based UC service to meet on-demand services [175]. UC
can be operated in three modes: on-premises, cloud or hybrid mode. The UC server
hosted on the customer premises operates under the on-premisemode, while on cloud
modes are those UC servers hosted in the Cloud.

Generally, traders in energy markets use a specialised trading phone. One of
the widely used types of trading communication systems is the trading turret tele-
phone, a special-purpose telephone communication systemgenerally designed for the
needs of financial traders and used at the trading desk. Most trading communication
systems deployed on-premises are based on legacy circuit-switched and leased-line
trading communication system architectures. Due to the gradual advancement of the
Internet and related cost efficiency, it is increasingly attractive to move the trading
communication systems to an IP-based solution with Session Initiation Protocol
(SIP) connectivity. The evolution of this IP-based trading communication system
solution advances the case for hosting a trading communication system in the Cloud.
The IP-based trading communication system can integratewith other communication
technologies to form a unified communication technology.

However, there is a lack of study about trading communication system security,
performance, and legal requirements to ascertain if the requirements for trading
communication systems in the Cloud can be met. Rehor et al. [176] discussed a
trading communication system’s regulatory and compliance requirements by speci-
fying SIP-based media recording. They then discussed the signalling schemes secu-
rity requirements for a trading communication system to protect from eavesdropping.
Rehor et al. elucidated how critical the trading communication system must be to
meet security and legal requirements.

Numerous studies [177–181] discussed an open-source automatic branch
exchange (PBX) emulator, Asterisk, which is different from a trading communi-
cation system in its architecture and function. One of the Asterisk functions is to
offer a converged circuit-switched and packet-based communications system. Such
systems can also be hosted in the Cloud to offer hosted VoIP services. Asterisk can
support a full UC service and a wide range of VoIP protocols, including H.323, the
MediaGatewayControl Protocol (MGCP), andSession Initiation Protocol (SIP). The
“Digium Asterisk” is one of the commonly used open-source IP-based PBX [182].
It includes all the building blocks needed to create an IP-based PBX, an Interactive
Voice Response (IVR) system, a conference bridge and other related communica-
tion services. Most common UC deployments with Asterisk use SIP, H.323 and
IAX UC protocols. SIP is the most widely used protocol. SIP is an application-layer
control (signalling) protocol for creating, modifying, and terminating sessions with
one or more participants. These sessions include Internet telephone calls, multimedia
distribution, and multimedia conferences.

Numerous studies [177, 183–187] discussed on-premises trading communica-
tion systems and conventional telephony systems that can converge time-division
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multiplexing (TDM) and IP-based communication systems, which are more secure
and improved performance than the cloud-hosted trading communication system.
However, in a trading communication system-based circuit-switched architecture,
moving to another technology is impossible as the unique requirements of a trading
communication system differ from those generally offered through VoIP [183].

Bakshi et al. [186] demonstrated a software-based trading turret system that could
lead to a cloud-based trading communication system. A software-based turret is a
step forward in studying the movement of a trading communication system to the
Cloud. However, the issues of viability, security, and performance of the trading
communication system hosted in the cloud need to be further investigated before
real deployments.

This section identified the lack of research focusing on cloud-based UC deploy-
ments and assessing cloud-based UC security and performance requirements. It
would be beneficial to create a model capable of evaluating any proposed UC system
design and implementation before the system is migrated to the cloud. Therefore,
the research question is as follows: “Can a cloud-based Trading Communication
System achieve security objectives while meeting performance (quality of service)
requirements?”.

Cloud Platform Systems

OpenStack is an open-source cloud computing project aimed at deployment in all
types of cloud environments. Globally, cloud computing experts contribute to this
project to make its implementation scalable and straightforward [188].

Numerous studies [147–152] investigate the performance of OpenStack architec-
ture. Recently, the desire of UC the move to a cloud environment has gained more
attention [189–191]. Moving to the Cloud requires proper planning and decisions on
selecting cloud providers when hosting real-time applications, such as VoIP or video
conferencing. The measurement of security and performance capabilities for critical
real-time services, such as trading communication systems, is vital.

In previous work [192], we implemented a private cloud environment using the
OpenStack platform with high availability and a dynamic resource allocation mech-
anism. Besides, we implemented UCaaS in the underlying OpenStack platform and
experimented with the voice and video call between different parties.

Wen et al. [193] analysed two open-source cloud platforms, OpenStack andOpen-
Nebula, from the perspectives of architecture and security. They need to conduct
experimentation to substantiate their proposal. Nasim and Kassler et al. [194] anal-
ysed the performance of Openstack in a virtual and physical system. Nasim and
Kassler et al. argued that Openstack deployed over dedicated hardware performs
better than Openstack running over a virtualised system. The reason is the overhead
generated from computational resource usage of the virtual system.

VMware ESXi technology provides pools of servers, storage and networking with
dynamically configurable security, availability and management services [195–198].
It is a private or hybrid cloud software solution capable of enabling enterprises to build
their multi-tenant private clouds by pooling infrastructure resources into virtual data-
centers. Users can access those services through web-based tools. VMware vShield
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Fig. 3 Unified communication over IPSec

can also provide comprehensive data and application security, improve visibility and
control in a VMware-based cloud [199]. To date, there has been no study to assess
vShield’s security services in protecting the voice and video communications in a
VMware-based Cloud.

Tesfamicael et al. [197] examined the deployment of a cloud system via aVMware
suite to emulate cloud-based UC services. They set up an IPSec gateway to support
network-level security for UCaaS against possible security exposures. This study
aimed to analyse the implementation of UCaaS over IPSec and evaluate the latency
of encrypted UC traffic while protecting that traffic. Their test results showed no
latency while IPSec is implemented with a G.711 audio codec, as shown in Fig. 3.
However, the performance of the G.722 audio codec with an IPSec implementation
affected the overall performance of the UC server.

Summary

Moving Trading Communication Systems to the Cloud may reduce operating costs;
however, the operation of a cloud-based Trading Communication System across
the Internet can pose many challenges, including performance and security issues.
Numerous studies discuss open-source cloud solutions. Nevertheless, a lack of study
focuses on deploying UC in the cloud to assess security and real-time performance
requirements. More research is needed to address the right balance between security
and performance for cloud-based Trading Communication Systems.
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5 Theme 4: Network Performance and Security
Management for Communication System

This section reviews the network performance and security aspects of the VoIP and
video conferencing deployments. Whether these services are deployed on-premises
or over the Cloud, it is crucial to understand the approach taken in modelling those
systems in terms of security and performance [200].

Video Conferencing

Video conferencing (VC) is a two-way communication that allows participants to
interact with each other in real-time in two or more locations over video and audio
communication.

Resource allocation for real-time video conferencing has recently been an active
research topic [201–203]. Cloud-based real-time video conferencing imposes several
constraints on resource management that impact performance. Numerous studies
have been conducted regarding resource scheduling in the Cloud.

Cicalo and Tralli [204] proposed cross-layer optimisation of a system for multiple
scalable video delivery inwireless networks. Cicalo and Tralli provided amechanism
to minimise the distortion difference among multiple videos. The authors observed
differences in efficiency and video quality fairness with different strategies. Cicalo
and Tralli study primarily focuses on resource allocation for video transmission in a
wireless network environment.

Using a utility maximisation strategy, Chen et al. [199] analysed peer-to-peer
video conferencing services. They discovered that the lack of powerful nodes in peer-
to-peer systems could not support the execution of high demand video processing
tasks. Consequently, they designed a multi-party video conferencing solution called,
Celerity, in a peer-to-peer environment. Celerity was designed to optimise the
resources of the video conferencing services, which is an advantage over those in
other studies [205–208].

Numerous studies [209–211] proposed systems to maximise video quality under
bandwidth constraints for peer-to-er multi-party video conferencing. These studies
focused on peer-to-peer video conferencing performance analysis, where bandwidth
bottlenecks exist only at the edge of the network. The experiment is on the physical
communication link rather than video transcoding flexibilities.

Feng et al. [212]maximised the overall throughput of video conferencing sessions
to improve the performance of the video services by leveragingmore bandwidth using
intra-session network coding. Similarly, Mell and Grance [213] presented a number
of video scheduling policies for improving the performance and commercial viability
of video on demand (VoD) systems.

Generally, video transcoding is a resource-intensive task, and meeting the perfor-
mance requirements for large video data in the cloud reliably and securely is a chal-
lenge. In a typical cloud deployment scenario, a pool of resources for video confer-
encing is shared. However, modelling is needed to effectively estimate the resource
demand for VC services in the cloud, and many studies do not address this. Having a
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proper modelling mechanism could reduce over-utilised or under-utilised resources
and significantly impact the quality and performance of video conferencing.

Voice-Over-IP (VoIP)

Voice-over-IP is a telecommunication system that allows two or more people to
communicate through the Internet. Unlike traditional phone calls, VoIP does not
require a public-switched telephone network (PSTN) to make a call.

Numerous studies on open source VoIP have appeared in the last few years. A
large portion of the literature on Asterisk reveals its focus on VoIP.

Chirag and Kamaljit [182] presented some considerations concerning an archi-
tecture design of an Asterisk server to provide a VoIP system, but the study lacks
any assessment of an appropriate test of the system.

Ahmed and Mansor [214] reported practical experiments on the measurement
of the central processing unit (CPU) utilisation and performance on an Asterisk
VoIP Private Branch Exchange (PBX) performance. They used a traffic generator for
the Session Initiation Protocol (SIP), called the SIPp simulator, to generate voice calls
tomeasure the performance of the Asterisk CPU. Their result found that a CPU usage
spike incidence increases when concurrent calls are increased. Indeed, the overall
performance of Asterisk will generally be affected by the need for large calculations,
and thus it is essential to select a computer with a powerful CPU/Floating Point
Unit (FPU). However, other experiments have yet to be carried out for other factors,
including overall network performance, bandwidth tests for geographically diverse
VoIP deployments, and Quality of Service (QoS).

Konstantoulakis and Sloman [215] have successfully implemented a call manage-
ment policy specific to an Asterisk IP PBX and measured the system’s performance
when system administrators use the system. Hammoud and Bourget et al. [216]
proposed the integration of the Asterisk server with a rule-based engine (InRule)
to enable the Asterisk Server to instruct InRule to perform the required analysis.
Similarly, Chava and How [217] successfully integrated an Asterisk server with the
Cisco Call Manager for interoperability.

Few studies focused on cloud-based VoIP implementation [218, 219]. However, a
lack of research focuses on cloud-based UC, particularly VoIP or video conferencing
in the open-source cloud platform.

Quality of Experience (QoE) for UC

QoE can be used to measure user perceived experience for a provided voice service
of VoIP system. QoE refers to a user-perceived quality of voice service and is one of
the key design influence factors and an indicator for impairments affecting the VoIP
quality. QoE basically depends on user satisfaction in terms of usability, accessibility,
and integrity of the QoS, which reflects network performance. QoE is not limited to
the network’s technical performance; non-technical aspects influence user perception
and satisfaction with the quality of the service provided by VoIP. Therefore, QoS by
itself is incomplete to measure the overall voice quality of the VoIP system without
incorporatingQoE.QoE andQoS are used tomeasure the quality of thewhole system
service.
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It is crucial to understand how the network services delivery of VoIP and video
conference services are experienced by users, referring to the Quality of Experience
(QoE). The difference between QoE and QoS is that the former focuses on a service
provisioning paradigm based on how the end-user feels, whereas the latter measures
the overall performance of a service from a technology-driven perspective.

Numerous studies have been conducted to investigate QoE for real-time and non-
real-time services. Vera et al. [220] and Charonyktakis et al. [221] investigated the
QoE assessment approaches for VoIP services by reviewing recent advances related
to the QoE for VoIP. Tsolkas et al. [222] provided a guide on how QoE can be
standardised and how an actual quality assessment can be conducted mainly for
VoIP, online video, video streaming and skype services. Tsolkas et al. [223] studied
speech quality estimation by developing a taxonomy of QoE estimation methods.

The ITU-T Standard provides two testing methods, subjective and objective
methods of testing voice quality. To study real-time voice and video quality perfor-
mance, numerous studies [224–228] applied QoE objective and subjective evaluation
methods (based on the ITU-T testing standard methods). Some authors [229, 230]
focused their study on the impact of the network impairment of a real-time voice
system on the voice’s overall perceived quality. Some authors [229, 230] discovered
that packet loss rate and audio bandwidth are the network characteristics that impact
the user’s QoE. Laghari and Connelly [231] presented a well-structured detailed
taxonomy of QoE focusing on the QoE’s business, technical, and human aspects.

Ding et al. [232] proposed a parametric, non-intrusive speech quality assessment
algorithm that combines an Internet protocol analysis and the ITU-T E-model. They
measured speech quality from a significant VoIP impairment, including packet loss,
temporal clipping and noise.

Numerous studies [222, 224, 233, 234] focused on studying the QoE estimation
model, Mean Opinion Score (MOS), to assess the quality of media signals, such
as video/audio codec, packet loss, mean loss burst size, one–way delay and jitter.
Examples of this approach are the Pseudo-Subjective Quality Assessment (PSQA)
method [220] and a modular algorithm for user-centric QoE prediction (MLQoE)
[221]. The MOS value is usually obtained by interviewing the end-users to evaluate
speech quality on a five-point scale (Excellent, Good, Fair, Poor, and Bad) [235].
The MOS model is the most extensively used measurement scale for observations
of speech quality, but it should be incorporated with QoS metrics to give an accurate
QoEmeasurement and prediction. In terms of the parametric objective method, most
previous studies use the E-model recommended by ITU-T [236, 237].

Hoßfeld and Binzenhöfer [238] performed a QoE assessment of Skype calls over
the Universal Mobile Telecommunication System (UMTS) that supports VOIP calls
operating in a mobile environment. They analysed the quality of IP-based voice calls
using Skype in subjective and objective ways. Subjective methods are usually based
on controlled actual experiments with human participants who directly evaluate their
experience of a service actively or passively. These methods are empirical in nature.
However, in an objective manner, end-user quality is measured or predicted without
user intervention and is statistical in nature. Their experiments were based on the
performance analysis of measured QoE in a UMTS network.
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Fig. 4 QoE evaluation assessment method

Tsolkas et al. [223] andGómez et al. [239] studied the effect ofQoEon the resource
efficiency of the system. The authors incorporated a QoE model into the overall
network architecture to achieve more resource-efficient operations. Monitoring and
controlling the QoE model can determine if investing extra resources will improve
the offered services’ quality as perceived by the users.

In Fig. 4. an overview of the QoE evaluation assessment method for audio is
presented.

Summary

QoE primarily evaluates the perceived quality of user experience based on a subjec-
tive method. Subjective methods are usually based on controlled actual experiments
with human participants who directly assess their experience of a service actively or
passively. These methods are empirical. However, in an objective approach, quality
perceived by end-users is measured or predicted without user intervention and is
statistical.

The cloud-based trading system is different from the conventional premises-based
VoIP system from aQoE perspective. QoE estimation based on the subjectivemethod
is a time-consuming, costly process, inadequate to meet real-time demands, and
lacks appropriate reusability. Further, due to the subjective nature of users’ ratings,
parametric statistical models cannot be applied for QoEmeasurement and prediction.
As such,morework is required in this area to understand theperformance requirement
of the trading and communication system and model the user QoE accordingly.
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6 Conclusion

Existing studies focused on peer-to-peer (microgrid) energy trading. Only limited
studies can be found inmacrogrid energy trading. There is a lack of studies conducted
on the feasibility and performance of cloud-based trading communication systems.
Therefore, it is essential to provide a model to estimate “quality of service” for a
cloud-based trading and communication system and a model to perceive “quality of
experience” prior to system deployments.
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DDoS Threats and Solutions
for 5G-Enabled IoT Networks

Daniel Onoja, Michael Hitchens, and Rajan Shankaran

Abstract In recent years, the need for seamless connectivity has increased across
various network platforms like IoT, with demands coming from industries, homes,
mobile, transportation and office networks. The 5th generation (5G) network is being
deployed to meet such demand for high-speed seamless network device connections.
5G is a high-speed network technology with a seamless connection of different
network devices in an internet of things (IoT) network area. However, the advan-
tages of 5G also contribute to the security challenges. The seamless connectivity
5G provides could be a security threat allowing attacks such as distributed denial of
service (DDoS) because attackers might have easy access to the network infrastruc-
ture and higher bandwidth to enhance the effects of the attack. We look at DDoS
attacks and the classification ofDDoS.Wediscuss somegeneral approaches proposed
to mitigate DDoS threats. This paper covers approaches using SDN in 5G enabled
IoT network platforms.

Keywords DDoS · 5G · IoT · SDN · Bandwidth · Network resources

1 Introduction

The need for seamless connection of different devices has experienced a tremen-
dous increase over the years. Connections between devices across several platforms
like industry, home, mobile, office, and transport networks have become a thing of
necessity.With this comes the demand for efficient, high-speed connectivity. The new
generation network being deployed to meet such demand is the fifth generation (5G)
infrastructure. It is a very exciting period for the telecommunications industry with
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the deployment of 5G and the increased need for high-speed connectivity and acces-
sibility for end-user consumers. The development and deployment of 5G networks
are also increasingly becoming the source of advanced technology in the Internet
of Things (IoT) applications and other network platforms [50], but with all such
advanced networking and telecommunications technology comes potential security
risks.

5G is a high-speed network technology that facilitates seamless connectivity
between different devices over a large geographical area. This new technology brings
immense benefits, but at the same time, it is vulnerable to novel security challenges
and threats. For instance, the seamless connectivity feature of 5G is susceptible to
Distributed Denial of Service (DDoS) attacks as malicious actors can employ the
enhanced connection and bandwidth attributes of the network infrastructure. Secu-
rity solutions are required to safeguard 5G networks. The 5G network architecture
consists of two main parts, which are the new radio (NR) network and the 5G core
network (5GC) [51]. The NR has a larger geographical range which can be used
for connection between devices and the network [24]. Both network types have
been enhanced considerably in comparison to the previous generations (4G, 3G)
technology.

Software Defined Network (SDN) is a key enabling technology in the 5G frame-
work as it offers a central control plane that is used in threat detection and attack
mitigation by monitoring the entire network. SDN creates a logically centralized
control structure of the network by separating the control panel from the forwarding
plane of the network [36]. The flexibility and adaptability of SDN make it an ideal
candidate for implementing 5G architectures. It is important to ensure that the SDN
infrastructure can respond to security threats such as DDoS.

The Internet of Things (IoT) is an emerging paradigm that connects a large number
of smart devices with computation and network capabilities through the internet [7].
IoT applications provide seamless integration of information and communication
technologies between the cyber-world and the physical environment (classified as
smart cities). IoT services supportmany large distributed systems.A connected trans-
portation system, for instance, could havemany devices for controlling traffic signals,
sensing, and communicating with vehicles deployed throughout a city. A large car
production company will need to ensure the security and safety of millions of cars
on the road. A smart grid could consist of networked sub-systems for metering,
data collection, data aggregation, and energy distribution. An oil and gas company
may need to interconnect hundreds of remote sites such as oil rigs, refineries, explo-
ration sites and pipelines [14]. These devices enhance hospitals, industries, cities,
and our homes. These very advantages and critical services and applications mean
that security vulnerability in IoT systems is an issue that needs to be considered as
such threats could lead to consumer dissatisfaction, security bridge, data or privacy
violation, physical attacks, home invasions and malicious attacks such as distributed
denial of service (DDoS) attacks.

A Denial of Service Attack (DoS) is when an attacker targets a network with the
intention of disrupting the network or network services by consuming the network
resources to prevent legitimate users from accessing such resources [54]. In a DoS
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attack, an attacker uses a device to attack a specific server or network [21].However, in
a DDoS attack, the attacker uses multiple devices/sources to target a network system
or resources to disrupt the network or services by consuming the network resources
to prevent legitimate users from accessing such resources [54]. DDoS attacks are
among the most common cyber security threats to network infrastructure or the
internet [19]. A DDoS attack can significantly disrupt the service or performance of
network systems or servers by overwhelming them with multiple requests. In DDoS,
A DDoS attack is more sophisticated and severe than a DoS attack as the former
will consume the network resources faster than the latter and be more difficult to
counteract.

In most DDoS attacks, the attacker uses malicious software to launch an attack on
a target machine. An attacker will develop amalware program and distribute this over
the internet, often with the aid of a website or email attachment. When a vulnerable
device is used to visit these websites or open these infected email attachments, the
malware will be installed without the knowledge or consent of the user. The device
has now become part of the attacker’s army of infected computers. This army is
called a botnet that could range from 100 to 1000 s of devices worldwide. These
botnets wait for instructions to come from the attacker or master device. Once the
attacker sends an instruction to attack a targeted server, all the devices in the botnet
will attack without the knowledge of the owners of the subverted devices.

The rest of this paper is organized as follows. Section 2 provides background
information on DDoS attacks and the proposed mechanism against DDoS attacks.
In Sect. 3, we discuss security solutions proposed in 5G/IoT networks against DDoS
attacks and conclude the paper in Sect. 4.

Fig. 1 DDoS re-illustration
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2 DDoS Attack Mitigation Categories

Defense mechanisms against a DDoS attack can be separated into three categories.
These categories are: attack prevention schemes, attack detection approaches and
attack mitigation techniques. However, before we expound on these categories, we
will need to understand the type of DDoS attacks by analyzing DDoS classifications.

2.1 Classification of DDoS Attack

To understand what is happening to the network system, it is necessary to analyze
the classification of DDoS attacks. There are two major categories of DDoS attacks:
bandwidth depletion and resource depletion [10].

Bandwidth Depletion Attacks. These are volumetric attacks designed to generate
massive unwanted traffic to flood the victim network, making it impossible for legit-
imate traffic to reach the network system. There are two main classes of bandwidth
depletion attack: Flooding attack and amplified attack. The most common example
of a DDoS attack is a flooding attack. In this type of attack, the attacker sends large
numbers of packets or traffic to the network, continues to reduce the network’s perfor-
mance and denies or limits access to the network [37]. The effect of this attack occurs
when the network is overloaded with these large traffic volumes that the network

Fig. 2 Classification of DDoS
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resources are overused and unavailable for legitimate users. Flooding attacks can
be divided into subclasses; ICMP flood, SYN flood, UDP flood, DNS flood, HTTP
flood and amplified attack can be divided into subclasses; NTP amplification, DNS
amplification and NetBIOS.

Resource Depletion Attack. An attack is designed to target a network system’s
resources by exhausting the network resources. Resource depletion attacks can be
divided into two main classes: protocol exploit and malformed packet. Protocol
exploit can be divided into subclasses; Ping of Death, SYN flood, smurf, session
attack and malformed packets can be divided into subclasses; fragmented packet, IP
Null, and synonymous IP.

In recent years, DDoS attacks have increased in frequency, sophistication, and
severity [42]. The severity of the DDoS attacks on large network systems has
increased the need for bettermitigationmechanisms against such attacks, a significant
part of any security planning.

The rest of this paper is organized as follows: Section2provides a general literature
review and background information on the mechanism proposed to combat DDoS
attacks. Section 3 discusses specific approaches proposed against DDoS attacks in
5G/IoT and concludes the paper in Sect. 4.

2.2 Attack Prevention

Dutch philosopher Desiderius Erasmus often credited the saying “prevention is better
than cure” is often credited to Dutch philosopher Desiderius Erasmus. Loosely, it
means that it is better to stop something bad from happening than to deal with it
after it has happened [48]. Preventing an attack could be more cost-effective than
the damages an attack can cause to a network system. Attack prevention schemes
are designed to prevent attacks from reaching the target system. Prevention schemes
can be deployed anywhere in the network. However, they are mostly deployed at
the network edge (routers, switches, and end-user devices). Many attack prevention
schemes are based on filters, but other approaches include resource disabling and
involve the use of honeypots.

Filters.These prevention schemes aremostly installed at the network edge, including
packet filteringmechanisms configured to filter the traffic only to allow identified and
valid traffic to pass through the routers. As much as the mechanism could be efficient
in filtering one particular traffic, there is still the challenge of configuring a specific
filtering rule that will apply to all traffics flow types to accurately differentiate a
spoofed one from a legitimate onewithout any false positives. In aDDoS attack, most
attackers tend to spoof legitimate traffic flow to conceal the real identity of the source
address of the attack traffic. Attack prevention schemes could be configured with the
assumption that some malicious traffics are spoofed. Several filtering mechanisms
have been proposed over the years to safeguard against such DDoS attacks.
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Ingress/Egress Filtering. Ferguson and Senie [41] is the most basic prevention
filtering mechanism against DoS attacks. It is a filtering mechanism used to filter
the traffic or packets coming into the network (Ingress) or leaving the network
(Egress). In both Ingress and Egress approaches, the filters are configured with a
specific system or network requirements. Any traffic or packets that do not meet
these requirements will be blocked or dropped at the edge of the network. Routers
use ingress filtering mechanisms for filtering packet traffic entering the local network
or target, while the Egress filtering mechanism is used to filter packet traffic exiting
the network. Both Ingress and Egress filtering are based on identifying addresses
within defined IP ranges. Both mechanisms must know the expected range of IP
addresses to filter the spoofed traffic at a port effectively. This might be a severe
challenge in some networks with complicated topologies. A reverse path filtering
approach [18] can be applied to Ingress/Egress filtering to build such a knowledge
base.

Router-Based Packet Filtering (RPF) [27] proposed a filtering mechanism with the
ability to filter a large portion of spoofed IP traffic at a given time and prevent attack
traffics from reaching its targets. Peng et al. [58] analyzed the router-based packet
filtering as an upgraded extension of ingress filtering to prevent the scope of DDoS
attacks from extending into the core of the internet. The difference between RPF and
Ingress filtering is that RPF uses the route information of the packets to filter out the
packets with the spoofed source address. RPF also faces the challenge of network
topology as the internet route often changes, whichmakes real-time updates difficult.

History-Based IP Filtering. It was proposed by Peng et al. [57] as a filtering mech-
anism for preventing DDoS attacks. The underlying idea behind this approach is to
filter the IP packets by using an IP database pre-built by the network edge router.
This historical information in the database is gathered from previous connections that
were established at the edge router. It might be challenging to differentiate between
legitimate traffic and attack traffic if the IP traffic is not in the dataset because the
edge router has no connection history. An attacker can also attempt to manipulate
the system/server to include the IP traffic in the dataset. Douligeris and Mitrokotsa
[11] recommends a filtering rule to increase the window an IP address must establish
a connection to be considered legitimate traffic.

Other prevention approaches. There are a variety of actions that can be imple-
mented in a prevention technique highlighted below,

Disabling Unused Services. Geng and Whinston [60] proposed another prevention
approach for DDoS attacks. The idea behind the approach is to disable network
services that are not in use or needed in a session to avoid exposing them to attacks.
If services like UDP echo or character generator services are not in use, the chances
of attacks disrupting the services are extremely low.

Applying Security Patches. Security patches are known to fix bugs and explorable
vulnerabilities in a system to fortify the resistance in a host against malicious threats
like DDoS attacks [60]. Updates are essential to any system, and it is essential that
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host computers carry out updates unassisted, using the latest security patches. These
patches could fix bugs and issues with the previous version or deploy the latest
prevention techniques against DDoS attacks [11].

Disabling IP Broadcasts. Disabling IP broadcasts are to ensure those host computers
are not used as amplifiers in ICMP Flood and Smurf attacks anymore. However, for
this to be effective as a defence technique, all neighboring IP broadcasts would have
to be disabled.

Changing IP address. This scheme was introduced as a prevention technique by
manipulating the location of the victim’s computer [60]. This is achieved by changing
the victim’s IP address to a new one, thereby making the previous location invalid.
When the IP address is changed, the Internet routers and the edge routers will be
informed, and illegitimate packets will be dropped.

Load Balancing. It is a prevention technique that eliminates the chances of a network
disconnecting or shutting out during an attack by providing additional bandwidth
over and above what is required. Specht and Lee [54] proposed a failsafe protection
scheme to duplicate the servers should there be a loss of resources/connection during
an attack.

Honeypots.Are systems setup as a diversion from themain targetwith limited security
to attract an attacker to attack the honey pot instead of themain system. This approach
was introduced by Weiler [39].

2.3 DDoS Attack Detection

It is essential to detect an attack or amalicious threat as soon as possible. Detection of
an attack at an early stage might help safeguard the system resources when adequate
security measures are in place. On the other hand, some malicious threats could go
unnoticed, resulting in a high impact/damage to a network or system resources. It is,
however, important to note that early detection may be based on limited information,
and some legitimate behaviours can be mistaken for a threat or an attack. Therefore,
an efficient detection mechanismmust distinguish malicious packets from legitimate
ones with high accuracy, minimal resource consumption, and low false positive and
negative rates. Attack detection mechanisms range from simple packet monitoring
to sophisticated machine learning-based packet filtering approaches.

Monitoring Packet Rate. In DDoS attacks, there is usually a high traffic rate.
However, some attack traffic can be mistaken for legitimate traffic and vice versa.
Therefore, detection schemes need to be designed to counter the risk of false positives
during detection [58]. One such example is a scheme called MULTOPS [59], which
is used to detect attacks by observing the packet rate to and from the victim. The
scheme records the packet rate statistics for traffic flows between hosts. A notable
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difference between the packet rate to or from a host will indicate an attack, by which
MULTOPS can identify the victim and the source of the attack.

Signature andMisuse Detection. Signature based detection detects an attack when
the observed network traffic matches a known pattern of malicious activity [58].
Signature-based deception can only detect a known malicious threat. Bakr et al. [2]
classifies signature-based detection as amisuse detection. Such a detection technique
cannot efficiently defend against DDoS attacks.

AnomalyBasedDetection. On the other hand, Anomaly-based detection is designed
to detect and analyze attacks that are unknown and unpredictable. When an observed
traffic pattern does not match the behaviour of a normal traffic pattern, an anomaly-
based detection system is designed using a set of training data to detect the abnormal
traffic pattern. Anomaly based detection can use simple statistical approaches, while
more advanced approaches are often based on machine learning technology.

An example statistical scheme is proposed by Blazek et al. [47], a batch detec-
tion method with low technical complexity to detect attacks by observing statistical
changes in the traffic rate. The detection assumes that, when an attack occurs, there
is a noticeable change in traffic patterns. More sophisticated approaches include
those proposed by Cheng et al. [44] and Kulkarni and Bush [3], which uses the
Kolmogorov algorithm. These approaches with high technical complexity are based
on the assumption that multiple attack sources might use the same attack tool.

Machine Learning Approaches. Machine learning is an anomaly-based approach
that uses a set of trained/training data to analyze, understand and predict an event. The
significance ofmachine learning is the development of systems that can automatically
learn from data and analyze themwithout being instructed to do so.Machine learning
techniques can be classified into: Supervised Learning, Semi-Supervised Learning,
and Unsupervised Learning.

In supervised learning. The set of training data uses supervised learning with
labelled data. A few examples of learning algorithms include: the support Vector
Machine (SVM),HiddenMarkovModel (HMM), Bayesian Statistics Artificial Neural
Networks (ANNs) [45].

SVM: Sultana et al. [38] is commonly used in network intrusion detection systems
because of its strong classification and functionality in computation. SVM is efficient
for high dimensional data.

Unsupervised Learning. Unsupervised machine learning aims to model the structure
or distribution in the data to analyze and understand the data without supervision.
With unsupervised learning, there are no incorrect answers or teachers/controllers.
The algorithms are meant to identify and structure the data [46].

Semi-Supervised Learning. It is a combination of supervised and unsupervised
learning that uses labelled data as well as unlabeled data.

Deep Learning (DL). Enables an algorithm to understand the representation of data
with different ways of generalization like images, sound and text [28]. Deep learning
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can be a trained and supervised data learning technique like a convolutional neural
network (CNN), the benchmark model for computer vision purposes. CNN approach
was implemented byHussain et al. [8] for early detection ofDDoS attacks in a Cyber-
physical system (CPS). This was modelled for a 4G LTE architecture. DL can also
be unsupervised training using an auto-encoder [28] to learn the encoding for data
batch for size reduction.

Auto-encoder neural network. This was proposed by Luo and Nagarajany [56] for
anomaly detection in wireless sensor networks (WSNs) in an IoT environment. This
model places more computationally intensive learning tasks in the cloud as leverage
for low computation load on the sensors. A deep belief network (DBN) is another
unsupervised DL technique with the ability to reconstruct its input when trained in an
unsupervised way with examples. DBNs can also be trained further in a supervised
manner to enable classification. Zhou and Paffenroth [12] expressed concern for the
lack of clean training data sets and outliers. They introduced a deep auto-encoder
scheme (Robust deep auto-encoder) thatmaintains the ability to discover high-quality
features, focusing on eliminating outliers and noise to create clean training data sets.

Other types of deep learningmodels includeVanillaDeepNeuralNetwork (DNN),
Self-taught learning (STL) and Recurrent Neutral network (RNN) [45]. RNN can
either be a supervised or unsupervised learning method.

2.4 DDOS Attack Mitigation Schemes

Mitigation measures are actions taken during an attack to reduce the impact of an
attack on a network system. DDoS attack Mitigation generally occurs during or after
an attack. Some prevention techniques are also considered mitigation measures.
There is no 100% guarantee in protecting against a DDoS attack; thus, the solutions
proposed are to mitigate the effects of a DDoS attack on a system.

Several mitigation schemes have been proposed to reduce the effects of a DDoS
attack over the years. In this section, we will be discussing the proposed schemes.

Functional elements in mitigation are the critical actions taken to mitigate an
attack by reducing the attack’s impact or preserving the network resource. Which in
most cases are drop traffic, block, or allow flow, redirect flow paths for DPI, deploy
mitigation agents, and more sophisticated approaches involving the deployment of
honeypots, virtualized network function for high-level detection based on threat
classification, dynamically changing the IP address (of a target under attack).

IP Traceback. A manual traceback approach, where the network administrator of
a network under attack can call his Internet service provider for information on the
source or path of the packets, would be very tedious. Thus various proposals have
surfaced to automate this process in the past [11]. To do this, multiple packets are
required from each hop to reconstruct the path of attack traffic.

Traceback techniques are used as solutions in locating the original source of a
DDoS attack, considering most attackers spoof the source address [2].



124 D. Onoja et al.

IP Traceback technique can trace the attacking traffic back to its source by utilizing
the routers in the path with path characterization [58]. Backscatter is an IP traceback
scheme proposed by Gemberling et al. [9].

Burch and Cheswick [23] proposed a Link-Testing Traceback Technique that
enables the host to observe and test its incoming links as a likely input link for attack
traffic. This scheme deduces the path of the attack by flooding the links with large
bursts of traffic and then analyzing how it affects the network.

Probabilistic IP Traceback Schemes. The concept of the probabilistic IP traceback
is that the routers are capable of including partial path information into incoming
traffic to enable the target router to reconstruct the packet path using this information
[58].

ICMP traceback. A traceback mechanism proposed by Bellovin et al. [53] ensures
that every router analyses the outgoing packets with a low probability (1 out of
20,000) before forwarding the ICMP traceback message to the destination [11]. The
ICMP traceback message generated is known as the iTrace packet, which consists
of the sending router’s address [58].

Packet Marking. The methods of traceback could be supported by packet marking.
Packet marking is a trackingmethodwhere routers generate a unique random number
to mark packets received to compare with the threshold value [61]. The standard
packet marking techniques are probabilistic packet marking (PPM) and deterministic
packet marking (DPM).

Probabilistic packet marking (PPM). First introduced by Savage et al. [52] has
received a great deal of traction in the research community. Over the years, this
technique has been iteratively improved to counter novel DDoS attacks. The under-
lying idea behind PPM is that each routermarks the packetswhile they travel between
the source and the destination by embedding its IP address (path information) to the
packets. PPM has been upgraded over the years to make it sophisticated enough to
adapt to different types of DDoS attacks. Song and Perrig [17] enhanced the func-
tionalities of PPM in efficiency and security by proposing a hashing algorithm to
encode the embedded path information for authenticating the routers. Dean et al.
[16], introduced a coding scheme with an algebraic approach to attach the path
information to the packets. Unlike previous marking schemes, this scheme does not
require many packets to reconstruct the attack path. However, it is less efficient in a
scenario involving multiple attackers. Park and Lee (2004) proposed a distribution
filter for the routers to enable the routers to filter the incoming packets according
to the network topology. This scheme can help mitigate spoofed traffic at an early
stage.

Deterministic packet marking. The routermarks every incoming packet with a unique
identifier in this approach. This scheme can overwrite any spoofed packets with
correct marks. Compared with PPM, DPM requires less overhead and computation
and is faster with minimal false-positive rates [2].
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Hybrid Approaches. Bakr et al. [2] introduced an approach, “Flexible, collabora-
tive, multilayer, DDoS Prevention Framework (FCMDPF)” developed by Saleh and
Abdul Manaf [33], which controls the categories of HTTP-based distributed denial
of service attack via three framework layers. The first layer is a prevention frame-
work that contains an IP blacklist table. This layer blocks the attacking IP source if
it matches any address in the blacklist table.

The second layer is the service traceback oriented architecture (STBOA) used to
detect the source of the traffic, mainly if it is human-generated or a botnet.

The final layer of the framework is an entropy-based scheme designed to discard
packets that belong to high-rate DDoS traffic flows and flash crowd attacks.

3 5G/IoT Security Solutions Against DDoS Attack

Earlier, we discussed the three categories of defensemechanisms against DDoS. This
section analyses security approaches proposed to combat DDoS attacks under these
three categories in 5G/IoT.Oneof themost commonapproaches for security solutions
used in most network environments is software-defined network frameworks.

The software-defined network (SDN) framework offers a centralized control
approach used in threat detection and attack mitigation by monitoring the entire
network [22]. SDN can be deployed with a dynamic approach [55]. An SDN-based
approach is used to provide security resilience, continuous monitoring, and adaptive
decision-making in an IoT topology in a dynamic and dynamic and adaptive manner.
In most SDN frameworks, there are SDN-enabled switches, SDN controllers and in
this case, SDN master controllers and IoT devices. However, SDN-based security
approaches in 5G models have not yet gained much traction like other 5G related
techniques such as IoT.

3.1 DDoS Attack Prevention for 5G/IoT

As stated earlier, prevention is key to avoiding an attack reaching or penetrating
the network defense. Iavich et al. [31] suggested an integration of cyber security
modules on every 5G station as an additional server. The server will consist of the
firewall and IDS/IPS system. This will not be a cost-effective approach as it will be
expensive to deploy security solutions at each and every individual station separately.
An SDN approach discussed in [55], uses a simple hierarchical approach where the
switches monitor the traffic flows coming from the IoT devices in a cluster while
mirroring a traceback feature to the SDN controller of the device cluster. The cluster
controller can analyze the packets to detect malicious behaviours using a learning
model based on the historical statistics of such traffic profiles. The classification
model uses machine learning to classify the traffic as either malicious or legitimate
before the flowmanagement can generate rules or actions for the switch to performon
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the incoming traffic. In this scheme, the cluster controller sends an update to the SDN
master controller. The model could have adopted a peer-to-peer approach between
the controllers to generate some form of communication between clusters or, better
still, configured the master controller to propagate the updates to other controllers
about a particular node in another cluster, and should the node eventually relocate to
a new cluster the cluster SDN controller would already have the statistics about this
node. Dao et al. [40] researched the multi-access edge computing technologies to
develop an edge prevention mechanism in 5G called MAEC-X. This model consists
of a MAEC-X controller in the core network to collect attack data from clients
for analysis, broadcast identified attack warnings to all clients, and generate action
policies based on the edge node participating in the attack.

3.2 DDoS Attack Detection for 5G/IoT

Detection is an essential part of most security solutions in 5G. It is important to
know when an attack was generated and from where, as in the case of the proposed
source side detection scheme for DDoS in IoT enabled 5G environment [34]. Source-
side inspection observes discordant behaviours where traffic flows are inspected at
the source-side by delegating an analytic task to a specific data processing layer,
where advanced feature extraction, pattern recognition, prediction and adaptive
thresholding capabilities operate.

In an SDN environment, the flow statistics have proven vital to the analysis of a
potential attack. Kalliola et al. [1] designed an approach to combat DDoS flooding
attacks in an autonomous system. This scheme was largely automated with traffic
learning and elastic control invocations like load control and filtering. They proposed
to use an external blacklist data from a third-party intrusion detection system (IDS).
This can always be manipulated by an attacker. The flow-oriented framework was
based on a traffic allocation and control scheme which checks the volume ratio of
normal traffic against attack traffic profiles in a traffic cluster (The cluster with the
best ratio of normal to attack traffic has the most normal traffic during an attack).

Just like the source side, 5G can consist of more segments of the edge and the
network’s core. Edge computing is considered one of the crucial emerging tech-
nologies for computer network functionalities. As discussed in the previous section,
MAEC-X is a technology researched by Dao et al. [40]. The model also has several
MAEC-X clients at the edge, which are installed with an attack detection module
that monitors the traffic in real-time and collects suspicious user traffic behaviours
and characteristics. Bhardwaj et al. [26] proposed the ShadowNet idea to increase
the detection and response speed in an IoT-DDoS attack. Serrano Mamolar et al. [4]
introduced the architecture of a mobile edge 5G multi-tenant infrastructure with the
edge, the core and the inter-domain structure in the network. The mitigation design
framework is based on the Snort IDS capabilities named the snort monitoring agent
(SMA). Mamolar et al. [6] had the third segment as a multi-domain structure.
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An IoT defence approach using SDN edge defence was introduced in [32], where
SDN and fog computing are combined together to detect and mitigate IoT device
bot attacks at the edge of the network. There are two algorithms in [30], with the
first being a threshold random walk with credit-based rate limiting. This stores a
queue of the TCP SYNs for every connected device to enable an efficient scan of
the connection attempts against a successful connection rate. In contrast, the second
algorithm is the rate-limiting scheme used to detect malicious nodes by observing
the nodes attempting multiple connections in a short period. And this is done by
checking new connection requests against the recently connected host.

3.3 DDoS Attack Mitigation for 5G/IoT

Mitigation is the third form of defence against DDoS attacks. It is an action to
be taken to reduce or stop the effects of an attack. This action can be executed in
any segment of a 5G network, even in a network slice. Network slicing is one of
the significant technologies in 5G networks that provides flexibility and scalability
and can provide security [62], where multiple network services are hosted on the
same physical network resource utilizing the virtualized infrastructures. This offers
dedicated service to each slice and a slice can be an industry or a service. A DDoS
attack on a slice can affect the performance of other services as they might share
the same physical resources. Sattar and Matrawy [15] proposed a mitigation scheme
using slice isolation to provide inter-slice and intra-slice isolation and increase the
availability of a slice in a DDoS attack. Inter-slice isolation provides mitigation
against DDoS attacks because the hardware resources are not shared between the
slices and DDoS on one slice does not impact the other slices. At the same time,
intra-slice isolation provides better availability for the slices since the components
of the slice are hosted on different hosts.

5G segments, as discussed in the previous section, can be grouped into multi-
tenant networks, which might include the edge, fog, cloud, and core of the network.
A multi-tenant approach consisting of the edge and core network environment was
proposed in [5], where it was an improved SMA technology from [4] integrated with
unified2 [49] standard format. In this model, there are three levels, user level, tenant
level and flow level. The network flow controller was developed to act at any point
of the data path as the extended IDS can detect malicious flows for multi-tenancy
and user mobility. To achieve a self-managed model, the mitigation architecture was
sectioned into categories:

• SMA: uses snort IDS and unified2.
• Decision Maker: where the administrators automate the decision-making task

based on a set of rules,
• Action Enforcer: actions what to do directly to the system and translates the

decisions to be compatible with the network topology.
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• Flow control agent: Designed to allow distributed mitigation and to be API
compatible with different implementations of data path.

Some attackers are sophisticated enough to generate random and unpredictable
attacks. Hong et al. [20] proposed a threshold-based approach as an entropy-
based mitigation scheme in SDN using Open-Day-Light (control all switches). The
proposed mechanism uses the information collected from traffic status to calculate
the entropy of the network environment. It is configured to prevent misjudgment if
the entropy of the system slowly approaches a steady state over time. In the event that
there is no attack, the mitigation scheme balances the load of the network devices
like switches and servers. However, if the system is not under attack, the mitigation
approach will continue to run and consume more bandwidth.

Some flow-based mitigation approaches operate by combining OpenFlow
controllers and Flow monitoring engines [13, 25]. Buragohain and Medhi [13] uses
OpenFlow for executing mitigation rules in the switches. With detection and mitiga-
tion in a data centre environment, the scheme FlowTrApp uses a flow rate and flow
duration algorithm to detect legitimate traffic based on the number of benign traffic
flows a node generates and for how long. It also collects statistics from legitimate
traffic as a traffic flow tuple which includes minimum and maximum values for both
traffic rate and traffic duration as a threshold. A parameter is also set in layer 7 to
restrict HTTP applications to a single session at a given time.

3.4 Hybrid Approach Against DDoS for 5G/IoT

We categorize approaches that consist of 2–3 of the security solutions of preven-
tion, detection, and mitigation as a hybrid approach. Due to the hierarchical nature
of SDN, you will find most hybrid approaches in SDN for most network environ-
ments as the SDN centralized controller can be responsible for making mitigation
decisions while prevention and detection might be deployed at a different section
of the network. An SDN 5G-oriented solution was proposed by Perez et al. [35] as
a combination with network function virtualization (NFV). The design included a
high-level detection which analysis network flows to identify a suspicious node/bot.
The nodes are deployed with mobility capabilities which raises a tracking concern of
malicious nodes. After the analysis, it uses a deep packet inspection mechanism for
confirmation. The solution uses a virtualized honeynet as a mitigation solution once
the deep packet inspectionmechanism confirms the presence of an attack. Giotis et al.
[25] introduced an anomaly detection approach by extending the functionalities of
the OpenFlow operator to ensure scalability and efficiency. The three branches of
the architecture are a collector (flow statistics collection), anomaly detection (flow
statistics analysis, anomaly detection and identification) and anomaly mitigation
(whitelist function, anomaly mitigation). In [43] the three stages of the tenancy are
the edge, the fog and the cloud computing structure. The network’s edge computing
stage/level is in the network layer between the nodes and the network. The solutions
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are mainly IoT SDN gateways with firmware, light intrusion detection or vulnera-
bility scanning systems. Fog computing is the IoT control unit that includes a cluster
of SDN controllers which collects, analyzes traffic data, detects malicious traffic,
and provides a mitigation solution. Having mitigation approaches for the stages in
a multi-tenant network provides efficient solutions for the network. But there is an
issue of scalability in a DDoS attack. Including an NFV approach in such a solution
would solve scalability issues.

4 Conclusion

The seamless connectivity in a 5G network can also create vulnerability in the
network for attacks such as distributed denial of service (DDoS), as attackers might
have easy access to the network infrastructure. There are several proposed methods
in all three categories for prevention, detection, and mitigation, and some models
implement all three categories to combat DDoS attacks on different network envi-
ronments. However, not somuch has been proposed in recent years for 5G.We cannot
run all the proposed approaches from each category at the same time because it might
be difficult, cumbersome, and highly expensive to run. Cost is a factor considered by
many organizations in network infrastructure setup. Developing an efficient model
which could also be cost-effective is an essential objective in any network system.
In a network security solution, it is very expensive to have all possible security func-
tions, methods, andmodels operational at all times. Costs, including operational cost,
network resource usage, and power usage, will be very high. Thus, there is a need
for a lightweight yet scalable, efficient approach.

A cost effective and highly efficient security model should be flexible and reactive
to any attack scenario or network circumstances when needed. Deploying a security
policy language that is reactive and event-oriented fits into a flexible, efficient, and
lightweight security approach. A policy is a set of rules or actions defined as condi-
tions to enforce specific mitigation functions [29]. Introducing a policy management
scheme to deploy the appropriate mitigation mechanism to a specific threat at the
required time will be effective as a security solution for 5G technology to DDoS
attacks to manage the response to threats posed by DDoS attacks.
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A Lightweight Blockchain-Based Trust
Management Framework for Access
Control in IoT

Tianyu Zhao, Ernest Foo, and Hui Tian

Abstract Blockchain technology has provided lots of significant benefits in terms of
security, auditability, immutability and anonymity. Following on from these remark-
able features, blockchain technologyhas been incorporatedwith lots of non-monetary
applications including the Internet of Things (IoT). On the other hand, blockchain
can be used for trust management for IoT. However, a major challenge is to find
an appropriate light weight consensus algorithm that can be implemented in IoT
devices, which have suffered limited computational resources. Building upon the
idea of using blockchain as the basic framework, this chapter proposes a lightweight
blockchain-based trust management framework that is suitable for IoT devices. Our
framework is built upon high resource devices to form the underlying Peer-to-Peer
(P2P) network. In addition, we use the smart contract mechanism to generate a
trustworthy environment for IoT devices. With the trust evaluation approach, we
propose a reputation-based consensus algorithm which can significantly decrease
the mining time. Moreover, the verification mechanism can incorporate with the
reputation approach to reduce the processing time of block verification. Simulations
have demonstrated that our framework achieves low delay time, high Transactions
Per Second (TPS) and less processing time compared with relevant baselines. More
importantly, our framework shows that it is resilient to several security attacks in
blockchain systems.
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1 Introduction

In this section, we focus on providing background information on IoT, the access
control system and blockchain technology. Furthermore, we discuss the current
limitations of implementing blockchain with the access control system in the IoT
environment. Lastly, we present our contributions in this chapter.

1.1 Overview of IoT

There is a growing number of devices connected to the Internet due to the rapid
development of communication and networking technologies. The connection of
devices has led to the development of the Internet of Things (IoT). IoT is a system
that integrated physical objects with the digital world, which can collect and share
data through the Internet [1]. Therefore, there is a large amount applications based
on the IoT framework, such as, smart city, intelligent transportation, smart grid, etc.
[2]. According to a recent Gartner report, there will be 20.4 billion IoT devices in
2022 [3]. From a study in [4], it clearly stated that the size of the IoT industry will
increase to 70 billion devices in 2025.

Since the IoT systems are different from the traditional systems, there are some
unique features needed to be considered. For an IoT architecture, the devices are
suffered from resource constrained, which include memory, bandwidth and compu-
tation power. Moreover, the devices can connect and disconnect from the network at
any time. Therefore, the security mechanism needs to achieve the same requirements
based on the properties of IoT systems, such as, delay time, scalability, and packet
overhead.

1.2 Overview of an Access Control Mechanism

Access control is a security mechanism that can grant or deny a selective restriction
of access to specific users based on who they are and what they are looking for [5].
That is, it ensures the authentication and authorization processes. In an access control
mechanism, there is a set of conditions to determine the access ability of a user to
resources. As shown in Fig. 1, the access control model can protect every access to
a resource based on defined conditions given by the system. Access control shall
ensure resource confidentiality, integrity, and availability in the system. Therefore,
a complete and effective access control mechanism must consist of authentication,
authorization and accountability [6].

In most of the access control models, there is always an attribute authority (AA),
which stores all the information related to devices in the network. In this case, this
kind of approach may encounter several challenges and limitations. Firstly, it has a
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Fig. 1 The access control mechanism

weakness in scalability as a large amount of IoT devices join to the network. It may
cause a burden to the AA and affect its performance. Secondly, it may cause a single
point of failure [7]. In the access control architecture, each module is unique and
substitutable. The whole system can be affected once a single module is damaged.

1.3 Overview of Blockchain

Blockchain is a distributed ledger that can be used for storing and securely sharing
data [8]. As illustrated in Fig. 2, each node operates in a peer-to-peer network and
has its own digital ledger. The stored data can be regarded as payment history, such
as, Bitcoin, or a contract and perhaps personal data. That information stored in the
blockchain provides high auditability for all transactions [9]. New transactions and
blocks can be verified by other nodes in the system, thus removing the need for
the centralized authority. Therefore, the unique data structure of blockchain can
overcome the limitations in the current access control models.

One of the important elements in a blockchain network is the consensus algorithm.
The consensus algorithm is a fault-tolerant mechanism that can ensure each node can
achieve the necessary agreement about a state of data in a blockchain network. With
the support of the consensus algorithm, each party have the same privilege in the
blockchain. Therefore, there is no need for a centralization entity tomanage all partic-
ipating nodes. Some of the most representative consensus algorithms may include
Proof-of-Work (PoW), Proof-of-Stake (PoS), Delegated Proof-of-Stake (DPoS) and
Practical Byzantine Fault Tolerance (BPFT) [10].

Another basic element in blockchain technology is the peer-to-peer (P2P) network.
Normally, it builds on a top of an existing network, which can be the Internet. As
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Fig. 2 The network structure in blockchain

shown in Fig. 3, it presents the way of interaction in the peer-to-peer network. The
nodes can find other nodes not by IP address, but by the specific logical identifiers,
which are known by all members in the peer-to-peer network [11]. Currently, there
are two kinds of routing schemes based on the structure of a network, which include
routing in unstructured overlays and routing in structured overlays.

Fig. 3 The architecture of a
peer-to-peer network
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Cryptography plays an important role to provide security and privacy in the
blockchain. Since each participating node does not trust each other in a distributed
network, the purpose of cryptographic schemes is to establish a trust environment.
More specifically, in Bitcoin, those schemes can ensure cryptocurrency integrity,
confidentiality and availability. Integrity means that unauthorized users cannot
modify data in a system. Confidentiality indicates that unauthorized users do not
have permission to access data in a system. Moreover, availability means that autho-
rized users can obtain data when they need them. Thus, the cryptographic schemes
ensure the security of blockchain technology.

1.4 Limitations of Blockchain

In the context of IoT, a huge amount of data is generated and shared through different
networks all time. In this case, the main security concern is the trust management of
generated data. From related works and research, the access control mechanism is an
efficient tool to protect data in IoT networks. However, the traditional frameworks
suffer a few challenges [12]. Firstly, there is limited resource consumption in the
IoT network. The performance of IoT devices may be affected when implementing
complex datamanagementmechanisms. Second, asmentioned earlier, there aremany
IoT systems based on a centralized entity to do authentication and authorization. This
model does not have a good scalability featurewhen lots of IoTdevices are connected.
Currently, blockchain technology can provide lots of benefits for those challenges.
To ensure that the blockchain concept is perfectly implemented with assess control
in IoT, we need to consider the following limitations:

Limitation 1 (L1): In blockchain systems, it cannot ensure that each node is
honest and trustworthy. There may have nodes that deliver
unsatisfactory service to other nodes.

Limitation 2 (L2): The existing consensus algorithm needed lots of computational
resources, which is far beyond the capabilities of most of IoT
devices.

Limitation 3 (L3): In some blockchain systems, a transaction needs a large amount
of time to be confirmed by participating nodes. For example,
It may take up to 30 min for a new transaction to be confirmed
in Bitcoin. However, there is a significant time requirement for
most IoT devices.

In order to address the above challenges, distributed trust management needed
to be built for access control in IoT systems. By considering the properties of
blockchain technology, we need to make some modifications to meet the features of
IoT systems. Particularly, Current consensus algorithms have different pitfalls when
used in our distributed trust management approach. Therefore, we need to propose
a new consensus algorithm, which can achieve our requirements in this chapter. In
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the meantime, there are some trade-offs needed to be made to ensure our approach
achieves the following requirements.

Requirement 1 (R1): All behaviours of the nodes conducted in the blockchain
system needs to be evaluated, as we need to ensure honesty
and trustworthiness.

Requirement 2 (R2): All the nodes need to reach a consensus without consuming
too many computational resources.

Requirement 3 (R3): The consensus algorithmmust be able to provide low latency
in IoT environment, as most IoT devices have the delay
requirement.

1.5 Contributions of the Chapter

In this chapter, by addressing the aforementioned concerns, we propose several
contributions to solve related limitations and challenges. To ensure the trustworthi-
ness and honesty of each node, we introduce trust management with smart contracts
to evaluate the trust and reputation score in a blockchain network. In smart contracts,
we predefined some rules to ensure that each node adheres to the same principles and
parameters.Wealsopropose a reputation-based consensus algorithm that is combined
with a random sleeping mechanism. In the consensus algorithm, the reputation score
of each node needs to be higher than the threshold to become the potential miners.
Moreover, each node must take a random sleep time before mining. The proposed
consensus algorithm can protect against malicious nodes and mitigate centralization
issues at a certain level. Lastly, we propose a reputation-based verification mecha-
nism to randomly verify N% of transactions in the block that are mined from the
miner. The higher the reputation score of the miner, the fewer transactions needed to
be verified in the blockchain network. The proposed mechanism can boost the speed
of the confirmation process for each block in the IoT system. The key contributions
of this chapter are summarized below:

1. We propose a trustmanagement blockchain framework for access control, that is
tailored to meet the specific requirements in IoT environments. We incorporate
several smart contracts to ensure the trustworthy and honest behaviours of each
node in this framework. We also improve the existed consensus algorithms to
meet the desired requirements in IoT systems.

2. We demonstrate that our proposed framework is securely by taking quantitative
analysis from related cyber-attacks. Furthermore, we conduct a risk analysis to
investigate potential cyber-attacks that may happen in our framework.

3. We undertake experiments to evaluate the performance of our trust-based
consensus and verification algorithm by comparing with other consensus
approaches. We demonstrate that our approaches perform well in terms of
latency, accuracy and scalability.
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The rest of the chapter is organized as follows. Section 2 introduces the related
literature review of current works.Moreover, we indicate the gaps and improvements
in existing approaches. Section 3 outlines the details of the proposed framework.
Section 4 gives a detailed analysis and performance evaluation. In Sect. 5, it discusses
the results from the experiments. In Sect. 6, we conclude the chapter and outline the
future work.

2 Background and Preliminaries

In this section, we discuss the limitations and challenges of the current works of
security concerns in IoT and its relevant solutions.

2.1 The Security Concerns in IoT

The growth of IoT brings several concerns and challenges in security and privacy
areas. Because traditional systems and IoT systems have a huge difference, it is inap-
propriate to conduct security mitigations based on conventional strategies [13]. In
a hardware layer, most sensors and actuators are limited with computational power
and resources. Hence, most security mechanisms are designed to be lightweight to
satisfy the resources-constrained devices [14]. In a communication layer, the proto-
cols used in IoT systems are different from the traditional IT systems. For example,
the Datagram Transport Layer Security (DTLS) is used in IoT systems, whereas
Transmission Control Protocol (TCP) is used in traditional IT systems. In a service
layer, data sharing is an important element to be considered in IoT systems, which
may cause security problems in data privacy, data leakage and data integrity etc. The
security mechanism designed for traditional IT systems is from the perspective of
users. However, the security concerns in IoT systems are based on data.

Traditional security schemes cannot provide full protection for IoT devices, since
IoT devices are resources constrained and easy to be compromised. Many works
have been contributed to this area. In the work [15], Bertino and Islam indicated
that IoT systems suffer a large number of high security risks compared with tradi-
tional computing systems. It also summarized the reasons why IoT systems are so
vulnerable. In addition, it pointed out that each IoT device has at least 25 vulnera-
bilities on average. Similarly, D’Orazio et al. analysed that operating systems can
be exploited by adversaries seeking to exfiltrate data in IoT devices [16]. In this
research, it used IOS devices as a case study to highlight the security concerns in
IoT systems. Both works have confirmed that IoT system is vulnerable and easy to
cause security concerns. Hence, most approaches use the access control mechanism
to provide a secure environment for IoT devices.

Sahraoul and Bilami proposed a host identity protocol to provide a secure network
for IoT devices [17]. In this research, it reduced network overhead by eliminating
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unnecessary header fields. Moreover, by considering low capability IoT devices,
it presented a lightweight key distribution method between IoT nodes and users.
Moreover, a high resource device can on behalf of low resources devices to perform
resource consuming tasks in a wireless network. The main limitation in this research
is that the approach has scalability issues as high resource devices must be located
within the wireless range of all IoT devices.

In the work [18], Liu et al. proposed a feasible access control mechanism for IoT
systems. There are two authentication authorities in that mechanism to identify the
registered users and devices, which include Registration Authority (RA) and Home
Registration Authority (HRA). The IoT devices need to register with the RA for
the following authentications. All users need to register with the HRA for identity
authentications. If a user wants to gain data from an IoT device, it first sent a request
to RA. Then, the RA interacts with HRA to check the identity of that user. If the user
passes the authentication, the RA can generate a shared key between the user and the
IoT device. However, in this research, it experienced scalability issues when lots of
IoT devices join the network. There is a bottleneck for the RA and the HRA to store
registered users and devices.

From relevant literature, it provided solid evidence regarding the security in IoT
systems. First, IoT systems are extremeweakness for cyber-attacks, sincemost of the
IoT devices are resource constrained [19]. Second, access control can provide lots of
benefits for IoT systems and can present a secure environment [20]. However, consid-
ering the single point of failure and scalability issues, the centralized mechanism for
access control can cause another security concern for IoT systems [21]. Hence, it is
important to ensure that the security approaches must have good scalability in IoT
systems.

2.2 The Traditional Approach: Access Control

In this section, we present different models of the access control mechanism. By
discussing each version of access control models, we analyse the security concerns
in access control models and point out the feasible solutions.

The Traditional Access Control Model

The first generation of the access control mechanism can be referred to BLP
model and Biba model [22]. With the development of hardware in computers, the
access control mechanism become more flexible. Some of the most representative
approaches are Discretionary Access Control (DAC) [23] and Mandatory Access
Control (MAC) [24]. In order to address some access issues in complicated systems,
Role-Based Access Control (RBAC) was proposed to present a fine-grained access
to authorized users [25]. In RBAC, it defines various roles for a user. Then, it allo-
cates different levels of permissions based on the defined roles. It is widely used
in large size of industries to meet security requirements. In Fig. 4, it presents the
architecture of RBAC. With the development of IoT systems, the previously access
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Fig. 4 The architecture of RBAC

control model cannot solve the new challenges faced in current computing environ-
ments. The Attribute-Based Access Control (ABAC) was proposed to achieve the
security requirements in IoT systems [26]. In ABAC, it grants permissions based on
registered attributes of objects and subjects. In Fig. 5, it shows the general model of
ABAC.

In IoT systems,ABACmodel can providemore flexible and efficientmanagement.
Generally, ABAC uses a four-tuple <S, O, P, E> to represent different properties,
where S is attributes of a subject, O is attributes of an object, P is attributes of
permission and E is attributes of environment. A simplified ABAC architecture is
given in Fig. 6. There are two stages in the ABAC, including the preparation phase
and the execution phase. In the preparation phase, devices need to register their
attributes into attribute authority (AA). Then, AA needs to store those attributes and
create a connection between attributes and permissions. The policy administration
point (PAP) uses those relationships, stored in AA, to conduct formal specifications.
During the execution phase, the policy enforcement point (PEP) could receive a
request from objects. It can interact with AA to check related attributes. Then, the

Fig. 5 The architecture of ABAC
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Fig. 6 The general structure of ABAC

PEP sends information to the policy decision point (PDP). The PDP interacts with
PAP to check polices. Based on the information stored in the PAP, the PEP can
allocate different access permissions for the original request.

The Limitations in Traditional Access Control Models

In order to solve the single point failure issues, some approaches [27, 28] use the
distributed method to validate the right access control by requested IoT devices
instead of a centralized entity. Unfortunately, IoT devices are easy to be compro-
mised because of the low capability of memory and limited computational resources
[29]. Therefore, the validated access control cannot be fully trusted. To address this
challenge, blockchain technology can become a problem solver that may provide
efficient trust management in an IoT environment. Moreover, by considering IoT
characteristics, such as, heterogeneous network and limited computational resources
[30], it is imperative to optimize the current consensus algorithm to achieve optimal
performance.

2.3 Blockchain

In this section, we provide a further discussion about blockchain technology. The
main objective of this section is to highlight the benefits of blockchain, which can
solve challenges in traditional access control models.

Blockchain Features

By considering the fundamental structure of blockchain, we summarize key features
of blockchain. Through analysing those features, we can understand why using
blockchain technology is an enabler to solve challenges in the IoT environment.
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Decentralization. In a traditional system, all data are managed by a central trusted
entity. There are many disadvantages to this kind of centralization, which includes
extra costs, single-point failure and bottleneck. On the contrary, blockchain can
allow each user to store data locally. Moreover, it does not need a central entity to
manage an entire system. The consistency of each user can be achieved by using a
consensus algorithm [31]. Therefore, blockchain mitigates lots of limitations from a
centralization system.

Immutability. There is a sequence of linked blocks to connect each block in the
blockchain. Any changes in previously blocks can cause a huge modification for an
entire blockchain system. At the same time, a Merkle Tree, which is a root hash,
is stored in each block. It can generate a different Merkle Tree, once a tiny change
happens in a transaction. Hence, it is easy to detect any falsification by comparing
historical data. The hash function and the Merkle Tree can ensure data integrity.

Nonrepudiation. For each transaction in the blockchain, the user needs to sign the
transaction by using a private key. Because the public key is publicity visible, the
owner of a transaction can be verified by any user in the blockchain. Thus, the signed
transaction cannot be denied by the signer.

Transparency. For most blockchain systems, each user has the same right to view
historical data and interact with a blockchain system. The ledger of each user is
publicly visible. Furthermore, each user has the right to validate new transactions
and blocks, which are available for everyone. Therefore, data in the blockchain is
transparent for every user.

Pseudonymity. Even though blockchain ensures transparency for every user, it can
provide a certain level of privacy. There are lot of work focused on this area to
balance a good performance between privacy and transparency. However, because
blockchain addresses are traceable, it is difficult to maintain a high level of privacy
for each user. Therefore, it can only use pseudonymity instead of full privacy.

Traceability. There is a timestamp for each transaction in the blockchain, which
indicates when the transaction is generated. Since blockchain is transparent, each
user can view historical data to identify the specific transaction. Moreover, users can
trace the original data based on the timestamp.

Data Structure of Blockchain

Commonly, there are 5 layers in the architecture of blockchain, which is shown in
Fig. 7. In the bottom layer, it consists of different hardware, supporting blockchain
technology. A layer above is the data layer, which includes various amounts of data
structures to support communication in the blockchain network. Followed by the
data layer, it is a network layer that is based on a peer-to-peer network. The main
purpose of this layer is to ensure efficient interactions among participating nodes.
The next layer is the consensus layer, which may include PoW, PoS, DPoS and other
consensus algorithms. It is very important that it can make sure an agreement of
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Fig. 7 The structure of blockchain

states among different nodes in the system. The top layer is an application layer that
may include smart contracts, DApps and other APIs.

In a blockchain network, each block has the hash of all information of its previous
block, as illustrated Fig. 8. Also, each node maintains a copy of the global state and

Fig. 8 The structure of blocks
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a copy of the ledger. The nodes, which generate new blocks, are called miners. In
Bitcoin and Ethereum, each miner creates a block and executes the consensus algo-
rithms. Then, the miner broadcasts its generated block to other nodes for validation.
After being successfully verified by other nodes, that block can be formally added
to the blockchain. To protect the participating nodes in the blockchain, IBM intro-
duced a Hyperledger Fabric platform, where only the authorized nodes can form the
blockchain [32]. Zhang et al. proposed a framework which all access control policies
and IoT devices are managed by smart contracts [33].

There are mainly two parts in a block, which contains a block header and a block
body, as shown in the Fig. 9. In the block header, it can record each transaction by
using hash technology. The ultimately hash value of the transactions is stored in the
Merkle root. Besides that, it contains a hash value of the current block, which is
used for integrity checks. The pre-hash is the hash value of the previous block. Since
each block may be created by different users, the pre-hash can be used to ensure no
one change any data in that block. There is also a time scheme, which is used as an
identifier to locate each block. Since the blockchain system is publicly visible, every
participating node can view the data at any block. The connection between the block
header and the block body is called the Merkle Root. In the bottom part of Merkle

Fig. 9 The elements in a block
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Tree, there are recorded transactions in a block. A level above, it is labelled with
the hash value of its child node. In the next level, every two hash values need to be
hashed again to generate another hash value. In this case, the root of the Merkel Tree
is used to provide a secure verification of the contents of the recorded transactions.
Once a transaction is changed, the root also needs to be changed.

Consensus Mechanism

Unlike traditional systems, blockchain systemsdonot rely on a third party to construct
trust among each participating node. In a blockchain system, the consensus algorithm
can ensure reliability and consistency among all nodes. In blockchain systems, there
are mainly four major consensus algorithms, which include Proof of Work (PoW),
Proof-of Stake (PoS), Delegate Proof of Stake (DPoS) and Practical Byzantine Fault
Tolerance (PBFT). There are also other consensus algorithms, which may include
Proof of Trust (PoT), Proof of Elapsed Time (PoET) and so on. However, those
consensus algorithms have not been widely used in industries. At the two most
popular platforms, Bitcoin and Ethereum, PoW is used as the consensus algorithm.

In Bitcoin, each node needs to consume computational resources to calculate
the solution of a puzzle. The puzzle is usually a computationally hard but easy
to be verified problem. Hence, by solving the puzzle, the node can become the
miner and have the right to broadcast its block. From the Fig. 10, each node in
Bitcoin can easily verify the correctness of the solution provided by the miner. After
successful verification, the block can be appended to the blockchain. There are some
limitations in PoW, which include consuming toomany computational resources and
low throughput. In order to solve those challenges, PoS was developed in Ethereum
with the purpose to instead of PoW in the future. Contrary to PoW, PoS requires
the miner to pay a certain amount of cryptocurrency to prove the credibility of the
data. Essentially, the more assets the miner has, the easier the puzzle that needs to
be solved. In this case, the miner does not need to consume too many computational
resources. Thus, the throughput of the entire blockchain system also can be increased.

The PoS can achieve excellent performance in Ethereum. However, the selection
of a miner is limited to a small group of nodes, which means the blockchains system

Fig. 10 The consensus mechanism in Bitcoin
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suffers a certain level of centralization. Then, the DPoS was proposed by using the
voting and election process to prevent blockchain from centralization and malicious
nodes. In DPoS, each node votes for delegates based on their weights of assets. The
selected delegates can manage the entire blockchain system. In this case, the speed
for creating and validating blocks is much faster. Thereby, the throughput can be
highly improved with the DPoS.

Unlike PoW, PoS and DPoS, PBFT is widely used in consortium blockchain. The
purpose of PBFT is to solve theByzantine generals’ problem in a distributed network.
There are three phases in PBFT, which include Pre-prepare, Prepare and Commit. In
the Pre-prepare, the leader sends the request to all nodes once it receives the request
from the requester. Then, in the Prepare stage, each node broadcasts the request
to each other again. Finally, in the Commit stage, the value can be committed as
more than two-thirds of nodes agree. Obviously, PBFT has limitations in scalability,
because each node needs to interact with each other for consensus. However, it has
a low possibility to cause a fork.

Communication Models

Basically, there are two steps for theminingprocess, Firstly, aminer needs to calculate
a computational puzzle and find a valid hash value for the block. Then the hash value
is stored in the miner’s local transaction pool and broadcasted the solution to the
puzzle to the entire network. Secondly, the other nodes quickly check the validity
of the broadcasted solution. Once the solution is correct, the miner can add its own
block to the blockchain. The following graph shows the validation process between
the two parties in Fig. 11. During the calculation process, the value of nonce is used
to determine the difficulty level of the current puzzle. The length of the blockchain
keeps increasing as the mining process is conducted in the network.

Fig. 11 The validation process between two nodes
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Fig. 12 Blockchain forking

During the mining process, it is easy to generate a sub-chain in the blockchain
system, which is called a fork. It is a serious security problem in the blockchain,
which attract much attention from researchers and specialists. Since the blockchain
is a distributed system, it has a high possibility that two valid solutions are found at
the same time. Both of those situations can cause a fork in the blockchain. As shown
in the Fig. 12, the main can have multiple sub-chain at the same time. At this stage,
miners are free to choose any chain to append their blocks from their perspective.
With the nature of consensus algorithms, there is only one longest chain that exists
in the network. In this case, all the miners will append their blocks on the top of the
longest chain.

The security of the blockchain is based on the assumption that most of the partici-
pating nodes are honest. In other words, most computational resources are controlled
by honest nodes. For example, in Bitcoin, there is an incentive mechanism that
encourages participating nodes to be honest. The driving factor for the miners is
the reward (12.5 Bitcoins) that they can receive as a block can be appended to the
blockchain. Since miners need to solve a crypto puzzle, the probability of solving a
puzzle is proportional to the number of computational resources used. Hence, some
individual miners can join together to accumulate their computational resources,
which are called mining pools. Once a mining pool successful mine the blocks,
all associated miners can share the reward based on the contributed computational
resources.

2.4 Blockchain Integration with Access Control

There are several works have proposed blockchain-based access control, which aims
to remove the centralized entity and avoid a single point of failure. In the work [34],
Dorri et al. proposed an access control mechanism with blockchain technology, in
which each home miner has a private blockchain with a policy header string access
control policies to control all the access requests related to the home. However, the
computing ability of blockchain was not fully used in this scheme and was largely
wasted. Moreover, Maesa et al. proposed an approach to manage access control in a
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distributedway based on blockchain technology [35]. The limitation of that approach
is that only uses blockchain as a database to store the access control policies. The
computing capability of blockchain has been fully used in the work regarding access
control [36]. Ramachandran and Kantarcioglu considered blockchain as a platform
to provide data management and verification. They recorded immutable data by
using smart contracts and an open provenance model (OPM). Recently, Zhang et. al
proposed a smart contract-based framework to manage all the access control through
a blockchain network [33]. By implementing several smart contracts, it can achieve
distributed and trustworthy access control schemes in the IoT environment. However,
the system did not provide the direct interaction between IoT nodes and the cost to
deploy smart contracts is relatively high.

2.5 Blockchain Integration with Trust Management

It is necessary to introduce a trust evaluation mechanism into the blockchain-
based network. Trust management between peers and services can mitigate possible
security attacks. Trust relationships are built by evaluating the honesty of peers
and services based on their behaviours and the inter-node interactions. The nodes
can receive low trust scores and corresponding penalties when they provide
malfunctioning services or violate predefined rules.

Since IoT devices can join and leave the network at any time, it can cause a burden
to manage all the data flows from each device. Therefore, it is quite challenged to
manage all trust scores in an IoT environment. However, one of the benefits of using
blockchain is that it can ensure data integrity and non-repudiation. Once data is
stored in a blockchain network, it cannot be modified or removed according to the
characteristics of the blockchain. Thus, trust scores can be stored in a blockchain
network to optimize the storage issues. From the work [37], Shala et al. introduced a
secure approach to store the rated trust scores in the blockchain network. Moreover,
it solves several security problems in the trust evaluation process and blockchain
network. It provides some inspiration regarding data storage.

Data stored in a blockchain network can be used for integrity check-ups. In the
work [38], Steinheimer et al. presented a P2P overlay network to store the current
status of trust scores for each node. Moreover, each node has permission to write
the data into the system. At the same time, the node can check the history of trust
scores from a P2P overlay network and compare those with data derived from the
blockchain. Thus, the blockchain can ensure the immutability of the stored data.

2.6 Trust-Based Consensus Algorithm

Currently, there are many literature working on the trust-based consensus algorithm.
In thework [39], Zou et al. combined accountabilitymechanismswith online services
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by implementing the blockchain concept to ensure the immutable and traceable trust
management and origin of data. In their approach, they used a hybrid blockchain
system, which includes a consortium blockchain and a permissionless blockchain.
The consortium chain consists of operators, regulators and other stakeholders. It is
used to manage the whole system. The permissionless chain is open to the public,
which is used for dynamically validating transactions.

In thework [40], Bahri et al. proposed another approach to a trust-based consensus
algorithm. In this approach, the trust scores of each node can be derived from the
trust graph which is created from each node rates trust scores to other nodes. The
higher the trust score for the participating node, the more energy can be waived to
use the PoW algorithm.

Shala et al. tried to modify the above-mentioned limitations in this section and
proposed a consensus mechanism in a decentralized community, called Trust-CP
[41]. Themain benefit of this consensus algorithm is that it is based on a dynamic trust
model to evaluate the trust scores of participating nodes in the network. Moreover,
blocks and transactions can inherit the same trust scores from the sending nodes.

There are many reputation-based consensus algorithms used in different indus-
tries. However, most of them are suffered from low efficiency and high consumption.
In the work [42], Watanabe et al. proposed a new consensus algorithm based on the
PoS. The algorithm is based on the collapse of credibility. The node that has the
highest credit score can generate and validate blocks and transactions. Similarly, in
the research [43], Gai et al. proposed a reputation-based consensus algorithm, called
Proof of Reputation (PoR). In this mechanism, it indicated that the node, that write
transactions into a block, is based on the reputation score. Furthermore, the repu-
tation score can be regarded as the motivation mechanism, as most of participating
nodes want to write the block into a blockchain. Wang et al. proposed a consensus
algorithmwhich is not only based on the reputation scores, but also considers encour-
aging nodes to perform in good behaviours [44]. Moreover, this mechanism inherits
the most properties of PoW, except changing the coin incentive to a reputation incen-
tive. However, the authors claimed that this algorithm can cause a reduction in users
of the public blockchain system. In the work [45], Yu et al. presented a consensus
algorithm, called RepuCoin. It is based on a weighted voting algorithm, in which the
weight of a vote is the percentage of that node’s reputation score.

2.7 Security Attacks in Blockchain

Basically, there are four different cyber-attacks related to blockchain. They include
ledger-based attacks, peer-to-peer network attacks, smart contract-based attacks and
wallet-based attacks. In the ledger-based attacks, a fork can cause extremely detri-
mental damage to a blockchain network. In order to prevent such an event happened
in the blockchain, the system needed to be fully decentralized so that there is no
single participating node can take control of the entire network. The ledger-based
attack includes the 51% attack[46], double spend attack [47] and Finney attack[48].
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One of the basic components of blockchain technology is the peer-to-peer network.
The purpose of a peer-to-peer network is to ensure that each node can hold a copy of
the ledger of transactions. After a consensus period, it can ensure that the ledger of
each node can achieve identical on the peer-to-peer network. Hence, a peer-to-peer
network plays a vital role in the blockchain network. There are three attacks related
to the peer-to-peer network attack, which include the Sybil attack [49], the Eclipse
attack [50] and the Distributed Denial-of-Service attack (DDoS) [51]. If there is a
fault in a smart contract, it can cause damage to the related transactions. Furthermore,
it may affect millions of currency from participating nodes. The most famous attack,
called the DAO attack, cause 70 million US dollars lost by conducting a recursive
withdraw function [52]. In the Ethereum platform, each node has its own wallet to
pay the transaction fees. To obtain wallet credentials, attackers can attack the node’s
wallet on the blockchain.

3 Blockchain-Based Trust Management Framework

In this section, we discuss our blockchain-based trust management framework in
detail. Firstly, we discuss the overview of the framework, which is presented in
Sect. 3.1. Then, we illustrate the structure of trust management used in our approach
as outlined in Sect. 3.2. Following that the architecture of transactions and blocks is
presented in Sect. 3.3. Next, we discuss the reputation-based consensus algorithm in
Sect. 3.4. The reputation-based verification mechanism is presented in Sect. 3.5. In
Sect. 3.6, we give a summary of our architecture.

3.1 Overview

We propose several smart contracts to evaluate the behaviours of each participating
node in our framework (to meet requirement R1). Besides that, current consensus
algorithms are too complex. In order to meet the requirement (R2), we propose a
reputation-based consensus algorithm and only include IoT gateway devices in our
framework. The other nodes, which we call IoT devices, can connect with their own
IoT gateway device for local communications. As shown in Fig. 13, the framework
is a topology of a blockchain-based IoT network. Furthermore, there is a signifi-
cant delay associated with ensuring that a transaction is confirmed by nodes partici-
pating in the blockchain. In addition, there is a time requirement for IoT devices. We
propose a reputation-based verification algorithm that decreases the delay time in our
framework (to meet requirement R3). In this chapter, we assume IoT gateway nodes
have good performance and high resources. Blockchain communication only occurs
among all IoT gateway nodes, since IoT gateway nodes can support computational
capabilities in blockchain systems. Other nodes that are connected with IoT gateway
nodes are called IoT devices.
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Fig. 13 The blockchain-based IoT network

In order to reduce packet overhead in transactions,we separate the transaction flow
and the data packet flow. In our approach. the first step is to find the corresponding
IoT gateway node by the transaction flow. In this process, there is no extra data that
need to be filled into the transaction flow. In the next step, the corresponding IoT
gateway node can use a routing protocol to reach the requester node. The data flow
uses the optimal route by using a network routing protocol, such as, OSPF. To ensure
the paths are unicast, the identifications of each IoT gateway node are known in the
blockchain. In this case, separation of the transaction flow and the data flow can
reduce the delay time in the IoT environment.

3.2 Smart Contract Systems

The requirement R1 is satisfied by incorporating smart contacts. The detailed infor-
mation is explained in the following sections. The main purpose of smart contracts
is to manage a trust environment in our framework. As mentioned before, ABAC is
one of the most efficient mechanisms used in IoT systems. Moreover, the attributes
of each IoT gateway node can be used as identifications. Hence, we incorporate
ABAC with blockchain technology in our framework. As shown in Fig. 14, there are
5 different smart contracts used to manage the trust evaluation system. The Manage-
ment Contract (MC) provides functions to manage all the contracts. The Attribute
Contract (AC) stores all the attributes of each IoT gateway node. The Access Control
Contract (ACC) implements access control policies for a pair of nodes. The Reputa-
tion andTrust Contract (TRC) is to evaluate the behaviours of each IoT gateway node.
The Judgement contract (JC) interacts with the ACC to judge misbehaviours and
determine corresponding penalties. Our framework only consists of one of each smart
contract. Consequently, the reputation score can dynamically reflect the behaviours
of each IoT gateway node.
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Fig. 14 The architecture of our blockchain-based system

3.3 Transactions and Blocks

In this section, we introduce our data structures, which also can provide a secure
environment for all IoT gateway nodes.

The transactions in our framework record all the situations when one IoT device
wants to access another IoT device. The transactions are secured by asymmetric
encryption, digital signatures and cryptographic hash. Traditionally, each transaction
only needs to have a single signature from the IoT node to demonstrate its legitimacy
and validity.We also consider another circumstance, which needsmultiple signatures
from a group of nodes. The multisig approach can enhance the security of transac-
tions. In the multisig model, there is required at least n signatures out of from m IoT
nodes. The more signatures involved, the more secure of the transactions. Moreover,
multisig can help the node, that lost its private key, to retrieve the private key. Hence,
in our framework, we consider both single signature and multisig in our structure of
the transaction.

The structure of a transaction is shown as follow:

Con_ID || Tx_ID || Prev_ID || Gen_Hash ||Timestamp|| Data || Sign

Where Con_ID is the identification of the smart contract. The MC directs the
request to the right smart contract. For example, if a nodewants to update its attributes,
it needs to contact the MC. All the requests go to the MC first. Then, based on the
identification, the MC can direct the updated request to the AC. Tx_ID is the hash
of the content of the current transaction. It is a key element in the cryptographic
link. Moreover, it can be used as the unique identifier of the current transaction.
Prev_ID is the hash of the content from the previous transaction. It can ensure that
all the transactions are linked and cannot be modified once added to the blockchain.
Gen_Hash is the hash of the generator’s public key, which can be used for later
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verification. The Timestamp is the time when the transaction is created. Data is the
detailed information related to access control policies. For example, if a node wants
to access a file in another node. The whole process can be recorded in the data field
in the transaction. The Sign is the signature of the subject. It can ensure that this
transaction is initiated from the IoT node. For multisig, there are at least n out of m
nodes’ signatures in the Sign field.

When the number of transactions achieves the maximum number that a block can
store, those transactions can form a block and be added to the blockchain. All the
transactions can build a Merkle Tree and the Merkle Root is stored in the header of
the blockchain. The structure of the header in the blockchain is shown as follow:

B_Hash || P_B_Hash || Merkle_Root ||Timestamp|| B_Miner || B_Validators

B_Hash is the hash of the content of the current block. P_B_Hash is the hash of
the content of the previous block. Merkle root is the hash of all hashes from all the
transactions. In each block, the Merkle root can provide integrity. Once a change
happens in the past transactions, the Merkle root can be changed. In this case, it
can also protect a blockchain from modification. The Timestamp is the time of the
creation of the current block. B_Miner indicates the signature of the gateway node
which generates the current block. Lastly, B_Validators presents the signatures of
nodes involved in the verification.

3.4 Reputation-Based Consensus Algorithm

In this section, we propose a trust-based consensus algorithm to meet the require-
ments in the IoT environment.

In our framework, we aim to encourage each node to be honest. The higher
the reputation score of the node, the larger possibility for the node can become a
miner. In this case, we can ensure that transactions in the ledger from the miner
have a very high possibility to be real. Therefore, the first part of our consensus
algorithm is that the potential miners can be determined from a reputation score
threshold, which is defined by the designer of the blockchain. It means that the
reputation score of the nodes, which needs to be higher than the reputation score of
the threshold, has the possibility to become a miner. According to this rule, there
are several gateway nodes that have the chance to become the miner, which we call
those nodes as potential miners. At the same time, we need to ensure the miner is
selected randomly from potential miners. More importantly, the number of blocks
should be limited from each node. This mechanism can ensure that malicious nodes
cannot continuously generate fakeblocks.Therefore, the secondpart of our consensus
algorithm is that each potential miner has a sleep-time, which is similar to a lottery
system, prior to generating a new block. In the sleep-time mechanism, each node is
allocated a random sleep time. Regarding the first part of the consensus algorithm, the
potential miners, who awake first, can become the miner of this round. In general,
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our proposed reputation-based consensus algorithm ensures that all the nodes are
motivated to become honest and have a higher reputation score. Furthermore, we
introduce randomness during the selection of the miner.

Once a miner generates a block, it broadcasts the new block to the entire network.
The transactions in each gateway node may match some or all transactions in the
generated block. Each node can remove the identical transactions from its transac-
tion pools, because those same transactions are stored in the miner’s ledger. In our
framework, it may be possible that several potential miners wake up at the same time
and generate multiple sub-chains and cause the blockchain forking. We use the same
strategy as Bitcoin called the longest ledger. The chain with the longest blocks can
be regarded as the main blockchain. This will prevent the blockchain from forking.

In our consensus algorithm, we need to ensure that there is a low possibility to
generate forks. Hence, we need to strictly limit that only one block can be generated
during a consensus period, which will be addressed in the next phase. Moreover, the
minimum value for the consensus period must be larger than the maximum end-to-
end delay time in the blockchain network. Otherwise, it has a very high possibility to
cause a fork if the consensus period is less than the maximum end-to-end delay time
in the blockchain network. The maximum value for the consensus-period set to be P
minutes, which needs to be suitable for the time requirement in the IoT environment.

3.5 Reputation-Based Verification Mechanism

From the previous sections, we understand that the entire verification process may be
time consuming. IoT devices can suffer a time delay. We need to propose an optimal
approach for a verification scheme used in the IoT environment. In this section,
we present a modified version of verification that can overcome some limitations
in traditional blockchain systems. Those limitations may contain time and resource
consumption. For example, it may take up to 30min for a transaction to be confirmed
in the blockchain.

Recall that we use the Burn Coins approach to demonstrate the validity of the
public key. It is convenient for each node to check the legitimacy of the provided
public key. The genesis transaction generated from each node contains information
on the public key. In the meantime, it is compulsory for each node to conduct a
genesis transaction as it joins the blockchain network. The burn coins approach is
included in the genesis transaction. Hence, each node knows the public key from
others.

The verification contains two main parts. The first step is to verify the validity
of the block. Next, we need to verify the transactions included in that block. Each
node needs to verify the newly generated block once it receives from other nodes.
The initial thing that needs to be validated is the signature of the block generator.
Since each node knows the public key of each other in our framework, the signature
of the block generator can be verified by checking the corresponding public key. The
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Table 1 The validation mechanism in our architecture

Reputation score 1 1.5 2 2.5 3 3.5 4 4.5 5

Needed to be validated (%) 100 90 80 70 60 50 40 30 20

following step is to validate the transactions in that block. We consider the block is
valid only if the transactions contained in the block are valid.

During the verification process in transactions, the first step is to verify the hash
value of the public key from the transaction generator. In our data structure, the hash
of the transaction generator’s public key is recorded in Gen_Hash. In the meantime,
the public key of each node can be assessed by any node in the blockchain. The public
key of the current transaction can be compared with the Gen_Hash from previous
transactions in the same ledger. The validity of the public key can be demonstrated.
Following by that, we need to verify the signature of the current transaction by using
the public key.

In an IoT environment, the number of gateway nodes is expected to be large.
Hence, many resources and time are required to verify all the transactions and blocks.
It can also cause a very seriously scalability problem in the blockchain network. The
overall performance of blockchain may drop significantly. To address this challenge,
we propose our reputation-based verification scheme. We randomly verify a certain
percentage of newly generated transactions in a block based on the reputation score
of the miner.

In our approach, all the nodes need to be involved with the verification process.
We also assume that with a higher reputation score of the miner, the IoT gateway
node is more honest and trustworthy. In this case, the miner has a very low possibility
to generate false transactions in the blocks. As shown in Table 1, it presents detailed
information regarding howmany percentages of transactions needed to be verified in
the newly generated block. In this structure, we assume that 1 is the lowest reputation
score that a node can get, whereas 5 is the highest reputation score that a node can
get. Each IoT gateway node begins with a 5 score when it joins to the network.
We assume that each IoT gateway node is honest. All the transactions needed to
be verified for the node, which gets the lowest reputation score. Even if a node
can have the highest reputation score, there is still 20% of transactions needed to
be verified. We still need to consider unpredictable situations with high reputation
scores of IoT gateway nodes. Therefore, it can enhance the security of our proposed
blockchain-based framework.

3.6 Summary

In this section, we summarize all the aforementioned features included in our
proposed framework. Firstly, an IoT gateway node can either receive a transac-
tion or a block from other nodes. If an IoT gateway node receives a transaction, it
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first verifies the transaction by checking the valid signature from the sending node.
Second, if it is a valid signature, the node can store that transaction in its own trans-
action pool, which is the place of pending transactions. If it is not a valid signature,
the transaction can be dropped. Third, when the number of transactions exceeds the
T_max in the transaction pool, those transactions can form a block. The consensus
algorithm can be triggered once a block is formed from an IoT gateway node. Forth,
a miner is to be selected based on our reputation-based consensus algorithm. Lastly,
our reputation-based verification mechanism is to be implemented among nodes to
verify the newly generated block. The block can be appended to the blockchain once
the block is valid.

In the verification scheme, we trade off the security in the blockchain system to
reduce the delay time in the IoT environment. In this part, we present an example
to further explain the consensus algorithm and the verification process. As shown
in the Table 2, there are 5 IoT gateway nodes in our framework. We assume that
each IoT gateway node has its own reputation score at the current time t. Next, there
is a threshold value of the reputation score, which is the first step of the consensus
algorithm. We do not focus on how to determine the value of a threshold score in
this chapter. The IoT gateway, which is higher than the threshold score, can become
the potential miner. In the second step of the consensus algorithm, each IoT gateway
has a sleep time. From the graph below, there is a randomized sleep time to allocate
to each IoT gateway node. The first awakened IoT gateway node will be the miner
in this round. Hence, the IoT gateway node A is the miner of this time period. Next,
more than half of the members need to validate the legitimacy of the mined block in
our framework. According to the verification scheme, for the miner with a reputation
score of 3.5, there are 50% of transactions needed to be verified in a block.

Table 2 An example of the consensus algorithm and verification scheme

IoT gateway
A

IoT gateway
B

IoT gateway
C

IoT gateway
D

IoT gateway E

Reputation
score

3.5 4 2 2.5 4

Threshold
score

3.5

Potential
miner

Yes Yes No No Yes

Sleep time 3s 4s 4s 8s 7s

Miner Yes No No No No

Validation
scheme

Verify 50% of transaction in a block
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4 Framework Analysis

We analyse our framework based on the properties of validity, liveness, scalability,
fairness, and security in general.

4.1 Validity

In the blockchain system, it is important to demonstrate the legitimacy of the public
key. In our framework, we use “Burn Coins” to authenticate public keys from each
IoTgateway node. Since only legitimate userswould like to burn coins to demonstrate
the validity of their public keys, attackers are unlikely to take financial risks. In order
to verify transactions, each IoT gateway node can compare the public key from the
burn coins transaction with the public key of the received transactions. Following by
that, each IoT gateway node can also verify the signature of each IoT gateway node.

4.2 Agreement

Agreement means that all members in the blockchain system need to agree on the
same set of transactions during a consensus period. It means that the blockchain
will not permanently fork. In a consensus period, it involves two stages, including
the miner selection and the block verification. The miner is selected based on the
reputation score, which demonstrates the miner is honest. Since the miner is honest,
the generated block has high likely to be verified as real. By considering a specific
miner can be compromised by attackers, there is a sleeping mechanism for each
IoT gateway in the consensus algorithm. It can ensure that different miners can be
selected at each consensus period. The consensus algorithm can maximumly avoid
the collision attacks, since the miner is always changing in our framework. In the
block verification, we assume that at least half of the IoT gateway nodes are honest. In
an IoT environment, time is a criterion that ensures all the services can be satisfied.
The worst-case can be considered that a team of attackers prevent a block from
being verified. It can cause extremely time delay and affect the performance of our
framework. However, there is at least half of the IoT gateway can verify the block.
In this case, the block can be effectivity appended to the blockchain. Therefore, our
framework can always guarantee the agreement property.
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4.3 Liveness

Liveness means that our framework can show the latest information on the properties
of IoT gateway nodes. There are two parts related to liveness in our framework.One is
the reputation and trust evaluation for each IoT gateway device, and another is about
the consensus algorithm. In the reputation and trust evaluation phase, we need to
always update the reputation score of each node. Based on the formulas in Sect. 3.2,
the value of a reputation score of each IoT gateway node always changes within
a period. The updated value can directly reflect the honesty of each IoT gateway
node in the blockchain. Recall that we assume that the higher value of the reputation
score, the more honesty of the IoT gateway node. Therefore, the reputation score is
dynamically changed in our framework. In a consensus period, there are two steps
to select the miner. The first step is to select the potential miner, which is based
on the reputation score of each node. Since those reputation scores keep changing,
the range of potential miners is different from each consensus period. In the second
step, we have a sleeping mechanism that each IoT gateway node randomly awakes
during a consensus period. In other words, the qualified node is selected to be the
miner based on a truly random system. In this case, the miner cannot be the same
IoT gateway node at an adjacent time slot. This prevents the miner from storing
transactions locally. Furthermore, it can cause a fork in the blockchain by storing
lots of transactions locally. There is an extreme case where two nodes can be selected
to be the miner simultaneously at the second stage. This is a very rare event that can
happen in our framework, because the sleeping time allocated to each node can be
precise to a microsecond. Therefore, the second stage of the consensus period can
achieve liveness. Consequently, our framework can always guarantee the liveness
property.

4.4 Scalability

Since the blockchain network needs to incorporate lots of IoT devices, scalability is
one of the main issues to be considered in our framework. good scalability means
that the performance of a blockchain network has slight influence on the number
of IoT devices. In our framework, we only use IoT gateway devices as the nodes
to establish the blockchain system. In this case, the involved devices are reduced.
Besides that, in order to reduce packet overhead, we separate the transaction flow
and the data flow. Hence, there are not lot of data involved in each transaction.



162 T. Zhao et al.

4.5 Fairness

Fairness means that each IoT gateway works normally and behaves honestly. Any
abnormally and malicious activities are considered unfairness. The fairness of our
framework can be evaluated from several aspects. The first part is to check if the
evaluation of reputation and trust scores is trustworthy. The second part is to check
whether the consensus process is neutral and impartial. The third part is to see if our
framework can defend against collision attacks.

4.6 Security

In this section, we discuss the security features of our framework, Firstly, we identify
the capability of the threat model. With the threat model, we discuss the possible
security attacks to which IoT networks are particularly vulnerable. Lastly, we point
out how to defend against those attacks by using our framework.

Threat Model

The adversary can be any IoT gateway node or IoT device in the blockchain network.
The capability of adversaries includes data capture, discarding transactions, gener-
ating false transactions in the blocks, generating fake trust and reputation scores,
creating fake attributes, deanonymizing IoT devices, creating fake sleeping time,
and signing fake transactions. The adversaries can be a group of IoT gateway nodes
and IoT devices. They can consume the resources of participating nodes by flooding
the network. More importantly, we assume that the encryption schemes cannot be
compromised in our framework, which means that the public-key cryptosystem is
assumed secure.

DDoS Attack

In a DDoS attack, the attacker normally sends a large number of requests to IoT
gateway devices and IoT devices to consume resources. The target IoT devices cannot
interact with other devices for genuine transactions. In this case, our framework has
a unique way to defend against this attack. Recall that there is a smart contract called
ACC. The main duty of this smart contract is to monitor the behaviours of nodes
in our framework. Once it finds unexpected requests, it would record information
of the requesting and send this report to JC. The JC can implement punishment to
the malicious nodes. By monitoring behaviours, our framework can defend against
DDoS attacks in different scenarios.

Sybil Attack

In our framework, it is compulsory that each IoT gateway device needs use “Burn
Coins” to demonstrate the legitimacyof the public key.Even though each IoTgateway
node has multiple accounts, those accounts are derived from a pair of public and
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private keys. In thisway, validators canverify the authenticity of the public keyof each
transaction. By checking the public key, the validators can later verify the signature
of each transaction. Hence, fake transactions can be detected easily. Moreover, the
reputation score and the sleeping time are hard to be compromised. This means
that attackers need a large effort to become the miner and broadcast the fake block.
Consequently, a Sybil attack is hard to be conducted in our framework.

5 Experiment

Based on Sect. 4, we provide a theoretical analysis of evaluation for our frame-
work. From the analysis of the validity, liveness, scalability, fairness and security,
our framework can theoretically meet the requirements. In this section, we will take
experiments to demonstrate that our framework meets the previously three require-
ments, which include the behaviours of IoT gateway nodes that need to be evalu-
ated, the consensus algorithm does not consume lots of resources and the time in a
consensus period needs to be reduced. Therefore, we conduct simulated experiments
to evaluate security in our framework.

The device that we used in our experiment is MacBook Air with CPU is Intel
Core i5, 1.6 GHz and Memory is 16 GB. The programming language is used Python
to implement the clients and the server applications. There are two main aspects that
are simulated in this chapter. The first part is to establish the basic communication
network for all IoT gateway nodes. We need to generate several Clients and one
Server connected using TCP Sockets. The clients represent IoT gateway nodes. The
Server acts as a broker to pass all the messages among all IoT gateway nodes. The
Ip address of the Server is 192.168.1.1. The clients can connect with our framework
to receive messages from the blockchain. Each IoT gateway is allocated a different
IP address, from 192,168,1.2 to 192.168.1.9. The second part is to construct our
framework by using the algorithms proposed in Sect. 3. In this step, we use Python
to construct the consensus algorithms and verification scheme. Smart contracts are
created by using Solidity. The topology of the network is shown in Fig. 15.

Recall that the range of reputation scores is from 1 to 5, with 1 as the lowest
grade and 5 as the highest grade. The threshold in our consensus algorithm is 3.5,
which is used to find relativity honest IoT gateway nodes. Since we only need to
demonstrate the feasibility of our framework in an IoT environment, only a few
IoT devices are needed to demonstrate if the requirements (R1–R3) have been met
in our experiment. Thus, we provide a small-scale system to demonstrate that our
framework meets the previously mentioned requirements. The IoT gateway devices
can take up to 8 devices in this chapter. The above settings are considered as default
configurations in our experiment. Unless explicitly specified, the above-mentioned
settings are used in all simulations.
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Fig. 15 The topology of the network in experiments

5.1 Delay Time

Wemeasure the delay time in our framework with an IoT gateway device performed
with multiple transactions. The time is measured from the request generated to the
response received. We assume that each IoT gateway node can only interact with its
neighbours. In this way, the simulated network can perform a P2P communication.
The parameters are the time from the requester sending a request to the receiver’s
response for that request. In this experiment, we only need to simulate the data packet
that is transmitted among IoT gateway nodes in the blockchain network. The routing
protocol used in this experiment is OSPF. We assume that there are no malicious
activities in the experiment.

We first need to establish a baseline for the experiment. Recall that we separate
the transaction flow and the data flow in our framework. Therefore, the baseline is
the approach that combines the transaction flow and the data flow. This approach
is widely used in many traditional blockchain systems, such as, PoW and PoS. The
main reason is that there is not much data to have interacted with each other nodes in
traditional blockchain systems. In this chapter, we implement blockchain technology
in an IoT environment. Since there are lots of sensors and actuators to collect and
transmit data, we need to pay more attention to the efficiency of our framework. The
transaction flow does not carry so much data in its data structure. The purpose of the
transaction flow is to find the target IoT gateway device. After the target IoT gateway



A Lightweight Blockchain-Based Trust Management … 165

Fig. 16 The delay time in
our framework

device has been found, those two gateway nodes can interact with each other by
using OSPF.

We compare our framework with a baseline method to evaluate the delay time.
Recall that the transaction flow is broadcast among IoT devices in the blockchain
network. After finding the target IoT gateway device, the requester would use a
routing protocol to send the relevant data to that device. Hence, the approach of
separation of the transaction flow and the data flow theoretically can save time for
the requester to send data. To demonstrate our theoretical analysis, we conduct the
relevant experiments. The result is presented in Fig. 16. The delay time is directly
proportional to the number of IoT gateway nodes. In other words, the delay time in
the baselinemethod grows linearly as the number of IoT gateway increase. The linear
growth explains that data broadcast can cause a huge amount of delay in a blockchain-
based IoT environment. By considering scalability in an IoT environment, the delay
time is unacceptable with thousands of IoT gateway devices. On the contrary, the
consumed time is less in our framework. Since the data is forwarded by using a outing
protocol, the number of IoT gateway nodes does not have a huge impact on the delay
time. The main reason is that there is not much data to be carried in a transaction
flow. On the other hand, the results of our experiment are not ideal, because the IoT
gateway nodes only simulated up to 8 devices. In the real world, there are thousands
of IoT gateway devices. The time difference between the baseline and our framework
can be more oblivious. In order to obtain standard data, the experiment is executed
10 times to achieve an average value.

5.2 Verification Time

In the classical blockchain, a new block is verified among a few nodes. In our frame-
work, the verification scheme is based on the reputation score and the public-key
cryptosystem. Recall that in Sect. 3, we propose a reputation-based verification
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method. In this approach, the verifier firstly verifies the public key of each trans-
action. Then, verifiers check the signatures of each transaction based on the previous
public key. Finally, the number of transactions that must be verified is gradually
decreased with a higher reputation score for the miner. We also assume that at least
half of the IoT gateways nodes are honest. We use the default settings and config-
urations of reputation scores in the experiment. The time that we evaluated is from
the block generated to the block appended into the blockchain.

The baseline used in this experiment is that all transactions must be verified
in each block. This approach provides an extremely secure environment since each
transaction is validated.However, thismethodmight be considered as an overcaution.
By considering IoT devices, we need to balance the security and the performance
of our framework. Therefore, we trade off security to gain better services in an
IoT environment. However, we assume that the higher the reputation score of IoT
gateway devices, the more honest they can be. It means that it is unlikely for an IoT
gateway device, which has a reputation score of 5, to performdishonest andmalicious
activities in our framework. Even though theymay conduct somemalicious activities,
we still have the JC for protection. The JC can implement penalties for the abnormal
and malicious IoT gateway nodes.

In this experiment, we compare the baseline method with the approach used in
our framework. The result is shown in Fig. 17. In the baseline approach, there are 8
IoT gateway devices used in the experiment. Moreover, we still use 8 IoT devices
to simulate our framework. The difference is that we did 9 experiments. In each
experiment, we change the value of the reputation score of the miner from 1 to 5. In
this way, the number of transactions to be verified is different in each experiment.
From the results, the processing time in the baseline method is always 0.28310 s,
because all transactions are verified by verifiers. This baseline cannot be shown in
Fig. 17, because we have two different axes in this experiment. On the other hand,
we use a reputation-based verification scheme to evaluate the processing time for a
new block in our framework. The reputation score has a significant impact on the
processing time in verification. With the lowest reputation score, each node needs to
verify all the transactions. It takes the same time as in the baseline method. However,
with the highest reputation score, it only causes 0.12036 s. The processing time in
the highest reputation score is less than half of the processing time in the baseline

Fig. 17 The verification
processing time with
different reputation score
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method. Consequently, the processing time can be much less than the processing
time in the baseline approach.

We only can say that the processing time in our framework is less than the
processing time in the baseline method. However, we cannot analyse how much
less in our framework because the miner is randomly selected in each round. It
means that we cannot ensure that the IoT gateway node with the highest reputation
score is selected to be the miner. In our framework, we assume that IoT gateway
nodes, which pass the threshold score, are honest and trustworthy. For example, two
IoT gateway nodes, which have reputation scores of 4.5 and 5 respectively, are both
regarded as honest and fair. Therefore, we cannot provide an exact value for how
much time our framework can save.

5.3 Transactions Per Second

In the blockchain, transactions per second (TPS) means the number of transactions
that can be processed per second in a network. The higher value of the TPS means
that more events can be processed in a network. In this chapter, we need a relativity
high TPS in our framework, because some IoT devices have strict time requirements.
The classical blockchain has a fixed throughput. For example, Bitcoin has 7 TPS, and
Ethereum has 25 TPS. The baseline in this simulation is the Ripple. We evaluate the
TPS performance with different concurrent transactions. Later, we take the average
value from different situations with different concurrent transactions. In case of any
errors and defects in our system, the experiment is executed 10 times to achieve an
average value.

As one of the highTPS consensus algorithms, Ripple is based on an FBFTmethod.
The main purpose of this method is to reduce latency in the network. The TPS in
Ripple is around 1500, which is a good candidate consensus algorithm in an IoT
environment. However, the faulty nodes in Ripple can only be up to 20%. This
means that most of the nodes must be honest and perform normally.

The TPS with different IoT gateway nodes is listed in Fig. 18. To achieve an accu-
rate value in TPS, we implement our consensus algorithms into a different number of
concurrent transactions. With different concurrent transactions, the final value of the
TPS can be closed with the value in real-world scenarios. From our experiment, the
average TPS can be reached around 1988. The overall performance of our framework
is much better than the performance of other trust-based consensus algorithms, such
as Ripple. The lowest TPS that we have achieved is 1978, while the TPS in Ripple is
around 1500 transactions per second. Observe that the maximum difference between
the highest value and the lowest value in TPS is only 62, which is acceptable when
compared with the overall TPS in our framework. From another perspective, the
trend of the TPS decreases as the number of IoT gateway increases. It explains that
transactions need to be broadcasted among a blockchain network. In this case, it may
cause more time for transactions to be appended into the blockchain. The experiment
is executed 10 times to achieve an average value.
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Fig. 18 The performance of
TPS

5.4 Sybil Attack Evaluation

In the previous section, we have discussed general information about the Sybil attack.
It can cause tremendous damage to blockchain systems. For example, it can cause
double-spending in Bitcoin-based systems. However, our framework can defend
against this kind of attack based on our consensus algorithm. Firstly, we assume
the worst case is that the proportion of honest IoT gateway nodes equals n/2 + 1,
which n is the total number of the IoT gateway nodes. It means that there are 3
malicious nodes when there are 8 IoT gateway devices in our framework. Therefore,
the minimum number of devices can be 3 in our experiment.

In this experiment, the malicious IoT gateway can create false transactions and
blocks. Later, other malicious nodes agree on those transactions, which are generated
by their fellows. We simulate that one of the malicious IoT gateway nodes can be
the miner. It can create false transactions which include the permission of requests
of access control policies. Other malicious IoT gateway nodes would agree on that
block. Based on the settings and default configurations, we evaluate our framework
with one metric, which is the efficiency to generate a new block. From the efficiency
analysis, we can demonstrate that our framework can defend against Sybil attacks.
Besides that, there is a slight impact on the efficiency to generate a new block.
We implement our framework in different situations. The number of concurrent
transactions increases from 50 to 250 with a step of 50.

In Fig. 19, it provides the efficiency to append a newblock byusing our framework.
During the process, it contains the miner selection and the transaction verification.
The efficiency only focuses on how much time is consumed in the miner selection
and verification. The most time consumed in the miner selection is to identify the
eligible potential miners. It doesn’t need too much time once the threshold score is
adjusted appropriately. In the verification, false transactions can be easily identified
by checking corresponding public keys and signatures. Moreover, since we only
verify a fraction of transactions in a new block, it saves a huge amount of time. In
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Fig. 19 The efficiency of our framework under Sybil attacks

order to demonstrate the stability of our framework, we use a different number of
concurrent transactions to show consistency.

From each experiment, the efficiency maintains around the same time in each
different situation. It means that our framework performs stable with different
numbers of nodes and concurrent transactions. From the research [39], Zou et al.
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also tested their framework under Sybil attacks. Their experiments contain sub-
network-based consensus protocol, joint consensus protocol and Proof of Trust (PoT)
protocol. All the protocols, including their framework (PoT), have relatively low
efficiency. They all achieve more than 2000 ms to generate a new block under Sybil
attacks. Particularly, the Joint consensus protocol can take up to 6000ms to generate a
block. However, our framework can achieve 1274 ms on average. It demonstrates the
efficacy of generating transactions and blocks under Sybil attacks in our framework.

In the real world, the value of concurrent transactions changes every second. There
are many factors that can impact the value of concurrent transactions in a blockchain
system. The experiment has been done 5 times to avoid any errors and defects from
the computer. From Fig. 19, it provides the relationship between the number of IoT
gateway nodes and the efficiency of consensus in a different number of concur-
rent transactions. In addition, it demonstrates that as the number of IoT gateway
nodes increases, our framework needs more time to achieve an agreement. In each
subgraph, there is a linear growth when the number of IoT gateway nodes increases.
The main reason for this satiation is that it takes more time to select the miner in each
round. It involves more verifiers when the number of IoT gateway nodes increases.
Consequently, the consensus algorithm consumes more time when the number of
IoT gateway nodes increases in our framework. Moreover, the number of concurrent
transactions can influence the efficiency of the consensus. The average value of the
efficiency of the consensus algorithm is different in each situation. From our exper-
iments, they are 1270.85, 1275.27, 1296.41, 1301.05 and 1305 ms. It clearly shows
that the efficiency of the consensus is directly proportional to the number of concur-
rent transactions. Since the blockchain network is based on a P2P network, transac-
tions are broadcast in a network. The more transactions in a blockchain network, the
more time is needed to be consumed for a transaction transmitted in the network.
Besides that, after the miner creates a block, the block needs more time to broadcast
to the verifiers in the network with a large number of concurrent transactions. There-
fore, the efficiency of the consensus is related to the number of IoT gateway nodes
and the number of concurrent transactions in a blockchain system.

5.5 DDoS Attack Evaluation

The settings are quite similar to the configurations in Sect. 5.4. The only differ-
ence is the malicious activities that have been conducted in the experiment. The
malicious nodes are also less than half of the participating nodes in the blockchain
network. Themalicious activity is that all dishonest IoT gateway nodes send requests
to honest nodes. In this case, many resources have been occupied. It damages the
honest services in an IoT environment. We let the malicious IoT gateway node sends
10 transactions per second to affect normal operation in our framework. Besides that,
we evaluate this experiment by the efficiency to generate a new block.

In Fig. 20, it shows the time consumed to successfully generate a block under
a DDoS attack in our framework. When facing a DDoS attack, our framework has
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Fig. 20 The efficiency of our framework under DDoS attacks

unique mechanisms to ensure security for our data. Recall that in Sect. 3.2, smart
contracts can defend against such attacks in our framework. The malicious nodes
can be recorded, and corresponding punishments issued. The entire process can be
done fairly and rapidly. Compared with a similar framework, Zou et al. conducted
similar experiments under collision attacks [34]. The consortium protocol has more
efficiently to generate blocks, since it can ensure the behaviours of nodes are trust-
worthy. The main reason for such a circumstance is that each node has already
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completed an authentication check before it joins a consortium blockchain. Since
our framework incorporates smart contracts, it needs to consume minimal time to
append a block into the blockchain. In particular, the average time to generate a
block is 1196 ms. In [39], the Proof-of-Trust (PoT) framework can generate a block
between 3142.8 and 4785.4 ms. Compared to those two data, our framework can
achieve half of the time consumed in PoT.

From Fig. 20, the number of concurrent transactions influences the efficiency of
the consensus. There is a linear growth as the number of concurrent transactions
increases. The main reason for this situation is that transactions need more time
to be broadcast in our blockchain network. The more concurrent transactions in a
blockchain network, the high possibility of causing network congestion. In this way,
the average time for a consensus period should be longer for the blockchain system,
which has a large number of concurrent transactions. In each of the graphs, we can see
that the consensus algorithm takes more time in the network with more IoT gateway
nodes. The main reason is that more nodes are involved in the consensus period. The
generated block needs to be broadcast further in the blockchain network. Besides
that, it needs more than half of the nodes to verify the transactions and blocks. It may
take more time as the number of IoT gateway nodes increases.

6 Conclusion

The traditional approach of using the access control scheme has many limitations
and challenges with IoT devices. Even though blockchain technology has provided
benefits in IoT. there are still several significant limitations including dishonest partic-
ipating nodes, complex consensus algorithms and latency overheads. To solve these
challenges, we proposed lightweight blockchain-based trust management for access
control in IoT.Our framework provides a novel trustmanagement system that reduces
unfairness and untrustworthiness in public blockchain platforms.

In this chapter, our framework has a smart contract-based access control system to
manage participating parties in an IoT environment node. The main purpose of smart
contracts is to create a fair and trustworthy environment. Moreover, the consensus
algorithm does not solve any puzzle to append a block into the blockchain. Theminer
selection is based on the reputation score and sleep-time for each IoTdevice. The veri-
fication approach incorporates the reputation score of the miner, which significantly
reduces processing time. Besides that, transactions that need to be validated are grad-
ually decreased as the reputation score of the miner increases. We also present a case
study, which illustrates the workflow of implementing smart contract-based access
control. The functional analysis demonstrates that our framework can theoretically
achieve validity, liveness, scalability, fairness, and security. Simulation results show
that the proposed framework decreases delay time and processing time compared
with classical blockchains. TPS in our framework is higher than other consensus
algorithms that are used in IoT environments. In addition, the behaviours of each
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node are evaluated by our framework. The efficiency of the consensus algorithm has
a slight influence under Sybil and DDoS attacks.

Overall, our framework brings a high level of security and anonymity to IoT
users. We plan to improve on other aspects of our framework, which include the
throughput, scalability, and trust execution environment. Besides that, we would
like to implement our framework with a real-world platform. Thus, we can see the
limitations and challenges in our framework. Lastly, we can explore our framework
in other industries, which may include smart grids and vehicular networks.
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Utilising K-Means Clustering and Naive
Bayes for IoT Anomaly Detection:
A Hybrid Approach
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Abstract The proliferation of Internet of Things (IoT) devices means that they
have increasingly become a viable target for malicious users. This has created a
need for greater flexibility in anomaly detection algorithms that can work across
multiple devices. The suggested algorithm will further ensure that our data remains
secure from malicious users and potentially avoiding related real-world issues. This
chapter suggests a potential alternative anomaly detection algorithm to be imple-
mented within IoT systems that can be applied across different types of devices. This
algorithm comprises both unsupervised and supervised areas of machine learning,
utilising the strongest facets of each methodology. These are the speed of unsu-
pervised, as well as the accuracy of supervised machine learning. The algorithm
involves the initial unsupervised k-means clustering of attacks. The k-means clus-
tering algorithm groups the data as either DDOS, backdoor, ransomware, worm,
trojan, password, and normal and assigns them to their clusters. Next, the clusters
are then used by the AdaBoosted Naïve Bayes supervised learning algorithm to teach
itself which piece of data should be clustered to which specific type of attack. This
increases the accuracy of the proposed algorithm by adding clustered data before the
final classification step, ensuring a more accurate algorithm that can effectively clas-
sify attacks. The correct identification percentage scores for this proposed algorithm
range from anywhere from 90 to 100%, as well as rating the proposed algorithm’s
accuracy, precision, and recall on different datasets. These high scores demonstrate an
accurate, flexible, scalable and optimised algorithm that could potentially be utilised
by different IoT devices, ensuring strong data integrity and privacy.
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1 Introduction

Detecting anomalies within Internet of Things (IoT) devices has become an increas-
ingly important aspect of cybersecurity due to the growth in prevalence of these
attacks [1]. This growth has been fuelled by the current covid-19 pandemic, as large
numbers of employees are working remotely from home. The increase in time spent
at home means IoT devices are therefore used more, generating larger amounts of
data, and subsequently becoming more attractive to malicious users. With the subse-
quent attractiveness of IoT devices increasing, a greater need for information security
and specifically anomaly detection is required (AD).

1.1 Background

On a conceptual level, the IoT is an interconnected ecosystem that is populated
by devices that have computing and networking capabilities embedded within the
object [2]. IoT devices aim to add value as well as personalise the user’s experiences
and interactions with various “things”. IoT devices enable large-scale technological
advancements in many different areas such as agriculture, smart cities, health and
fitness, traffic, retail, and logistics. The IoT is often seen as a global infrastructure
that enables connectivity between the cyber and physical worlds based on existing
structures, frameworks as well as previous, more basic IoT devices [2]. As IoT
devices rely on a connection to each other and the internet, this means that they are
potential targets for malicious users, and therefore require measures to prevent and
detect intrusions within a connected network.

AD within networking is utilised to ascertain behaviours deviating from the norm
[3]. An example of networking anomaly detection’s actions would be the identifi-
cation of suspicious networking packets from IP addresses flagged as malicious, or
an abnormal amount of traffic sent to and from internal or external networks. This
anomalous behaviour often takes place within or against traditional components of a
network. These traditional networking components (firewall, router and switch) rely
on AD algorithms, however, networking for IoT is more difficult, as their security
requirements differ due to the size, scalability and resources of connected devices
[4].

The current IoT security measures are based on the principles of confidentiality,
integrity, authorisation and availability. These measures include specific protocols
for connecting and communicating with and through the internet, as well as machine
learning algorithms for anomaly detection [5].
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Examples of current security protocols for IoT areMQTT, CoAP, andAMQP. The
MQTT (Message Queuing Telemetry Transport Protocol) model operates similarly
to the HTTP, request-response operation as opposed to the MQTT mode that uses
a publish-subscribe model. The publish-subscribe model operates by the publisher,
first collecting the entity’s data from different sensors. The subscriber of this specif-
ically subscribes to the sensors data which is displayed to the end-user. The third
stakeholder within MQTT is the broker, which operates as the go-between, deliv-
ering the data from the publisher to the subscriber [6]. CoAP (Constrained Applica-
tion Protocol) operates like the MQTT model however it relies on a URI (universal
resource identifier). The CoAP model publishes data gathered to the URI, and the
subscriber (user) subscribes to the resource indicated by the URI. When new data is
published to theURI, the other users are notified.AMPQ(Advancedmessagequeuing
protocol) operates by utilising both the publish-subscribe and the request-response
models. The AMPQ model communicates by requesting the user or publisher create
and then broadcast that exchange. Subsequent communications take place by either
the broadcaster or user utilising that name within the exchanges. At the same time,
this is occurring, the user must create a queue and attach it to the exchange, with
messages thenmatched to the queue, in order for authentication to occur. These secu-
rity protocols operate concurrently with different ADmethods to secure information
and prevent malicious users from gaining access to IoT devices [].

There are numerous current methods employed by IoT devices to ensure data and
device integrity. These includebut are not limited to authentication and access control,
attack detection and mitigation, anomaly intrusion and detection and malware anal-
ysis [7]. These methods rely on different machine learning (ML) techniques to
operate. Authentication and access control rely on artificial neural networks (ANN)
and long short-term memory (LSTM). Attack detection and mitigation require a
support vector machine (SVM), as well as deep learning autoencoders and K-nearest
neighbours (KNN). Malware analysis can use recurrent neural networks (RNN),
principal component analysis (PCA) and convolutional neural networks (CNN).

Intrusion and anomaly detection algorithms are sometimes composed of k-means
(KM) clustering, decision trees (DT), and Naive Bayes (NB) [7]. Unsupervised
machine learning (UML) algorithms have greater flexibility regarding data absorp-
tion and require far lessmanual handling than the supervisedmachine learning (SML)
method [8].

Combining bothUMLand SMLalgorithms gives birth to hybridmachine learning
(HML). HML involves utilising information associated with both ML strands and
their strengths, whilst simultaneously minimising their weaknesses. An example of
this is if there is an issue with a classification problem associated with SML, then
using additional data points from UML could help with the labelling. Conversely,
utilising a SML algorithm to assist a clustering algorithm with increased data point
knowledge would also be a way to minimise weaknesses associated with an UML
algorithm [9].

ADmethods operate concurrently on IoT smart devices, utilising abovementioned
ML algorithms. IoT devices generate different types of data, these include but are not
limited to network and sensor data. This chapter will utilise telemetry/measurement
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data from sensors placed within several different IoT devices. This is done to further
examine the usage of sensor data to detect anomalies within IoT devices.

1.2 Motivation of the Research

This chapter seeks to answer the overarching question:

(1) How much better would a hybrid machine learning algorithm comprised, of
k-means clustering and Naive Bayes be than traditional SML algorithms when
it comes to AD within IoT sensor data?

To answer the overarching question, there are several sub-questions featured
within this chapter. Answering these sub-questions will allow for a complete
analysis of the proposed algorithm.The sub-questions relate to accuracy, speed,
scalability and flexibility are listed below:

(2) Does the proposed algorithm have higher accuracy, precision and recall scores
than traditional SML methods?

(3) Does the proposed algorithm have faster train and test times than the traditional
SML algorithms?

(4) Does the proposed algorithm maintain its strength as it operates on larger
datasets?

(5) Is the proposed algorithm able to be applied to different types of IoT devices?

Answering the questions relating to speed and accuracy of the proposed algo-
rithm also subsequently raises another question that must be answered within
this chapter. This question discusses the trade-off between speed and accuracy.
This can be best phrased as:

(6) Does removing the highest-ranked subset of attributes to the type of anomaly,
negatively impact the strength or speed of the algorithm?

The crux of the question is if you have an AD algorithm that is 90% accurate
but takes 3 min to operate, versus an algorithm that is 87% accurate, that takes
30 s to predict, which algorithm is the better choice for the device? And would it be
possible to find away to increase efficiency by deleting data pointswhilstmaintaining
accuracy.

Answering the above questions will allow this chapter to assess whether the HML
k-means and Naïve Bayes algorithm is indeed a viable alternative to traditional
SML. This answer is based on the notion that having an AD algorithm that is slow,
inaccurate, inflexible and unscalablewould not be an effective use of resourceswithin
an IoT device.
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1.3 Chapter Overview

The below chapters will be further broken down respectively: related work, proposed
algorithm, evaluation, results, discussion, and conclusion and future work. The
related work will focus on discussing previous literature including providing a brief
overview of IoT sensors, contrasting IoT networking data, anomalies, anomaly detec-
tion, both strands of machine learning, as well as then going on to discuss the usage
of KM andNBHML algorithms within academia. This chapter will then discuss how
these algorithms detect anomalies and the subsequent different types of anomalies.
After the related work, the new algorithm section details the requirements of the
proposed algorithm, and how this proposed algorithm answers the research ques-
tions. The evaluation of the algorithm involves the discussion of the type of method
used, as well as the subsequent hypothesis, the metrics for measurement as well as
the process involved. The datasets will also be detailed including their components,
sizes, types of IoT devices that were tested as well as different anomalies within
each dataset. The results section will address each research objective and question,
as well as discuss the advantages of new algorithms and their trade-offs. The discus-
sion section will review the research questions and give specific insights. Lastly, the
conclusion and future work section will summarise the entirety of this chapter, as
well as provide any potential further work to be explored.

2 Related Work

This chapter will present what other authors have discussed regarding IoT, before
going on to discuss sensor data, IoT anomalies and the subsequent different types,
anomaly detection and machine learning (both supervised and unsupervised algo-
rithms). Lastly, this chapter will then discuss hybrid ML before then giving an in-
depth review of themany uses of HML algorithms, and then finishingwith discussing
the uses of k-means and orNaiveBayeswithinADalgorithms, aswell as highlighting
the gaps within research.

2.1 IoT Overview

Kassab and Darabkh [10] give an overview of IoT by first suggesting that there
are issues within IoT devices. These issues are interoperability, scalability, resource
scarcity and security. Kassab and Darabkh [10] begin by discussing the issue of
interoperability, which is that different vendors devices might not work together,
hence why the characteristic of interoperability is necessary. This can be achieved by
ensuring that each protocol and sensor permits other different vendors from reading
and accessing their accumulated data. As there are billions of devices within the IoT
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environment, the amount of data that is generated is large, the applications within
need to be designed with the ability to be scalable enough to process the generated
data. Kassab and Darabkh [10] discuss resource scarcity. Resource scarcity is the
issue that relates to smart devices and the idea that they are resource-constrained,
meaning that they are limited by computation and energy requirements. Finally, they
discuss security. Security is arguably the most integral architectural conceptual issue
within the IoT sphere. Security in this case refers to the intrusion prevention and
anomaly detection within the IoT and their associated devices.

2.2 Contrasting IoT and Standard Networking Data

There are several differences between IoT sensor and standard networking data.
Alsaedi et al. [11] suggests that the current networking anomaly detection datasets,
which are based on current systems primarily contain packet-level and flow-level
information. This data is handy in detecting attacks on the network but fails to
address the issue of attacks that specifically aim to change sensor data or manipulate
IoT devices. Standard networking data found in basic datasets such as NSL-KDD
does not contain information gathered from the actual sensors.Data gathered from the
sensors, is relatively simple in contrast to the packet-level and flow level information
previously mentioned [11]. Alsaedi et al. [11] suggest that this is a major gap in
academia right now and that they attempting to address this.

2.3 Anomalies

Quek et al. [12] discuss anomalies by first giving a base definition. According to the
authors, anomalies are simply a deviation of normal conditions from the operating
paradigm.They thengoon to state that the twomain assumptions regarding anomalies
are that they occur rarely and that they are distinguishable from normal data. Looking
specifically at the concept of anomalies within the IoT space, this typically refers to
malicious incursions into the network or the IoT device [13]. Sahu and Mukherjee
[13] then continue, stating that as there many different types of IoT devices within
the ecosystem, therefore logically the types of anomalies also vary. This then brings
the authors to discussing zero-day attacks, stating that zero-day attacks (ZDA) are
numerous, and in effect are unknown anomalies that can be foundwithin IoT devices.
A ZDA refers to an event of involving different types of anomalies, including but
not limited to denial of service, malicious control, malicious operation, scan and
spying attacks. Sahu et al. then go on to list the types of anomalies, as well as
background information and examples. They state that denial of service (DoS) attacks
are found within traditional networking incursions. DoS attacks operate by making
the required service crash or become unresponsive. This is done by ensuring that
there are no allocated resources left to respond to the constant requests. The data



Utilising K-Means Clustering and Naive Bayes … 183

type probing anomaly occurs when the device receives data that has been changed,
an example of this is if a sensor is expecting an integer, but instead receives a string.
Malicious control refers to another unintended user attempting to gain control of the
network traffic. Malicious operation occurs when the original activity is obfuscated
and hidden. Scanning anomalies refer towhen amalicious user intends to replicate the
client or server credentials to gain access to user data. The spying anomaly involves
refers to eavesdropping on specific areas of the network or devices, to discover
sensitive information [13].

2.4 Anomalies Within This Chapter

The types of anomalies that are found within this chapter are scanning, distributed
denial of service (DDoS), ransomware, backdoor, injection attack, cross-site scripting
(XSS) and password cracking attacks.Alsaedi et al. [11] describes the types of attacks
in detail. The authors start by stating that scanning attacks refer to the first step amali-
cious user takes to gain access to the network. Scanning attacks involve information
gathering, targeting areas of vulnerability such as open ports and available services.
DDoS attacks involve the malicious user flooding the victim with requests to disrupt
access to services. They are often launched by many compromised devices known
as botnets or bots. These compromised devices flood the target, often overwhelming
their memory and bandwidth. This is particularly dangerous for IoT devices as they
have limited computational power and storage capacity. Ransomware attacks are
often malware-based and usually operate by denying the user access to a system or
specific services. The malicious hackers will then sell decryption software back to
the victims in exchange for returned access to their system. Backdoor is a passive
type of attack, in which the bad actor will attempt to gain access to the victim’s
system remotely, usually with malware. These compromised systems often perform
part of a botnet to launch DDoS attacks. Injection attacks involve executing snippets
of malicious code or data into targeted applications. The injection attack can manip-
ulate telemetry data and control commands, in order to disrupt normal operations.
XSS attempts to operate malicious code on a web server that is connected to the
targeted device. The XSS allows the malicious user to inject scripts of coding which
can then compromise authentication procedures between different devices, and the
webserver. The password cracking attack occurs when an attacker uses methods to
guess a password and subsequently gain access to the adversarial system. This type
of attack can allow attackers to bypass authentication methods [11].

2.5 Anomaly Detection

Tsai et al. [14] state that anomaly detectionwithin IoT comprises different areas, with
differing methodologies. The authors then discuss the differing anomaly detection
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methodologies. The first anomaly detection method is classifying either signature-
based or semantic-based. Signature-based AD refers to detecting attacks through
threats or signatures that are already known. Anomaly-based detection schemes
operate by employing statistical, machine or protocol-specific information and then
building a model featuring legitimate traffic. This model is then used as a reference
point to classify either normal or abnormal traffic. There are also hybrid systems that
combine both detection and classification methods according to [15]. Other anomaly
detection methods can occur in real or non-real time, real time referring to occurring
synchronously, and non-real time meaning asynchronous. Anomalies can be found
within either the actual network flows of IoT devices or by examining sensor infor-
mation [14]. Some of the common types of machine learning and anomaly detection
algorithms are discussed below.

2.6 Machine Learning

Bengio et al. [16] discusses AD machine learning methods and then breaks them
down into SML and UML. For SML, the training set functions as samples of input
data points and are utilised in conjunction with corresponding, appropriate target
vectors (labels). This contrasts with unsupervised learning, which does not require
the use of labels.

The main objective of SML is to learn how to predict the output data from a given
input vector. SML can then use classification with the target labels to examine a
number of discrete categories within the data set and assign them names [16]. This
chapter will detail SML algorithms, and then discuss UML in the next section.

2.7 Supervised Learning

The SML algorithms that will be discussed below are K-Nearest Neighbours (KNN),
Naïve Bayes (NB) and Random Forest (RF). These are chosen as they will be the
traditional SML algorithms that our proposed algorithm will be tested against.

K-Nearest Neighbours. Mahdavinejad et al. [17] go into detail regarding KNN.
They suggest that the main goal of KNN is to classify a new, discrete data point by
finding the K-given data points in the training set. This is done by examining the data
points closest to the input or feature space. To find the KNN, a measure of distance
metric (Euclidean distance, L∞ norm, angle, Mahalanobis or hamming distance)
must be utilised. Jagdish et al. (2005) state that to solve the problem, the new data
point (input vector) is seen as x, its K Nearest Neighbours by Nk(X), the predicted
class label for x by y, and the specific class variable by t (a discrete random variable).
Furthermore, 1(.) denotes the indicator function: 1(s) = 1 if s is true and 1(s) = 0 if
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not. The input data point (x) will be generated by the mode of its neighbour’s labels
(Jagdish et al. 2005).

The authors then go on to depict KNN in the following way:
KNN is mathematically depicted as Eq. 1:

p(t = c|x, K ) =1/
Ek

∑
i ∈ Nk(x) 1(t i = c)

y = argmax p(t = c|x, K )

Like every other type of ML algorithm, there are both pros and cons. A downside
of KNN is that it requires the storing of the entire dataset, meaning the more data
there is, the more that must be stored by the algorithm. This means that it is not a
strong choice for larger datasets and is not as scalable as others.

Naïve Bayes. Zhang [18] discusses NB. They start by stating that NB’s primary
function is to apply the Bayes theorem with the naive assumption of independence
between the features (attributes) of z when given the class variable t.

Zhang [18] starts by denoting the input vector z = (Z1,…ZM).
When applying the Bayes theorem, the below equation is used:

p(t = c)|Z1 . . . ZM) = p(Z1 . . . ZM |t = c )p(t=c)

p(t = c|Z1 . . . ZM)

Then subsequently integrate the naïve independence as well as the subsequent
simplifications, which leaves us with:

p(t = c|Z 1, . . . ZM = ∞p(t = c)�M
J=1 p

(
Z j |t = c

)

The way in which the classification takes place is shown below.

y = argmcaxp(t = c)�M
J=1 p

(
Z j |t = c

)

It should be noted that y shows the predicted class label for z. There are also
different types of classifiers using different methods of distribution to estimate p(t =
c). NB already has a strong foundation within the AD sector, its uses already include
spam filtering and text classifications [18]

Random Forest. Wang et al. [19] discuss the basic methodology of RF. They start
by discussing the positives of RF and suggesting that it has a strong ability to handle
various types of data, and already has a wide area of application within academia.
Wang et al. [19] then describe the algorithm by first stating the assumptions. These
assumptions are that a data set is annotated as Dn with n being the instances (X, Y ),
it should also be noted that, X ∈ RD. This approach combines numerous decision
trees, independently trained to form a forest. It should also be noted that each tree is
a partition of the data space. This means that as RD is the full set of data, then a leaf
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is a partitioned subsection of the entire dataset, and each node corresponds to a cell
of data space. The methodology of the RF is presented below.

1. At the start of the tree construction, n sample points are taken from the Dn
dataset. Only these samples are used to construct the tree.

2. Tree nodemtry features (mtry <D) are then randomly sampled from the original
D datasets. These samples are then used for the selection of the splitting point.
After one split has occurred, the algorithm continues to split repeatedly until
the stopping condition is met.

3. RF’s then average the result from each tree [19].

2.8 Unsupervised Learning

Usama et al. [8] discuss UML generally before going onto data clustering. They start
by stating thatUMLallows for the analysis of rawdata, helping by generating insights
into unlabelled data. UML has many different applications within the ML sphere.
UML algorithms are utilised in areas of speech recognition and computer vision.
Furthermore, UML’s flexibility and scalability are seen as some of their key strengths.
Due to these strengths, it could be suggested that UML could be applied to areas
within network management, monitoring, and data optimisation. UML techniques
can be divided into different sections, these include but are not limited to hierarchical
learning, data clustering, latent variablemodels, dimensionality reduction techniques
and outlier detection [8]. This chapter will specifically discuss data clustering below.

2.9 Data Clustering

Usama et al. [8] states that data clustering encompasses the organisation of data into
natural, meaningful groups (clusters) based on the high similarity between different
features. Clustering, therefore, attempts to find hidden patterns within the input,
unlabelled vectors. The clusters are also organised in such a way that promotes
high intra-cluster and low inter-cluster similarity [8]. The authors then suggest that
clustering is widely applied to many different disciplines, these include but are not
limited to ML, data mining, network analysis, pattern recognition, and AD. Data
clustering can be further broken down into 3 areas, hierarchical clustering, Bayesian
clustering, and partitional clustering. This chapter will look specifically at partitional
clustering as it precedes K-means (KM) clustering, the UML algorithm used.
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2.10 Partional Clustering

Usama et al. [8] discuss partitional clustering generally and then go on to discuss
the pros of this method. They start by stating that clustering is a method of organ-
ising data into a set of disjointed clusters. Partitional clustering has an advantage
over other types of anomaly detection algorithms in that they can incorporate knowl-
edge relating to the size of clusters, by relying on the specified distance functions.
These functions ensure accurate data shape generation within the various types of
clustering algorithms. Frigui [20] mentions that there are several drawbacks to parti-
tional clustering. These are the difficulty in determining the number of clusters, the
predisposition to being negatively impacted by outliers and data noise, and the issue
of cluster initialisation. Partitional clustering can be further broken down into K-
medoids, expectation means, and k-means. As K-means was the chosen partitional
clustering type, this is the algorithm that will be discussed below.

2.10.1 K Means Clustering

Zhao et al. [21] start by giving a general overview of the KM clustering algorithm.
Zhao et al. [21] then state that KM clustering is defined as an iterative expectation
maximisation approach. It operates by including 3 steps. The first step is to initialise
the k cluster centroids, the next is to assign each sample collected to its closest
centroid, and the last step is to reorganise the cluster centroids with the assignments
computed in step 2, and then repeating step 2 until convergence is met. These steps
are repeated until the centroids of the clusters do not change between consecutive
iterative rounds. Zhao et al. then go on to display the clustering procedure. This is
done by stating that {xI ∈ Rd} i = 1…n are samples that are required to be clustered
and C…k ∈ Rd is the cluster centroids. The above function represents the iterative
and clustering steps. Before the specific KM algorithm is depicted, there are several
rules that need to be specified.

Qi et al. [22] describe the KM algorithm. This was done by first stating several
assumptions. One assumption is that the given dataset is denoted as D, and thenD =
{pi|i = 1,…, n}, pi found in d-dimensional space. The first step (seeding) begins by
selecting k clusters, byminimising the sumof squared errors (SSE). The first equation
depicted shows the operation of theKMclustering algorithm. This algorithm is found
below:

SSE =
k∑

j=i

n∑

i=1

δij
∥
∥pi − mj

∥
∥2

(
δi j = 1 if pi ∈ C j and 0 otherwise

)
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It should be noted that where ||pi − mj || is shown, this indicates the distance
between the point pi and the cluster Cj, as well as its cluster centremj. This is shown
below in the subsequent equation.

m j =
∑

pi ∈ C j Pi∣∣C j

∣∣

Qi et al. [22]. The combination of the previous supervised and unsupervised
machine learning algorithms leads to the discussion regarding HML.

2.10.2 Hybrid Machine Learning

Li et al. [23] discuss HML algorithms. The authors suggest that these algorithms
consist of two forms of machine learning, unsupervised and supervised. Both unsu-
pervised and supervisedmachine learning algorithms have strengths andweaknesses.
Li et al. [23] suggests that utilising a combination of these two types is an effective
way of combating the other’s weaknesses. A popular way is to utilise one UML algo-
rithm as the data aggregator, and then another one as the classifier. This is what has
been proposed, a clustering algorithm to gather data, and then a supervised classifier
to classify the data.

After the basic overview of IoT and the discussion of types of ML approaches,
this chapter will now detail the potential uses of HML in the papers below.

2.10.3 Uses for Hybrid Machine Learning Algorithms

One potential use for HML refers to the integration of KM and NB for smart air
conditioning (AC) monitoring and control in WSAN networks, as proposed by Kris-
tianto et al. [24]. Kristianto et al. [24] describes the combination of KM and NB, and
the way it operates. This is done by utilising the classification of the NB algorithm to
determine the operation of the air conditioner units (AC). The sensors generate the
unsupervised dataset, which is then clustered and formed into a supervised dataset.
This supervised dataset is then passed on to the NB classifier and the subsequent
instructions are then passed onto the controlling server. New data is then assigned to
the specific clusters based on the previouslyNBclassifications of previously collected
data. After that data is received by the server, it is then passed onto the remote actu-
ator, which then determines the operation of the AC. Kristianto et al. [24] then show
that their combination, in terms of results, is rated by accuracy, precision, recall and
error rate with 90%, 83%, 100% and 10% respectively. However, the conclusion
presented is basic and suggests that merely because they have strong scores, their
algorithm is effective.

Wayahdi et al. [25] suggests a combination of KM and a NB classifier to classify
an image. This is done by attributing numbers to sections of an image based on the
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characteristics and statistics of the picture, as well as the hue, saturation, red, green,
blue, kurtosis and skewness. Wayahdi et al. [25] provided an example and stated that
this was first done with an image of a banana which was then resized to 100 × 100
pixels. Then the image is extracted into different numeric characteristics, based on
the attributes. The grouping occurs using KM clustering. The classification via NB is
repeated for different images each with different centroids. The results for this state
that a total correct percentage of 85% was found. It could be suggested that the 85%
accuracy rate could be fractionally low, particularly when using an SML algorithm.
[25].

Ali et al. [26] suggests away inwhich to utiliseKMandNBaswell as feature selec-
tion in text document categorisation. The hybrid machine learning algorithm would
be utilised by first pre-processing the documents before clustering, by removing
redundant and duplicate words, question marks and conjunctions. Next, the feature
selection phase refers to the operation of the proposed model that involves further
pruning. After this, the KM algorithm is called, which then calculates centroids of
clusters, the clusters themselves as well as the minimum distance function. The
minimum distance function denotes which features are allocated to the nearest
K cluster. Next, the optimisation by the NB algorithm creates a specific cluster
according to the predicted probabilities. The optimisation process continues as new
centroids are created with new documents; this keeps occurring till all the allocated
documents are clustered. The results of this algorithm suggest that the combined
KM based NB is an accurate algorithm over the 4 chosen datasets. This is evident
as for the first dataset, the proposed algorithm received 91.60% purity and 72.20%
entropy for the proposed model compared to the 86.80% purity score and the 77.00%
entropy score. Entropy refers to the measure of quality for clustering. However, the
authors chose how many k-clusters by trial and error, they did not demonstrate any
method. This could have been improved by mathematically suggesting the strongest
possibility or using an expectation means algorithm and automatically assigning the
number of clusters as per the features within the dataset.

Fadhil [27] proposed an algorithm that operates on the hybridKMandNB systems
to predict the performance of an employee. In the first phase, the KM algorithm
begins the clustering process to determine the training data. This data includes classes
(excellent, very good, good, average, and bad). The Euclidean distance, using the
class data, measures the distance between data and the first centroid of the algorithm.
After the initial centroid initialisation and Euclidean distance measurement, calcu-
lations occur, the class for every cluster is then analysed, and the average data for
each variable within said cluster is found. This keeps occurring till all the data has
been clustered. The average data score for each variable is compared to the centroid
and if it is not equal to the centroid’s value, then the distance calculation is repeated
until the average data is equal to the value of the centroid for each variable. After the
value has been chosen, the NB classifier is used.With the best results of each centroid
value being output to the user. A critique that can be seen is that this algorithm relies
heavily on there being no outliers within the data, as the centroid value of this algo-
rithm repeats itself till the centroid value is the same. As KM is outlier sensitive,
it could be seen that any outlier or null data would affect the centroid, making the
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algorithm keep repeating the initialisation stage [27]. This appears to be a systemic
floor within the methodology and could be addressed by firstly pre-processing and
removing the obvious outliers or null values. This chapter will now discuss using
KM and NB for AD within the field of networking. These efforts will be discussed,
reviewed, and critiqued below.

2.10.4 Hybrid AD Algorithms Using KM and Naïve Bayes

There are several HML AD systems that have been proposed. One such AD system
is that of a hybrid KM clustering and NB classification technique. For this literature
review, only the KM and NB will be assessed. This AD system was suggested by
authors [28].

Bagui et al. [28] provide an overview of the way the experiment is designed and
then discuss the results and any issues that have arisen. Firstly, the authors state that
the algorithm operates by ingesting 8000 random records from the UNSW-NB15
dataset. Feature selection is then performed using the KM clustering and Correla-
tion based Feature Selection (CFS). CFS evaluates the benefits of each subset. This
was run on each attack family (fuzzers, analysis, backdoor, dos, exploits, generics,
reconnaissance, shellcode and worms). Once the features were selected for each of
the attack families, the classification step began. The classification step involves the
usage of 2 different algorithms, the NB and the J48 decision tree.

The results showed that NB produced the best rates of classification, coming in
with 80.03%, 90.66%, 90.02%, 92.97%, 46.70%, 92.61%, 71.42%, 75.24% and 99%
for fuzzers, analysis, backdoor, dos, exploits, generics, reconnaissance, shellcode and
worms respectivelywithCFS. Contrasted towithout CFS, the scoreswere 57%, 74%,
66%, 66%, 56.69%, 83%, 65%, 72%, and 84 respectively. Bagui et al. [28] found
that there were substantial increases in accuracy for the detection rate related to the
use of CFS. The proposed algorithm differs from the authors algorithm in several
ways. The main difference is that feature selection is not at the algorithm. Instead,
we are using CFS to rank the feature with the highest correlation to the label, and
then using that ranking to remove the highest ranked feature. This is done to see if the
training and testing time can be improved whilst maintaining accuracy. This is due
in large to the data we are analysing, and the subsequent implementation methods.
Since our data is not as complex, adding in feature selection would be redundant.
Our algorithm is designed to be used on simpler data gathered from IoT sensors. This
allows for a more agile and less processing intensive approach, with comparable if
not more accurate scores.

Bhatt and Thakker [29] suggested an algorithm to aid in the removal of botnet
attacks using an ensemble classifier within IoT devices. Bhatt and Thakker [29]
suggested collecting hacker activity patterns from the IoT devices as opposed to
traditional usage of network statistics. Next, the modelling of the attacking infor-
mation takes place within a tree-based structure by stacking the classifier. Lastly,
the attacks are then clustered by a protein similarity algorithm (PROSIMA). The
similarities to the proposed algorithm are minor, in so far as this utilises a clustering
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algorithm, AdAboosting, as well as a classifier and IoT device data. It should be
noted that that algorithm does in fact involve the use of feature selection and is more
complex in nature. As mentioned above, our proposed algorithm appears to be less
complicated in nature, which fits with the design ethos of speediness, due to the
resource-constrained nature of IoT devices [29].

Om and Kundu [30] proposed a hybrid intrusion detection system that combines
KM and two additional classification algorithms, KNN and NB. It consists of feature
selection based on entropy evaluation operating on the KD-99 dataset [30]. Om and
Kundu [30] go on to discuss the method of operation for their proposed NB intrusion
detection system (IDS). The IDS starts with first applying KM clustering to the
dataset, specifying the number of clusters into either normal or anomalous clusters.
The number of clusters is set to 5 (user 2 root, remote to local, probe DoS and
normal). The data is then separated into two parts, one part for testing and the other
for training. In the training phase, the labelled records are assigned to the K-Nearest
Neighbour. The KNN is then trained on these. The subsequent rest of the data is then
passed through the KNN classifier, it should also be noted that this method involves
feature selection. This algorithm operates similarly to the proposed algorithm, with
the clustering into classification. This delivered strong results however, there was
no mention of the training and testing time. Moreover, as KNN needs to ingest the
entire dataset, this further reinforces the theory that this algorithm was particularly
slow in comparison to others.

Sharma et al. [41] suggest an improved intrusion detection technique based on
KM clustering via the usage of NB as a classifier. Sharma et al. [41] state that
the algorithm consists of several steps. Firstly, it begins by pre-processing (feature
selection) and normalisation. Next, the KM clustering algorithm is run, followed
by the classification via NB. After this occurs, the testing and validation of the
performance take place, with the results displayed. Once again, this model relies on
the use of feature selection before the algorithm occurs, to assist with getting higher
accuracy rankings. Furthermore, they do not utilise any boostingmethods. This could
potentially increase their accuracy, therefore reducing bias and variance and allowing
for a stronger overall algorithm [41]. It should also be noted that Sharma et al. suggest
that the design of their algorithm is meant to be a general algorithm, however, the
results suggest a different picture. The results demonstrate that it is accurate to a
degree, however, it generates more false positives in some areas, as well as being
less accurate for 2 out of 5 types of attack then the baseline AD algorithms. This
means that the aim of this algorithm is largely unmet, as only 2 attack types were
detected consistently.

Soe et al. [31] suggests a lightweight, sequential attack detection architecture that
is based on 4 modules specifically to be used on IoT devices. The 4 modules are data
collection, data categorisation, feature selection andmodel training. The first module
data collection ingests benign and attack data from the network and IoT environment.
Module 2 categorises each piece of attack and benign network data. Furthermore,
each category includes all datawith the same attack class and benign data. The feature
selection module designates the highest correlated features of each class, as there
are 8 types of attack class, the feature selection module will select features for these
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classes. The model selector module places and then evaluates several different ML
algorithms, selecting the more accurate one. The attack detection occurs afterwards
and involves feature extraction and then alert generation. A critique for this paper
is that this algorithm claims to be lightweight, however, it is itself quite complex.
This is evident as there are 4 modules required for this algorithm to operate, one of
them being feature selection and as stated above is memory intensive. Moreover, the
claim of lightweight is also contradicted by the operation of said algorithm. As the
algorithm requires data collection, data categorisation, and feature selection to occur
one after the other. After the feature selection occurs, the pre-processing of the attack
detector begins, which then further involves attack detection and the subsequent alert
generation. All this adds to the inherent complexity of the algorithm [31].

Samrin and Vasumathi [32] suggest an algorithm that is a combination of the
KM clustering algorithm and an artificial neural network (ANN). This algorithm
is broken down into the training phase and the testing phase. The training phase
involves firstly completing the KM clustering method above. Once the clusters have
been found, each output cluster from the KM clustering operation is trained by
the ANN. This step keeps repeating for each neural network node till the output
is produced, the training phase occurs afterwards. The training phase involves the
total usage of the data, redistributed back through the KM algorithm, as well as the
ANN in order to learn through itself. After the self-learning has taken place, the
algorithm’s accuracy, sensitivity, and specificity are returned. The accuracy scores
were dependent on the number of clusters that were found within the data. Cluster
sizes of 10, 15, 20, 25 and 30 had accuracy ratings of 88%, 89%, 92%, 88% and 89%
respectively. The sensitivity (probability the algorithms predict positive examples)
was found to be 80, 83, 76, 73 and 83%, once again depending on the cluster size.
Lastly, the specificity rating (probability algorithms can predict negative examples)
is rated as 66, 68, 68, 69 and 59%. It should be noted that the accuracy was better
in every cluster, as well as the sensitivity. The specificity measurement proved to be
negligible, with neither good nor bad results [32].

Saputra et al. [33] used a combination of NB and KM to aid with the classi-
fication of illiteracy. This is done in several steps, research data, pre-processing,
clustering and classification, and lastly the testing method. The first step operates by
gathering data from different sources, such as high and elementary schools, as well
as ascertaining characteristic data such as unemployment rates and education enrol-
ment percentage and illiteracy rate. After the research data step, pre-processing takes
place and involves the combining of the accumulated data into 1, assessable table.
The data is therefore pruned to only include related data, and then standardised so
it is usable for mining purposes. The third step, clustering and classification, occurs
next, with the KM being implemented, first forming 2, then 3, then 5 clusters in
order to ascertain the different illiteracy levels. This step is completed with the goal
of finding the number of clusters that are considered optimal and can then be used
in the classification step with the NB algorithm. In the classification process, the NB
was repeated 3 times using the training data, this will allow for the assessment of the
types of illiteracy levels can be found. Lastly, the testing method involves utilising
the k-fold method, in which 10 folds are used to validate results on the experimental
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data. After this is carried out, the results are analysed using accuracy and error rate as
the metrics of analysis. The results for this indicate that the NB algorithm is a good
candidate for the use of classifying clustered objects and finding anomalies. Further-
more, 3 clusters are ideal to be used. It should be noted that [33] did not use any
feature selection algorithms, cutting down on operational time. They also got final
accuracy ratings of 93% upwards, for each run of the algorithm. This suggests that
using a combination of KM and NB gives strong results, this once again reinforces
the proof of concept that KM and NB together enable a strong detection algorithm
[33].

Varuna and Natesan [34] continue this same path with focusing on combining
NB and KM together for an anomaly detection algorithm, this time specifically on
the networking data involving the NSL-KDD set. This paper’s algorithm is broken
down into 3 stages, clustering, calculating the distance sum and classification. The
first step involves clustering utilising the KM algorithm and grouping the objects into
similar groups.Next, the original dataset is transformed into a newer dataset including
the previously clustered samples. The newer dataset includes the combination of
the training and testing data, which was used to calculate the K distance sums for
each sample. The classification step involves the training dataset, being used to
construct an NB classifier. There are several issues with this paper and its subsequent
results. Varuna et al. discuss themetrics for evaluating the proposed algorithm, listing
detection rate, false-positive rate, and accuracy. They then go on to not mention what
these are for each step or give any other details regarding their results. The results that
are provided indicate that this proposed algorithm scored lower in 2 out of 5 sections
(the normal and dos predictions). Another issue that can be seen is that the way with
this architectural framework is set out. The algorithm appears to be complicated in
terms of operation, and the results not as strong. If something is used in AD, you
would naturally expect stronger results themore steps that are involved, as this would
indicate a more advanced thought process. This is not the case as mentioned above,
the results would be considered average at best despite the intricate nature of the
algorithm.

Tayal et al. [35] propose a way to detect spam in mail servers utilising a modi-
fied KM algorithm as well as NB for classification, this is outlined in the 7-step
process. The first step involves the establishment of the mail server. Next, the dataset
is collected and then placed into two sections, the training data and testing data with
a 60% and 40% breakdown respectively. Step 3 involves the pre-processing of data
by partitioning two parts, the header and body of the email. The header has general
information such as sender id, date, time, subject and internet service provider. The
body of the email contains the message of the sender. The pre-processing step is
completed to assist the algorithm with interpreting the database and as such assisting
the readability of the data. The pre-processing step consists of feature extraction,
dimensionality reduction, evacuation of stop words and stemming. This allows for
tokenisation to occur. Tokenisation refers to the idea of representing the broken-down
words as tokens, allowing for the algorithm to read and subsequently operate compu-
tations on them. Step 4 involves term selection, and revolves around the frequency
of the associated token, in every database, the frequency of said token demonstrates



194 L. Best et al.

how often a word appears. Step 5 involves the operation of a modified KM algo-
rithm that segregates the email body, into groups of similar messages based on the
premise of comparability via the Euclidean distance. The modified KM eliminates
the empty clusters expanding spam recognition. Step 6 relies on the NB classifica-
tion and suggests based on probability whether the message is spam. Lastly, step 7 is
the results step in which after computation occurs, the precision will be ascertained
and displayed. Tayal et al. [35] state that this proposed algorithm returns rates of
96% precision in the detection of spamwhich is good. However, there are no specific
mentions of what a base NB, KM or modified KM gives. It should be noted that there
is a graph that shows accuracy rates and that the NB is depicted as having ~78%, the
KM as ~90% and modified KM as ~91%. It is hard to see how the authors have rated
each algorithm specifically, it is not stated within the text [35]. The research gaps
found within the texts identified that although a similar algorithm to the proposed
one has been used previously, it has not been used on IoT sensor data.

3 Proposed Algorithm

The Proposed algorithm has several requirements that need to be met, for it to be
deemed a stronger alternative to the traditional AD algorithms. It should be noted
that the below listed requirements are all needed to answer research question 1. The
requirements are:

(1) Accuracy
(2) Speed
(3) Scalability
(4) Flexibility.

Each of these can also be used to answer the other listed questions. Good accu-
racy is required to answer research question 2. Fast speeds are required to answer
research question 3. High scalability is required to answer research question 4. Strong
flexibility is required to research question 5. The requirement of accuracy refers to
the idea that the AD algorithm must be able to consistently predict the correct data.
Speed refers to the training and testing times of the algorithm. Scalability means that
the proposed algorithm must be able to be used on both small and large datasets.
Flexibility means that it must be able to be used across different types of devices and
to a high standard.

3.1 KMANB

The KM Adaboosted Naive Bayes (KMANB) combines the strengths of the KM
clustering algorithm, with the strength of the Naive Bayes SML algorithm. As
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mentioned above, the KM clustering algorithm is particularly strong at data aggre-
gation, meaning it can produce clusters quickly. This works in conjunction with NB
as its training times are quick, and testing scores are accurate. The clustering works
with the sensor data, as this adds additional, soft clusters to the dataset, ensuring that
there is more data to be classified by the NB. If there are correctly clustered samples
within the set IE. A normal packet is correctly clustered with the other normal data,
thenNBwould theoretically learn off these and be able to adequately predict the other
anomalies within the IoT sensor data. The KMANB algorithm is depicted below.

The way in which the algorithm operates is depicted above in Fig. 1. Figure 1
shows that the KMANB algorithm can be broken down into 3 steps. Step 1 is the
preparation phase, step 2 is the activation phase and step 3 is the evaluation phase.

Step 1—Preparation

Step 1 involves the selection of the dataset, as well as any data manipulation and pre-
processing. Pre-processing involved changing the labelling on the dataset, from a 1
or 0 to normal or anomaly. This was done to make it easier to understand. Next, the
data was then normalised to ensure that the weights of different scales did not skew
the data. It should also be noted that in some of the other datasets, another step was
added to the pre-processing section to ensure that the clustering could be actioned.
An example of this is with changing the string (Boolean) data of sphone_signal to
nominal, in the IoT garage door train and test dataset. The use of Boolean was not
allowing the clustering to occur.

Step 2—Activation

The activation step refers to the initial operation of the KM clustering algorithm, the
addition of that cluster to the set, and then the use of an Adaboosted Naive Bayes for
the classification step. The activation of the KM algorithm includes specifying the
number of clusters to be used, as well as any attributes to be ignored and the type of
clustering to be performed and compared to a class of features. Firstly, the number of
clusters that are specified relies on the different types of anomalies plus the one extra
for normal. This can be represented as C (clusters) = A (anomalies) + 1 (normal).
An example is that the IoT Fridge has 6 anomalies and 1 normal, therefore this would
be denoted as C = 7 or C = 6 + 1. Once the clusters have been set, the algorithm is
run with a class to cluster evaluation, ignoring both type and label within the set. This
ensures that the unsupervised element of this algorithm is maintained, and that the
KM clustering looks at the data uninfluenced and then clusters accordingly. Lastly,
the classification step happens when the Adaboosted Naive Bayes (ANB) is applied
to the clustered data. The ANB uses the learnt clusters and then bases its predictions
off that, meeting the supervised portion of the algorithm.

Step 3—Evaluation

The third and final step is the evaluation portion of the algorithm. This refers to
the algorithm being evaluated by looking at each of the clusters and their respective
scores, then presenting an overall score. These scores will be discussed in a later
section.
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Fig. 1 The 3 steps of the KMANB Algorithm

3.2 Algorithm Design

The design of this algorithm is largely based on the idea of maximising strengths and
minimising the weaknesses of each type of algorithm. Furthermore, it was decided
against any feature selection techniques within the main body of the algorithm, due
in large to the dataset being relatively simple. This goes against a lot of traditional
thinking regarding anomaly detection, where feature selection is regarded as an
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integral step in dimensionality reduction [36]. In fact, we have done the opposite and
have added more data to the set, this once again is in step with the trade-off with
speed, precision and data size. It will be suggested that this addition has allowed for
an increase in accuracy at the negligible cost of further clusters within the dataset.

4 Evaluation

Themethodologypresentedbelowwill demonstrate the actions being taken to address
the need for an accurate HML algorithm to be used within IoT sensor data. This will
include examining the different datasets. It should be noted that the datasets were
provided by [11].

4.1 Methodology

Ourmethodology involved firstly analysing and discussingmany various texts within
the academic sphere, to find a research gap. Once this gap was identified, 5 different
datasetswere researched, to assesswhich onewould best suit an experiment regarding
IoT smart devices and sensor data. The ToN_IoT Dataset was chosen. The ToN_IoT
dataset is based on the new generation of IoT or IIoT (industrial internet of things)
devices (IoT 4.0). ToN_IoT is used to evaluate different cyber security applications,
as well as other artificial intelligence and, machine or deep learning algorithms. The
ToN_IoT sets can be broken down into 4 different datasets; these are raw datasets,
processed datasets, train and test datasets and security event ground truth datasets.
ThefirstKMANBalgorithmswere runon the baseTrain andTest datasets, to compare
to the traditional SML algorithms and to subsequently examinewhether the proposed
algorithm was firstly accurate, and then to see if it maintained accuracy over the over
devices. Once this was confirmed, correlation-based feature subset selection was run
to discover the highest ranked feature to the anomaly label, and then remove it. Once
removed, the experimentswere run again to testwhether theKMANBwouldmaintain
its accuracy without the strongest feature correlation related to anomaly type. After
this, the processed (larger) datasets were manipulated and cut down slightly to make
them operatable, whilst still maintaining its larger size and uneven distribution of
anomalies. These experiments were then actioned to see if the KMANBwas scalable
to the larger datasets. These processed datasets were also run without the highest
ranked feature relating to anomaly type, to further investigate the potential for the
trade-off between speed and accuracy [11].
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Table 1 IoT train and test
dataset statistics

IoT device train and test dataset statistics

Device Rows Columns Size (KB)

Fridge 59,945 6 2,617

Garage door 59,588 6 2,740

GPS tracker 58,961 6 3,422

Modbus 51,107 8 2,959

Motion light 59,489 6 2,416

Thermostat 52,775 6 2,547

Weather sensor 59,261 7 4,132

Table 2 IoT train and test fridge feature descriptions

IoT train and test fridge feature descriptions

ID Feature Type Description

1 Date Date Date of IoT logging

2 Time Time Time of logging IoT data

3 Fridge temperature Number Temperature measurement

4 Temp_condition String Temperature conditions of the
sensor, State whether it is high or
low

5 Label Number Normal or anomaly tag

6 Type String States the different types of attacks
such as dos or backdoor

4.2 Train and Test Dataset

The IoT Train Test dataset consists of 7 different IoT devices which are a fridge,
garage door, GPS tracker, modbus, motion light, thermostat and weather sensor.
Each of these datasets had different sizes and different data types. Table 1 provides
an overview of each dataset size, including the number of rows, columns and size of
the file. Tables 2, 3, 4, 5, 6, 7 and 8 give a profile of each IoT device. These device
profiles contain the date, time, both labels (attack or normal and type of anomaly) as
well as device-specific sensor information. Table 9 depicts the number of anomalies
to be found within each IoT dataset.

4.3 Processed Dataset

The IoT processed datasets were used to test the concept of scalability. The results
were then examined to see whether the algorithm maintained its accuracy when
operating on larger datasets. The IoT processed datasets include more rows, file
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Table 3 IoT train and test garage door feature descriptions

IoT train and test garage door feature descriptions

ID Feature Type Description

1 Date Date Date of IoT logging

2 Time Time Time of logging IoT data

3 Door_state Boolean State of the door sensor (true or false)

4 Sphone_signal Boolean State of the receiver of the door signal (true or false)

5 Label Number Normal or anomaly tag

6 Type String States the different types of attacks such as dos or backdoor

Table 4 IoT train and test GPS profile descriptions

IoT train and test GPS feature descriptions

ID Feature Type Description

1 Date Date Date of IoT logging

2 Time Time Time of logging IoT data

3 Latitude Number Latitude value of GPS tracker

4 Longitude Number Longitude value of GPS tracker

5 Label Number Normal or anomaly tag

6 Type String States the different types of Attacks such as dos or backdoor

Table 5 IoT train and test modbus feature descriptions

IoT train and test modbus feature descriptions

ID Feature Type Description

1 Date Date Date of IoT logging

2 Time Time Time of logging IoT data

3 FC1_Read_Input_Register Number Modbus function that reads the input
register

4 FC2_Read_Discrete_Value Number Modbus function that reads the discrete
value

5 FC3_Read_Holding_Register Number Modbus function that reads the holding
register

6 FC4_Read_Coil Number Modbus function that reads a coil

7 Label Number Normal or anomaly tag

8 Type String Different types of attacks such as dos or
backdoor attacks
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Table 6 IoT train and test motion light feature description

IoT train and test motion light feature descriptions

ID Feature Type Description

1 Date Date Date of IoT logging

2 Time Time Time of logging IoT data

3 Motion_status Number Status of motion light (0 or 1)

4 Light_status Boolean Status of the light sensor (on or off)

5 Label Number Normal or anomaly tag

6 Type String Specifies types of attacks

Table 7 IoT train and test thermostat feature descriptions

IoT train and test thermostat feature descriptions

ID Feature Type Description

1 Date Date Date of IoT logging

2 Time Time Time of logging IoT data

3 Current_temp Number Temperature reading

4 Thermostat_status Boolean Thermostat status (on or off)

5 Label Number Normal or anomaly tag

6 Type String Different types of attacks such as
dos or backdoor attacks

Table 8 IoT train and test weather feature descriptions

IoT train and test weather feature descriptions

ID Feature Type Description

1 Date Date Date of IoT logging

2 Time Time Time of logging IoT data

3 Temperature Number Temperature measurement from sensor

4 Pressure Number Pressure measurement from sensor

5 Humidity Number Humidity measurement from sensor

6 Label Number Normal or anomaly tag

7 Type String Different types of attacks such as dos or backdoor attacks

sizes and different amounts of anomalies. Table 10 shows the different devices, as
well as the rows, columns, and size of each file. Table 11 depicts the number of
anomalies present within each dataset.

Both the train and test and the processed datasets were evaluated using WEKA
(Waikato environment for knowledge analysis) version 3.8.4. This was done on a
virtual machine within a Cyber Range, provided by Griffith University, School of
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Table 9 IoT train and test anomaly statistics

IoT train and test anomaly statistics

Normal Password XSS DDoS Ransomware Injection Backdoor Scanning

Fridge 35,000 5000 2042 5000 2902 5000 5000 0

Garage
Door

35,000 5000 1156 5000 2902 5000 5000 529

GPS 35,000 5000 577 5000 2833 5000 5000 550

Modbus 35,000 5000 577 0 0 5000 5000 529

Motion
Light

35,000 5000 449 5000 2264 5000 5000 1775

Thermostat 35,000 5000 449 0 2264 5000 5000 61

Weather 35,000 5000 866 5000 2865 5000 5000 529

Table 10 IoT processed
dataset statistics

IoT processed dataset statistics

Device Rows Columns Size (KB)

Fridge 293,009 6 13,116

Garage door 89,754 6 4,286

GPS tracker 222,325 6 30,010

Modbus 198,173 8 12,013

Motion light 242,526 6 10,251

Thermostat 185,840 6 8,064

Weather sensor 251,045 7 16,331

Table 11 IoT processed dataset anomaly statistics

IoT processed dataset type statistics

Normal Password XSS DDoS Ransomware Injection Backdoor Scanning

Fridge 206,758 28,425 2042 10,233 2902 7079 35,568 0

Garage
door

25,807 16,617 0 10,230 0 6331 30,230 529

GPS 140,488 25,176 577 10,226 2833 6904 35,571 550

Modbus 133,839 18,815 498 0 0 5186 40,005 529

Motion
light

178,591 17,521 449 8121 2264 5595 28,209 1775

Thermostat 129,563 8435 449 0 2264 9498 35,568 61

Weather 160,529 25,715 866 15,182 2865 9726 35,641 529
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Information and Communication Technology.WEKAwas chosen because of its ease
of use and its ability to utilise different algorithms.

4.4 Hypothesis

The hypothesis for this experiment suggests that the combination of UML and SML,
creating a HML algorithm, will be of comparable, if not better strength compared
to the traditional IoT ML algorithms. The proposed KMANB will be more accurate,
as well as having a similar if not quicker training and testing time than the more
traditional SML algorithms. Furthermore, it is hypothesised that the KMANB will
be more flexible compared to the other SML algorithms as well as being scalable
in nature. The algorithm will be assessed by looking at the accuracy, precision and
recall scores (APR scores), as well the training and testing times (speed). Although
the ideas of flexibility and scalability are not easily quantified, these requirements
will be assessed by looking at the overall APR scores over different devices and the
larger dataset APR scores respectively. The APR scores are defined below.

4.5 Evaluation Metrics

WEKA’s experiment function allows for the generation of true positive (TP), true
negative (TN), false positive (FP) and false-negative (FN) numbers, which are then
used to calculate the APR scores. TP refers to the number of correctly predicted data
points, TN are predicted false and turn out to be false. FP are flagged as positive, with
their true value being negative, and FN are predicted negatives, that are in fact true.
The accuracy was calculated by adding the total number of true positives and true
negatives together and then dividing them by the total of the true positives, true nega-
tives, false positives and the false negatives. Precision involves true positives divided
by the sum of the true positives and false positives. The recall involves dividing true
positives by the sum of true positives and false negatives. These equations can be
seen below [37].

Accuracy = TP + TN

TP + TN + FN + FP

Precision = TP

TP + FP

Recall = TP

TP + FN
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After the experiments were run, the number of TP, TN, FP, FN is then presented
by WEKA. These will then be placed into a spreadsheet with the accuracy (Acc),
precision (Pre) and recall (Rec) formulas. The spreadsheet then presented the calcu-
lated APR scores. It should also be noted that CFS was used to evaluate both the train
and test datasets as well as the larger processed datasets. This was done to find the
highest ranked correlation to anomaly type, and aid in its removal to test the feature
reduction research question. The suitability for these metrics refers to the idea of
what makes a strong, AD system.

5 Results

The results of the KMANB HML algorithm will be compared to 3 other SML algo-
rithms using the Train and Test dataset as a baseline. This will be done to demon-
strate proof of concept and to examine the performance of our algorithm compared
to traditional SML methods.

5.1 Train and Test Results

The below tables in this section are three SML algorithms being compared against
the proposed KMANB algorithm.

5.2 Train and Test with no Highest Ranked Feature

The below results are the Train and Test datasets with the feature Date removed. CFS
was run to find the feature with the highest correlation to anomaly type and remove
it. This was done to compare the training and testing times and investigate whether
data reduction decreases the train and test time, as well as negatively impacting the
APR scores. If this algorithm produces strong results even with the removal of the
highest-ranked correlation, it will further solidify the idea that it is a reasonable
alternative to the traditional SML algorithms. It should also be noted that KMANB
is the only algorithm being tested to see if feature reduction improves the training
and testing times whilst maintaining the APR scores. As such, it was not necessary
to include the traditional SML algorithms times in the below Figs.
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5.3 Processed Dataset Results

The train and test datasets were used as a proof of concept. The processed datasets
results are examined to test the scalability of the KMANB, and to ascertain if it could
be applicable in real world situations on larger, uneven datasets.

5.4 Processed Dataset no Highest Ranked Feature

The processed dataset without the highest ranked feature results is recorded below.
This was done to ascertain whether the highest ranked correlation to the anomaly
type, would affect theAPR results in the larger datasets, the same as the above smaller
datasets.

6 Discussion

The results from the KMANB algorithm experiments will be described looking at the
following key criteria: accuracy, speed, scalability and flexibility, as well as taking
into consideration the associated APR scores. The experiments will also answer the
research questions posed by this chapter.

6.1 Accuracy, Precision and Recall Scores

Firstly, the KMANB is overall stronger regarding accuracy, precision and recall
within the different IoT systems. This therefore fulfills the flexibility question as it
has scored well across all devices as well as being accurate overall.

The KMANB scored higher APR scores than RF, NB and KNN. This was seen
as Table 12, shows KMANB scored with a 0.99 on all 3 of APR, as opposed to
the RF algorithm, which scored a 0.97 on all 3 measures, and the NB which scored
0.53 on the accuracy, precision, and a 0.51 on the recall aspect. The other section
of Table 12 showed that all tested algorithms gave APR scores as 1. The Table 13
experiments found that once again, the KMANB was the highest rated across all
three APR measurements, with the scores being presented at 0.99, 0.99, and 0.95
respectively. This is compared to the RF scores of 0.85, 0.85, 0.85, NB with 0.84,
0.86, 0.85, andKNN scores of 0.88, 0.89, 088 respectively. Furthermore, theModbus
scores of Table 13 also show the strength of KMANB, with it being rated as 0.98,
0.95 and 0.96 APR scores respectively. This is compared to the 0.77 for KNN, 0.67
for NB and RF measured at 0.97. However, it should be noted that the RF scored
0.98 for precision and recall, as opposed to 0.95 and 0.96 of the KMANB. KMANB
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Table 12 IoT train and test fridge and garage door experiment results

IoT train and test fridge and garage door experiment results

Fridge Garage door

RF NB KNN KMANB RF NB KNN KMANB

Acc 0.97 0.53 0.99 0.99 1 1 1 1

Pre 0.97 0.53 0.99 0.99 1 1 1 1

Rec 0.97 0.51 0.99 0.99 1 1 1 1

Train 0.188 0.011 0.147 2.98 0.062 0.010 0.625 3.38

Test 0.045 0.005 2.556 0.44 0.000 0.002 0.969 0.48

Table 13 IoT train and test GPS and modbus experiment results

IoT train and test GPS and modbus experiment results

GPS Modbus

RF NB KNN KMANB RF NB KNN KMANB

Acc 0.85 0.84 0.88 0.99 0.97 0.67 0.77 0.98

Pre 0.85 0.86 0.89 0.99 0.98 0.46 0.77 0.95

Rec 0.85 0.85 0.88 0.95 0.98 0.68 0.78 0.96

Train 0.833 0.009 0.08 5.39 1.587 0.012 0.060 4.97

Test 0.099 0.007 1.508 0.78 0.031 0.002 0.116 0.70

scored second-highest overall, as compared toNBandKNNbut less than the standard
RF algorithm. Table 14 showed that KMANB is accurate for the motion light IoT
device. The APR score was 1,1 and 1 respectively. Compared to the RF and its rating
of 0.58, 0.34, and 0.59, NB with 0.66, 0.44 and 0.66 as well as KNN with 0.60,
0.56, and 0.61. The thermostat section of Table 14 shows ratings of 0.99, 0.97 and
0.93 respectively for the KMANB. This contrasts with RF and its 0.66, 0.55 and
0.66, NB and 0.66, 0.44 and 0.66, and lastly KNN and 0.60, 0.56 and 0.61. Table 14
also reinforced the idea of the KMANB’s accuracy, with ratings of 0.99, 0.97 and
0.93 respectively. Once again, this is compared to the scores for RF (0.66, 0.55 and

Table 14 IoT train and test motion light and thermostat experiment results

IoT train and test motion light and thermostat experiment results

Motion light Thermostat

RF NB KNN KMANB RF NB KNN KMANB

Acc 0.58 0.58 0.54 1 0.66 0.66 0.60 0.99

Pre 0.34 0.34 0.34 1 0.55 0.44 0.56 0.97

Rec 0.59 0.59 0.59 1 0.66 0.66 0.61 0.93

Train 0.1 0.011 3.157 2.44 1.044 0.009 0.064 4.13

Test 0.008 0.002 6.409 0.34 0.023 0.002 0.088 0.62
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0.66), NB (0.66, 0.44 and 0.66) and KNN (0.60, 0.56 and 0.61). There were several
interesting results in terms of APR that have been found. One result was that Table
12 garage door section scores were all found to be 1. This could be because of several
different reasons, although [11] suggests that it’s because of the type of data that is
found within the dataset. The data is of a discrete nature, meaning that it only has a
certain number of values to be counted, an example of this is the number of students
in a classroom. This means that each algorithm might have been able to adequately
predict each outcome as the data.

These above scores demonstrate the overall strength of the KMANB, and show
that compared to traditional SML algorithms, it is just as, if not a stronger choice.
The accuracy of the KMANB could be due to the pre-classification step of the KM
algorithm.As theKMalgorithmwas used to generate a new clusterwithin the dataset,
the NBwould have theoretically seen that cluster, ingested, and trained from it. After
the training took place, the testing step would have then utilised what was learnt from
the already clustered classes within the dataset, and then based its predictions on that.
This is also reinforced by a strength of HML, as UML could theoretically help SML
with providing more data points to base its labels from.

6.2 Train and Test Times

The speed (train and test time) for the KMANB was not as competitive as first
thought. Looking at Table 12, the KMANB test on the fridge came in at 2.98 s and
then 0.44 for a total time of operation for 3.42 s. This is far behind the time of RF, NB
and KNN with total times of 0.233, 0.115 and 2.703 respectively. The scores for the
garage door in Table 12 are logged as 3.38 train and 0.48 test time, meaning a total
time of 3.86 was recorded. This once again in comparison to the scores of the RF, NB
and KNN of 0.062, 0.012 and 1.594 respectively. The Table 13 for the GPS tracker
KMANB speed times are a total of 6.17 total time (5.39 train and 0.78 test). This
is contrasted to the scores of 0.932, 0.016 and 0.08 for the 3 SML algorithms. The
results for the Modbus (Table 13) suggested that once again, our proposed algorithm
operated several seconds behind, with a training time of 4.97 and a testing time of
0.70 giving a total operation time of 5.67. The scores for the RF, NB and KNN were
found to be in totality, 1.618, 0.014 and 0.176. The Motion light (Table 14) results
showed that KMANB was slower with a total time of operation for 2.78. The RF
and NB times were found to be quicker, with total times of 0.108, 0.01. However,
it should be noted that the KNN time was far slower with a total operation time of
9.566, compared to the proposed algorithm. Table 14 thermostat found the KMANB
was slower once again. The RF, NB and KNN algorithms were found to be run at
1.067, 0.011 and 0.152 respectively while the KMAND spent a total of 4.75 s in
operation. Lastly, Table 15 showed that the KMANB spent 7.2 s in operation, versus
the RF, NB and KNN scores of 0.797, 0.013 and 0.48 s of operation.

It should be noted that Table 14 motion light scores for KMANB were slower
than the RF and NB scores, but faster than the KNN scores. This could be for
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Table 15 IoT train and test weather experiment results

IoT train and test weather experiment results

Weather

RF NB KNN KMANB

Acc 0.84 0.69 0.81 0.97

Pre 0.84 0.72 0.81 0.87

Rec 0.84 0.69 0.81 0.90

Train 0.789 0.011 0.066 6.28

Test 0.008 0.002 0.414 0.92

several reasons. As KNN assumes that everything that is close, is related, it would
try to classify data that is already grouped together, however light_status as shown
in Table 6, is Boolean. Meaning its either True or False (on or off), as such this
might have affected the accuracy of class membership designation. Furthermore,
the way in which KNN operates, requires the total ingestion of the data first before
calculations can occur. This means that the algorithm would have had to essentially
load everything up first. This is contrasted to NB that only works on assumptions of
independence, not requiring the entire dataset at once to be ingested.

The slower times of the KMANB could be affected by the hardware the test was
run on as this can either speed up or slow down the operation. As our tests were run
on a VM with 2 CPU’s ~2.7 GHZ, our scores could have been negatively impacted
by this. However, this is not suggesting that KMANB is quicker, it does in fact
appear to be generally slower, but just not as slow as is being shown. These results
suggest that the proposed algorithm is not as fast comparatively to the traditional
SML algorithms. This leads to the idea of examining what is the correct amount of
data reduction needed to find the balance between speed and precision of an AD
algorithm. Too little accuracy and the algorithm is useless, too little speed and it
becomes redundant. The following No Highest Ranked Feature dataset experiments
were run to ascertain if our algorithms speed could be improved whilst maintaining
its APR scores.

6.3 Algorithm Optimisation

Firstly, looking at Table 16, the training and testing times of the KMANB fridge
experiment were still high comparatively, coming in at 2.88 and 0.44. The garage
door (Table 16) yielded 0.92 training and 0.12 testing times. The Table 17 GPS
experiment gave 4.39 training and 0.66 testing time. TheModbus training and testing
times produced 4.43 and 0.64 times respectively. Table 18 motion light was found
to be 1.63 training and a 0.22 testing time. Thermostat (Table 18) was found to have
times of 3.49 and 0.54 respectively train and test times respectively. Lastly, Table 19
weather sensor registered a times of 5.24 and a 0.79.
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Table 16 IoT fridge and garage door no highest ranked experiment results

IoT fridge and garage door no highest ranked experiment results

Fridge Garage door

RF NB KNN KMANB RF NB KNN KMANB

Acc 0.97 0.53 0.99 0.99 1 1 1 0.99

Pre 0.97 0.53 0.99 0.99 1 1 1 0.99

Rec 0.97 0.51 0.99 0.99 1 1 1 0.99

Train 2.88 0.92

Test 0.44 0.12

Table 17 IoT GPS and modbus no highest ranked experiment results

IoT GPS and modbus no highest ranked experiment results

GPS Modbus

RF NB KNN KMANB RF NB KNN KMANB

Acc 0.85 0.84 0.88 0.99 0.97 0.67 0.77 0.98

Pre 0.85 0.86 0.89 0.94 0.98 0.46 0.77 0.96

Rec 0.85 0.85 0.88 0.96 0.98 0.68 0.78 0.95

Train 4.39 4.43

Test 0.66 0.64

Table 18 IoT train and test motion light and thermostat experiment results

IoT train and test motion light and thermostat experiment results

Motion light Thermostat

RF NB KNN KMANB RF NB KNN KMANB

Acc 0.58 0.58 0.54 0.99 0.66 0.66 0.60 0.99

Pre 0.34 0.34 0.34 0.99 0.55 0.44 0.56 0.97

Rec 0.59 0.59 0.59 1 0.66 0.66 0.61 0.91

Train 1.63 3.49

Test 0.22 0.54

Table 19 IoT train and test weather with no highest ranked experiment results

IoT train and test weather with no highest ranked experiment results

Weather sensor

RF NB KNN KMANB

Acc 0.84 0.69 0.81 0.97

Pre 0.84 0.72 0.81 0.89

Rec 0.84 0.69 0.81 0.91

Train 5.24

Test 0.79
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Examining the Table 16 fridge further, KMANB is ranked at 2.88 and 0.44 train
and test speed, compared to Table 12 fridge which was 2.98 and 0.44. This was due in
large to the highest correlation feature of date being removed and it not affecting the
score. This means that the reduction of data leads to KMANB being able to operate
quicker. Another experiment that can be examined, would be Table 19, which was
the Weather Train and Test without the highest ranked feature, its scores are 5.24
and 0.79 for speed, as well as 0.97, 0.89 and 0.91 for APR, respectively. Compared
to Table 15, with the scores of 6.28 and 0.92 for speed, and 0.97, 0.87 and 0.90 APR
scores, respectively. The drop in the speed, and the increase in the precision and recall
for Table 19 weather could be attributed to the highest feature correlation having too
much weight and therefore influencing the algorithm and obfuscating some of the
rankings. This could be because date is nominal, and one nominal attribute is counted
as 1 in WEKA, if there are 100,000 data points on 1 day, that is 100,000 added to
the weight of that day. This means that more numbers and a greater distribution of
weighting is allocated to this feature. When date is removed, memory is freed up and
the subsequent weight given to this attribute is removed.

Overall, the results suggest that accuracy was not sacrificed to the point where the
algorithm becomes unreliable. An example of this is the garage door IoT (Table 16)
dropping by 0.01–0.99 for all the APR measurements, whilst the train and test speed
improving from 3.68 and 0.18, training and testing to 2.88 and 0.44. It should be
noted that overall, the total time in operation is lowered by 0.54 s. The testing time
increases marginally, this is due in large to the algorithm having less data to base its
predictions off, but enough that it is not thrown out considerably. The trade-off for
speed and accuracy stems from the idea that feature reduction is needed to ensure a
faster, more precise algorithm when regarding anomaly detection within networks.
It could be suggested that this is not specifically needed for IoT sensor data, as it
is already less complicated in nature compared to the traditional TCP/IP data found
within networking. Another result which reinforces the idea of feature of reduction
involves Table 18. The no highest results demonstrated that although the accuracy
was found to be the same, the precision was slightly more with a 0.02 increase but
a decrease of 0.01 regarding the recall score. The time in training was found to be a
total of 1.17 s slower. This demonstrates that within IoT sensor data, the trade-off can
be achieved with minimal downside, further improving the algorithm and its chances
of adoption however, it is not mandatory. Arguably, the most important facet of an
AD algorithm is accuracy, and the ability to consistently produce strong results.

It should also be noted that the original plans for this algorithm involved adding
an additional layer of KM clustering to go to 2 total clusters, clustered to normal and
anomaly. The algorithm would then be further clustered to the formula of C = A +
1. This was done in order to see if adding an additional cluster assist with the final
step and to produce higher results. It was found that it did not help, and as such it
was decided not to be included within the final algorithm. This once again forced the
examination of the trade-off between speed and accuracy. It was assessed as adding
another layer of algorithm, increasing complexity, with no real gain.
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6.4 Scalability of KMANB

The scalability of the KMANB was also examined. Scalability refers to the idea that
once this has been applied to the smaller, even datasets, this concept is then taken and
applied to larger, uneven datasets. Table 20 depicts all the results for the processed
datasets. The fridge scores 0.99 for all 3 types of ratings, as does the garage door. The
GPS tracker rates at 0.98, 0.92 and 0.82 for APR respectively. The Modbus results
indicate a 0.98, 0.96 and 0.95 APR score. The motion light was found to have results
of 0.99 for accuracy and precision, with a recall ranking of 0.98. The KMANB on
thermostat was given an APR score of 0.98, 0.95 and 0.95, with the weather dataset’s
run resulting in a 0.98, 0.89 and 0.92 in scores. Looking at this, it can be suggested this
algorithm is indeed scalable and even resulted in comparable readings in the bigger
datasets, when compared to the smaller datasets. An example of this is the fridge’s
APR results were 0.99 for all the areas, the same as the larger datasets. Furthermore,
the garage doorwas slightly less on the processed side,with 0.99 for all 3, compared to
the smaller datasets with full 1s. Although this is indeed less, it still doesn’t dissuade
from the notion that this algorithm is indeed scalable, as a loss of 0.01 for all 3
sections still points to overall a strong algorithm. If the smaller weather dataset’s
results are examined, this one does indicate the larger dataset produced stronger
results. The APR results for the smaller dataset were 0.97, 0.87 and 0.90, compared
to 0.98, 0.89 and 0.92 respectively. This further demonstrates the scalable nature of
this algorithm, as it is even, if not higher rated for the use of IoT anomaly detection
with both smaller and larger datasets. Table 21 results also reiterated the trade-off
between accuracy and speed. It depicts the APR scores of the fridge, garage door,
GPS tracker, Modbus, motion light, thermostat, and weather sensor. It shows that

Table 20 IoT processed dataset experiment results

IoT processed dataset experiment results

KMANB results

Fridge Garage door GPS tracker Modbus Motion light Thermostat Weather

Acc 0.99 0.99 0.98 0.98 0.99 0.98 0.98

Pre 0.99 0.99 0.92 0.96 0.99 0.95 0.89

Rec 0.99 0.99 0.82 0.95 0.98 0.95 0.92

Table 21 IoT processed dataset with no highest ranked experiment results

IoT processed dataset with no highest ranked experiment results

KMANB results

Fridge Garage door GPS tracker Modbus Motion light Thermostat Weather

Acc 0.99 0.99 0.99 0.97 0.99 0.99 0.98

Pre 0.97 0.99 0.92 0.89 0.99 0.98 0.93

Rec 0.98 1 0.94 0.93 0.99 0.98 0.94
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KMANB still maintained strength even with the removal of the highest correlation
to anomaly type.

6.5 Traditional IoT AD Algorithms Versus the KMANB

The KMANB algorithm appears to be a stronger choice for all the IoT devices
listed above. The main reason why due to its higher APR scores, which indicates
a stronger algorithm when it comes to AD. Furthermore, it appears to be flexible,
maintaining its high scores across multiple devices and dataset sizes. This means
that the research question “Is the proposed algorithm able to be applied to different
types of IoT devices?” Is sufficiently answered. Although the KMANB is slower, it
consistently provides the same APR scores across different devices, both including
the smaller and larger datasets. Thus, the requirements of accuracy, flexibility and
scalability were met.

7 Conclusion and Future Work

The research questions found within this chapter aim to discuss several facets of
the proposed KMANB algorithm and its use on IoT sensor data. The first of these
questions is arguably the most important one, and that is whether the KMANB is
the stronger choice compared to traditional SML algorithms. Once this question has
been answered, this then allows the further examination of sub theories.

One sub theory relates to whether the KMANB is faster in terms of total time in
operation compared to the other SML algorithms. This was done by first utilising
the train and test IoT sensor datasets and comparing the APR results for our data,
against traditional SML algorithms. Next, the scalability of the proposed algorithm
was discussed as well, with the KMANBneeding to be used to test large slices of data
to be found viable. This was achieved by using the processed datasets and seeing
if our proposed algorithm was still accurate. Finally, the trade-off between speed
and accuracy of the KMANB was also tested. This was done by comparing the two
smaller datasets with one having the largest feature correlation relating the type of
anomaly removed. The speed and APR measures were then compared in order to
ascertain whether or not the score reductions were drastic and algorithm breaking.
The research questions were all met, as our proposed algorithm rated higher in almost
all the APR tests overall, maintained its high scores on the larger, uneven datasets.
However, it should be noted that its speed was slower in some instances. This speed
issue was addressed also, with the reduction of the highest feature correlation of an
anomaly occurring. This resulted in the lowering of the time in operation on some
devices.

This algorithm and its application to IoT sensor data has multiple avenues to
be further examined. One such potential future work involves the isolation of the
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IoT anomalies. As we have successfully identified them, further research could be
completed in which some form of Principal Component Analysis is carried out on
the data that is found to be anomalous. This could be done by exporting the correctly
predicted data into a.csv file, and then loaded into WEKA. After this has occurred,
PCA could be run, and then this could potentially be able to show what sensor
information is aligned to the correctly predicted anomalies. Other future work that
could be carried out regards the increase in scope for the KMANB and its use. As
mentioned above, there are millions of different IoT devices, and as such the scope
of this could be further increased to test specific brands of garage doors, fridges or
GPS trackers. This would theoretically allow us to further examine the potential real-
world applications for the proposed algorithm. Alternate reduction of different data
could also be further examined. As the highest correlation to the type of anomaly was
reduced in the no highest ranked feature datasets, further reduction of the biggest in
terms of size could be done, as this would potentially not reduce the accuracy by a
considerable amount and also help to reduce the time in operation.

References

1. C.Wang, IoT anomaly detection method in intelligent manufacturing industry based on trusted
evaluation. Int. J. Adv. Manuf. Technol. 107, 993–1005 (2020). https://doi.org/10.1007/s00
170-019-04274-0

2. P. Sethi, S. Sarangi, Internet of things: architectures, protocols, and applications. J. Electr.
Comput. Eng. 1–25 (2017). https://doi.org/10.1155/2017/9324035

3. A.Khamparia, S. Pande,D.Gupta,A.Khanna,A. Sangaiah,Multi-level framework for anomaly
detection in social networking. Library Hi Tech 38, 350–366 (2020). https://doi.org/10.1108/
LHT-01-2019-0023

4. D. Rawat, S. Reddy, Software defined networking architecture, security and energy efficiency:
a survey. IEEE Commun. Surv. Tutor. 19, 325–346 (2017). https://doi.org/10.1109/COMST.
2016.2618874

5. P.I. RadoglouGrammatikis, P.G. Sarigiannidis, I.D.Moscholios, Securing the internet of things:
challenges, threats and solutions. Internet of Things 5, 41–70 (2019). https://doi.org/10.1016/
j.iot.2018.11.003

6. C. Patel, N. Doshi, A novelMQTT security framework in generic IoTmodel. Procedia Comput.
Sci. 171, 1399–1408 (2020). https://doi.org/10.1016/j.procs.2020.04.150

7. F. Hussain, R. Hussain, S. Hassan, E. Hossain, Machine learning in IoT security: Current
solutions and future challenges. IEEE Commun. Surv. Tutor. 22, 1686–1721 (2020). https://
doi.org/10.1109/COMST.2020.2986444

8. M. Usama, J. Qadir, A. Raza, H. Arif, K. Yau, Y. Elkhatib, et al., Unsupervised machine
learning for networking: techniques, applications and research challenges. IEEE Access 7,
65579–65615 (2019). https://doi.org/10.1109/ACCESS.2019.2916648

9. E. van Engelen Jesper, H.H. Hoos, A survey on semi-supervised learning.Mach. Learn. 109(2),
373–440 (2020). http://dx.doi.org.libraryproxy.griffith.edu.au/https://doi.org/10.1007/s10994-
019-05855-6

10. W.Kassab, K. Darabkh, A–Z survey of internet of things: architectures, protocols, applications,
recent advances, future directions and recommendations. J. Netw. Comput. Appl. 163 (2020).
https://doi.org/10.1016/j.jnca.2020.102663

11. A. Alsaedi, N. Moustafa, Z. Tari, A. Mahmood, A. Anwar, TON_IoT telemetry dataset: a new
generation dataset of IoT and IIoT for data-driven intrusion detection systems. IEEE Access
8, 165130–165150 (2020). https://doi.org/10.1109/ACCESS.2020.3022862

https://doi.org/10.1007/s00170-019-04274-0
https://doi.org/10.1007/s00170-019-04274-0
https://doi.org/10.1155/2017/9324035
https://doi.org/10.1108/LHT-01-2019-0023
https://doi.org/10.1108/LHT-01-2019-0023
https://doi.org/10.1109/COMST.2016.2618874
https://doi.org/10.1109/COMST.2016.2618874
https://doi.org/10.1016/j.iot.2018.11.003
https://doi.org/10.1016/j.iot.2018.11.003
https://doi.org/10.1016/j.procs.2020.04.150
https://doi.org/10.1109/COMST.2020.2986444
https://doi.org/10.1109/COMST.2020.2986444
https://doi.org/10.1109/ACCESS.2019.2916648
https://doi.org/10.1007/s10994-019-05855-6
https://doi.org/10.1007/s10994-019-05855-6
https://doi.org/10.1016/j.jnca.2020.102663
https://doi.org/10.1109/ACCESS.2020.3022862


Utilising K-Means Clustering and Naive Bayes … 213

12. Y. Quek, W. Woo, L. Thillainathan, IoT load classification and anomaly warning in ELV DC
picogrids using hierarchical extended-nearest neighbors. IEEE Internet Things J. 7, 863–873
(2020). https://doi.org/10.1109/JIOT.2019.294542566

13. N. Sahu, I. Mukherjee, Machine learning based anomaly detection for IoT network: (anomaly
detection in IoT network), in Machine Learning Based Anomaly Detection for IoT Network:
(Anomaly Detection in IoT Network) (2020). https://doi.org/10.1109/ICOEI48184.2020.914
2921

14. C. Tsai, Y. Hsu, C. Lin, W. Lin, Intrusion detection by machine learning: a review. Expert Syst.
Appl. 36, 11994–12000 (2009). https://doi.org/10.1016/j.eswa.2009.05.029

15. M.Lawal, R. Shaikh, S.Hassan,An anomalymitigation framework for iot using fog computing.
Electronics (Basel) 9, 1–24 (2020). https://doi.org/10.3390/electronics9101565

16. Y. Bengio, I.J. Goodfellow, A. Courville, Deep learning, book in preparation for mit press
(2015). Disponıvel em http://www.iro.umontreal.ca/bengioy/dlbook

17. M.Mahdavinejad,M.Rezvan,M.Barekatain, P.Adibi, P. Barnaghi, A. Sheth,Machine learning
for internet of things data analysis: a survey. Digital Commun. Networks, 4, 161–175 (2018)
https://doi.org/10.1016/j.dcan.2017.10.002

18. H. Zhang, Exploring conditions for the optimality of naive Bayes. Int. J. Pattern Recognit Artif
Intell. 19(02), 183–198 (2005)

19. Y.Wang, S.Xia,Q. Tang, J.Wu,X. Zhu,Anovel consistent random forest framework:Bernoulli
random forests. IEEE Trans. Neural Netw. Learn. Syst. 29, 3510–3523 (2018). https://doi.org/
10.1109/TNNLS.2017.272977868

20. H. Frigui, Unsupervised learning of arbitrarily shaped clusters using ensembles of gaussian
models. PatternAnal. Appl.: PAA 8, 32–49 (2005). https://doi.org/10.1007/s10044-005-0240-y

21. W.L. Zhao, C.H. Deng, C.W. Ngo, k-means: a revisit, Neurocomputing, 291, 195–206 (2018).
ISSN 0925–2312, https://doi.org/10.1016/j.neucom.2018.02.072.

22. J. Qi, Y.Yu, L.Wang, J. Liu,Y.Wang,An effective and efficient hierarchicalK-means clustering
algorithm. Int. J. Distrib. Sens. Netw. 13, 1–17 (2017). https://doi.org/10.1177/155014771772
8627

23. N. Li, A. Martin, R. Estival, Combination of supervised learning and unsupervised learning
based onobject association for land cover classification, inCombination of SupervisedLearning
andUnsupervised Learning Based onObject Association for LandCoverClassification (2018).
https://doi.org/10.1109/DICTA.2018.8615871

24. R. Kristianto, B. Santoso, M. Sari, (2019). Integration of K-means clustering and naïve bayes
classification algorithms for smart AC monitoring and control in WSAN, in Integration of
K-means clustering and naïve bayes classification algorithms for smart AC monitoring and
control in WSAN. https://doi.org/10.1109/ICITISEE48480.2019.900392765

25. M. Wayahdi, Tulus, M. Lydia, Combination of k-means with naïve bayes classifier in the
process of image classification. IOP Conf. Ser. Mater. Sci. Eng. 725, 12126 (2020). https://doi.
org/10.1088/1757-899X/725/1/012126

26. A. Allahverdipour, F. Soleimanian Gharehchopogh, A new hybrid model of k-means and naïve
bayes algorithms for feature selection in text documents categorization. J. Adv. Comp. Res.
8,73–86 (2017)

27. Z. Fadhil, Hybrid of K-means clustering and naive Bayes classifier for predicting performance
of an employee. Period. Eng. Nat. Sci. (PEN) 9(799–807), 64 (2021)

28. S. Bagui, E. Kalaimannan, S. Bagui, D. Nandi, A. Pinto, Using machine learning techniques to
identify rare cyber-attacks on the UNSW-NB15 dataset. Secur. Priv. 2. https://doi.org/10.1002/
spy2.91

29. P. Bhatt, B. Thakker, Mass removal of botnet attacks using heterogeneous ensemble stacking
PROSIMA classifier in IoT. Int. J. Commun. Netw. Inform. Secur. 11, 380–390 (2019)

30. H. Om, A. Kundu, A hybrid system for reducing the false alarm rate of anomaly intrusion
detection system, in A Hybrid System for Reducing the False Alarm Rate of Anomaly Intrusion
Detection System (2012). https://doi.org/10.1109/RAIT.2012.6194493

31. Y. Soe, Y. Feng, P. Santosa, R. Hartanto, K. Sakurai, Machine learning-based IoT-botnet attack
detectionwith sequential architecture. Sensors4372 (2020). https://doi.org/10.3390/s20164372
67

https://doi.org/10.1109/JIOT.2019.294542566
https://doi.org/10.1109/ICOEI48184.2020.9142921
https://doi.org/10.1109/ICOEI48184.2020.9142921
https://doi.org/10.1016/j.eswa.2009.05.029
https://doi.org/10.3390/electronics9101565
http://www.iro.umontreal.ca/bengioy/dlbook
https://doi.org/10.1016/j.dcan.2017.10.002
https://doi.org/10.1109/TNNLS.2017.272977868
https://doi.org/10.1109/TNNLS.2017.272977868
https://doi.org/10.1007/s10044-005-0240-y
https://doi.org/10.1016/j.neucom.2018.02.072
https://doi.org/10.1177/1550147717728627
https://doi.org/10.1177/1550147717728627
https://doi.org/10.1109/DICTA.2018.8615871
https://doi.org/10.1109/ICITISEE48480.2019.900392765
https://doi.org/10.1088/1757-899X/725/1/012126
https://doi.org/10.1088/1757-899X/725/1/012126
https://doi.org/10.1002/spy2.91
https://doi.org/10.1002/spy2.91
https://doi.org/10.1109/RAIT.2012.6194493
https://doi.org/10.3390/s20164372


214 L. Best et al.

32. R. Samrin, D. Vasumathi, Hybrid weighted K-means clustering and artificial neural network
for an anomaly-based network intrusion detection system. J. Intell. Syst. 27, 135–147 (2018).
https://doi.org/10.1515/jisys-2016-0105

33. M. Saputra, T.Widiyaningtyas, A.Wibawa, Illiteracy classification using Kmeans-naïve bayes
algorithm. JOIV: Int. J. Inf. Vis. 2, 153–158 (2018). https://doi.org/10.30630/joiv.2.3.129

34. S. Varuna, P. Natesan, An integration of k-means clustering and naïve bayes classifier for
intrusion detection, in An Integration of k-Means Clustering and Naïve Bayes Classifier for
Intrusion Detection (2015). https://doi.org/10.1109/ICSCN.2015.7219835

35. D. Tayal, A. Jain, K. Meena, Development of anti-spam technique using modified K-means &
naive bayes algorithm, in Development of Anti-Spam Technique using Modified K-Means &
Naive Bayes Algorithm (2016), pp. 2593–2597

36. H.Y.Teh,K.I.Wang,A.W.Kempa-Liehr, Expect the unexpected: unsupervised feature selection
for automated sensor anomaly detection. IEEE Sens. J. 1–1. https://doi.org/10.1109/JSEN.
2021.3084970

37. M. Hossin, M.N. Sulaiman, A review on evaluation metrics for data classification evaluations.
Int. J. data min. knowledge manage. process, 5(2), 1 (2015)

38. A. Colakovic, M. Hadzialic, Internet of things (IoT): a review of enabling technologies, chal-
lenges, and open research issues. J. King SaudUniv. Comput. Inform. Sci. 144, 291–319 (2018).
https://doi.org/10.1016/j.comnet.2018.07.017Ray

39. H. Jagadish, B. Ooi, K. Tan, C. Yu, R. Zhang, iDistance: an adaptive B+ tree based indexing
method for nearest neighbor search. ACMTrans. Database Syst. 30(2), 364–397 (2005). https://
doi.org/10.1145/1071610.1071612

40. R. Memon, J. Li, M. Nazeer, A. Khan, J. Ahmed, DualFog-IoT: additional fog layer for solving
blockchain integration problem in internet of things. IEEE Access 7, 169073–169093 (2019).
https://doi.org/10.1109/ACCESS.2019.2952472

41. S. Sharma, P. Pandey, S. Tiwari,M. Sisodia,An improved network intrusion detection technique
based on k-means clustering via naïve bayes classification, in An Improved Network Intrusion
Detection Technique Based on k-Means Clustering Via Naïve Bayes Classification (2012),
pp. 417–422

42. S. Uddin, A. Khan, M. Hossain, M. Moni, Comparing different supervised machine learning
algorithms for disease prediction. BMCMed. Inform. Decis. Mak. 19, 281–281 (2019). https://
doi.org/10.1186/s12911-019-1004-8

43. L. Vigoya, D. Fernandez, V. Carneiro, F. Cacheda, Annotated dataset for anomaly detection in
a data center with IoT sensors. Sensors 20 (2020). https://doi.org/10.3390/s20133745

https://doi.org/10.1515/jisys-2016-0105
https://doi.org/10.30630/joiv.2.3.129
https://doi.org/10.1109/ICSCN.2015.7219835
https://doi.org/10.1109/JSEN.2021.3084970
https://doi.org/10.1109/JSEN.2021.3084970
https://doi.org/10.1016/j.comnet.2018.07.017Ray
https://doi.org/10.1145/1071610.1071612
https://doi.org/10.1145/1071610.1071612
https://doi.org/10.1109/ACCESS.2019.2952472
https://doi.org/10.1186/s12911-019-1004-8
https://doi.org/10.1186/s12911-019-1004-8
https://doi.org/10.3390/s20133745

	Preface
	Contents
	 Challenges and Opportunities of Blockchain for Cyber Threat Intelligence Sharing
	1 Introduction
	2 Overview of Blockchain and CTI
	2.1 Blockchain
	2.2 CTI

	3 Blockchain-Based CTI Sharing
	4 Challenges
	4.1 Producer Consumer Imbalance
	4.2 Legal and Regulatory Obligations
	4.3 Data Validity
	4.4 Intelligent Intelligence
	4.5 Privacy, Trust, and Accountability

	5 Opportunities
	5.1 Incentivised Sharing
	5.2 Deposits
	5.3 Reputational System
	5.4 Access Control
	5.5 Intelligence Mining

	6 Related Work and Discussion
	7 Conclusion
	References

	 System Identification Methods for Industrial Control Systems
	1 Introduction
	2 Classification of Industrial Control Systems
	2.1 System Dynamics
	2.2 System Architecture
	2.3 Design Implementation
	2.4 Automation

	3 Model Discovery from the System Dynamics Perspective
	3.1 Time-Driven Approach
	3.2 Event-Driven Approach
	3.3 Hybrid System Identification

	4 Model Discovery from the System Architecture Perspective
	5 Model Discovery from the Design Perspective
	6 Model Discovery from the Automation Perspective
	7 Conclusion
	References

	 Vulnerability Management in IIoT-Based Systems: What, Why and How
	1 Introduction
	2 Vulnerability Management
	2.1 Challenges of IIoT-Based Systems for VM

	3 Tools and Techniques for Systematic VM
	3.1 Vulnerability Discovery
	3.2 Vulnerability Analysis
	3.3 Vulnerability Prioritization
	3.4 Vulnerability Remediation
	3.5 Vulnerability Verification and Monitoring

	4 Reseach Directions
	5 Conclusion
	References

	 Review of Cyber Security for Power Trading and Communication Systems
	1 Introduction
	2 Theme 1: Security Technology
	3 Theme 2: Security Technology for Protecting Energy Trading and Auditing Systems
	4 Theme 3: Communication Technology and Cloud Computing
	5 Theme 4: Network Performance and Security Management for Communication System
	6 Conclusion
	References

	 DDoS Threats and Solutions for 5G-Enabled IoT Networks
	1 Introduction
	2 DDoS Attack Mitigation Categories
	2.1 Classification of DDoS Attack
	2.2 Attack Prevention
	2.3 DDoS Attack Detection
	2.4 DDOS Attack Mitigation Schemes

	3 5G/IoT Security Solutions Against DDoS Attack
	3.1 DDoS Attack Prevention for 5G/IoT
	3.2 DDoS Attack Detection for 5G/IoT
	3.3 DDoS Attack Mitigation for 5G/IoT
	3.4 Hybrid Approach Against DDoS for 5G/IoT

	4 Conclusion
	References

	 A Lightweight Blockchain-Based Trust Management Framework for Access Control in IoT
	1 Introduction
	1.1 Overview of IoT
	1.2 Overview of an Access Control Mechanism
	1.3 Overview of Blockchain
	1.4 Limitations of Blockchain
	1.5 Contributions of the Chapter

	2 Background and Preliminaries
	2.1 The Security Concerns in IoT
	2.2 The Traditional Approach: Access Control
	2.3 Blockchain
	2.4 Blockchain Integration with Access Control
	2.5 Blockchain Integration with Trust Management
	2.6 Trust-Based Consensus Algorithm
	2.7 Security Attacks in Blockchain

	3 Blockchain-Based Trust Management Framework
	3.1 Overview
	3.2 Smart Contract Systems
	3.3 Transactions and Blocks
	3.4 Reputation-Based Consensus Algorithm
	3.5 Reputation-Based Verification Mechanism
	3.6 Summary

	4 Framework Analysis
	4.1 Validity
	4.2 Agreement
	4.3 Liveness
	4.4 Scalability
	4.5 Fairness
	4.6 Security

	5 Experiment
	5.1 Delay Time
	5.2 Verification Time
	5.3 Transactions Per Second
	5.4 Sybil Attack Evaluation
	5.5 DDoS Attack Evaluation

	6 Conclusion
	References

	 Utilising K-Means Clustering and Naive Bayes for IoT Anomaly Detection: A Hybrid Approach
	1 Introduction
	1.1 Background
	1.2 Motivation of the Research
	1.3 Chapter Overview

	2 Related Work
	2.1 IoT Overview
	2.2 Contrasting IoT and Standard Networking Data
	2.3 Anomalies
	2.4 Anomalies Within This Chapter
	2.5 Anomaly Detection
	2.6 Machine Learning
	2.7 Supervised Learning
	2.8 Unsupervised Learning
	2.9 Data Clustering
	2.10 Partional Clustering

	3 Proposed Algorithm
	3.1 KMANB
	3.2 Algorithm Design

	4 Evaluation
	4.1 Methodology
	4.2 Train and Test Dataset
	4.3 Processed Dataset
	4.4 Hypothesis
	4.5 Evaluation Metrics

	5 Results
	5.1 Train and Test Results
	5.2 Train and Test with no Highest Ranked Feature
	5.3 Processed Dataset Results
	5.4 Processed Dataset no Highest Ranked Feature

	6 Discussion
	6.1 Accuracy, Precision and Recall Scores
	6.2 Train and Test Times
	6.3 Algorithm Optimisation
	6.4 Scalability of KMANB
	6.5 Traditional IoT AD Algorithms Versus the KMANB

	7 Conclusion and Future Work
	References


