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Chapter 1 
Preface 

Anna Di Mauro, Andrea Scozzari, and Francesco Soldovieri 

Instrumentation and measurement technologies are currently playing a key role in the 
monitoring, assessment and protection of water resources. The whole water sector 
involves multiple technological contexts for the monitoring of the resource, given the 
broad multidisciplinary context, which covers water from its natural domains up to 
the various man-made infrastructures. 

The water cycle management refers to a very complex framework, which requires 
reliable technological responses to the questions raised in meteorology, hydrology, 
water resources management, hydraulic engineering and, more in general, environ-
mental management, with the related societal implications. Measurement techniques 
and sensing methods for the observation of water systems are rapidly evolving, requir-
ing a continuous update in the measurement technologies and methods. 

It is now clear that an effective and sustainable planning of the water cycle manage-
ment requires the design and implementation of a systematic monitoring approach. 
In particular, instrumentation and measurement technologies have a pervasive pres-
ence in all the necessary aspects about the assessment, monitoring and control of 
water systems. Thus, the assessment of the water resource and of its relationship 
with the various environmental stressors, including the anthropic pressures on it, 
requires adequate knowledge, technologies and infrastructures in order to deal with
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the challenges of today. It is also important to underline that this aspect applies to 
both quantitative and qualitative monitoring activities, being the threats to the quality 
of the resource also indirectly affecting its availability and quantity. 

This book aims at providing an updated framework of observational techniques, 
sensing technologies and data processing approaches for water management and 
protection. In the frame of data analytics, attention is given to the synergy between 
different sensing systems and between measurements and modelling approaches. 
The coexistence in this book of measurement techniques, sensing methods and data 
science implications for the observation of water systems, emphasize the strong 
link between measurement aspects and computational and modelling aspects that 
characterises the whole water sector. 

The present volume provides a portrait of current measurement technologies and 
data analysis approaches for water systems monitoring and management, also offer-
ing insights to the enabling technologies that are today fostering the concept of smart 
water systems. 

The 23 chapters of this book are organised in order to give a survey of current 
technologies and available methods for the assessment and monitoring of the water 
resource in multiple domains. In particular, the selected contributions are intended to 
cover the following thematic areas: (i) remote sensing methods; (ii) instrumentation 
for direct water sensing; (iii) water sensor networks and ICT infrastructures; (iv) 
geophysical techniques; (v) synergy between measurements and modelling. 

With the aim of assembling a useful scenario to the reader, this volume encom-
passes a number of applicative aspects that contribute to build a substantial overview 
of the field: (i) advancements in field-measurement approaches; (ii) development 
of new sensing techniques; (iii) innovative sensors and networking approaches 
enabling the IoT paradigm; (iv) remote sensing techniques for the monitoring of 
water resources and/or the related infrastructures; (v) data processing techniques 
and modelling approaches for water resources monitoring and assessment. 

Within this framework, the contribution by Karki et al. [1] investigates the oppor-
tunities offered by the operational satellites belonging to the Copernicus programme. 
This chapter deals with inland water quality assessments based on Sentinel 2 imagery. 
Interestingly, the chapter introduces also validation activities through a case study 
regarding Irish lakes. Authors introduce different processors for the correction of 
atmospheric effects and experimental results obtained during their validation exer-
cise. Finally, the authors illustrate their proprietary Earth Observation (EO) software 
for water quality assessment, in the form of a web platform that facilitates the data 
access to the various stakeholders. 

The chapter by Bresciani et al. [2] analyses the observational potentiality of the 
sinergy between satellite-born hyperspectral missions and in situ and proximal sens-
ing measurements, focusing on a case study related to Lake Trasimeno in Italy. 
In particular, the chapter discusses the combined usage of the PRISMA satellite 
mission and the WISP station radiometer in order to provide accurate and high-
resolution information for water monitoring. The availability of long time-series of 
satellite observations, provided by the ESA CCI Lakes initiative, enables a better
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understanding of the dynamics and of the main drivers of complex phenomena like 
phytoplankton blooms, by studying the history of past bloom events. 

The next two chapters move our attention from the inland water context to the 
seawater. The contribution by Kostianoy and Lavrova [3] provides an overview of 
the techniques based on satellite observations for the detection of oil spills on the 
sea surface. The development of methodologies for the quantitative assessment of 
the total amount of oil pollution in the oceans and in inland seas is particularly 
urgent. The chapter focuses on the usage of satellite-borne SAR (Synthetic Aperture 
Radar) systems, also providing a survey of past and existing missions based on 
SAR sensors. The possibility to get almost all-weather imaging, the independence 
from solar illumination and the high revisit frequency (with a global coverage) make 
the usage of SAR very attractive. At the end of the chapter, the authors make an 
interesting discussion of the benefits and drawbacks of SAR systems applied to the 
detection of oil spills. 

Kostianoy et al. [4] address the wider context of seawater quality assessment and 
monitoring from satellite observations. The contribution focuses on oil pollution, 
suspended matter, and algae bloom. In addition to the SAR systems, mentioned for 
the monitoring of oil pollution in the previous chapter, authors here analyze the usage 
of multispectral ocean color scanners for all the three above mentioned applications. 
The chapter also discusses the relevance of natural and anthropogenic stressors to 
the quality of seawater in the coastal zone, which is indeed a hot topic in the current 
research and technological innovation framework. 

Jean-Francois Cretaux [5] introduces the satellite radar altimetry as a fundamental 
sensing technique for the observational needs of today. In particular, the author deals 
with hydrological applications, which are of extreme importance in the frame of 
climate change studies, where quantitative assessments of lakes, rivers, and artificial 
reservoirs play a key role. The chapter presents the basics of satellite radar altime-
try, the processing of the acquired data, and the possible synergy with other sensing 
techniques (e.g., optical). At the time of writing the chapter, there were about thirty 
years of data collected by using this technology, making such dataset a true asset for 
a variety of hydrological applications. In fact, the author reports that lakes have been 
identified by Global Climate Observing System (GCOS) and World Meteorologi-
cal Organization (WMO) as proxies for climate change monitoring at global scale. 
Finally, the assimilation of altimetry data into models is a fundamental aspect for 
most hydrological applications. 

Climate change has many implications with the wide range of phaenomena observ-
able by satellite remote sensing and in situ measurements. In fact, most parameters, 
data collections and time series are in some way connected with climate change pro-
cesses. The great importance that today is attributed to long-term climate datasets 
requires consistent data architectures, which should be independent from the obser-
vational method that generated the data. In this frame, the chapter by Zeng et al. 
[6] focuses on the generation of consistent and fully characterised ECVs (Essen-
tial Climate Variables), both for what regards in-situ, satellite and reanalysis data 
products. This is an aspect of primary importance when dealing with CDRs (Cli-
mate Data Records) and their critical aspects, such as the gaps in the datasets and
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the inter-calibration of different instruments. The chapter investigates and discusses 
the current practices of consistency validation and proposes a relevant example con-
sisting in the hydrological cycle closure in a Chinese river basin, by identifying the 
needed observations to determine the natural system correctly and close its balance. 

Therefore, the first six chapters of this book show a general portrait of the many 
implications of remote sensing technologies with the water sector, in particular for 
what regards specific monitoring demands. The impact of earth observation on water 
systems is highlighted by the variety of application contexts shown in these chapters. 

The next four chapters introduce novel approaches for the direct sensing of water, 
also focusing on original and intriguing applications. In particular, the chapter by 
Testa et al. [7] addresses water quality measurements, focusing on on-line monitor-
ing. It presents promising optical sensing approaches for the detection of chemical 
and biological water pollutants, including latest methods and instruments. More in 
detail, the application of optical spectroscopic techniques for on-line water monitor-
ing as absorption spectroscopy, light scattering method, fluorescence spectroscopy 
and Raman spectroscopy are discussed, highlighting possible advantages and poten-
tialities. The analysis emphasizes that the integration of numerous optical spec-
troscopic techniques capable of providing complementary information, as well as 
improved signal data processing, could result in a significant increase in detection 
selectivity, sensitivity, and accuracy. 

Abbar et al. [8] present a review of Fiber Optic (FO) technologies applied to 
relevant environmental issues, focusing on groundwater management and protection. 
It reports the state of the art on the use of FO sensors for environmental monitoring and 
discusses the installation of these sensors at a specific site. In detail, a research project 
conducted in France (O-ZNZ project) that uses this type of technology is presented as 
an example of full-scale implementation for groundwater data generation. Through 
the monitoring boreholes, the multi FO sensors system successfully established at 
the O-ZNS site will aid the characterization of fluid flow and the imaging of the 
subsurface layers near the O-ZNS wells. The information provided by the application 
represents the starting point for future activities in the field. 

The chapter by van den Berg et al. [9] goes further the mere sensing of water 
parameters. By focusing on the role played by terrestrial plants in the water cycle, 
this contribution places the main emphasis on the dynamics of water transport within 
plants, particularly trees, and offers a complete overview of all the main method-
ologies/technologies currently available for the effective monitoring of plant-water 
relations. Water transport in the frame of plant-water dynamics represents an unprece-
dented playground for experimenting a large variety of sensing techniques, e.g., gas 
exchange for stomatal conductance and transpiration monitoring, lysimetry, ther-
mometry, radiometric measurements like reflectance monitoring, ultrasound spec-
troscopy, dendrometry, accelometry, scintillometry, stable water isotope analysis and 
eddy covariance. The contribution closes with an outlook of the monitoring possi-
bilities and a discussion of the open problems like the combination of data taken at 
various different spatial scales. 

A wide range of techniques is always involved when monitoring a combination 
of environmental variables. The overview of innovative techniques shows that the
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current wide range of measurement possibilities continuously offers new opportu-
nities for stakeholders to find the right answers to a variety of problems. Drinking 
water monitoring, agriculture and environmental sciences in general take benefit 
from technological advancements in terms of precision, cost, temporal and spatial 
scale of the measurements. 

The chapter by Cousin et al. [10] describes the development of detection tech-
nologies for analysing drinking water and the interconnection of safety and security-
related networks of sensors for water supply and distribution networks. Innovative 
technologies investigated and tested across several European projects are described, 
in order to show their applicability and potentialities. Sensing by traditional tech-
niques, multiparameter water quality monitoring through nanomaterials and carbon 
nanotube-based multiparameter water quality sensing are discussed. The topic pre-
sented is relevant for the water community, due to the spread of smart metering sys-
tems that made available new sensing technologies. The continuous improvement 
of water safety plans requires the application and experimentation of such every 
technological development, in order to identify their most effective implementation. 

The development of sensor networks and infrastructures for the monitoring of 
water systems is currently a hot topic in the research and innovation context in the 
water sector. The following three contributions give a worthwhile hint to the most 
recent implications between sensing systems and information management. 

In their chapter, Drost et al. [11] provide guidelines on how to set up a measure-
ment data infrastructure by using both standards from the Open Geospatial Con-
sortium’s (OGC) Sensor Web Enablement framework and the Internet of Things 
(IoT) technology. The authors present a brief review of relevant Sensor Web and IoT 
standards, analysing their capability to face various problems such as sensor data 
stream collection, measurement data harmonization, and deployment constraints. 
Then, a model for a modular water monitoring system integrating sensor data with 
spatial (research) data infrastructures by using Sensor Web and IoT technologies is 
described. The chapter shows how Sensor Web and IoT technologies can be used 
together to facilitate the publication of sensor data in Spatial Data Infrastructures 
and provides recommendations and open questions related to future development in 
the use of these technologies for hydrological measurement data. 

The chapter by Weingartner and Raich [12] presents an overview of 20 years 
of water monitoring science and services by summarizing the achievements in the 
world of water monitoring, the still existing gaps and shortcomings, and identifying 
future trends. Several types of sensor technologies for water quality monitoring are 
described, emphasizing the data quality requirements and the need for innovative 
applications and tools. The analysis highlights that for valuable water quality mon-
itoring, manufacturers should develop more efficient and intelligent self-cleaning 
systems, more robust electrodes, better installation infrastructures and longer-lasting 
quality. In addition, the authors also propose the adoption of smart corrective algo-
rithms for improving data quality on board and without operator intervention. 

The contribution by O’Grady et al. [13] proposes a systematic paradigm of hier-
archically tested sensing technologies to be implemented for providing an effective 
monitoring at the catchment scale. Available in-situ sensor technologies and other
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possible instrumentation for water quality monitoring are discussed, giving particu-
lar attention to sensor selection, deployment strategy, and cost. The literature review 
covers a wide ensemble of sources and provides an effective starting point for the 
reader who is interested in implementing a monitoring network. 

Geophysical techniques are fundamental assets for the monitoring of water sys-
tems and are the foundation of most in situ (or proximal sensing) assessment and 
monitoring of the resource. The chapter by Flores-Orozco and Bucker [14] provides 
a very useful review about the capability of the Spectral Induced Polarization (SIP) 
imaging method to delineate the geometry of hydrocarbon contaminant plumes and 
monitor the effect of remediation measures. The first part of the chapter is devoted to 
provide a brief introduction into the SIP method, discusses the electrical properties 
of the rocks and soils and offers a detailed revision of the literature to illustrate the 
broad range of electrical properties of fresh and mature contaminant plumes. After, 
the challenges and good practices of collecting, processing and interpreting of SIP 
imaging data are highlighted for the characterization of a benzene plume on the field 
scale. Finally, a second case study is presented about the SIP monitoring results 
obtained along the injection of zero-valent iron particles for the remediation of a 
TCE (Trichloroethylene) plume. 

In their chapter, Rizzo and Gianpaolo [15] deal with the direct current electrical 
methods, which are probably the most widely near surface geophysical techniques 
used for environmental investigations. The success of these methods is related to 
several factor such as; the theoretical concepts are relatively straightforward; field 
measurement techniques are highly scalable, allowing investigations to depths from 
tens of centimetres to hundreds of meters; instrumentation is relatively low cost and 
straightforward to operate. On the other hand, as clearly evident from the content 
of the chapter, significant efforts are still necessary about advanced data analysis in 
terms of 3D imaging and reliable and accurate tomographic approaches. 

The contribution by Wu and Lambot [16] discusses the recent technological and 
scientific advances about the use of drone-based ground-penetrating radar (GPR) 
for digital soil mapping. In particular, a prototypical GPR system is described for 
the installation on a drone. Attention is provided to the scientific challenge of the 
full-wave inversion, which has the aim to retrieve the soil dielectric permittivity from 
the soil surface reflection. After, the retrieved dielectric permittivity is exploited to 
estimate volumetric soil water content through a petro-physical relation. As a final 
outcome of the approach introduced by the authors, soil moisture maps are presented 
with reference to agricultural fields in Belgium. 

The chapter by Tinivella et al. [17] provides an interesting case study about the 
capability of the seismic method to study and monitor the aquifers. In particular, the 
case study has regarded an area in North East of Italy and all the phases of the experi-
ment are provided in the chapter, from the choice of the acquisition parameters to the 
final interpretation. Both 2D and 3D data were acquired in different seasons in order 
to define any possible seasonal variation. In order to obtain detailed petro-physical 
information, amplitude preserving processing, advanced tomographic imaging and 
Amplitude Versus Offset procedures were exploited. In this way, the analysis permit-
ted the estimation of the petro-physical properties of the subsoil and the detection and
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localization of a deeper aquifer not yet identified, as confirmed by a subsequent new 
well. The discovered aquifer, at 480 m depth, has been proved suitable for extracting 
water for domestic purposes. 

The chapter by Mallet et al. [18] is concerned with activities performed at the 
Observatory of transfers of the Vadose Zone (O-ZNS) implemented near Orléans 
(France). By combining multi-scales laboratory and field experiments using various 
monitoring techniques, this observatory is able to improve the knowledge about the 
processes regarding water flow and contaminants transport throughout a highly het-
erogeneous vadose zone. As specific case presented in the chapter, it is described a 
multi-geophysical monitoring strategy in order to overcome the limitations of each 
single geophysical methods. The presented analysis has permitted to highlight how 
coupling electrical and seismic methods improves drastically the lithological charac-
terization of the facies. In addition, coupling electrical resistivity, ground penetrating 
radar and Nuclear Magnetic Resonance surveys has enhanced the estimation of the 
variations in water content within the vadose zone. Therefore, the whole set of results 
constitutes a first base to ongoing joint inversion that should lead to a refined char-
acterization of the petro-physical and transport properties of the vadose zone. 

In their chapter, Farhat et al. [19] deal with the indirect measurement of the water 
content in the soil by using Time Domain Reflectometry (TDR). TDR is able to 
measure the electromagnetic properties, namely, the complex dielectric permittivity, 
accounting in itself also for the electrical conductivity. After, semi semi-empirical 
relationships between dielectric permittivity and water content are used. In particu-
lar, the chapter deals with the features of TDR measurements, by focussing on the 
possibility of making use of multi-length TDR measurements where, at each fre-
quency, information is gathered by means of TDR probes of different lengths. In this 
way, the dispersion law of the material can be retrieved and consequently improved 
information can be inferred about the water content, which for a given kind of soil 
should correspond to a specific dispersive behaviour. 

The monitoring of water pipes and the detection of leaks represents a peculiar 
application of the Ground Penetrating Radar (GPR) for water distribution networks. 
The chapter by Catapano et al. [20] focuses on the usage of GPR enhanced by a novel 
data processing approach, providing a proof of concept of the reconstruction capabil-
ity of the proposed technique. GPR represents a non invasive electromagnetic (EM) 
method for the direct measurement of underground features by exploiting scattering 
and reflection from EM discontinuities. Authors go through the explanation of the 
general working principle of GPR, the specific configuration for pipe monitoring and 
the tomographic imaging approach developed for water leaks monitoring. A useful 
validation exercise, built on a model based on a synthetic scenario, completes the 
chapter. 

The next four chapters underline the importance of the synergy between measure-
ment methods, data collection and modelling, both for what regards remotely-sensed 
data acquisition and for in-situ measurements. 

The chapter by Cassiani et al. [21] presents a survey of hydro-geophysical meth-
ods and their application for water resources protection and management, making 
an excursus that covers the past twenty years. Hydro-geophysical techniques are
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presented as a tool for long-term data acquisition for the monitoring of hydrological 
changes, and as an effective way for the calibration of subsurface hydrological mod-
els. The authors highlight how the physical processes underlying both disciplines 
must be taken into account when developing an observational approach based on 
geophysics, going further the mere “imaging” application. Moreover, the chapter 
also clarifies in a very effective way the usefulness of hydrogeophysics for the mon-
itoring of hydrological processes over time, and, very interestingly, underlines the 
support of hydrogeophysical methods to data assimilation into numerical models. 

Another interesting case-study regarding the integration of geophysical-geological 
methodologies is provided in the chapter by Eppelbaum et al. [22]. The case study 
regards the Sea of Galilee (Lake Kinneret), which is located in northern Israel, in 
an area of complex tectonic setting where the Dead Sea Transform crosscuts other 
fault systems. In the present study, gravitational, magnetic, paleomagnetic, radio-
metric and seismological data are analyzed together for the first time. This approach 
allowed a series of benefits: (i) to make significant changes in the structural plan and 
typology of geological units of various types and genesis; (ii) to identify a variety 
of sources, mechanisms and types of the geodynamic features (both deep and sub-
surface ones); (iii) to clarify the formation history of the region that is important 
from the standpoint of geo-ecology, assessment of the water resources, geodynamic 
forecast and monitoring of natural and engineering environmental factors. 

Then, stochastic hydrology is the topic of the chapter by Chidichimo et al. [23], 
which closes this contributed volume. The identification of natural systems often 
deals with the intrinsic uncertainty in the determination of the geological structures 
that lie behind the development of numerical models. The authors of this contri-
bution introduce an application of the composite media theory to a context with 
highly heterogeneous media. In particular, a case study is presented, dealing with 
the remediation of an industrial site in Naples (Italy). This chapter shows how a 
probabilistic reconstruction of geologic facies offers an effective alternative to the 
classical approach based on homogenization or averaging, and can support the opti-
mization of modelling tools to describe the real behavior of the system, based on a 
better understanding of both the contamination process and its possible remediation. 

This book is intended for a wide audience of readers, such as post-graduates, 
researchers and stakeholders at various levels. In addition, it may be useful for those 
experts who want to extend their field of view to adjacent fields of expertise. 

The volume does not want to represent a mere container of the latest advances 
about specialist research activities. Instead, it wants to be a useful building block, 
providing a clear overview of current research and technological possibilities. Users 
and experts of diverse disciplines may find in this book an “entry point” to the large 
arena of the monitoring solutions that are available or under development today, with 
a hint to the related open issues and the future development possibilities. Moreover, 
our approach shall contribute to fill the gap between the stakeholders’ requirements 
and the available solutions.
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Chapter 2 
Regional Adaptation of Water Quality 
Algorithms for Monitoring Inland 
Waters: Case Study from Irish Lakes 

Sita Karki, Kevin French, Valerie McCarthy, Conor Delaney, 
Jennifer Hanafin, Eleanor Jennings, Alastair McKinstry, and Aaron Golden 

Abstract The recent development of the Copernicus programme in Europe has 
ushered in a new generation of operational earth observing satellites. Field-based 
investigations and monitoring programmes are costly, time consuming and can 
be logistically challenging in remote or inaccessible locations. The advantages of 
in situ data monitoring are that they have very low uncertainties compared to satel-
lite data, but they only provide readings at one location at one time. Satellite data 
are very complementary to field measurements for long-term and regional moni-
toring programmes. Through the Environmental Protection Agency (EPA)’s Remote 
Sensing of Irish Surface Water (INFER) project (2017-W-MS-30), we validated algo-
rithms to infer lake water quality on the island of Ireland using Sentinel 2 imagery, 
which comprises two European Space Agency (ESA) terrestrial satellites with a 
combined temporal resolution of 5 days and spatial resolution of 10 m. The project 
is focused on the selection of optimal algorithms that will be applicable in a regional 
context in relation to the high cloud cover and relatively small sizes of the water bodies 
involved. C2RCC and Acolite processors were used to compute the chlorophyll-a 
and turbidity from identified lakes. Field radiometry was carried out using a TRIOS 
RAMSES radiometer at several sites to validate the algorithms. Standard field proce-
dures were employed for acquiring glint-free reflectance from the water bodies. Based 
on the validation with field data, a coupled technique was developed to atmospher-
ically correct and compute water quality parameters. The water quality products
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generated using Sentinel-2 can be visualized via a web platform (https://eoplatform. 
ichec.ie/infer). Although the developed techniques offer many benefits for water 
quality monitoring, it is still challenging in the context of Ireland, where very few 
cloud-free scenes are available. In addition, the smaller sizes of lakes make it difficult 
to monitor them using the current resolution of Sentinel-2. 

Keywords Sentinel-2 ·Water quality · Chlorophyll-a · Turbidity · Total 
suspended matter · Lakes ·Monitoring 

2.1 Introduction 

Aquatic ecosystems are crucial for human well-being and have important functions 
in the environment [33]. Lakes, for example, provide a source of drinking water, 
in addition to being important for irrigation [8, 14, 45]. Inland water bodies are 
important for fisheries and aquaculture activities, recreation, tourism, and they also 
provide vital habitats, supporting high levels of biodiversity [33]. The importance of 
these aquatic systems is well recognised through the implementation of numerous 
national and international regulations related to their protection, foremost being the 
EU Water Framework Directive (WFD) 2000/60/EC [18]. 

Many surface waterbodies are now under severe anthropogenic pressures from 
eutrophication, inorganic pollution, acidification, invasive species, high levels of 
drinking water extraction, and directional climate change [1, 7, 14, 15]. Management 
of these waterbodies needs an integrative and adaptive approach that can provide a 
comprehensive and reliable overview of their status, that in turn requires reliable and 
cost-effective monitoring programmes. 

2.1.1 Need for Remote Sensing Technologies 

Conventional monitoring of aquatic systems is often time consuming and 
labour intensive and consequently, in many cases, expanding current monitoring 
programmes both to improve spatial and temporal coverage is often considered 
prohibitively expensive [21, 41]. Additionally, even where a water body is monitored, 
these restrictions often mean that sampling is spatially limited and carried out at, for 
example, at a single monitoring point (e.g. the deepest point in the lake), which may 
not necessarily be representative of the entire water body. Moreover, sampling may 
often only be repeated over relatively long-time intervals (e.g. intervals of months 
or even years). Such low temporal resolution only provides a snapshot in time, and 
does not allow for detailed studies of changes and trends over time, and also cannot 
take short-term extreme or episodic changes into account [14, 21, 27, 39]. 

Monitoring programmes often do not operate at the frequency required to capture 
the dynamics of changes in lake chemistry and biota, particularly for processes

https://eoplatform.ichec.ie/infer
https://eoplatform.ichec.ie/infer
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which occur over short periods of time such as those associated with planktonic and 
microbial communities [29]. In addition, increasing our understanding of lakes in 
a global context will require frequent and consistent long-term monitoring with a 
comprehensive spatial coverage [25]. 

The use of remote sensing is one of the options to address the spatial and temporal 
limitations of traditional monitoring programmes, while also increasing the number 
of surface waters that can be monitored [14, 36]. Recent and on-going research 
has identified a suite of water quality parameters that have the potential to be esti-
mated using sensing technologies. These include chlorophyll-a (Chl-a), a common 
proxy for phytoplankton biomass, water colour, used as proxy for the concentration 
of colored dissolved organic matter (CDOM), and turbidity and related suspended 
sediment levels [36, 37]. Remote sensing has also been used to identify the occur-
rence of phytoplankton blooms and gain information on macrophyte composition 
[20]. 

The integration of remote satellite sensing into water quality research and moni-
toring has been proposed by many studies [5, 9, 39, 50]. Remote sensing techniques 
have already been successfully integrated in terrestrial ecosystem service assess-
ments (e.g., Andrew et al. [3]; de Araujo Barbosa et al. [11]) for the assessment 
of indicators of terrestrial habitat quality (e.g., Spanhove et al. [42]). It, therefore, 
seems reasonable that the incorporation of remote sensing for monitoring of inland 
waterbodies is the next viable step to allow more detailed temporal and spatial studies 
of aquatic systems. 

2.1.2 Water Quality Monitoring in Ireland 

Rainfall is the key source of recharge for inland water in Ireland with eastern parts 
of the island receiving 750 to 1000 mm/year rainfall and the western part between 
1000 and 1400 mm [31]. This difference in precipitation is also evident through 
the distribution of lakes on the island as shown in Fig. 2.1a, with the western half 
of the country showing a greater number of inland waterbodies being monitored. 
Unfortunately, the western regions are also more prone to cloud cover. Of these 
waterbodies, only a fraction is included in the national monitoring programme, which 
is carried out in order to ulfil requirements of the EU WFD [18]. The WFD requires 
member states to ensure all waterbodies in their jurisdiction reach at least ‘good’ 
water quality status and take a holistic approach to managing their waterbodies. 

Chlorophyll-a concentration is a relatively easy and rapid analyses, which can be 
used as a proxy for phytoplankton biomass [19] and it is one of the biological quality 
elements (BQE) used to infer water quality status as part of Ireland’s monitoring 
strategy for the WFD [16]. Measurements are carried out through extraction of Chl-
a pigment and subsequent quantification of the absorption of the extract using a 
spectrophotometer. 

The total suspended matter (TSM) concentration and the related turbidity level are 
also key water quality parameters relevant for biological processes and water quality
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Fig. 2.1 Map of Ireland showing: a Lakes under WFD monitoring programme and b Lakes sampled 
in this project with the total number of samples collected for each lake 

[26, 48, 49]. The concentration of particles can influence the transmission of light 
underwater and thus alter the productivity of water column phytoplankton and the 
living conditions of both vegetation and aquatic animals [24, 26, 32]. Furthermore, 
suspended sediments can impact quality by carrying pollutants and heavy metals 
of terrestrial origin [17, 32]. Knowledge of spatial and temporal patterns in the 
concentration of particles is, therefore, essential for the evaluation of water quality 
and associated environmental functions [26]. Total suspended sediment is measured 
gravimetrically by filtering a known volume of sample water through a glass fiber 
filter [2], which is then dried and weighed. 

Turbidity is an expression of the optical property that causes light to be scattered 
and absorbed rather than transmitted, with no change in direction or flux level through 
the sample [2]. It is generally measured using commercial nephelometers, or portable 
turbidimeters and reported in nephelometric turbidity units (NTU) or in Formazin 
Nephelometric units (FNU). Correlations between turbidity and TSS can be difficult 
because the size, shape, and refractive index of the particles affect the light-scattering 
properties of the suspension [2]. 

Water clarity can also be estimated using a Secchi disk, an easy and inexpensive 
measure of turbidity for waterbodies [38]. A black and white disk is lowered into 
the area of interest until the disk is no longer visible and this depth recorded as 
a measure of transparency. One drawback to this method is it may not be useful 
in shallow waterbodies where the bottom of the waterbody can be seen from the 
surface. Although there can sometimes be issues related to systematic deployment 
[43], a Secchi disk measurement can be more precise than turbidity measurements 
[10].
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Monitoring TSS and turbidity levels in larger waterbodies is generally challenging 
due to concentrations being heterogeneous in terms of space and time [26]. In addi-
tion, episodic weather events can trigger high inflows [12] or wind driven mass  
sediment re-suspension [4], leading to short-term reductions in water clarity. 

Through the Environmental Protection Agency (EPA)’s Remote Sensing of Irish 
Surface Water (INFER) project (2017-W-MS-30), we focused on the application 
of earth observation data for computing water quality parameters and, therefore, 
provide a technique capable of addressing some of the spatial and temporal issues 
with traditional water monitoring programmes. The main objective of the study 
was to develop a processing chain that will help to establish remote sensing as a 
complimentary tool for monitoring lakes regionally by estimating chlorophyll-a and 
turbidity. 

2.2 Methods 

The study employed historical field samples to determine the best practices for 
sampling to optimize the temporal and spatial matchups between in-situ lake 
measurements and satellite imagery. Historical data together with bathymetry survey 
data were analysed to determine the influence of lake topographical conditions (e.g., 
bottom reflectance, adjacency) on the magnitude of reflectance. Based on the study, 
recommendations were made to collect samples 10 m away from the shorelines and 
at a depth of more than 6 m. Every lake has a unique topography and associated 
littoral zone, but these measures were followed to minimize the potential effect of 
bottom reflectance and signal mixing, which is common to small and shallow lakes. 

2.2.1 Field Sampling 

A site selection process was undertaken during the spring of 2019 to shortlist appro-
priate sites for field validation of satellite-derived products. A total of 6 lakes were 
sampled for field validation based on several criteria such as size, depth, trophic status 
and WFD status. In addition, a timetable for proposed sampling was established by 
drawing up a schedule of satellite overpasses starting from summer of 2019. 

A GPS and a depth Sounder (Hondex PS-7) were used to locate sampling sites. 
Vertically integrated samples of the water column were taken using a plastic tube 
5 cm in diameter and 6 m in length. Secchi depth transparency was measured by 
lowering a Secchi disk on the shaded side of the boat and recording the depth at 
which the disk was no longer visible to the nearest 0.1 m (d1). The disk was then 
slowly hauled up and the depth at which the disk reappeared was again recorded to 
the nearest 0.1 m (d2). The Secchi disk transparency was calculated by taking the 
arithmetic mean of these two measurements (d1 and d2).
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Fig. 2.2 Days delay between the field sampling and Sentinel-2 acquisitions for 59 field samples. 
Almost half of the data points had acquisition within the same day 

Chlorophyll-a analyses were carried out on 1 L triplicate samples from each 
integrated water sample, filtered through Whatman® GF/C filters and extracted with 
methanol [44] with absorbance read in a spectrophotometer at 665 and 750 nm in a 
5 cm cell. 

Altogether 75 samples with Chl-a concentration and field transparency measure-
ments were recorded as shown in Fig. 2.1b. 

2.2.2 Sentinel-2 Imagery Collection 

The Sentinel-2 archive was scanned for cloud-free views of the sampled locations. 
Sentinel-2 comprises the constellation of Sentinel 2A and 2B. Combined, they 
provide a revisit time of 5 days at the equator with a swath coverage of 290 km at 10 m 
spatial resolution for visible and near-infrared regions of the spectrum. Considering 
the fast-changing weather conditions of Ireland, it was difficult to obtain the exact 
overlap between the Sentinel-2 overpass and the field sampling. The target was to 
get the scene with a minimum number of days, but only 59 data points were useful, 
and the rest were discarded as no corresponding clear scenes (devoid of cloud or 
cloud shadow) were found. Figure 2.2 shows that almost half of the data had the 
same day acquisition whereas 75% of the data points had corresponding acquisition 
within two weeks. 

2.2.3 Field Radiometry 

Field radiometry was conducted using a TRIOS RAMSES radiometer from late 2019 
to early 2020. The current procedure entails collection of reflectance data from the 
lakes during satellite overpass to minimize the potential error in the atmospheric 
correction. Altogether 6 data points from 4 different lakes were collected. The actual
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Fig. 2.3 Field radiometry locations and dates 

number of field campaigns, date and location of radiometry are shown in Fig. 2.3. 
Glint free measurements were collected using the techniques described by Kutser 
et al. [28]. 

Acolite [40] and C2RCC [6, 13] processors were used to perform atmospheric 
correction and the computation of water quality parameters from the satellite data. 
The data collected from field sampling and radiometry were analyzed and compared 
with the results obtained using a water quality processor on the satellite data. 
Figure 2.4 shows the detailed break-down of the steps followed to identify the best 
workflow for the project. For atmospheric correction, a dark spectrum fitting tech-
nique [46, 47] was applied in Acolite whereas a neural network-based technique 
[6] was used in C2RCC processor to compute Chl-a and TSM. Within the Acolite 
processor, different algorithms were analyzed and finally the red edge algorithm by 
Gons et al. [23] was selected for processing Chl-a (mg/m3). Similarly, the algorithm 
developed by Nechad et al. [34, 35] was used for turbidity (FNU) computation using 
Acolite. 

2.3 Results and Discussions 

Sentinel-2 derived results were compared with those measured from the field 
radiometry and sampling.
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Fig. 2.4 Steps adopted to develop the optimized algorithm 

2.3.1 Atmospheric Correction 

The comparison of the field and satellite derived results showed that the C2RCC 
algorithm provided better estimates of atmospheric contribution compared to the 
Acolite processor. Figure 2.5 shows the measure of upwelling radiance (Lu) and 
downwelling irradiance (Ed) taken from the field radiometer at Lake Owel (Fig. 2.5a) 
and Lake Sillan (Fig. 2.5b) on 18th of September 2019. During the measurement, 
the downwelling irradiance was measured and the radiometer was turned upside 
down to measure the upwelling radiance. The remote-sensing reflectance was then 
computed, which is the ratio of downwelling irradiance that is incident on the surface 
of the water to the portion that is returned through the surface. The graphs also show 
the estimation after the glint had been removed. The top-of-atmosphere reflectance 
(Rtoa) or the reflectance before the atmospheric correction and the surface reflectance 
for water pixels (Rhow) derived from both C2RCC and Acolite are also shown on 
the graph. The surface reflectance after atmospheric correction from both processors 
were compared to the field radiometric measurements. The reflectance for water 
pixels from C2RCC (Rhow, shown in brown) provides a better approximation of 
the glint-free (Lu/Ed) measurement from the radiometer compared to the one from 
Acolite (Rhow, shown in black). Based on the similar comparison for all the locations 
of field radiometry, C2RCC was selected for the atmospheric correction of Sentinel-2 
imagery.
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Fig. 2.5 Comparison of atmospheric correction results and field radiometer data for Lake Owel 
and Lake Sillan 

2.3.2 Water Quality Parameters Validation 

Sentinel-2 derived water quality results were compared with those measured from the 
field sampling. From each sampled location, chlorophyll-a (mg/m3) and transparency 
(m) measurements were taken. C2RCC algorithm was used to compute chlorophyll-
a and TSM, whereas the Acolite processor was able to compute chlorophyll-a and 
turbidity. Although not quite the same, as explained in the introduction section, 
turbidity, TSM and transparency are measures of the water clarity, and thus they 
were used for comparison in this study. 

Comparing the results for turbidity, TSM and field transparency, the Acolite 
processor showed better approximation of the field condition than the C2RCC 
processor. Similarly, the chlorophyll-a estimation from the Acolite processor showed 
better approximation of the field measurements. For both, TSM and chlorophyll-a 
estimation, the results were concentrated around very low values compared to field 
measurement. This observation was not consistent with the behaviour of the C2RCC 
processor during atmospheric correction, where it performed better than Acolite. 
When comparing the surface reflectance for water pixels (Rhow) from C2RCC and 
Acolite, it is evident from Fig. 2.5 that the surface reflectance from C2RCC is closer to 
the radiometric measurements. This suggests that the sets of trained neural networks 
used in the model contribute to the better performance of C2RCC regarding atmo-
spheric correction, but not for the water quality parameters as shown in Figs. 2.6 and 
2.7.
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Fig. 2.6 Turbidity (FNU) and TSM (g/m3) computation results from Acolite and C2RCC 
respectively. C2RCC shows the overall underestimation of values 

Fig. 2.7 Chlorophyll-a (mg/m3) computation results from Acolite and C2RCC respectively. 
C2RCC shows the overall underestimation of values 

2.3.3 Coupling of C2RCC and Acolite 

Based on the overall results, the coupled approach was developed where the atmo-
spheric correction was carried out using the C2RCC and the water quality param-
eters were computed using techniques adopted in the Acolite processor (Chl-a: 
[23], turbidity: [34, 35]). The parameters were tuned in the coupled algorithm to 
better reflect the field measured samples. The results from the final algorithm are 
presented in Fig. 2.8. The coupled technique showed better approximation of field 
measurements than each standalone processor. 

The coupling of the atmospheric correction, water quality parameter processing, 
and subsequent hyperparameter tuning allowed the validation based on the regional 
water quality measurements in Ireland as demonstrated in Figs. 2.9 and 2.10. 
The figures show the chlorophyll-a and turbidity for Lake Egish with the area of 
around 1square kilometer located in the drumlin belt region close to the border with 
Northern Ireland. All the cloud-free scenes available for 2020 were used to monitor 
water quality for a total of six months (January, February, March, April, June and
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Fig. 2.8 Chlorophyll-a (mg/m3) and Turbidity (FNU) computation results from coupled technique. 
Delays higher than 10 days are shown in blue 

Fig. 2.9 Chlorophyll-a (mg/m3) results from coupled technique for Lake Egish using the Sentinel-2 
images acquired in 2020 

November). Figure 2.9 shows the seasonal fluctuation of chlorophyll-a where it 
had lower magnitudes during the winter (January) and then slowly increased during 
the spring (April) and again decreased during the mid-summer (June). Figure 2.10 
shows a similar trend for 2020 with the lake turbidity peaking during early spring 
and autumn (November). Both chlorophyll and turbidity show similar levels of 
seasonality probably because turbidity is affected by planktonic growth. 

While remote sensing offers many benefits for water body monitoring, challenges 
and limitations still exist. The availability of cloud-free days at high latitudes is not
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Fig. 2.10 Turbidity (FNU) results from coupled technique for Lake Egish using the Sentinel-2 
images acquired in 2020 

ideal for satellite coverage with an average of 216 rainy days in a year (59% of 
days in a year), based on 59 years of observation by Met [30], the Irish national 
meteorological service. The study also shows some parts of the country receiving 
disproportionally high amounts of rainfall causing further limitation for satellite 
monitoring. In this context, it is challenging to monitor lakes particularly during 
autumn and winter months when rainfall is usually at its highest. In addition, small 
and very shallow lakes can be quite challenging to monitor due to their topography 
at the current resolution of the Sentinel-2. The problem of frequent cloud cover and 
potential difficulties in satellite monitoring is not typical only to Ireland, but also 
common in other countries in the northern hemisphere [22]. 

2.3.4 EO Platform for Monitoring Water Quality 

Based on the foundation of this coupled technique, a web-based platform was devel-
oped to allow users to visualize the water quality across Ireland as soon as the 
optimum (cloud- and shadow-free) Sentinel-2 scene becomes available. The platform 
automatically ingests most recent Sentinel-2 imagery and implements the coupled 
algorithm. The map of Chlorophyll-a and turbidity can be explored on the platform. 
The platform shows the recent water quality parameters across Ireland.
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Fig. 2.11 Screen capture of the EO platform showing Chlorophyll-a (mg/m3) and Turbidity (FNU) 
products from Sentinel-2 

The EO platform was developed using Python and JavaScript programming 
languages by utilizing open-source products such as QGIS, OpenLayers and GDAL 
libraries on a Linux based environment. The platform can be viewed using the 
website: https://eoplatform.ichec.ie/infer (Fig. 2.11). 

2.4 Conclusions 

We adapted and validated the atmospheric correction and water quality pro-cessor 
for fresh and inland fresh waters in Ireland applicable to Sentinel-2 imagery with the 
critical use field collected data, which provided essential water quality measurements 
and field radiometry. Field collected data sets were compared with those computed 
using the two most widely used algorithms for analyzing Sentinel-2 data, namely 
the C2RCC and Acolite processors. For atmospheric correction, the C2RCC based 
processor showed better performance whereas for chlorophyll-a and turbidity, the 
Acolite-based processor demonstrated enhanced efficacy. By coupling both C2RCC 
and Acolite-based processors, the advantages of both were combined, yielding an 
optimal means for inferring regional lake water quality monitoring in Ireland using 
Sentinel-2 data. The resulting workflow was integrated into a web platform facil-
itating third parties interested in monitoring lake water quality in the Republic of 
Ireland.

https://eoplatform.ichec.ie/infer
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Although it is challenging to get long-time series of cloud-free scenes for Ireland 
due to its temperate maritime climate, we determined that satellite observations can 
be used to conduct regional monitoring of freshwater quality remotely. The addition 
of high-quality data from field measurements going forward can furthermore be used 
for continuous improvement of the model and subsequent validation. As such, we 
have been able to demonstrate that satellite observations can effectively complement 
traditional freshwater monitoring at regional scales in an essentially automatic and 
cost-effective manner, permitting the optimal use of in situ monitoring logistics 
to identify and investigate specific sites in a more controlled and evidence-based 
fashion. 

Acknowledgements Remote Sensing of Irish Surface Waters (2017-W-MS-30) project is funded 
under the EPA Research Programme 2014-2020. The EPA Research Programme is a Government 
of Ireland initiative funded by the Department of Environment, Climate and Communications. 
It is administered by the EPA, which has the statutory function of coordinating and promoting 
environmental research. Authors would like to thank Martin Holland from Dundalk Institute of 
Technology who assisted with field sampling. 

References 

1. Adrian R, O’Reilly CM, Zagarese H, Baines SB, Hessen DO, Keller W, Livingstone DM, 
Sommaruga R, Straile D, Van Donk E, Weyhenmeyer GA (2009) Lakes as sentinels of climate 
change. Limnol Oceanogr 54(6, part 2):2283–2297. https://doi.org/10.4319/lo.2009.54.6_part_ 
2.2283 

2. American Public Health Association (APHA) (1999) Standard methods for the examination of 
water and wastewater, 20th edn. APHA, Washington DC, p 1268 

3. Andrew ME, Wulder MA, Nelson TA (2014) Potential contributions of remote sensing to 
ecosystem service assessments. Prog Phys Geogr 38(3):328–353. https://doi.org/10.1177/030 
9133314528942 

4. Birch G, O’Hea L (2007) The chemistry of suspended particulate material in a highly contam-
inated embayment of Port Jackson (Australia) under quiescent, high-wind and heavy-rainfall 
conditions. Environ Geol 53:501–516. https://doi.org/10.1007/s00254-007-0662-5 

5. Birk S, Ecke F (2014) The potential of remote sensing in ecological status assessment of 
coloured lakes using aquatic plants. Ecol Ind 46:398–406. https://doi.org/10.1016/j.ecolind. 
2014.06.035 

6. Brockmann C, Doerffer R, Peters M, Stelzer K, Embacher S, Ruescas A (2016) Evolution 
of the C2RCC neural network for Sentinel 2 and 3 for the retrieval of ocean colour products 
in normal and extreme optically complex waters. In: Proceedings of the ESA living planet. 
Prague, Czech Republic 9–13 May 

7. Brönmark C, Hansson LA (2002) Environmental issues in lakes and ponds: current state and 
perspectives. Environ Conserv 29(3):290–307. www.jstor.org/stable/44520612 

8. Carvalho L, McDonald C, de Hoyos C, Mischke U, Phillips G, Borics G, Poikane S, Skjelbred 
B, Solheim AL, Van Wichelen J, Cardoso AC (2013) Sustaining recreational quality of 44 
European lakes: minimizing the health risks from algal blooms through phosphorus control. J 
Appl Ecol 50(2):315–323. https://doi.org/10.1111/1365-2664.12059 

9. Chen J, Jönsson P, Tamura M, Gu Z, Matsushita B, Eklundh L (2004) A simple method for 
reconstructing a high-quality NDVI time-series data set based on the Savitzky-Golay filter. 
Remote Sens Environ 91(3–4):332–344. https://doi.org/10.1016/j.rse.2004.03.014

https://doi.org/10.4319/lo.2009.54.6_part_2.2283
https://doi.org/10.4319/lo.2009.54.6_part_2.2283
https://doi.org/10.1177/0309133314528942
https://doi.org/10.1177/0309133314528942
https://doi.org/10.1007/s00254-007-0662-5
https://doi.org/10.1016/j.ecolind.2014.06.035
https://doi.org/10.1016/j.ecolind.2014.06.035
http://www.jstor.org/stable/44520612
https://doi.org/10.1111/1365-2664.12059
https://doi.org/10.1016/j.rse.2004.03.014


2 Regional Adaptation of Water Quality Algorithms … 25

10. Davies-Colley RJ, Smith DG (2001) Turbidity, suspended sediment, and water clarity: a review. 
J Am Water Resour Assoc 37(5):1085–1101. https://doi.org/10.1111/j.1752-1688.2001.tb0 
3624.x 

11. de Araujo Barbosa CC, Atkinson PM, Dearing JA (2015) Remote sensing of ecosystem services: 
a systematic review. Ecol Ind 52:430–443. https://doi.org/10.1016/j.ecolind.2015.01.007 

12. de Eyto E, Jennings E, Ryder E, Sparber K, Dillane M, Dalton C, Poole R (2016) The response 
of a humic lake ecosystem to an extreme precipitation event: physical, chemical and biological 
implications. Inland Waters 6:483–498. https://doi.org/10.1080/IW-6.4.875 

13. Doerffer R, Schiller H (2007) The MERIS case 2 water algorithm. Int J Remote Sens 28(3– 
4):517–535. https://doi.org/10.1080/01431160600821127 

14. Dörnhöfer K, Oppelt N (2016) Remote sensing for lake research and monitoring–recent 
advances. Ecol Ind 64:105–122. https://doi.org/10.1016/j.ecolind.2015.12.009 

15. Dudgeon D, Arthington AH, Gessner MO, Kawabata ZI, Knowler DJ, Lévêque C, Naiman 
RJ, Prieur-Richard AH, Soto D, Stiassny ML, Sullivan CA (2006) Freshwater biodiversity: 
importance, threats, status and conservation challenges. Biol Rev 81(2):163–182. https://doi. 
org/10.1017/S1464793105006950 

16. Environmental Protection Agency (EPA) (2017) Water quality in Ireland 2010–2015. Environ-
mental Protection Agency 

17. Erftemeijer PL, Lewis RRR III (2006) Environmental impacts of dredging on seagrasses: a 
review. Mar Pollut Bull 52(12):1553–1572. https://doi.org/10.1016/j.marpolbul.2006.09.006 

18. European Commission (2000) Directive 2000/60/EC of the European Parliament and of the 
Council of 23 October 2000 establishing a framework for community action in the field of 
water policy. Off J Euro Communities 5(327):1–72 

19. Felip M, Catalan J (2000) The relationship between phytoplankton biovolume and chlorophyll 
in a deep oligotrophic lake: decoupling in their spatial and temporal maxima. J Plankton Res 
22(1):91–106. https://doi.org/10.1093/plankt/22.1.91 

20. Free G, Little R, Tierney D, Donnelly K, Caroni R (2006) Environmental protection agency, 
environmental research technological development and innovation programme. A reference-
based typology and ecological assessment system for Irish lakes. In: Preliminary investigations 
(2002-W-FS-1-M1): Final Report, Environmental Protection Agency. Wexford, Ireland 

21. Giardino C, Pepe M, Brivio PA, Ghezzi P, Zilioli E (2001) Detecting chlorophyll, Secchi disk 
depth and surface temperature in a sub-alpine lake using Landsat imagery. Sci Total Environ 
268(1–3):19–29. https://doi.org/10.1016/S0048-9697(00)00692-6 

22. GLaSS (2016) Global Lakes Sentinel Services. Final Report Available at: https://cordis.eur 
opa.eu/docs/results/313/313256/final1-glass-final-report.pdf. Accessed 20 November 2020 

23. Gons HJ, Rijkeboer M, Ruddick KG (2002) A chlorophyll-retrieval algorithm for satellite 
imagery (medium resolution imaging spectrometer) of inland and coastal waters. J Plankton 
Res 24(9):947–951. https://doi.org/10.1093/plankt/24.9.947 

24. Havens KE, James RT, East TL, Smith VH (2003) N: P ratios, light limitation, and cyanobac-
terial dominance in a subtropical lake impacted by nonpoint source nutrient pollution. Environ 
Pollut 122(3):379–390. https://doi.org/10.1016/s0269-7491(02)00304-4 

25. Hestir EL, Brando VE, Bresciani M, Giardino C, Matta E, Villa P, Dekker AG (2015) Measuring 
freshwater aquatic ecosystems: the need for a hyperspectral global mapping satellite mission. 
Remote Sens Environ 167:181–195. https://doi.org/10.1016/j.rse.2015.05.023 

26. Hou X, Feng L, Duan H, Chen X, Sun D, Shi K (2017) Fifteen-year monitoring of the turbidity 
dynamics in large lakes and reservoirs in the middle and lower basin of the Yangtze River, 
China. Remote Sens Environ 190:107–121. https://doi.org/10.1016/j.rse.2016.12.006 

27. Jennings E, Jones S, Arvola L, Staehr PA, Gaiser E, Jones ID, Weathers KC, Weyhenmeyer 
GA, Chiu CY, de Eyto E (2012) Effects of weather-related episodic events in lakes: an anal-
ysis based on high-frequency data. Freshw Biol 57(3):589–601. https://doi.org/10.1111/j.1365-
2427.2011.02729.x 

28. Kutser T, Vahtmäe E, Paavel B, Kauer T (2013) Removing glint effects from field radiometry 
data measured in optically complex coastal and inland waters. Remote Sens of Environment 
133:85–89. https://doi.org/10.1016/j.rse.2013.02.011

https://doi.org/10.1111/j.1752-1688.2001.tb03624.x
https://doi.org/10.1111/j.1752-1688.2001.tb03624.x
https://doi.org/10.1016/j.ecolind.2015.01.007
https://doi.org/10.1080/IW-6.4.875
https://doi.org/10.1080/01431160600821127
https://doi.org/10.1016/j.ecolind.2015.12.009
https://doi.org/10.1017/S1464793105006950
https://doi.org/10.1017/S1464793105006950
https://doi.org/10.1016/j.marpolbul.2006.09.006
https://doi.org/10.1093/plankt/22.1.91
https://doi.org/10.1016/S0048-9697(00)00692-6
https://cordis.europa.eu/docs/results/313/313256/final1-glass-final-report.pdf
https://cordis.europa.eu/docs/results/313/313256/final1-glass-final-report.pdf
https://doi.org/10.1093/plankt/24.9.947
https://doi.org/10.1016/s0269-7491(02)00304-4
https://doi.org/10.1016/j.rse.2015.05.023
https://doi.org/10.1016/j.rse.2016.12.006
https://doi.org/10.1111/j.1365-2427.2011.02729.x
https://doi.org/10.1111/j.1365-2427.2011.02729.x
https://doi.org/10.1016/j.rse.2013.02.011


26 S. Karki et al.

29. Marcé R, George G, Buscarinu P, Deidda M, Dunalska J, de Eyto E, Flaim G, Grossart HP, 
Ivanovic V, Lenhardt M, Moreno-Ostos E (2016) Automatic high frequency monitoring for 
improved lake and reservoir management. Environ Sci Technol 50(20):10780–10794. https:// 
doi.org/10.1021/acs.est.6b01604 

30. Met Éireann (2001) Analysis of trends at some Irish rainfall stations. In: Technical report 
59, The Irish Meteorological Service. Available at: http://edepositireland.ie/bitstream/handle/ 
2262/22820/TN59.pdf?sequence=1. Accessed 1 Oct 2020 

31. Met Éireann (2018) Rainfall climate of Ireland. Available at: https://www.met.ie/climate/what-
we-measure/rainfall. Accessed 2 Oct 2020 

32. Moore KA, Wetzel RL, Orth RJ (1997) Seasonal pulses of turbidity and their relations to 
eelgrass (Zostera marina L) survival in an estuary. J Exp Marine Bio Ecol 215(1):115–134. 
https://doi.org/10.1016/S0022-0981(96)02774-8 

33. Moss B, Hering D, Green AJ, Aidoud A, Becares E, Beklioglu M, Bennion H, Boix D, Brucet 
S, Carvalho L, Clement B, Davidson T, Declerck S, Dobson M, Donk E, Dudley B, Feuchtmayr 
H, Friberg N, Grenouillet G, Hillebrand H, Hobaek A, Irvine K, Jeppesen E, Johnson R, Jones 
I, Kernan M, Lauridsen TL, Manca M, Meerhoff M, Olafsson J, Ormerod S, Papastergiadou E, 
Penning WE, Ptacnik R, Quintana X, Sandin L, Seferlis M, Simpson G, Triga C, Verdonschot 
P, Verschoor AM, Weyhenmeyer GA (2009) Climate change and the future of freshwater 
biodiversity in Europe: a primer for policy-makers. Freshwater Rev 2(2):103–130. https://doi. 
org/10.1608/FRJ-2.2.1 

34. Nechad B, Ruddick K, Neukermans G (2009) Calibration and validation of a generic multi-
sensor algorithm for mapping of turbidity in coastal waters. In: SPIE Europe remote sensing. 
International society for optics and photonics 7473(74730H–74730H). https://doi.org/10.1117/ 
12.830700 

35. Nechad B, Ruddick K, Park Y (2010) Calibration and validation of a generic multisensor 
algorithm for mapping of total suspended matter in turbid waters. Remote Sens Environ 
114(4):854–866. https://doi.org/10.1016/j.rse.2009.11.022 

36. Palmer SC, Kutser T, Hunter PD (2015) Remote sensing of inland waters: challenges, progress 
and future directions. Remote Sens Environ 157:1–8. https://doi.org/10.1016/j.rse.2014.09.021 

37. Pinardi M, Fenocchi A, Giardino C, Sibilla S, Bartoli M, Bresciani M (2015) Assessing potential 
algal blooms in a shallow fluvial lake by combining hydrodynamic modelling and remote-
sensed images. Water 7(5):1921–1942 

38. Preisendorfer RW (1976) Hydrologic optics, vol 6. U.S Dept. of Commerce, Washington 
39. Reyjol Y, Argillier C, Bonne W, Borja A, Buijse AD, Cardoso AC, Daufresne M, Kernan M, 

Ferreira MT, Poikane S, Prat N (2014) Assessing the ecological status in the context of the 
European water framework directive: where do we go now? Sci Total Environ 497:332–344. 
https://doi.org/10.1016/j.scitotenv.2014.07.119 

40. Royal Belgian Institute of Natural Sciences (RBINS) (2018) Acolite atmospheric correction 
processor. Available at: https://odnature.naturalsciences.be/remsem/software-and-data/acolite. 
Accessed 10 October 2018 

41. Schaeffer BA, Schaeffer KG, Keith D, Lunetta RS, Conmy R, Gould RW (2013) Barriers 
to adopting satellite remote sensing for water quality management. Int J Remote Sens 
34(21):7534–7544. https://doi.org/10.1080/01431161.2013.823524 

42. Spanhove T, Borre JV, Delalieux S, Haest B, Paelinckx D (2012) Can remote sensing estimate 
fine-scale quality indicators of natural habitats? Ecol Ind 18:403–412. https://doi.org/10.1016/ 
j.ecolind.2012.01.025 

43. Steel EA, Neuhausser S (2002) Comparison of methods for measuring visual water clarity. J 
North Am Benthological Soc 21(2):326–335. https://doi.org/10.2307/1468419 

44. Standing Committee of Analysts (1980) The determination of chlorophyll a in aquatic 
environments. Her Majesty’s Stationary Office, London, UK 

45. Stendera S, Adrian R, Bonada N, Cañedo-Argüelles M, Hugueny B, Januschke K, Pletterbauer 
F, Hering D (2012) Drivers and stressors of freshwater biodiversity patterns across different 
ecosystems and scales: a review. Hydrobiologia 696(1):1–28. https://doi.org/10.1007/s10750-
012-1183-0

https://doi.org/10.1021/acs.est.6b01604
https://doi.org/10.1021/acs.est.6b01604
http://edepositireland.ie/bitstream/handle/2262/22820/TN59.pdf?sequence=1
http://edepositireland.ie/bitstream/handle/2262/22820/TN59.pdf?sequence=1
https://www.met.ie/climate/what-we-measure/rainfall
https://www.met.ie/climate/what-we-measure/rainfall
https://doi.org/10.1016/S0022-0981(96)02774-8
https://doi.org/10.1608/FRJ-2.2.1
https://doi.org/10.1608/FRJ-2.2.1
https://doi.org/10.1117/12.830700
https://doi.org/10.1117/12.830700
https://doi.org/10.1016/j.rse.2009.11.022
https://doi.org/10.1016/j.rse.2014.09.021
https://doi.org/10.1016/j.scitotenv.2014.07.119
https://odnature.naturalsciences.be/remsem/software-and-data/acolite
https://doi.org/10.1080/01431161.2013.823524
https://doi.org/10.1016/j.ecolind.2012.01.025
https://doi.org/10.1016/j.ecolind.2012.01.025
https://doi.org/10.2307/1468419
https://doi.org/10.1007/s10750-012-1183-0
https://doi.org/10.1007/s10750-012-1183-0


2 Regional Adaptation of Water Quality Algorithms … 27

46. Vanhellemont Q (2019) Adaptation of the dark spectrum fitting atmospheric correction for 
aquatic applications of the landsat and sentinel-2 archives. Remote Sens Environ 225:175–192. 
https://doi.org/10.1016/j.rse.2019.03.010 

47. Vanhellemont Q, Ruddick K (2018) Atmospheric correction of metre-scale optical satellite 
data for inland and coastal water applications. Remote Sens Environ 216:586–597. https://doi. 
org/10.1016/j.rse.2018.07.015 

48. Vollenweider RA, Giovanardi F, Montanari G, Rinaldi A (1998) Characterization of the trophic 
conditions of marine coastal waters with special reference to the NW Adriatic Sea: proposal 
for a trophic scale, turbidity and generalized water quality index. Environ: Off J Int Environ 
Soc 9(3):329–357. https://doi.org/10.1002/(SICI)1099-095X(199805/06)9:3<329::AID-ENV 
308>3.0.CO;2-9 

49. Wetzel RG (2001) Limnology: lake and river ecosystems. Gulf professional publishing 
50. Williamson CE, Saros JE, Vincent WF, Smol JP (2009) Lakes and reservoirs as sentinels, 

integrators, and regulators of climate change. Limnol Oceanogr 54(6):2273–2282. https://doi. 
org/10.4319/lo.2009.54.6_part_2.2273

https://doi.org/10.1016/j.rse.2019.03.010
https://doi.org/10.1016/j.rse.2018.07.015
https://doi.org/10.1016/j.rse.2018.07.015
https://doi.org/10.1002/(SICI)1099-095X(199805/06)9:3&lt;329::AID-ENV308&gt;3.0.CO;2-9
https://doi.org/10.1002/(SICI)1099-095X(199805/06)9:3&lt;329::AID-ENV308&gt;3.0.CO;2-9
https://doi.org/10.4319/lo.2009.54.6_part_2.2273
https://doi.org/10.4319/lo.2009.54.6_part_2.2273


Chapter 3 
Optical Remote Sensing in Lake 
Trasimeno: Understanding 
from Applications Across Diverse 
Temporal, Spectral and Spatial Scales 

Bresciani Mariano, Free Gary, Pinardi Monica, Laanen Marnix, 
Padula Rosalba, Fabbretto Alice, Mangano Salvatore, and Giardino Claudia 

Abstract Under the current Anthropocene Epoch there is an urgent need to deliver 
high-quality data, information and knowledge to the decision-making process for a 
sustainable management of environmental concerns, in particular for inland water. 
Most literature address the advantages brought by remote sensing (RS) techniques 
in operational monitoring and management of lakes. In the present work, optical RS 
is applied to a complex ecosystem, the turbid eutrophic shallow Lake Trasimeno 
(Italy). A first example of RS application addresses the use of high frequency spec-
troradiometric measurements collected by a WISPstation to retrieve intra-inter daily 
and seasonal dynamics of chlorophyll-a and phycocyanin. A second section focuses 
on long term trends of water quality by means of satellite data time series for the 
whole lake surface. Then we exploit the latest generation of hyperspectral satellite 
images (PRISMA and DESIS) utilizing the high spectral resolution and improving 
the accuracy of estimated lake water quality. Finally, high spatial resolution satellite 
data is used for a finer scale mapping of bottom substrates. Application of these 
techniques improved scientific understanding on the timing, composition and distri-
bution of phytoplankton blooms, the role of nutrients and climate drivers as well as 
changes in the extent and composition of aquatic plants.
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3.1 Introduction 

A key message of the Organization for Economic Cooperation and Development’s 
(OECD) Environmental Strategy for the first decade of the twenty-first century to 
address environmental sustainability was to improve information available for deci-
sion making by measuring progress using quality indicators; for water quality of 
lakes and rivers, in particular, the progress made is still insufficient [1]. Reasonable 
management of some of the world’s most serious environmental problems depends 
on the delivery of high-quality data, information and knowledge to the decision-
making process [2]. Data quality comprises components of relevance, reliability, 
accuracy, accessibility, timeliness, interpretability and coherence [3]. For the fresh-
water ecosystems in Europe, the EU Water Framework Directive (WFD) is an ambi-
tious legislation framework, which collects all information on the state of water in 
order to verify the commitment of the different countries to preserve water resources 
and to achieve a good state of water quality [4]. Substantial progress has been made 
in the past 30 years in understanding the causes of both water scarcity and water 
quality degradation, as well as in developing effective strategies to prevent or miti-
gate its adverse effects [5–7]. However, this is still not enough, especially if we 
consider emerging pressures such as global warming and climate change, which alter 
ecosystems dynamics and makes understanding and modelling more challenging. 

In particular, many studies have highlighted how lakes are ecosystems of particular 
importance for the assessment of already ongoing climate change [8, 9] and the 
need of large data-sets to provide more information that can lead to a capacity for 
understanding and the management of current and future issues. 

Since 1991, Bukata et al. [10] suggested that satellite monitoring of optically-
active components of inland water is an essential input to studies addressing the 
impact of climate change; since this first contribution, several other scientific articles 
pointed out the importance of satellite data for monitoring water quality of lakes with 
particular focus on the relationship with climate change (e.g., Yang et al. [11]). In 
fact, satellite remote sensing can provide near-real time, synoptic, and repeated data 
for monitoring physical and biogeochemical parameters of water status that avoids 
interpretive problems associated with spatial and temporal under sampling of tradi-
tional limnological field campaigns. Indeed, over the last three decades, there has 
been a significant advancement in the development of both technology and algorithms 
that allow the monitoring via satellite of ocean color to be used for studying coastal 
and ocean water quality [12]. Earth observation (EO) data acquired by satellites 
is increasingly used for providing information on a suite of functionally relevant 
indicators of water quality and ecosystem conditions from a local to global scale 
[13]. In the most recent review articles [14–18], robustness and maturity of remotely 
sensed based monitoring of the lakes have been addressed in terms of sensors avail-
ability, data quality, variability and consistency of processing algorithms, validation 
and accuracy assessment of the output products and advantages brought by satellite 
remote sensing to operational monitoring and the management of lake systems.
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In this chapter, we present the application of EO techniques to the case study 
of Lake Trasimeno (Italy), a turbid eutrophic shallow lake. In order to provide an 
exhaustive description of the potential of EO data for monitoring aquatic environ-
ments, we divided the chapter into four sections. Section 3.3 First, we present the use 
of data acquired by a WISPstation, an in situ fixed spectroradiometer, for continuous 
point monitoring with high temporal frequency that can depict sub-hourly, daily and 
seasonal dynamics of lake water quality; these reflectance measurements can also 
be exploited for the validation of satellite data processing. Section 3.4 focuses on 
the relevance of time series of satellite data for the analysis of long term trends 
and inter-annual dynamics of the status of lake water with a synoptic view over the 
whole lake surface based on data produced by the Lakes Climate Change Initiative 
(CCI) project. Section 3.5, we present the characteristics of the latest generation of 
hyperspectral satellite images as exploited for deriving high accuracy and up-to-date 
information on lake water status that can be achieved as a result of the high spectral 
resolution offered by these sensors. Section 3.6 focuses on the opportunities offered 
by satellite and/or airborne sensors that acquire data with very high spatial resolution 
for a finer spatial analysis of water surface optical properties. Based on the appli-
cations presented in this chapter, we can draw the conclusion that synoptic view, 
high temporal frequency of observation, high spatial and spectral resolution offered 
by RS techniques constitute a unique source of information for monitoring complex 
ecosystem such as Lake Trasimeno. 

3.2 Study Area 

This study focuses on Lake Trasimeno, a post-tectonic, shallow (maximum depth 
6.3 m), located in central Italy (43°08'N; 12°06'E; Fig. 3.1). It is the fourth largest 
lake of the country (average surface area 120.5 km2 with a circular shape) with three 
small islands (Polvese, Maggiore and Minore islands) and has an extensive bay— 
Oasi la Valle that is colonized by aquatic vegetation in the south-east [19]. Nearly all 
the littoral zones of Trasimeno are colonized by aquatic vegetation mainly composed 
by helophytes (e.g. Phragmites australis, Typha angustifolia), and hydrophytes (e.g. 
Potamogeton pectinatus, Chara globularis, Myriophyllum spicatum) [20]. 

Lake Trasimeno is of significant conservation importance and is part of a Natural 
Regional Park, Site of Community Interest, Special Protection Zone and of two 
Natura 2000 sites (IT5210018 and IT5210070) [21]. 

The catchment of Lake Trasimeno lies over a substratum of low permeability 
(turbidite), covered by Plio-Pleistocene and Holocene deposits, with a variable 
content of silicatic and of carbonatic minerals [22, 23]. However, despite their low 
permeability, these formations host small aquifers [22] where all the infiltrating 
water radially flows towards the lake [24]. Because of the small area of the catch-
ment relative to the lake area, the annual water inflows are frequently lower than 
evaporation losses and the water balance of the lake is therefore strongly affected 
by the pluviometric regime [23] and by the extreme variability of the climate that



32 B. Mariano et al.

Fig. 3.1 True color composition of Lake Trasimeno from satellite (PRISMA data acquired on 
25 July 2020) and its location in Italy. The image shows the WISPstation position (red dot) and 
the Oasi La Valle bay colonized by macrophytes (yellow box). Inset (red box) is a picture of the 
platform supporting the WISPstation. The ARPA Umbria stations (TRS30 and TRS35) used for 
WFD monitoring are also indicated 

characterizes the Mediterranean area. In the past, the lake was subject to human inter-
ventions on inflows and outflows in order to regulate the lake level since Etruscan 
or Roman times [21, 23]. A dramatic hydrological crisis occurred in the 1950s due 
to the artificial outflow threshold being displaced after its restructuring at the end 
of the nineteenth century [25]. Following the enlargement of the catchment area 
the lake level increased from 1960 to 1965, followed by an alternation of wet and 
drought periods. In order to prevent flooding of the coastal area, on one occasion 
in 2015, the artificial outlet was opened for some days after being closed for about 
30 years [24]. Under the current climate change scenario, the lake level is in a low 
phase and the rules restricting abstraction together with the maintenance works on 
the inflowing rivers seem to be insufficient to avoid the significant reduction in water 
availability [25]. During drought periods, higher concentrations of suspended solids, 
an accumulation of dissolved salts and an increase of the total alkalinity can occur 
[26]. 

The consequences of the periodically low water levels have had a negative effect 
on the entire ecosystem, in terms of impoverishment of native biodiversity and 
reduced fishing yield; these effects are exacerbated by water abstractions for irriga-
tion purposes and by the presence of civil and agricultural discharges [21]. Tourism, 
fisheries and agriculture (cultivated lands cover about 70% of the catchment) are the 
most important activities in the Trasimeno area. 

Lake Trasimeno is generally turbid (average Secchi disk depth 1.1 m and the 
average total suspended matter was 10.4 gm−3 for the period 2002–2008) and in
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meso-eutrophic conditions with chlorophyll-a (Chl-a) concentration up to 90 mg m−3 

[21, 27]. The water column is unstratified, with recurring sediment resuspension as 
a result of wind action. According to the WFD, the lake is currently classified at 
moderate ecological status [28]. 

Lake Trasimeno has a phytoplankton community dominated by chlorophytes and 
dinoflagellates. Cryptophytes also comprised a relatively large portion of the biomass, 
whereas euglenophytes and diatoms are relatively scarce [29]. The high nutrient 
concentrations favor the occurrence of phytoplankton blooms, including cyanobac-
teria species (e.g. Cylindrospermopsis raciborskii, Planktothrix agardhii) [26, 30]. 
The zooplankton is dominated by cyclopoids tending to have the greatest relative 
biomass in autumn, and Cladocera with peaks in winter or spring [29]. 

The fish community of Lake Trasimeno comprises 19 species and is dominated 
by cyprinids [31]. The most important commercial native fish species in the lake 
are tench (Tinca tinca), southern pike and eel (Anguilla Anguilla). The remarkable 
decline of tench, and other native species, coincided with a substantial expansion of 
the alien goldfish (Carassius auratus) [31]. 

3.3 High Frequency Spectroradiometric Measurements 

Phytoplankton responds to changes in environmental conditions very quickly [32], 
and phytoplankton growth in Lake Trasimeno is also influenced by both phyto-
plankton physiology and external factors, including light, temperature, and nutri-
ents. Drivers affecting short-term dynamics in populations and communities are 
complex and may consist of several factors acting in parallel. Sometimes environ-
mental drivers induce rhythmic oscillations, which are easily linked to recognized 
important factors such as diurnal shifts in temperature and light [33, 34]. In addition 
to the high dynamics of phytoplankton, the low lake depth influences the resuspen-
sion of the bottom sediments due to wind action. These resuspensions determine the 
typical turbid water conditions for Lake Trasimeno. Diurnal and seasonal variation 
affect the physicochemical variables thereby causing variation in the abundance and 
diversity of plankton [35] and suspended sediments. 

Bresciani et al. [19] recently evaluated the dynamics of the Chl-a concentrations 
of Lake Trasimeno for six months in 2018, using data gathered from the fixed position 
autonomous radiometer WISPstation (located 400 m north from the Polvese island 
as in Fig. 3.1). Briefly, the WISPstation allows continuous measurements with two 
radiance sensors that look downward to the water surface at an angle of 40° from the 
vertical (Lup) and a sky looking radiance sensor looking upward at an angle of 40° 
from the vertical (Lsky) in the NNW direction and two radiance channels collecting 
Lup and Lsky in the NNE direction and two irradiance channels in a wavelength range 
of 350 to 1100 nm. Data are transmitted to the database (“WISPcloud”) automatically 
through a cellular connection. 

In this work, we develop the analysis of Bresciani et al. [19] by extending the 
temporal range for Chl-a analysis as well as by adding the analysis of phycocyanin
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Fig. 3.2 Average Water spectral signatures (remote sensing reflectance, Rrs) from WISPstation 
data on the six different time intervals for the WFD classification [40] 

(PC) derived, as for Chl-a, from the conversion of Remote Sensing Reflectance (Rrs) 
measured by the WISPstation [36]. Moreover, the hyperspectral Rrs data from the 
WISPstation enable us to also simulate the band setting of satellite data providing 
valuable reference data to be compared to satellite observations [37]; an example of 
using the WISPstation data for this is presented in Sect. 3.5. 

The WISPstation Rrs data used in this section were collected continuously from 
24th April 2018 to 30th November 2020 every 15 min. Over 30,000 acquisitions of 
Rrs data with corresponding values of Chl-a and phycocyanin (PC) for water quality 
monitoring purposes were available for the analysis. The Chl-a was derived through 
a standard water quality algorithm [38] and for PC retrieval the algorithms of Simis 
[39]. 

Figure 3.2 shows average values of Rrs in different periods of the year, selected 
based on the time interval for the WFD classification [40]. In summer and in summer-
to-autumn the effect of phytoplankton on Rrs is evident in the lower values of the 
blue wavelengths and generates the typical feature of absorbance/reflectance in the 
region between 665 and 705 nm. In both cases it is also evident the contribution of 
cyanobacteria pigments in between 625 and 650 nm. In the winter and spring the 
higher values of Rrs were attributed to both a lower presence of phytoplankton and 
higher concentrations of Total Suspended Matter (TSM). 

Examining the WISPstation data for Chl-a it is interesting that the start and rate 
of increase of the summer bloom was remarkably similarly in the three investigated 
years (Fig. 3.3). The increase always began in the first week of July and peaked in 
September. The rate of increase was linear up until early September (with an R2 > 
0.8). In particular, considering the Day of Year (DOY) 180 to 250 (29th June–7th 
September) the slopes of the increase were 0.54, 0.50 and 0.59 for 2018, 2019 and 
2020 respectively and were not significantly different in a linear model (testing year 
for interaction with DOY or between individual years (p > 0.05) [41–43].
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Fig. 3.3 Chlorophyll-a concentration averaged at daily level from the WISPstation data 

The WISPstation also produces estimates of the pigment phycocyanin useful for 
estimating the seasonal dynamics of cyanobacteria. Figure 3.4 shows a plot of Chl-a 
and phycocyanin concentrations for 2020. It can be seen that sudden increases in 
Chl-a correspond to sudden increases in phycocyanin. For example from the 1st of 
August, a rapid increase in Chl-a from 22 to 35 mg m−3 over a period of four days 
corresponds to a period of rapid increase in phycocyanin. Conversely the rapid decline 
in phycocyanin on the 11th of August is matched by a decline in Chl-a. A similar 
pattern occurs at the beginning of September where an increase in cyanobacteria 
drives the Chl-a to its annual maximum level. Utilizing the phycocyanin results from 
the WISPstation showed how cyanobacteria played a key role in the sudden increases 
and declines in Chl-a in mid to late summer. Combining Chl-a and phycocyanin data 
allows managers to see when the composition of blooms is driven by potentially

Fig. 3.4 Chlorophyll-a (green) and phycocyanin (blue) pigment concentration averaged at daily 
level from the WISPstation data
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toxic cyanobacteria in almost real time. However, despite the presence of potentially 
harmful algae, toxicity tests carried out for bathing water purposes have been reported 
as negative for Trasimeno lake [44].

The high frequency measurements provided by the WISPstation have unique 
value in improving scientific knowledge and in providing opportunities for improved 
management for high value recreational lakes like Trasimeno. Examining the timing 
and rate of bloom development using high frequency data revealed that it was consis-
tent among the three years examined. This predictability provides an opportunity to 
understand and model the timing and size of blooms for management purposes. 

In Italy there are three phases of monitoring in lakes at risk of cyanobacteria 
blooms: routine, alert and emergency which are differentiated by response (sampling 
intensity and parameters measured) and management action (ranging from none to 
risk-communication, scum removal and a bathing ban) in response to increasing 
health risk [45]. One of the main challenges in the current guidelines is the provision 
of adequate temporal and spatial monitoring of cyanobacteria. Daily sampling is 
unfeasible and wind-driven accumulations of cyanobacteria can present dangerous 
concentrations of toxins within a period of hours [46]. One of the benefits of the 
WISPstation is that it couples Chl-a and phycocyanin data allowing managers to 
see when the composition of blooms is driven by potentially toxic cyanobacteria 
in almost real time and would improve all monitoring phases if incorporated. The 
drawback is that the WISPstation is limited to a fixed position on the lake. 

The mechanisms driving the sudden increase in cyanobacteria detected by the 
WISPstation are likely to include nutrient inputs, mixing, wind driven accumulations 
or surface accumulation given their buoyancy and previous work has indicated that 
these factors are linked to variation in Chl-a [19, 46]. In addition, the drivers in 
the observed pattern of Chl-a and PC are also likely to be highly dependent on 
species succession in response to and alongside changing physical and chemical 
drivers. The rapid changes in Chl-a and PC during the August–September period 
are typically reflected in highly dynamic changes in the phytoplankton community. 
For example in 2018, cyanobacteria dominance shifted from Snowella lacustris (8th 
July–5th August) to Cylindrospermopsis raciborskii (12th August–10th September) 
and finally to Planktothrix agardhii (16th–24th September) [47]. Such changes in 
seasonal composition were also indicated by the different spectral signatures over 
time in Fig. 3.2. 

3.4 Long Term EO Data-Set 

The European Space Agency’s (ESA) climate change initiative (CCI) aims to exploit 
the long term global earth observation record to produce essential climate variables 
(ECVs) supporting the United Nations Framework Convention on Climate Change 
(UNFCCC). The objective of the CCI dataset for the ECV Lakes is to use satellite data 
to create the largest and longest possible consistent, open global record of five lake
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Fig. 3.5 Climate Change Initiative (CCI) results for Lake Trasimeno for LSWT, Chl-a and turbidity 
from 1996 to 2019 

thematic variables: lake water level, extent, temperature, water-leaving reflectance, 
and ice cover. The main characteristics of this data set [48] are:  

• Spatial coverage: 250 globally distributed lakes, set to expand to around 2,000 in 
the second phase. 

• Spatial resolution: 1/120 degree global grid. 
• Temporal resolution: daily netCDF files containing all variables and associated 

uncertainty. 
• Temporal coverage: from 1992 up to 2019. 

For Lake Trasimeno, lake surface water temperature (LSWT), Chl-a and turbidity 
(the latter two derived from water-leaving reflectance) were available in the CCI 
Lakes database version 1.0 (Fig. 3.5). The dataset for LSWT dates from 1993 while 
that for the other parameters starts in 2002. The increased intensity of satellite moni-
toring is visible comparing LSWT recorded in the 1990s with that currently. There is 
a significant data gap in Chl-a and turbidity from 2012 to 2015 due to the failure of 
the MERIS satellite. One of the current management issues facing Trasimeno lake is 
eutrophication. The lake can be classified as eutrophic based on Chl-a with seasonal 
blooms hindering the recreational use of the lake. The peak height of the blooms can 
be seen to increase from 2008 onwards in Fig. 3.5. The variation in bloom incidence 
between years can also be seen by plotting the distribution for each year. Figure 3.6 
shows a ridge plot for the data where several years are noted to have concentrations 
above 30 mg m−3. Such blooms typically occur in early to mid-September, only 2003 
and 2005 had blooms centered in August in the data analyzed (Fig. 3.5). 

The CCI data set presents an opportunity to examine what parameters are impor-
tant in controlling the size of blooms and their inter-annual variation. In order to do 
this the Chl-a data were linearly interpolated to daily resolution. The most continuous 
period 2003–2011 was included for analysis. Few in situ environmental data sets are 
available to match this temporal resolution so daily climatic data were obtained 
from ERA5, the fifth generation ECMWF reanalysis for the global climate and



38 B. Mariano et al.

Fig. 3.6 Ridge plot showing distribution of Chl-a concentration mg m−3 from 2002 to 2019 for 
Lake Trasimeno 

weather (https://cds.climate.copernicus.eu/cdsapp#!/home). Data used in the anal-
ysis included: wind direction and speed, 2 m temperature (the air temperature at 2 m 
above surface), total precipitation and the sum of rainfall for the previous seven days. 
Several studies have detected changes in Italian lakes linked to long term climate 
change and fluctuations in large scale regional climate drivers such as the North 
Atlantic Oscillation (NAO) and the East Atlantic pattern (EA) during winter [49, 50]. 
Daily values of the NAO (North Atlantic Oscillation) were taken from NOAA-CPC 
(https://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml). 

For the analysis two approaches were trialed—Google AI (Auto ML) and 
Nonparametric Multiplicative Regression (NPMR). NPMR [51] was used to esti-
mate the response of average daily Chl-a to climate and environmental parameters 
listed above. NPMR describes response surfaces using variables in a multiplicative 
instead of an additive way. This method is advanced and can better defining unimodal 
responses compared to methods such as multiple regression [51]. It has previously 
been applied to model tree species distribution [52], the response of lichens to climate 
change [53] and in time-series analysis [54]. NPMR was implemented with the soft-
ware HyperNiche version 2.3 [55]. The Chl-a response was estimated with a local 
mean multiplicative smoothing function with Gaussian weighting. NPMR models 
were created by the stepwise adding of predictors with fit represented by a cross-
validated R2 (xR2) which can be considered as a measure of fit similar to a traditional 
R2. The sensitivity, which is an indicator of the influence of each parameter included 
in the NPMR, was estimated by altering the range of predictors by ± 5%, with 
resulting deviations expressed as a proportion of the observed range of the response 
variable. Sensitivity can aid in comparing the importance of variables included in 
models because NPMR models are unlike standard linear regression having no fixed 
coefficients or slopes. Google AI (Auto ML) is a service that applies machine learning

https://cds.climate.copernicus.eu/cdsapp\#!/home
https://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml
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models to diverse data types such as images, text, or numeric data aiming to auto-
mate the selection and application of models to data. Google AI (Auto ML) was 
also applied to produce a model for Chl-a as a designated feature. The supervised 
learning model followed a regression approach with chronological assignment using 
the first 80% of the timeseries for model training with each subsequent 10% used 
for validation (a fine-tuning of the models hyper parameters) and testing (with inde-
pendent data deriving the model’s performance statistics) (https://cloud.google.com/ 
automl-tables). Both modeling approaches included the time component as the most 
important accounting for 87.3% as feature importance in Google AI and a combined 
(year and day of year) percentage sensitive value of 66.7% in NPMR. The next most 
important parameter was the NAO in both modelling approaches with a 3.9% feature 
importance in Google AI and 0.6% sensitivity in NPMR. No other parameters were 
included in the NPMR model while the Google AI approach estimated the seven 
day antecedent sum of rainfall as having a feature importance of 3.1% with no other 
variables accounting for more than 3%. 

While a precise comparison is not possible between the two approaches owing to 
different model design and performance statistics they could be considered as broadly 
similar comparing the Google AI R2 of 0.65 with that of the NPMR xR2 of 0.54. 
A NPMR plot of Chl-a (as contour lines in Fig. 3.7) with NAO and the day of year 
(DOY) indicates that NAO appears to be most relevant to Chl-a concentration in the 
weeks around DOY 250 (7th September). More positive values of the NAO in early to 
mid-September were associated with higher Chl-a (Fig. 3.7). The importance of time 
in the models is likely linked to the consistency in timing of large September blooms 
over the years that dominate the seasonal pattern (Fig. 3.5). The size of these blooms 
is likely to be mostly determined by nutrients such as phosphorus given its key role 
in controlling algal populations [56]. Total phosphorus (TP) was not available at 
daily frequency for the lake but we can compare Chl-a concentration in early to mid-
September with annual TP concentrations sourced from local authorities (https:// 
apps.arpa.umbria.it/acqua/Home) and published values [26] (Fig. 3.8). The R2 of the 
relationship was 0.65 indicating the strong influence of annual TP in determining

Fig. 3.7 Model estimates for Chl-a mg m−3 (contour lines) against DOY (Day of Year) and NAO 
(North Atlantic Oscillation)

https://cloud.google.com/automl-tables
https://cloud.google.com/automl-tables
https://apps.arpa.umbria.it/acqua/Home
https://apps.arpa.umbria.it/acqua/Home
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Fig. 3.8 Chlorophyll-a 
(average of a two week 
period around day 250—7th 
September) and annual 
average total phosphorus 

the size of the September phytoplankton bloom. In summary the analysis indicates 
that years with high TP concentrations and high NAO in early to mid-September, 
indicative of high pressure with warm sunny weather [57], will tend to lead to the 
largest phytoplankton blooms. The high temporal resolution of the CCI satellite 
data coupled with the ERA5 climatic data proved crucial to understanding the inter-
annual dynamics driving phytoplankton blooms. It would not be possible to match 
the temporal and spatial coverage afforded by satellite monitoring with boat based 
sampling and laboratory analysis. However, such traditional methods are key to 
understanding providing TP and other nutrient concentrations and Chl-a data for 
validating satellite estimates.

The examination of the CCI timeseries for Chl-a indicated the importance of the 
temporal component and NAO for both AI and NPMR. While the importance of the 
temporal component reflects the regularity of the large blooms that dominate the 
annual pattern the influence of NAO was interesting. Previous work has identified 
the importance of winter values of teleconnection indices like the NAO and the EA 
where, for example, in deep sub-alpine lakes higher values lead to warmer winters 
preventing mixing and reducing nutrient supply from the hypolimnion [49, 50]. It 
has also been associated with controlling the onset of spring blooms and zooplankton 
abundance in some lakes [58]. In this study a higher NAO value in September was 
related to higher Chl-a and this may have resulted from higher temperatures and 
sunnier weather increasing cyanobacteria growth during this period. A meta-analysis 
of European lakes previously found summer cyanobacteria biomass to be associated 
with winter NAO which was attributed to a direct physiological influence of higher 
temperatures on growth or an increased period of stratification, although the latter 
would be irrelevant in the case of shallow Trasimeno likely to be more influenced 
by prevailing weather conditions [59]. As several species of cyanobacteria change
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dominance during summer, the NAO may also influence the timing of the seasonal 
succession but this would require further analysis for confirmation. 

The AI analysis also found the antecedent 7-day rain to be significant and this is 
likely to be indicative of the supply of nutrients to the lake. Examination of satellite 
images has previously identified phytoplankton blooms in the vicinity of an inflow to 
Trasimeno lake during summer that was followed by a widespread increase in Chl-a 
in the lake [19]. The good relationship between TP measured by local authorities 
and the average concentration of the September bloom, shows both how Chl-a is 
constrained by nutrients and also demonstrates the benefits of using satellite data to 
obtain a better temporal and spatial resolution. 

3.5 Spaceborne Imaging Spectrometry 

In recent years new spaceborne missions dedicated to hyperspectral measurements 
have been developed [60] and in this section imagery data acquired from PRISMA 
(Hyperspectral Precursor of the Application Mission) and DESIS (DLR Earth 
Sensing Imaging Spectrometer) are presented for assessing water quality in Lake 
Trasimeno. 

PRISMA, a fully funded mission by the Italian Space Agency (ASI), is an EO 
system with innovative, electro-optical instrumentation that combines a hyperspec-
tral sensor with a medium-resolution panchromatic camera. The PRISMA orbit is 
characterized by a revisit time in a nadir-looking configuration of 29 days, the system 
is capable of acquiring images distant 1000 km in a single pass (with a total rota-
tion left to right side looking and vice versa) so that the temporal resolution can 
be improved significantly. The PRISMA Payload is composed of an Imaging Spec-
trometer, able to take images at 30 m resolution in a continuum of spectral bands 
ranging from 400 to 2500 nm, and a 5 m resolution Panchromatic Camera [61]. 
DESIS is a hyperspectral instrument integrated in the Multi-User-System for Earth 
Sensing (MUSES) platform installed on the International Space Station (ISS). The 
mission is operated by Teledyne Brown Engineering (TBE), Alabama, USA, and 
the German Aerospace Center (DLR), Germany. DESIS is realized as a pushbroom 
imaging spectrometer spectrally sensitive over the VNIR range from 400 to 1000 nm 
with a spectral sampling distance of 2.55 nm [62]. 

Within this study imagery data from PRISMA and DESIS of Lake Trasimeno 
acquired on the 25th July 2020 and on the 26th May 2020, respectively are used 
for water quality mapping. PRISMA data were downloaded as Level 1 (L1) prod-
ucts (top-of-atmosphere calibrated radiance), then imported and converted to ENVI 
format (L3Harris Technologies, Inc., Melbourne, FL, USA), re-projected with a 
geographic lookup table (GLT) Bowtie correction and re-scaled to physical units 
of mWcm−2sr−1 μm−1, in the case of DESIS the geocoded L1C products in ENVI 
format were simply re-scaled to physical units of mWcm−2sr−1 μm−1. 

To map water quality, L1 PRISMA and DESIS imagery were firstly corrected 
for atmospheric effects in order to compute remote sensing reflectance Rrs. To this
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aim, the ATCOR code (version 9.3.0, ATCOR-2 module) [63] was used as in Pepe 
et al. [64]. The code was pre-configurated in order to handle data acquired from 
both sensors (e.g. spectral setting, swath) and then the correction was performed 
with varying visibility and water vapor, the related viewing and solar angles, a rural 
model for aerosols and by setting to 258 m above-sea-level the altitude of the target. 
The ATCOR-derived atmospherically corrected reflectance was then converted into 
remote sensing reflectance Rrs dividing by π. The ATCOR-derived Rrs values were 
compared to the WISPstation synchronous measurements (cf. Section 1). In partic-
ular, WISPstation data overlapping the sensing time of PRISMA within 15 min 
were averaged while, Rrs spectra of PRISMA and DESIS, were extracted from 
imagery data corresponding to a 3 × 3 pixel Region of Interest (ROI) centering 
the WISPstation position (cf. Figure 3.1). The comparison between spaceborne data 
and field measurements is shown in Fig. 3.9, that also includes the results of common 
descriptive statistical metrics (e.g., Bracaglia et al. [65]): root mean square differ-
ence (RMSD), spectral angle (SA), and the square of the coefficient of correlation 
(R2) defined in the Table 3.1. The comparison of ATCOR-derived Rrs values with 
in situ measurements proved overall a very good agreement at all wavelengths. The 
magnitude and shape of PRISMA and DESIS are comparable to in situ data even if a 
more detailed examination of the peaks/dips seems to indicate a minor spectral shift 
of PRISMA. 

In order to convert the Rrs data into biophysical water parameters such as Chl-a, 
Total Suspended Matter (TSM) and Colored Dissolved Organic Matter (CDOM) we

Fig. 3.9 Comparison between spectral signatures acquired by the WISPstation and obtained after 
atmospheric correction of DESIS (on the left) and PRISMA (on the right). The boxes contain the 
values of statistical metrics R2, RMSD and SA 

Table 3.1 Statistical metrics 
used to assess the agreement 
of Rrs between spaceborne 
data and field measurements 
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used the BOMBER tool [66], which implements a non-linear optimisation procedure 
to derive water parameters from a four-component bio-optical model. To this aim the 
bio-optical model was parameterized with the specific inherent optical properties of 
Lake Trasimeno as described in Giardino et al. [67].

For Chl-a we can compare the image products from PRISMA and DESIS with 
in situ data collected by ARPA Umbria on the 25th May 2020 and 20th July 2020. 
The Chl-a concentrations were measured from samples collected from the euphotic 
zone at two WFD stations named Center and San Feliciano (Fig. 3.1). Chl-a concen-
tration was then determined in the laboratory spectrophotometrically (using acetone 
90% for the extraction) and calculated following Lorenzen [68]. The results of the 
comparison show a good agreement between hyperspectral-derived products (for 
which the standard deviation can be also computed over the 3 × 3 ROI) and labo-
ratory measurements. In particular, on the 26th May 2020: in situ data were 2.8 and 
4 mg m−3 (respectively for stations TRS30 and TRS35) with corresponding values 
from DESIS of 2.9 ± 0.3 and 3.8 ± 0.5 mg m−3. On the 25th July 2020, in situ 
data were 18.7 and 13.2 mg m−3 (respectively for stations TRS30 and TRS35), with 
corresponding values from PRISMA of 19.7 ± 0.6 mg m−3 (st.dev 0.6) and 12.5 ± 
1.7 mg m−3. 

Figures 3.10 and 3.11 show the true-color composite and products obtained from 
DESIS and PRISMA, nicely depicting the ranges of concentrations and spatial 
patterns in Lake Trasimeno. Overall the DESIS map of spring 2020 shows rather 
turbid conditions, with TSM concentration reaching 20 g m−3. In contrast, Chl-a 
concentrations remain rather low (maximum of 8 mg m−3), while the absorption due 
to CDOM is between 0 and 1 m−1. In the case of the PRISMA image, the mapping 
indicates more productive waters typical of the summer season, with Chl-a concen-
trations reaching 30 mg m−3. In this case TSM and CDOM are lower than 10 g m−3 

and 0.5 m−1 respectively, indicating a dominance of phytoplankton with respect to 
the other water components. By comparing DESIS and PRISMA products, as well 
as the true-color composite, it is also evident how the region characterised by the 
presence of aquatic vegetation in the south-east bay of Lake Trasimeno, covers a 
greater area in the PRISMA scene compared to the DESIS. This localized feature is 
consistent with the seasonal changes in macrophyte abundance. In late May, at the 
time of DESIS image acquisition, the aquatic plants have just started their pheno-
logical cycle; compared to late July, at the time of the PRISMA image when all 
plants are much more developed. In addition, this will influence water conditions, 
since the macrophyte community tends to keep the water clearer, therefore the TSM 
concentrations from DESIS are higher than those observed by PRISMA. 

3.6 High Spatial Resolution Products 

High spatial resolution images (<5 m pixel resolution from e.g. WordView, Rapid-
Eye, PlanetScope) are typically designed for terrestrial applications, nevertheless 
these sensors can have aquatic applications whenever finer scale mapping is needed
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Fig. 3.10 The pseudo true colour DESIS image acquired on 26th May 2020 and the three 
BOMBER-retrieved products. The lake area with substrates colonized by aquatic vegetation (in 
grey) in the Oasi la Valle bay (cf. Fig. 3.1) are masked as BOMBER was run for optically deep 
waters only

(e.g., Giardino et al. [69], Niroumand-Jadidi [70] for water constituents; and e.g. 
Doxani et al. [71], Arsen [72], Halls and Costin [73] for macrophyte mapping 
and coastal bathymetry). High spatial resolution satellite data is often preferable 
to medium-to-low spatial resolution data, for example, when the ecosystems include 
small macrophyte stands, when macrophyte community expansion or recession 
occurs over a few square meters, or whenever fine-scale mapping is required to 
support proper management decisions. In such situations, it is important to remember 
that high spatial resolution images are usually acquired on demand by commercial 
entities and it will be necessary to obtain a quote in advance for the service. Moreover 
the data may be challenging due to a high variation of sensor angles and a signal to 
noise ratio not optimised for aquatic applications [74]. 
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Fig. 3.11 The pseudo true colour PRISMA image acquired on 25th July 2020 and the three 
BOMBER-retrieved products. The lake area with substrates colonized by aquatic vegetation (in 
grey) in the Oasi la Valle bay (cf. Fig. 3.1) are masked as BOMBER was run for optically deep 
waters only

In the case of Lake Trasimeno, the use of high spatial resolution satellite images 
was previously investigated to obtain information on the status and changes of macro-
phyte communities, that are unfortunately showing a slight deterioration. In partic-
ular, Potamogeton associations declined by about 20% from 2003 to 2008 [27]. 
Moreover, the progressive dieback of the common reed [75] on the lake littoral 
occurred with a loss of about 66% of its total surface area in the period between 1988 
and 2005 [75, 76]. The macrophyte decrease is mostly attributable to an increase 
of water turbidity, even if some fish species (such as goldfish, common carp and 
grass carp) that are prospering in the lake, can eat significant quantities of vegetation 
[77]. The invasive red swamp crayfish (Procambarus clarkia) and coypu (Myocastor 
coypus) might have also contributed to the macrophyte decline in Lake Trasimeno, 
due to their feeding habits [78, 79]. Previous work tracing a period of decline in
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common reed health has used different high spatial resolution images (QuickBird, 
ASTER and ALOS-AVNIR/2) by Bresciani et al. [80].

In this study, an example of the use of high spatial resolution satellite data is shown 
to estimate the portion of Lake Trasimeno covered by submerged macrophytes (with 
also a subdivision of the type of association of macrophytes present) and to assess 
whether there have been changes over time. To the aim, data have been gathered 
from the WorldView-3 multispectral satellite sensor, launched in 2014, with a spatial 
resolution at nadir at 1.24 m having 8 bands in the region from 400 to 1040 nm. 
The WordView-3 image of Lake Trasimeno was acquired on the 4th August 2019 
and it was atmospherically corrected with Simulation of the Satellite Signal in the 
Solar Spectrum vector code (6SV) [81, 82]. Then, the bio-optical model BOMBER 
[66] parametrized with specific inherent optical properties of Lake Trasimeno [67] 
was used to estimate bottom types from imagery data. Before to run the bio-optical 
model we applied a Normalized Difference Water Index (NDWI) to maps the pres-
ence of common reed and emergent macrophytes area according to Lantz and Wang 
[83]. The bottom type map (Fig. 3.12) shows the main association of submerged 
macrophytes growing in the Oasi La Valle, in the southern-east part of Lake Trasi-
meno (cf. Fig. 3.1). The map in red and green tones shows areas dominated by dense 
submerged macrophyte stands. Although this area is still rather extended, a decrease 
of about 100 hectares of submerged macrophytes is observed when compared to the 
same period of 2014 [67]. 

Fig. 3.12 Map of the benthic substrate and submerged macrophytes in the southern eastern portion 
of the Lake Trasimeno (Oasi La Valle site) retrieved by WordView-3 image acquired on the 4th 
August 2019. In grey the common reed and emerged macrophytes
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3.7 Conclusions 

This work demonstrates that remote and proximal sensing data can provide accu-
rate and high-resolution information for water monitoring and management and 
extend the scientific understanding of Lake Trasimeno. The integrated and multi-
scale approach (combining sources from field, fixed station and multiple satellites) to 
assessing Chl-a and other water quality parameters has the benefit of improving confi-
dence, knowledge and substantially increases the potential for research, monitoring 
and model development. 

High temporal and spectral resolution spectroradiometric data, such as those 
obtained by WISPstation in Lake Trasimeno, allows the estimation of phytoplankton 
pigment concentration and in particular to identify the start and rate of increase of the 
summer bloom. The phenology was found to be consistent in the three years inves-
tigated (2018–2020), with a bloom typically increasing between the 29th June–7th 
September and a slope ranging from 0.50 to 0.59. Moreover, PC retrieval demon-
strated that cyanobacteria played a pivotal role in the sudden increases and declines 
in Chl-a in mid to late summer. For water managers, one of the benefits of the use of 
the WISPstation data is the coupling of the retrieval of different pigments that allows 
the identification of different phytoplankton functional groups and the detection, in 
almost real time, of potentially toxic cyanobacteria. Coupling high frequency (hourly) 
and temporal (daily, seasonal) data helped to develop understanding, giving clear 
benefits for water management in detecting and predicting bloom event dynamics 
and manifestation. A drawback is that the WISPstation is limited to a fixed position 
and describes a point-like portion of the lake; a gap that can be successfully filled 
with the satellite technology. 

The availability of long time-series of satellite observations for different param-
eters, such as LSWT, Chl-a and turbidity from the recent ESA CCI Lakes database 
[48] allowed a clear view over time showing that the peak height of the algal blooms 
increased from 2008 onwards. Moreover, the performed analysis suggested that years 
with high TP concentrations and high NAO in early to mid-September, indicative of 
high nutrient availability with warm sunny weather, will tend to lead to the largest 
phytoplankton blooms. Currently the lake is classified as eutrophic and periodic 
blooms can interfere with the recreational use and tourism in the lake area. Therefore, 
long-time series of satellite-derived maps allow the examination of the phenology 
and intensity of phytoplankton bloom history, an opportunity to identify drivers of 
the long-term dynamics in communities which is a complex subject as it may consist 
of several factors acting in parallel and it is also an opportunity for managers to 
identify hotspot zones that tend to show higher bloom events. 

With the CCI dataset set to expand to 2000 lakes in the second phase of the project 
it will represent an important resource for the scientific community and water quality 
managers. 

The new generation of satellite hyperspectral data (i.e., PRISMA, DESIS) among 
other things, offers the opportunity for high quality spatial data on water quality.
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The comparison between spaceborne Rrs data and field measurements (by WISP-
station) shown a good agreement (R2 = 0.98) as did the comparison between Chl-a 
hyperspectral-derived products and Chl-a laboratory measurements. DESIS derived 
maps of spring 2020 shown that Lake Trasimeno was characterized by high turbidity 
(TSM > 20 gm−3) and low Chl-a concentration (up to 8 mg m−3) and low presence 
of aquatic vegetation. Instead, in summer the PRISMA-derived maps indicated more 
productive waters (Chl-a > 30 mg m−3), and low turbidity (TSM < 10 g m−3) influ-
enced by the presence of submerged vegetation in the southern-east part of the lake 
which favors increased water transparency. 

Another important aspect to be considered is the availability of high resolution 
spatial data in supporting specific analysis on primary producers, such as hotspots of 
algal blooms and submerged macrophytes cover and abundance. On this last issue, in 
this study an example of the use of high spatial resolution satellite data (WorldView-3 
with 1.2 m pixel resolution) was shown to estimate the portion of Lake Trasimeno 
covered by submerged macrophytes (with also a subdivision of the type of association 
of macrophytes) and to assess whether there have been changes over time. In fact, 
the bottom type map produced (2019) shown a decrease of submerged macrophytes 
compared to the same period of 2014. 

The different approach applied in this work may be transferred to other water 
bodies to analyze specific features of phytoplankton species, which can threaten 
the conservation of aquatic habitats and interfere with human recreational activities 
(e.g. touristic navigation, fishing), thus heavily impacting on the ecosystem and 
socio-economics. 

Overall, this study confirms how advanced remote sensing technology is contin-
uously providing enhanced opportunities to monitor changes in space and time 
and to perform retrospective analysis of water quality status. Integrated data from 
different optical sensors are also a key element because such an approach allows, 
upon verification of the methods and accuracies, the continuity of consistent analysis 
of water quality, and guarantees a support to decision-makers involved in monitoring, 
management and conservation of aquatic ecosystems. 
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Chapter 4 
Satellite Instrumentation and Technique 
for Oil Pollution Monitoring of the Seas 

Andrey G. Kostianoy and Olga Yu. Lavrova 

Abstract The chapter provides a brief overview of satellite instrumentation, tech-
niques and methods for oil spill detection on the sea surface. Monitoring of oil 
pollution from space is usually carried out using the synthetic aperture radars (SAR) 
and advanced synthetic aperture radars (ASAR) installed on satellites launched in 
different years by USA, ESA, USSR, Japan, Canada, Germany, and Italy. The first 
SAR system was installed on the SEASAT satellite launched on 27 June 1978, and 
since that time SAR systems showed their efficiency in oil spill detection on the sea 
surface. As any remote, in-situ or laboratory method, SAR remote sensing has a set 
of advantages (wide swath, all weather, day/night, daily periodicity, etc.) as well as 
disadvantages which include look-alikes caused by natural oceanic and atmospheric 
phenomena and processes, which need to be discriminated from oil pollution. Appli-
cation of the SAR systems is illustrated by several examples of oil spill detection in 
different parts of the World Ocean and inland seas. Discussion of the assessment of 
total volume of oil pollution for the Baltic and Mediterranean seas shows that this 
is a difficult task and we still do not know real values of oil pollution of the marine 
environment. Development of scientific foundations and methodology for the quan-
titative assessment of environmental state of marine areas and of total amount of oil 
pollution of the World Ocean and inland seas is extremely urgent. Excessive human 
activity on the sea, including shipping, exploration and development of off-shore 
oil and gas reserves, construction and operation of underwater pipelines, platforms, 
terminals, storage facilities, ports, etc., entail very high risk of oil pollution in many 
sea areas.
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4.1 Introduction 

In recent years, remote sensing of the Earth from space has undergone rapid develop-
ment, which is associated with the following three factors: firstly, this field of space 
technologies is the second after space communications, where significant commercial 
potential is seen; secondly, the problem of anthropogenic impact on the World Ocean 
requires a global network for monitoring the ocean surface and the near-surface layer 
of the atmosphere, a key element of which is space surveillance; and in the third, 
various satellite information about the state of the World Ocean, the atmosphere and 
land is the most important source of data for global and regional climate research. 
In many cases, remote sensing data on water pollution and quality is a single source 
of valuable information even if this is not a direct in-situ method of measurements. 
Direct and indirect (remote sensing) methods of measurements of water quality have 
their own instrumentation and techniques, as well as advantages and disadvantages 
characteristic for them. 

It is of urgent necessity to develop the science basis and techniques for quantitative 
estimation of the state of marine environment. Here, the crucial point is evaluating 
pollution and metocean dynamics through a comprehensive analysis of satellite data. 
Certain inland (Mediterranean, Red, Baltic, Black, Caspian) and marginal (North, 
Barents, Kara) seas and large gulfs (Persian, Mexico, Guinea, Oman) are strongly 
affected by excessive human activity with a high risk of oil pollution, including 
shipping, exploration and development of off-shore oil and gas reserves, construction 
and operation of underwater pipelines, platforms, terminals, storage facilities, ports, 
etc. Shipping activities certainly causes serious harm to the marine environment, but 
in the case of discharge of oil-contaminated waters in the coastal zone. We consider 
such cases in this chapter. In the open ocean, such discharges usually do not take 
place. But the listed other sources of pollution have been causing more significant 
harm lately, which is demonstrated, in particular, by satellite monitoring. 

First of all, we discuss sea surface oil pollution of anthropogenic origin. Satellite 
instrumentation and technique for oil pollution monitoring of the seas, as well as 
examples of oil pollution in different parts of the World Ocean will be presented in 
this chapter. Satellite instrumentation and technique for evaluation of water quality 
(suspended matter, algae, wastewater) in lakes and seas are presented in other chapters 
of this book. 

Pollution of marine surfaces with oil-containing films is the main parameter of 
water pollution which is under satellite monitoring and attention of researchers during 
four decades starting from the launch of the SEASAT satellite on 27 June 1978 [4, 
28, 31, 51, 56, 61, 70, 72, 73, 76]. Methods and technologies developed by scientists 
for satellite detection of oil pollution at the sea surface began to be applied in the 
practical monitoring systems [12, 13, 14, 35, 37, 40, 45–46, 50, 52]. For example, in
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the Baltic Sea, HELCOM (Helsinki Commission) monitors and annually publishes 
summary maps of spatial distribution oil spills, but only those that were detected by 
aerial surveillance, and this is only a few dozen per year [40]. Much more oil spills 
are detected using satellite methods, for example, in the CleanSeaNet Project of the 
European Maritime Safety Agency (EMSA) or in the framework of daily operational 
satellite monitoring of oil pollution in the Southeastern Baltic Sea related to beginning 
of oil production at the Lukoil D-6 offshore oil platform in 2004 [11, 35, 45–47]. 
A significant difference between the EMSA cumulative maps of oil pollution and 
those produced for the Southeastern Baltic Sea is in the algorithms for automatic 
detection of oil pollution (derived from radar data only) used in EMSA and expert-
based approach based on the integrated analysis of SAR (Synthetic Aperture Radar), 
IR (infrared), optical satellite imagery, meteorological and oceanographic data, as 
well as numerical modelling of oil spill drift and transformation (Seatrack Web) used 
for the Lukoil D-6 offshore oil platform monitoring. Our integrated approach to the 
oil spill monitoring allows significantly reduce the probability of false alarms which 
is a typical problem for automatic detection systems [40, 46, 50, 52]. 

Accurate detection of oil slicks in radar images is still an important issue. Quite a 
number of natural phenomena hamper reliable identification of oil on the sea surface 
because they produce similar signatures in radar images, especially at low wind. Such 
“look-alikes” include organic films, algal bloom, some types of ice and snow, water 
areas shaded by land features, rain cells, upwelling zones, internal waves, and calm 
water [50, 52]. According to EMSA, false oil spill alarm rate reaches 60% in the 
coastal zone. This can be clearly seen on the maps of identified oil pollution, which 
are formed annually by EMSA and are posted on their website. Figure 4.1 shows 
such a map for 2018. Red circles correspond to higher detection confidence level 
(Class A), green—a lower detection confidence level (Class B). As can be seen from 
the figure, the number of green circles prevails, especially in areas where regular 
observations from aircraft are not carried out. 

Monitoring of oil pollution from space is usually carried out using the synthetic 
aperture radars (SAR) and advanced synthetic aperture radars (ASAR) installed on 
different satellites. A correct detection of oil spills requires a number of additional 
information on wind speed and direction, wave height and direction, water and air 
temperature, ice cover, algal bloom, structure and dynamics of surface mesoscale and 
sub-mesoscale currents and phenomena, atmospheric fronts to describe the manifes-
tation, transformation and distribution of oil films [46, 50, 52]. Long-term monitoring 
of ecological state and oil pollution around the Lukoil D-6 offshore oil platform in 
the Southeastern Baltic Sea has shown that real-time numerical modelling of oil 
spill drift and transformation is of vital importance for such kind of monitoring 
systems in any part of the World Ocean [1, 16–20, 23, 33, 69, 81]. In case of the 
Lukoil D-6 monitoring we successfully used the Seatrack Web model of the Swedish 
Meteorological and Hydrological Institute (SMHI), which today has a spatial reso-
lution of 2 nautical miles (n m) and a time step of 15 min [6, 36]. Seventeen-year 
long satellite monitoring of the Southeastern Baltic Sea has shown that mesoscale 
and sub-mesoscale vortical structures and water dynamics play a crucial role in the 
transport of the pollutants, thus even much more high spatial resolution is required in
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Fig. 4.1 CleanSeaNet oil spill detection statistics for 2018: dots on the map represent the spills in 
the European seas which have a higher detection confidence level (in red) and a lower detection 
confidence level (in green) (http://www.emsa.europa.eu/csn-menu/csn-service.html) 

numerical models. Recently, an ultra-high resolution circulation model (0.125 n m 
grid) of the Southeastern Baltic Sea was compiled from the General Estuarine Trans-
port Model (GETM) in order to simulate the mesoscale and sub-mesoscale eddy field 
in the area. The model results showed almost the digital twins of eddies revealed with 
daily optical and infrared satellite imagery available for the period of May–August 
2015 [80]. Such kind of ultra-high resolution circulation models could significantly 
improve a forecast of the oil spill drift. 

4.2 Physical Principles and Methods of Oil Spill Detection 

Currently, radar (SAR) sounding in the microwave range is one of the main methods 
of remote study of both oceanic processes and processes of interaction between the 
ocean and the atmosphere. During the past four decades it showed effectiveness in oil 
spill detection on the sea surface. Radar survey technique is unique in that it obtains 
high resolution (up to several meters) images in a wide swath, day and night in any 
season and under any weather/cloud conditions. Active remote sensing of the ocean

http://www.emsa.europa.eu/csn-menu/csn-service.html
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surface is based on measuring variation of scattered radar signal. In case of a satellite-
based synthetic aperture (SAR) or side-looking radar on the airplane the information 
about the parameters of the underlying surface is contained in the reflection function, 
which is observed in the form of an electromagnetic wave backscattered from the sea 
surface. The reflection function is determined both by the properties of the surface 
itself, and by the conditions of its formation, i.e., by the system emitted and received 
signals. The radar image of the sea surface depends on sensing electromagnetic range, 
polarization and angle of incidence of the radar signal [26, 50]. 

A radar emits an electromagnetic wave with a length λ, frequency f = C/λ, where 
C is speed of propagation of electromagnetic waves in the medium (in vacuum 3 
· 108 m/s), the wave vector indicates the direction of propagation of the wave, as 
well as the polarization (horizontal or vertical) of the wave. The last property is 
very important, since the orientation the polarization plane relative to the reflecting 
surface depends on the wave reflection coefficient. The radar systems are designed 
to operate in horizontal (H) and vertical (V) planes. As a transmitted signal depolar-
izes when reaching the Earth surface, a specific SAR can operate in four different 
polarization combinations: HH, HV, VH, and VV. The first letter refers to the trans-
mitted signal while the second letter refers to the backscattered signal. HH and VV 
signals are known as co-polarized signals, while HV and VH signals are known as 
cross-polarized signals [71]. 

Vertical polarization is used to study a wide class of processes and phenomena that 
manifest on the sea surface by modulating the gravitational-capillary component of 
the surface wave spectrum. Horizontal polarization, being less sensitive to variations 
in the small-scale roughness of the sea surface, is widely used for observing sea ice, 
and separating areas with ice cover from open water. Since the intensity of scattering 
by the sea surface is significantly reduced when using radiation and reception at 
cross polarizations (VH and HV), such modes are used to highlight objects on the 
sea surface that cause multiple scattering, such as ships and ice cover deformations 
(hummocks, cracks, cracked ice) [50]. 

Satellite radars of the first generation had the ability to monitor the Earth on one 
fixed polarization of the probing signal, the horizontal (HH), for example, the SAR 
on the Almaz-1, RADARSAT-1, Seasat, JERS-1 satellites, or the vertical (VV)—the 
SAR on ERS 1/2 satellites. The new generation of satellite radars installed on Envisat, 
RADARSAT-2 and TerraSAR-X have the ability to survey in various modes: VV, 
HH, VV/HH, VV/VH, HH/HV [50]. 

The spectral bands of SAR systems are specified by the following codes: K (0.8– 
2.5 cm); X (2.5–3.8 cm); C (3.8–7.5 cm); S (7.5–15 cm); L (15–60 cm); and P 
(60–120 cm). The SARs with wavelengths from 1.11 cm (f = 27  GHz) up to 30 cm  
(f = 1 GHz) are used for the ocean studies. Usually radars operate in a pulse mode, 
although continuous radiation is sometimes used. 

The general principle for oil spills detection on the sea surface is known since 
ancient times when sailors used olive oil or other oily substances to spill over the sea 
surface to reduce waves around ships. We don’t know how really effective was this 
method during storm conditions, but this physical mechanism works well in damping 
the gravity-capillary waves (with a characteristic wavelength of several centimeters)
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which are always present on the sea surface. Different types of oil products can damp 
the gravity-capillary waves 10–30 times, and radars working on the same wavelength 
can easily discriminate water areas with developed from damped gravity-capillary 
waves. On SAR images water areas with damped gravity-capillary waves look like 
black zones because the emitted radar signal does not return back to the antenna. 
Grey areas on SAR images show zones from which the scattered (by gravity-capillary 
waves) radar signal partially returns back to the radar [3, 7, 21, 25, 31, 58, 74, 79]. 
Discharges which contain any kind of oil products will result in a formation of 
an oil slick. This is proved by numerous in-situ measurements done by the Baltic 
Sea countries and regularly published by HELCOM (https://helcom.fi/wp-content/ 
uploads/2020/01/HELCOM-Aerial-Surveillance-Report-20XX.pdf), as well as by 
measurements in the North Sea [12], Mediterranean Sea [13, 14], and other regions 
of the World Ocean. Discharges which does not contain oil products will not result in 
slicks on the sea surface detected by SAR with the exception of, for example, palm 
or vegetable oils, but these are very rare cases, especially in large quantities. 

There are two obstacles in correct detection of oil spills at the sea surface by 
this method. The first one is related to the fact that the damping of gravity-capillary 
waves works well at winds of about 3–8 m/s [50], because light winds do not generate 
capillary waves, and the sea surface is quasi-calm and smooth enough to reflect the 
radar signal without scattering back to the radar. This is the reason why calm water 
looks like an oil spill on the sea surface, as well as a real oil spill can be hidden when 
released on calm water. Wind force over about 8 m/s leads to wind-wave breaking, 
mixing in the upper layer, and formation of foam. All this destroys gravity-capillary 
waves on the sea surface and even an oil spill cannot smooth the sea surface enough to 
be detected by the radar. Thus, in stormy conditions the whole water area has a grey 
color where all peculiarities at the sea surface are hidden. The second issue is related 
to the natural look-alikes in the ocean and atmosphere mentioned above, which can 
also damp gravity-capillary waves and smooth the sea surface. Thus, radar will not 
be able to discriminate between an oil spill and a look-alike. Both issues are serious 
obstacles for a progress in automatic detection of oil spills in SAR images [4, 10, 
22, 24, 27, 77]. To overcome this problem we use an expert-based approach which 
includes integrated analysis of SAR, as well as all available satellite, meteorological 
and oceanographic data for the area under investigation [46, 50]. Our long-standing 
experience shows that this integrated approach can significantly reduce the level of 
false alarms. 

4.3 Satellites and Sensors 

Different SAR systems have been installed on the following satellites [2, 29, 50, 52, 
71]: the USA SEASAT with the first spaceborne SAR (27 June–10 October 1978), 
the USSR Kosmos-1980 (1988) and Almaz-1 (1991–1992), the ESA ERS-1 (1991– 
2000), the Japanese JERS-1 (1992–2008), the ESA ERS-2 (1995–2011), the Cana-
dian Radarsat-1 (1995–2013), the ESA Envisat (2002–2012), the Japanese ALOS

https://helcom.fi/wp-content/uploads/2020/01/HELCOM-Aerial-Surveillance-Report-20XX.pdf
https://helcom.fi/wp-content/uploads/2020/01/HELCOM-Aerial-Surveillance-Report-20XX.pdf


4 Satellite Instrumentation and Technique for Oil Pollution Monitoring … 59

(2006–2011), the Canadian Radarsat-2 (2007–present), the German TerraSAR-X 
(2007–present), the Italian COSMO SkyMed (2007–present), the Indian RISAT-
2 (2009–present), the German TanDEM-X (2010–present), the Indian RISAT-
1 (2012–2017), the Chinese Huanjing-1C (2012–present), the ESA Sentinel-1A 
(2014–present), the Japanese ALOS-2 (2014–present), the ESA Sentinel-1B (2016– 
present), the Argentina SAOCOM (2018–present), and the Canadian Radarsat 
Constellation Mission with three identical spacecrafts (2019–present). Sentinel-1A 
and Sentinel-1B SAR data are the only ones that are freely available on the internet. 
SAR imagery can be downloaded from the ESA Copernicus Open Access Hub plat-
form (https://www.sentinel-hub.com/). Spatial resolution of the modern SAR systems 
installed on the satellites is of 1–5 m [71]. Table 4.1 shows the main characteristics 
of SAR systems installed on different satellites. 

For a brief example let us take the ASAR that was once mounted on the Envisat 
satellite and widely used for oil pollution monitoring in oceans and seas. It had 
a phased array antenna with an incidence angle from 15° to 45° and operated in 
C-band (5.7 cm) in five polarization modes (VV, HH, VV/HH, HV/HH, VH/VV). 
The obtained data were used in many applications beside oil spill monitoring, such 
as determining ice cover and ship location and studying some oceanic (currents, 
fronts, eddies, internal waves) and atmospheric (internal gravity waves, convec-
tion, atmospheric fronts and vortices) phenomena and processes. The ASAR design 
allowed adapting the survey configuration (polarization, resolution, swath width) to 
the specifics of the object of observation. 

The ASAR Wide Swath Mode (WSM) surveying provided the ability to survey 
in a 400 km swath with a spatial resolution of 150 m × 150 m at one of the selected 
polarizations of the signal (VV or HH) and allowed obtaining radar images of the 
same area with a period of repeated observations from 1 day in the polar regions 
to 1 week at the Equator. Alternating Polarization Mode (APM) allowed receiving 
simultaneous image pairs of the underlying surface formed at different combinations 
of polarizations of the radiated and received radar signals, namely VV/HH, HH/HV 
and VV/VH in a 100 km wide swath and with a spatial resolution of up to 30 m. When 
working in a narrow swath (Image Mode), the phased antenna array by changing the 
angle of radiation of the signal allowed to select any of 7 bands and obtain an image 
with a high spatial resolution (30 m × 30 m) at one of the selected polarizations 
VV or HH ranging in size from 56 km (7th band) to 100 km (1st band). Envisat 
completed its work in orbit on April 8, 2012. Since 2014, Sentinel −1A/−1B data, 
which is freely available from ESA, have become the most widespread. 

4.4 Examples of Oil Spill Pollution 

In this Section we present examples of oil pollution of the ocean surface acquired 
by different satellites. From April 20 to May 28, 2010 we daily followed the evolu-
tion of oil pollution in the Gulf of Mexico which resulted from the accident on the 
BP Deepwater Horizon oil platform that occurred on April 20, 2010 [49, 50]. The

https://www.sentinel-hub.com/


60 A. G. Kostianoy and O. Yu. Lavrova

Ta
bl
e 
4.
1 

T
he
 m

ai
n 
ch
ar
ac
te
ri
st
ic
s 
of
 S
A
R
 s
ys
te
m
s 
on

 s
at
el
lit
es
 (
ba
se
d 
on
 d
at
a 
pr
es
en
te
d 
in
 [
29
, 5

0,
 5
2,
 7
1]
 

SE
A
SA

T
 
E
R
S-
1/
2

A
lm

az
-1
 
JE
R
S-
1 

R
ad
ar
sa
t-
1 

E
nv
is
at

R
ad
ar
sa
t-
2

Te
rr
a-
SA

R
-X

Se
nt
in
el
-1
 A
/B
 

C
ou
nt
ry
/a
ge
nc
y

U
SA

E
SA

U
SS

R
Ja
pa
n

C
an
ad
a

E
SA

C
an
ad
a

G
er
m
an
y

E
SA

 

Y
ea
r 
of
 la
un
ch

19
78

19
91
/1
99
5 

19
91

19
92

19
95

20
02

20
07

20
08

20
14
/2
01
6 

R
an
ge

L
C

S
L

C
C

C
X

C
 

Fr
eq
ue
nc
y,
 G
H
z

1.
27
5

5.
25

3.
1

1.
27
5

5.
3

5.
7

5.
3

9.
65

5.
40
5 

W
av
el
en
gh
t, 
cm

23
.5

5.
66

9.
6

23
.5

5.
66

5.
66

5.
66

3.
13

5.
55
 

Po
la
ri
za
tio

n
H
H

V
V

H
H

H
H

H
H

H
H
, V

V
, V

H
, H

V
 
H
H
, V

V
, V

H
, H

V
 
H
H
, V

V
, V

H
, H

V
 
H
H
/H
V
, V

V
/V
H
 

In
ci
de
nc
e 
an
gl
e,
 °
 
20

23
17
–6
2

39
20
–5
0

15
–4
5

20
–6
0

20
–5
5

18
.3
–4
7 

Sw
at
h 
w
id
th
, k

m
10
0

10
0

30
–6
0

75
50
–5
00

56
–4
00

18
–5
00

10
/3
0/
10
0

80
/2
50
/4
00
 

Sp
at
ia
l r
es
ol
ut
io
n,
 

m
 

25
25

25
18

8–
10
0

25
–1
50

3–
10
0

1/
3/
16

3.
5–
40



4 Satellite Instrumentation and Technique for Oil Pollution Monitoring … 61

development of the situation was traced on the basis of a joint analysis of optical 
(MODIS-Aqua, MODIS-Terra) and radar images (ASAR Envisat), which proved to 
be very effective since the optical images made it possible to exclude from consider-
ation the areas of calm water on the ASAR images (Fig. 4.2). Also, the radar images 
gave more complete information about dimensions of the areas covered with oil films 
indiscernible on optical images. The uniqueness of this accident was in a very large 
oil spill (up to 23,000 km2) which was continuously fed during several months by

Fig. 4.2 Oil spills (black patches) in the northern part of the Gulf of Mexico on the ASAR Envisat 
image obtained on June 3, 2010 (03:44 UTC). The accident area is asterisked. (© ESA, 2010)
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Fig. 4.3 Oil spills off Point Fortin, southwestern Trinidad, the Caribbean (SAR C Sentinel-1B, 19 
November 2019, 22:17 UTC). See text for explanation of numbers 

oil flux from a well with a discharge of about 800 ton per day at a depth of 1500 m 
on the seafloor [49]. This ecological catastrophe was one of the largest in the US 
history.

Figure 4.3 shows western coast of Trinidad and Tobago, the Caribbean on 19 
November 2019. Several oil spills were observed in the coastal zone off Point Fortin: 
(1) oil spill from the anchored ship, oil spill area is of 3.5 km2; (2) oil pollution 
at anchorage of ships; (3) wastewater discharges from coasts; (4) discharge from a 
moving vessel, length of oil spill is of 6.5 km; (5) surface manifestation of internal 
wave train. Point Fortin, officially the Republic Borough of Point Fortin, the smallest 
Borough in Trinidad and Tobago, is located in southwestern Trinidad. After the 
discovery of oil reserves in the area in 1906, the town grew into a major oil-producing 
center with an economic culmination between the 1940s and 1980s. A construction 
of a liquefied natural gas plant by Atlantic LNG in late 1990s revived the economy. 
The LNG terminal is located in the Port of Point Fortin. 

Another area of regular oil pollution is in the eastern part of the Gulf of Guinea 
at the confluence of the three branches of the Niger River, as shown by long-term 
satellite observations (Fig. 4.4). The largest area of marine surface pollution was 
caused by an accidental discharge. On 20 December 2011, the Shell’s Bonga offshore 
oil spill of 40,000 barrels resulted from the routine transfer of crude oil from the 
Bonga floating production, storage and offloading vessel (FPSO) to a waiting oil 
tanker in the Gulf of Guinea [44]. An export line linking the FPSO and the tanker 
was identified as the likely source of leakage. It was likely the largest oil spill which
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Fig. 4.4 Oil pollution in the Gulf of Guinea. (SAR C Sentinel-1A, 08 February 2022, 17:53 UTC) 
(©ESA 2022). Ships in the sea are visible as bright white dots 

had occurred offshore Nigeria since 1998. The spill was clearly detected on the 
ASAR Envisat image acquired on 21 December 2011, 09:30 UTC, as well as quite 
well visible on the MODIS-Terra optical image. At the acquisition time, the spill 
was 80 km long, 15 km wide, and had a total area of 923 km2. Beside this huge oil 
spill in the region of the Bonga FPSO vessel, a number of other cases of oil pollution 
of coastal waters were identified in the same ASAR image of 21 December 2011 
[44]. The total area of 11 large spills, excluding the Bonga one, was over 100 km2. 
Moreover, three river plumes from the Niger River arms polluted with oil products 
were also detected with a total area of 78 km2 [44]. Terleeva et al. [75], based on 
the analysis of ASAR Envisat medium resolution imagery taken off western coast 
of Central Africa for 2003–2009, showed that the largest number of oil spills was 
observed along the coast of Nigeria (148), Cameroon and Equatorial Guinea (98), 
Ghana (49), Cote d’Ivoire (31), and Togo/Benin (9). Individual oil spill area varied 
from 0.5 to 80 km2. These case studies, based on irregular satellite information, 
confirm that coastal waters of Nigeria are highly polluted. 

Figure 4.5 shows numerous ships visible as bright white dots and oil spills in the 
Hormuz Strait, the Persian Gulf, in front of Port of Bandar Abbas on 4 April 2020. 
Bandar Abbas is a port city and capital of Hormozgān Province on the southern coast
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Fig. 4.5 Oil spills off Bandar Abbas in the Hormuz Strait, the Persian Gulf (SAR C Sentinel-1A, 
4 April 2020, 14:17 UTC). See text for explanation of numbers 

of Iran on the Persian Gulf. The port occupies a strategic position in the narrow Strait 
of Hormuz, and it is the location of the main Iranian Navy base. A significant part of 
the trade between Iran and other countries of the world is carried out through this port. 
Numbers on the Fig. 4.5 show: (1) discharge from a moving vessel, length of oil spill 
is of 5 km; (2) ship from which polluted water was discharged; (3) oil spill from the 
anchored ship; (4) near-shore area of turbid water; (5) wastewater discharges from 
a pier; (6) ships; (7) accumulation of films of surface-active substances (biogenic 
films) in convergent zones of currents. 

Sentinel-1A and Sentinel-1B SAR imagery for 2018 and 2019 clearly reveal cases 
of oil pollution in the Port of Suez (Gulf of Suez, the northern part of the Red Sea) 
(Fig. 4.6), as well in the areas of major tourist resorts of Egypt on the Red Sea [34]. 
We found that the dirtiest area in the Northern Red Sea is the Port of Suez area where 
ships are waiting for the passage through the Suez Canal. A series of SAR images 
for different dates of 2018–2019 showed that almost in every satellite image there is 
one or several oil spills, as well as films of surface active substances (oily and waste 
waters). The coastal zones around Hurghada and Sharm el-Sheikh resorts looks quite 
clean, but even here small-size oil spills occur as well [34]. Egypt seems to be at 
risks of oil pollution impacts because it has a series of largest tourist resorts streched 
for dozens of km along the coast, and the extensive shipping traffic which goes to 
the Gulf of Suez and further via the Suez Canal to the Mediterranean Sea, as well as
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Fig. 4.6 SAR-C Sentinel-1B image of Port Suez in the Gulf of Suez on 23 February 2019, 03:52:19 
GMT. Black patches are oil spills and white dots are ships 

to the Gulf of Aqaba. This ship traffic carries about 15% of all global maritime trade 
and 10% of global seaborne oil passing through the Red Sea and the Suez Canal. 

It is evident that the above mentioned ship traffic should have the same oil pollution 
effect on the other side of the Suez Canal in the Southeastern Mediterranean Sea. 
About 17,550 ships passed through the Suez Canal in 2017. Beside the very busy 
ship traffic in the Mediterranean waters of Egypt, in the last decade, there has been a 
substantial development of offshore gas and oil fields along the Mediterranean coasts 
of Egypt, where the most active companies are BP, BG, Eni, IEOC, EGAS, Total, 
RWE Dea and Dana Gas [39]. Indeed, our preliminary research for oil pollution in 
coastal waters of Egypt based on the analysis of the Sentinel-1A and Sentinel-1B SAR 
imagery for 2017–2019 showed large concentration of oil spills in the offshore area 
between Damietta and Port Said, which coincides both with maritime traffic related 
to the Suez Canal and offshore activities related to gas exploration and production 
(Fig. 4.7). Two dozen SAR images showed that almost in every satellite image there 
is one or several oil spills, as well as films of surface-active substances (oily and 
waste waters) in the coastal waters of Egypt [39]. 

The port of Kaliningrad is situated on the southeastern coast of the Baltic Sea. 
The only Russia’s ice-free port on the sea, it comprises a commercial sea port, a river 
port, a sea fishing port and Kaliningrad Sea Canal. Container lines connect to the 
Netherlands, UK, Germany, Poland and Lithuania. In 2010–2020, Kaliningrad port
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Fig. 4.7 SAR-C Sentinel-1A image of oil pollution offshore of Port Said, the Southeastern Mediter-
ranean Sea on 3 July 2018, 15:48 GMT. Black patches are oil spills and white dots are ships and 
offshore platforms 

turnover ranged 2–4 million tons. Vessels are awaiting pilotage to the port anchor 
at the entrance to Kaliningrad Sea Canal, near the town of Baltiysk. In the Russian 
Baltic, the risk of oil pollution is mostly associated with tanker and ship traffic to 
and from the port of Kaliningrad. 

In 2004, a complex environmental monitoring project was launched by LUKOIL-
Kaliningradmorneft in connection to offshore oil production at Kravtsovskoye (D-6) 
field. The platform is mounted on the sea bottom at a depth of 30 m, at a distance 
of 22.5 km from the Curonian Spit and 8 km from the Lithuanian sea border. The 
monitoring routine included satellite remote sensing of oil pollution in the vicinity 
of the platform and in a larger adjacent area of about 60,000 km2 in the south-
eastern Baltic, i.e. nearly 1/6 of the total Baltic Sea area. Operational receiving, 
processing and analysis of various data from ENVISAT ASAR, RADARSAT SAR, 
NOAA AVHRR, Terra/Aqua MODIS, TOPEX/Poseidon, and Jason-1 instruments 
was organized on a daily basis in order to accurately detect oil spills and effectively 
reduce false alarms from look-alikes [11, 35, 43, 45–48]. It is noteworthy that this 
near-real time monitoring system, that we organized in 2004, was the first one in 
Russia and up to date remains the only such system still in operation. 

Since 2003, satellite monitoring of oil pollution in the Baltic, Black and Caspian 
Seas has been regularly performed by Space Research Institute of Russian Academy
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Fig. 4.8 Oil spill detected near Gotland Island in the Baltic Sea on SAR-C Sentinel-1B, 18 
September 2020, 04:59 UTC 

of Sciences in the framework of national and international research projects. This 
unique monitoring with an analysis of several thousands of SAR images gave detailed 
statistical information on the spatial and temporal distribution of oil spills as well as 
individual characteristics of oil spills detected. 

For example the monitoring of the Southeastern part of the Baltic Sea [44, 52] 
showed that the individual oil spill area varied from 0.1 to 105 km2, and yearly total 
surface of oil pollution varied from 150 to 830 km2 [11, 47]. The largest number of 
oil spills is regularly found along the main shipping routes. Figure 4.8 shows one of 
the recent examples of oil spills detected along the shipping route east of Gotland 
Island. Length of oil spill is of 11.5 km. 

Satellite monitoring for the Black Sea showed that similar to the Baltic, North and 
Mediterranean seas, the detected oil spills are accumulated along the main shipping 
routes coming to the main ports and sea terminals. For the Black Sea, these are routes 
from the Bosphorus Strait to Odessa (Ukraine), Kerch Strait between the Black Sea 
and the Sea of Azov, Novorossiysk (Russia), and ports of Georgia [8, 9, 50, 52, 59, 
62, 72]. Figure 4.9 shows one of the recent examples of oil spills detected in the 
Black Sea. Numbers 1 and 2 indicate discharges of water containing oil products 
from standing ships. The area of spot 1 was 1.5 km2, and spot 2 was 1.6 km2. The  
length of oil slick 3 caused by a discharge from a moving vessel was 21.4 km. 

Satellite monitoring of oil pollution in the Caspian Sea [50, 52, 53, 60, 63, 64] 
allowed to show that the most polluted area of the Caspian Sea is located around 
Neftyanye Kamni (Oily Rocks), one of the oldest oil production area located east-
ward of Absheron Peninsula, Azerbaijan [52, 64]. Figure 4.10 shows one of the 
recent examples of oil spills detected around Neftyanye Kamni and other offshore
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Fig. 4.9 Oil spills detected in the Black Sea eastward of the Bosphorus Strait on SAR-C Sentinel-
1A, 08 June 2018, 04:06 UTC. See text for explanation of numbers 

Fig. 4.10 Oil spill detected around Neftyanye Kamni in the Caspian Sea on SAR-C Sentinel-1A, 
06 August 2020, 02:44 UTC 

oil platforms in the Caspian Sea. The area of oil spill around Neftyanye Kamni is 
251 km2. 

Discharges from ships in the Caspian Sea are identified in SAR images much less 
frequently than oil pollution around offshore oil platforms or petroleum hydrocarbons 
emission from the seabed [64], and they are usually observed along shipping routes.
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Fig. 4.11 Oil spill detected in the south-eastern part of the Caspian Sea on SAR-C Sentinel-1A, 
02 February 2020, 14:37 UTC 

Figure 4.11 shows just such a case. The length of the oil slick caused by a discharge 
from a moving vessel is 56 km. 

4.5 Discussion 

Forty-year-long history of SAR application in satellite monitoring of oil pollution has 
proved the efficiency of this kind of instruments and methods for reliable detection of 
oil spills on the sea surface. Of course, there are some weather restrictions for use of 
SAR systems as well as natural look-alikes caused by different ocean and atmosphere 
features and processes, but they do not outweigh the benefits of this remote sensing 
method. We can list the following advantages of SAR systems in oil spill detection: 

1. Round-the-clock work due to the use of active sensing, and the image character-
istics do not depend on the time of the day and solar illumination (night, Polar 
night); 

2. Imaging is almost independent of the weather because microwave radiation 
freely penetrates the atmosphere and clouds; 

3. The uniformity of water microwave dielectric properties implies that backscatter 
variations originate only from the geometry of the disturbances, which makes 
satellite data interpretation far less complicated;; 

4. High spatial resolution (several meters) in a wide swath (300–400 km); 
5. Regular monitoring (up to daily, and even several times per day) of any water 

areas of the World Ocean remotely;
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6. Possibility to organize near-real-time monitoring, a SAR image can be received 
30–60 min after a satellite passage over the monitoring area; 

7. Low cost of satellite monitoring in comparison with aerial surveillance and ship 
patrolling. 

Concerning the drawbacks of this method, we can list the following issues:

1. Presence of look-alikes on the sea surface (see Table 4.2). 
2. Restrictions related to wind speed of 3–8 m/s, when this method works well. Big 

problems in identification of oil spills arise in calm water and storm conditions. 
3. Difficulties in oil spill detection in presence of sea ice. 
4. Relatively high cost of one SAR image, which is a problem for scientific 

research, which sometimes requires hundreds of images. The cost of SAR 

Table 4.2 The main types of the oil spill “look-alikes” and their radar manifestations on the sea 
surface 

Hydrophysical 
process 

The shape of the 
manifestation on the 
radar image 

Areas of origins Hydrometeorological 
conditions 

Biogenic surface 
films 

Display the structure of 
surface currents 

Coastal zones Destroyed when wind 
speed >7 m/s 

Local wind 
weakening areas 

Extensive areas of 
reduced backscattering 

Everywhere Wind speed <2 m/s 

Areas of wind 
shadows 

Areas of reduced 
backscattering oriented 
along the wind direction 

In the vicinity of the 
mountainous terrain 
shoreline 

Even with strong winds 
up to 15 m/s 

Rain cells Light-colored cellular 
structures with a dark 
center 

Everywhere Intense rains and strong 
winds 

Boundary of the 
hydrological or 
atmospheric front 

Wide dark band with 
irregular edges, which 
are caused by 
unsteadiness of the 
frontal zone 

Everywhere Presence of a 
hydrological or 
atmospheric front 

Ocean internal 
waves 

Thin quasi-periodic 
bands of radar signal 
amplification and 
attenuation 

Continental slope Wind speed <8 m/s 

Atmospheric 
internal gravity 
waves 

Wide quasi-periodic 
bands of radar signal 
amplification and 
attenuation 

Everywhere Stable stratification of 
the near-water 
atmospheric layer, shear 
currents in atmosphere 

Young ice Extensive areas of 
reduced radar scattering 

Usually near 
shoreline, at the edge 
of the ice sheet 

Cold season 

Areas with algal 
bloom 

Low backscatter levels Everywhere Warm season
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imagery significantly increases in the direction of the near- and real-time moni-
toring, when satellite data are delivered in one or several hours. Sentinel-1A and 
Sentinel-1B SAR data are the only ones that are freely available on the internet 
now, but with a delay of about a day.

Automatic identification of oil pollution leads to a large false alarm in the case 
of oil look-alike on the sea surface. It is especially difficult to distinguish between 
anthropogenic and biogenic films. For confident detection of exactly oil pollutions 
an expert analysis is required. The expert takes into account all local peculiarities, 
hydrometeorological factors like wind speed, atmospheric fronts, rain, ice cover, 
upwelling, water dynamics, as well as algal bloom, and previous SAR images. When 
possible, satellite optical data are used as additional information on the sea surface. 

We have to note also, that oil pollution monitoring in the Mediterranean, North, 
Baltic Seas, as well as in USA and Canada is normally carried out by special patrol 
aircrafts and ships. Different countries have different number of patrol aircrafts which 
are equipped by different sets of the monitoring instruments from simple visual 
observations to a complete set of the following sophisticated sensors, which should 
be regarded as remote sensing instruments as well [5, 30]: 

. Side-Looking Airborne Radar (SLAR); 

. Infrared/Ultraviolet (IR/UV) sensor which is a passive sensor using reflected 
sunlight in the ultraviolet region (0.32–0.38 micron) for detecting oil spills; 

. Microwave radiometer (MWR) which is a passive sensor and is used for oil spill 
detection and oil thickness measurements. Oil emits stronger microwave radiation 
than water and appears brighter than the water (which is dark in the background); 

. Laser FluoroSensors (LFS) and Scanning Laser Environmental Airborne Fluo-
rosensor (SLEAF) sensors were found to be the best available sensors for oil spill 
detection since they both detect and classify oil on all surfaces and also operate 
in the day or night conditions; 

. Forward-Looking IfraRed (FLIR) camera provides longwave infrared imaging 
for oil spill detection in field conditions; 

. Laser-Ultrasonic Remote Sensing of Oil Thickness (LURSOT) sensor which 
detects the oil based on its acoustic or mechanical properties rather than its optical 
and electromagnetic properties. Absolute oil thickness can be measured using this 
technique. The laser-acoustic sensor is an active sensor and can operate day and 
night; 

. Video camera for recording visual observations of oil pollution. 

Aerial surveillance has its own advantages and disadvantages in comparison with 
satellite remote sensing. The surveys are expensive and depend on the availability 
of multiple instruments, weather conditions and time of the day. As a rule, they are 
conducted in daylight in good weather. Very often sea areas under monitoring are 
located far from the base airports for patrol aircrafts, and it takes time to go to the oil 
spill location and back. Usually, aircrafts cannot perform transboundary monitoring 
flights over water area of the neighboring country. Aerial survey theoretically requires
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about 10 flight hours to monitor the area of 300 km × 300 km which is a typical 
frame for one Radarsat SAR image taken instantly. 

To rise the efficiency of the aerial surveillance authorities have to improve the 
tactics of aerial observations, which has to take into account the real traffic along 
the main ship routes, operational information from the AIS and port authorities, to 
increase the number of night flights, and probably to use unmanned aerial vehicles 
(UAV), which have now a wide range of research and civilian applications, as well 
as more than 12 h endurance and range more than 200 km [41]. 

Satellite remote sensing of oil pollution allows to build accumulative maps of 
oil spills detected in different seas during years (see Fig. 4.1 as an example). These 
maps can be found in the following publications: for the Baltic Sea [11, 47, 48], 
the Mediterranean Sea [13, 14], the Black Sea [52] and the Caspian Sea [52, 63]. 
Having such a huge statistics on oil spills and general information on oil pollution it 
is interesting to get an answer to the question—what is the level of oil pollution of 
the World Ocean and inland seas? 

Kostianoy and Lavrova [42] and Carpenter and Kostianoy [15] summarized the 
following information on the oil pollution in different seas: 

1. Total yearly oil pollution of the World Ocean from all sources is estimated at 
1.7 to 8.8 million tons (the more realistic value was about 3.2 million tons) in 
1970s [32, 65], 0.47–8.3 (1.3) million tons in 1990s [68], and 2.6–4.8 million 
tons in 2000s [57], which is about 0.05–0.1% from the world oil production 
(4.76 billion tons in 2011). 

2. Oil pollution of the Baltic Sea is estimated at 20–60,000 tons per year. The 
realistic value seems to be between 1000 and 5000 tons [42]. 

3. Oil pollution of the North Sea is estimated at 15,000–60,000 tons per year plus 
the authorized dumping of 10,000–20,000 tons [66, 67]. 

4. In the Mediterranean Sea it has been estimated at 1600–1,000,000 tons per 
year. The realistic value seems to be between 50,000 and 100,000 tons per year 
[15, 38, 78]. 

4.6 Conclusions 

In summary, we have to admit that the real amount of oil pollution in the World Ocean 
and inland seas is still unknown. According to various sources, both the number of 
observed spills and total volume of spilt oil differ dramatically, sometimes a thousand 
times. An obvious explanation lies with the differences in the observation techniques, 
i.e. aerial surveillance, satellite monitoring, and in-situ measurements with varying 
instruments. Oil spill statistics obtained by different techniques are incomplete and 
incomparable even within one sea. There is a variety of factors that matter: the number 
of patrol ships, aircrafts and helicopters per country and per unit of the sea area; the 
number of flight hours per country and per unit of the sea area; the number of night 
flight hours; availability of different sensors on the aircrafts; usage of the satellites, 
etc.
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As long-term experience shows, the satellite-based synthetic aperture radar 
remains the principal instrument for oil pollution monitoring. In spite of the known 
disadvantages mentioned above (dependence on wind speed, oil look-likes, etc.), 
it allows receiving high spatial resolution data on an operational basis. In order to 
reduce the percentage of false alarms, it is reasonable to use an integrated approach to 
monitoring that combines multisensor and multiplatform satellite survey with anal-
ysis of metocean data and local water area features with the help of qualified and 
experienced operators. For operational monitoring of large water areas, e.g. the entire 
Mediterranean Sea, it is necessary to develop methods of automatic detection of oil 
pollution. 
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Chapter 5 
Satellite Instrumentation and Technique 
for Monitoring of Seawater Quality 

Andrey G. Kostianoy, Olga Yu. Lavrova, and Alexey Ya. Strochkov 

Abstract The chapter provides a brief overview of satellite instrumentation, tech-
niques and methods for monitoring of seawater quality (oil pollution, suspended 
matter, and algae bloom). Monitoring of oil pollution from space is usually carried 
out using the Synthetic Aperture Radar remote sensing systems, but under certain 
conditions, for example, in the zone of the sunglint, optical imagery is also very effec-
tive. Ocean color scanners are unique instrumentation for detection and monitoring of 
suspended matter (turbid waters) and chlorophyll-a (algae bloom) concentrations in 
the surface layer of the ocean. As any remote, in-situ or laboratory method, the ocean 
color scanners have a set of advantages (multispectral approach, high spectral resolu-
tion, high spatial resolution, etc.) as well as disadvantages which include dependence 
on the sunlight (there are no optical imagery during the night and Polar night) and 
clouds, dependence of the swath and repetition period on the spatial resolution of the 
sensor, etc. Application of the optical satellite remote sensing systems is illustrated 
by several examples of oil spill detection, turbid waters, and algal bloom in different 
seas of the World Ocean, and inland seas. Natural processes like wind-wave mixing 
in the coastal zone, river runoff, runoff from shallow lagoons, and algae bloom, as 
well as anthropogenic impact related to offshore and coastal mining, construction of 
ports and fairways, laying of underwater pipelines and cables, significantly impact 
seawater quality in the coastal zone of the World Ocean, and inland seas. 
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5.1 Introduction 

The main pollutants of the aquatic environment include petroleum hydrocarbons 
and petroleum products, organochlorine phosphorus-containing compounds, heavy 
metals, technogenic radionuclides, suspended matter at high concentrations and 
chemical toxic substances [73]. Marine pollution is the result of pollution of the 
hydrosphere, atmosphere, surface parts of the lithosphere and soils. Pollutant transfer 
occurs not only as a result of river, underground, and surface runoff, but also as a 
result of transboundary atmospheric and water transport, currents and ice transport. 
The overwhelming part of pollutants enters the coastal waters, which are the most 
polluted in the marine environment. 

Sources of oil and oil supply to the sea are sewage, shipping, hydrocarbon produc-
tion in water areas, drilling platforms, emergency spills, hydrocarbon lenses in the 
soil, oil refineries, dumping, and natural seepages. They lead to the formation of an 
oil film, pollution of coasts, seabirds, deterioration of fisheries for fish, mollusks and 
crustaceans, a decrease in moisture and gas exchange, provoke the accumulation of 
metals and toxic organic compounds, and increase secondary pollution [73]. 

Suspended substances come as a result of economic activities in the coastal zone— 
laying of pipelines and cables, explosions at the bottom and dumping. Discharge of 
rivers, water exchange with shallow lagoons, wind-wave mixing in the coastal zones 
are natural factors which increase water turbidity. Anthropogenic and natural factors 
cause an increase in water turbidity, secondary pollution, a decrease in photoactive 
radiation (PAR), bioproductivity, changes in the structure of biological populations, 
and the death of benthos [51, 52, 73]. 

Eutrophication of surface waters caused by an excess of nutrients (mainly of 
phosphorus and nitrogen), is an acute environmental issue for many inland seas, 
which is becoming more acute every year. In the Baltic Sea, eutrophication of waters 
results in a violent bloom of blue-green algae, which every year covers more and 
more areas [22, 25]. 

International maritime trade is steadily rising since 1985, and by 2018 the total 
transport by containers, dry cargo, main bulks and tankers has increased by three 
times and reached 11 billion tons, from which 3.2 billion tons are transported by 
tankers (crude oil, liquefied natural gas, liquefied petroleum gas) [76]. Over the past 
twenty years, in the Baltic, North, Barents, Mediterranean, Red, Caspian, Black, and 
other seas, the offshore oil and gas industry has increased its activities for exploration, 
production and transportation of hydrocarbons through oil and gas terminals, offshore 
pipelines, and ports. This was accompanied by the construction of new offshore oil 
and gas pipelines, oil and gas terminals, and by an increase in the shipping intensity. 
This leads to increasing environmental risks of pollution by the petroleum products 
as a result of accidents with all kind of ships and chronic pollution of the sea surface. 
Shipping activities, including trade, transportation of oil, fishery, tourism and military 
actions have major negative impacts on the offshore marine environment and the 
coastal zone. This is the cause of around 45% of the total oil pollution in the World 
Ocean [5–9, 27, 42–44, 69, 70].
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An enrichment of the seawater with nutrients (eutrophication of waters) and 
warming of the seas lead to anomalous water bloom even in the areas where this 
process was not previously been observed. Eutrophication of the marginal and inland 
seas, coastal lagoons, lakes and water reservoirs, as well as rivers, mainly due to an 
excess of phosphorus and nitrogen is an important issue that became more acute every 
year. Silica, iron, and carbon can also cause algal bloom formation. For example, dust 
storms, reach in iron and silica, from deserts (for example, Sahara) can cause an algal 
bloom in the neighboring water areas. Satellite imagery shows that an intense bloom 
of the blue-green algae (mainly Cyanobacteria, many of these algae are toxic) every 
year lasts longer and covers larger areas of the seas. Harmful Algal Bloom (HAB) is 
a bloom of algae that causes negative impacts on the marine environment, and other 
biological organisms by a production of natural toxins. The diversity of the HABs 
threatens coastal areas and causes large-scale marine mortality events, including the 
shellfish poisonings. 

Satellite monitoring of the marine environment in the open ocean, coastal and 
inland seas is one of the most important instrument for monitoring the seawater 
quality. This method is based on receiving data from various sensors: radiometers, 
spectrometers, scanners, scatterometers, radars and altimeters, installed on the satel-
lites (for example, Terra, Aqua, NOAA, GFO, TOPEX/Poseidon, Envisat, Jason 
1/2/3, RADARSAT 1/2, ERS-2, TerraSAR-X, Landsat, QuikSCAT, IRS, KOMPSAT-
2, IKONOS, EROS A, SPOT, FORMOSAT-2, QuickBird, “Meteor-M”, Sentinel-
1/2/3 and many others). These sensors allows to receive information on sea surface 
temperature, concentration of suspended matter and chlorophyll, other optical char-
acteristics of the seawater, oil pollution, sea level anomalies, water dynamics, ice 
cover, wind speed, wave height and other parameters with high temporal and spatial 
resolution. 

For instance, Synthetic Aperture Radars (SARs) which were installed on the 
Envisat, ERS-2, RADARSAT 1/2, TerraSAR-X, Sentinel-1A/1B, and other satellites 
are unique tools for detection of oil pollution of the sea surface [45, 51, 52]. SAR data 
allows to quickly observe the environmental conditions in the water area subjected to 
effluents of various nature, define the area of pollution, and study physical processes 
which determine the advection of pollution across the water areas. In some cases 
it is possible to identify the ships responsible in oil pollution. The possibility of 
surveying very large water areas in a short time, repeated observations of the same 
area with a short time interval in almost any weather conditions, make the use of 
satellite information the cheapest, most efficient and objective method for monitoring 
oil pollution. Satellite instrumentation and technique for oil pollution detection in 
the seas are discussed in the accompanying chapter in this book [45]. 

As concerns high concentration of suspended matter (due to river discharges, 
water exchange with lagoons and estuaries, wind-wave mixing in the coastal zones) 
and intense algal bloom (due to discharges from industrial enterprises, and fertil-
izers from agricultural fields), the most effective method of monitoring is satellite 
observations, for example, with help of spectroradiometers MERIS on the Envisat, 
MODIS on the Aqua and Terra, MSI on the Sentinel-2A/2B, and OLCI/SLSTR on
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the Sentinel-3A/3B. These satellite observations have a number of evident advan-
tages for environmental monitoring of the seawater quality compared to ship in-situ 
observations. 

In this chapter we briefly discuss satellite instrumentation and technique for the 
analysis of seawater quality related to oil pollution, high concentration of suspended 
matter (turbid waters) and high concentration of chlorophyll-a (algal bloom events), 
and we show examples of application of satellite remote sensing to detection of these 
events in different coastal and inland seas. 

5.2 Physical Principles and Methods of Remote Sensing 
of Seawater Quality 

Ocean color scanners detect the spectral properties of water leaving radiation, which 
carries information on various optical characteristics of the ocean surface layer— 
concentration of suspended matter and chlorophyll, water bloom, transparency of 
water, etc. The optical spectral range allows observation of ice fields, icebergs, as 
well as oil pollution but under certain conditions. In remote sensing methods, the 
optical wavelength range is considered to be in the range from 0.1 µm to 1000 µm. 
This optical range of electromagnetic waves includes the ultraviolet (UV) part of 
the spectrum (0.1–0.38 microns), the visible band—the blue band (B) (0.38–0.5 
microns), green (G) (0.5–0.6 microns), red (R) (0.6–0.78 microns), and infrared 
(IR), which includes near-IR (0.78–3.0 microns), medium-IR (3–50 microns), and 
far-IR (50–1000 microns). 

Visible radiation represents electromagnetic waves which are perceived by the 
human eye. It occupies a part of the spectrum with a wavelength from around 0.38 µm 
(violet) to 0.78 µm (red). Visible remote sensing is based on the ability to observe 
the brightness of the scattered and reflected sunlight by the sea surface. Incident 
solar radiation is partially reflected by the sea surface, the upper layer of the sea, 
suspended mater, and by the seabed in the shallow water. Reflective properties of the 
sea surface are determined by several optical characteristics, including spectral and 
integral reflectance, spectral and integral albedo, and contrast. 

The brightness of the optical radiation of the sea is the sum of the brightness of 
sunlight reflected from the sea surface (Bs), from the subsurface layer (Bu) and from 
the seabed (Bb). All components of the brightness of optical radiation significantly 
depend on the lighting conditions. 

The brightness coefficient of solar radiation reflected from the sea surface 
(Bs) depends on the illumination, direction of the sea surface observation, and the sea 
surface state. Reflected radiation is formed by the direct and scattered solar radiation. 
Reflected direct sunlight is called sunglint when sunlight reflects from the sea surface 
at the same angle to the normal that an optical sensor is viewing the sea surface. The 
brightness of radiation from the sea surface is equal to the incident radiance multiplied 
by the reflection coefficient, and is several times higher than the brightness of the sea
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radiation outside the sunglint area. The brightness of the sea surface that does not 
glint in the direction of observation from the satellite is determined by the reflection 
of solar radiation from the sea surface scattered by the atmosphere and clouds (sky 
radiation). When direct solar radiation is reflected by an unperturbed (mirror) sea 
surface, there is one glint direction. The presence of roughness inhomogeneities at the 
sea surface, such as wind waves, leads to appearance of a family of glint directions, 
and leads to peculiarities in the interpretation of satellite images. In the sunglint 
area, less rough zones will have a higher brightness caused by the presence of a 
large number of local elements at the sea surface reflecting direct solar radiation. 
Outside the sunglint at the sea surface, the opposite picture is observed - the areas 
with reduced roughness correspond to a lower brightness due to the presence of 
a smaller number of local inclined areas reflecting solar radiation [28, 51, 60]. It 
should be noted that the presence of oil or surfactant films at the sea surface can have 
a significant effect on the intensity of optical radiation reflected by the sea surface. 
Figure 5.1 shows a color-synthesized satellite image obtained using the Multispectral 
Instrument (MSI) onboard Sentinel-2 in the sunglint area in the Northeastern Black 
Sea. The image clearly shows films of natural origin involved in the dynamics of 
vortices and accumulated in the appropriate convergence zones, as well as numerous 
traces after the ships. An elongated spot marked with an oval on the left corresponds 
to the manifestation of the oily waters discharged from the ship. The oil slick has 
a typical “comb” structure which forms under the influence of the wind, when oil 
accumulates on the leeward side of the slick. In addition, the near-surface wind may 
cause small-scale dynamic processes in the upper layer of the sea. The most known 
of them is the Langmuir circulation, which represents vertical vortices of alternating

Fig. 5.1 Fragment of the true color MSI Sentinel-2A image (composite of 4, 3 and 2 spectral 
channels) obtained on June 07, 2020 in the north-eastern part of the Black Sea in the sunglint zone. 
Ovals mark oil pollution, wake trails and vortex, manifested by biogenic films
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directions elongated in the wind direction [15, 57, 59]. The area of the oil spill in 
Fig. 5.1 is of 27 km2.

The intensity of radiation from the subsurface layer of the sea (Bu) is in direct 
proportion to the intensity of sunlight penetrating into the surface layre of water, 
which is a function of the height of the sun above the horizon. The depth from which 
the radiation scattered in the surface layer is received is determined by the value of 
the vertical attenuation coefficient of optical radiation. The blue color characteristic 
for deep transparent waters results from strong scattering by water molecules in the 
short-wavelength part of the light spectrum. Ocean waters have a blue color both 
due to scattering in the blue region of the spectrum and due to absorption in its red 
part. Since seawater contains organic and inorganic impurities, additional optical 
processes occur. Thus, suspended particles strongly affect the optical characteristics 
of seawater [36, 51]. 

The brightness of the radiation reflected by the seabed (Bb) is determined by 
the lighting conditions, the depth and transparency of the water, and the reflectivity 
of the seabed. 

Admixtures that affect the upward radiation flux can be collected into three main 
groups [36, 50, 51]: 

Colored dissolved organic matter (“yellow substance”) is the main substance 
which determines the absorption of the sun light by seawater in the short-wavelength 
part of the spectrum. This group of admixtures includes all organic compounds 
dissolved in water, which strongly absorb ultraviolet and blue rays, and therefore 
the seawater acquires a yellow–brown color. The absorption index of the yellow 
substance is used as a characteristic of the content of colored organics in seawater. 
This is one of the main characteristics of coastal seawater quality [11]. 

Suspended matter is understood as all particles present in water. This group of 
admixtures includes sand, clay minerals, grains and fragments of quartz and other 
minerals, detritus, skeletons of plankton and other organisms. Suspended matter 
cause very strong light scattering in water, which is dependent on the radiation 
wavelength. Spectral dependency of light scattering varies from the suspended matter 
composition. For example, according to [33] low-parametric model, spectra of the 
scattering coefficients and volume scattering functions follow a power law with 
exponents 1.7 and 0.3 for the fine and coarse fractions, respectively. The particle 
backscattering coefficient is calculated from the data of satellite ocean color scanners, 
but with some errors. It characterizes the concentration of suspended matter in water, 
determines the albedo of the water column, and is a convenient parameter for satellite 
monitoring. 

A special group of admixtures is formed by phytoplankton. Due to chlorophyll 
content it gives strong absorption bands in the blue (0.44 µm) and red (0.675 µm) 
parts of the radiation spectrum. Chlorophyll concentration is the only characteristic 
of marine ecosystems, the spatial and temporal variability of which can be studied 
with the help of satellite observations [12]. Chlorophyll concentration is the most 
important parameter for characterizing phytoplankton biomass, and calculating the 
primary production of the oceans.



5 Satellite Instrumentation and Technique for Monitoring … 85

Thus, the signal received by the sensors in the optical range is determined by 
scattering on phytoplankton, detritus and suspended mineral particles, and by solar 
radiation reflected from the sea surface. It should be noted that optical sensors register 
solar radiation reflected from the sea surface and transmitted through the atmosphere. 
The “true” color of the ocean is formed by the spectral composition of the radiation 
emerging from the water column, while the ocean color “seen” by the satellite sensor 
on the orbit is due in large part to the influence of the atmosphere. A large number 
of studies are devoted to calculation of the characteristics of the upward radiation 
from the sea surface, in which various methods of atmospheric correction, taking 
into account the influence of the atmosphere, are used [32, 77]. 

5.3 Satellites and Sensors 

A fairly large number of remote sensing satellites are in operation now with instru-
ments that provide observations of the Earth in the optical range. The number of these 
operating satellites and instruments is increasing. There is a large number of infor-
mation resources that store, update and provide information about various sensors 
and satellites for Earth observation. Today, the following resources are the most 
complete and convenient to get technical information on sensors and specification 
of instruments installed at these satellites: 

ESA—https://earth.esa.int/web/eoportal/satellite-missions 
NASA—https://www.nasa.gov/missions 
NASA, JPL—https://www.jpl.nasa.gov/missions?mission_status=current 
NOAA—https://www.nesdis.noaa.gov/content/satellite-missions 
USGS—https://www.usgs.gov/core-science-systems/nli/landsat/landsat-satell 

ite-missions?qt-science_support_page_related_con=0#qt-science_support_page_r 
elated_con 

IOCCG—https://ioccg.org/resources/missions-instruments/current-ocean-col 
our-sensors/ 

CEOS—http://database.eohandbook.com/ 
The study of various optical characteristics of seawater, areas of distribution of 

suspended matter, the determination of zones of intense bloom of phytoplankton is 
carried out by multichannel spectroradiometers, such as CZCS, MODIS-Aqua/Terra, 
MERIS Envisat, MSS and TM Landsat-5, ETM + Landsat-7, OLI/TIRS Landsat-8, 
MSI Sentinel-2A/B, OLCI/SLSTR Sentinel-3 A/B, hyperspectral sensors Hyperion, 
HICO, and others [26, 36, 51, 52]. 

There are currently 14 ocean color scanners in orbit that meet the basic require-
ments for determining different parameters related to the ocean color and water 
quality with global coverage of the oceans. The characteristics of these scanners are 
presented in Table 5.1. They all have polar orbits, but the table also includes two 
geostationary instruments GOCI and GOCI-II, which, although it does not have a 
global coverage, but covers an area of more than 6 mln km2 and takes measurements 
every hour during daylight hours [26, 36]. The past SeaWiFS and MERIS scanners

https://earth.esa.int/web/eoportal/satellite-missions
https://www.nasa.gov/missions
https://www.jpl.nasa.gov/missions?mission_status=current
https://www.nesdis.noaa.gov/content/satellite-missions
https://www.usgs.gov/core-science-systems/nli/landsat/landsat-satellite-missions?qt-science_support_page_related_con=0\#qt-science_support_page_related_con
https://www.usgs.gov/core-science-systems/nli/landsat/landsat-satellite-missions?qt-science_support_page_related_con=0#qt-science_support_page_related_con
https://www.usgs.gov/core-science-systems/nli/landsat/landsat-satellite-missions?qt-science_support_page_related_con=0#qt-science_support_page_related_con
https://ioccg.org/resources/missions-instruments/current-ocean-colour-sensors/
https://ioccg.org/resources/missions-instruments/current-ocean-colour-sensors/
http://database.eohandbook.com/
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should also be added to the list of available datasets of satellite ocean color scanners. 
On the International Ocean Color Coordinating Group (IOCCG) website, we can 
find all the necessary information about the above mentioned sensors and satellites 
[26].

In the near future, it is planned to launch new satellite ocean color scanners 
[5]. First of all, this is the launch every 5 years (2021, 2026 and 2031) of JPSS 
satellites with VIIRS (Joint Polar Satellite System—a satellite system developed by 
US NASA for obtaining data required for weather forecasting and scientific obser-
vations of climate). In 2022, NASA plans to launch the PACE satellite observatory 
(Plankton, Aerosol, Cloud, ocean Ecosystem) with the OCI instrument (Ocean Color 
Instrument). In 2023, OLCI is slated to be launched on the Sentinel-3C satellite. 

The popularity of satellite ocean color scanners is associated, first of all, with the 
fact that radiation in the visible range of the spectrum is the only type of radiation 
that can pass (and exit back) through the sea surface with low losses, accordingly, 
only ocean color scanners can provide information about the characteristics of the 
ocean subsurface layer and the processes taking place in this layer. “Passive” satellite 
ocean color scanners using solar radiation have an advantage over “active” radars, 
which requires a radiation source on board the satellite, also from an economic point 
of view. 

The following characteristics of the ocean surface layer, determined from the data 
of satellite ocean color scanners, are included in the standard products for processing 
data from the MODIS and VIIRS satellite color scanners related to the ocean [1, 36] 
(Table 5.2). A similar set is provided by the OLCI [74], the table has appropriate 
comments. 

For practical use, the most informative and widely used parameters are 
Chlorophyll-a and TSM concentrations. Both can be regarded as the main char-
acteristics of the seawater quality because larger concentrations of Chlorophyll-a 
and TSM (turbid waters) mean worse seawater quality and vice-versa. 

5.4 Examples of Oil Spill Pollution, Turbid Waters 
and Algae Bloom 

5.4.1 Oil Pollution 

In this Section we present examples of application of the ocean color scanners for 
detection and monitoring of oil pollution, turbid waters and algae bloom in different 
regions of the World Ocean and inland seas. In the companion chapter [45] in this  
book we already mentioned that from April 20 to May 28, 2010 we daily followed the 
evolution of the huge oil spill in the Gulf of Mexico which resulted from the accident 
on the BP Deepwater Horizon oil platform that occurred on April 20, 2010 [51, 58]. 
The development of the situation with time was traced on the basis of a joint analysis 
of radar images (ASAR Envisat), as well as with the use of optical (MODIS-Aqua,
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Table 5.2 Standard products for processing data from the MODIS and VIIRS satellite color 
scanners related to the ocean (modified from [1, 36] 

Parameter Comment 

Remote sensing reflectance, Rrs, sr−1 It is calculated for spectral channels for: 
MODIS—412, 443, 469, 488, 531, 547, 555, 
645, 667, 678 nm; 
VIIRS—410, 443, 486, 551, 671 nm; 
OLCI—400, 412, 443, 490, 510, 560, 620, 
665, 674, 681, 709 nm 

Chlorophyll-a concentration, chlor_a, mg m−3 Chlor_a is calculated by the MODIS and 
VIIRS data using values of Rrs for 2–4 
wavelengths from the 440–670 nm range [1] 
Chlor_a is calculated by the OLCI data using 
two-four wavelengths 443, 490, 510 and 
560 nm, and by neural network method 

Diffuse attenuation coefficient at 490 nm, 
Kd_490, m−1 

It is calculated for downwelling irradiance for 
the layer 0-z1, where z1—«first optical depth» 
equal to ~1/Kd_490. For MODIS data, it is 
calculated via the Rrs values at 488 and 
547 nm, for VIIRS data—490 and 550 nm, for 
OLCI data—490 and 560 nm 

Inherent optical properties, IOPs, m−1 To calculate the IOPs based on the MODIS 
and VIIRS data, a special software GIOP 
(Generalized IOP) [1, 80, 81] was developed 
which allows calculation the spectral 
characteristics of marine absorption and 
backscattering coefficients for water column 
constituents (e.g., colored dissolved organic 
material (CDOM) and algal and non-algal 
particles) for 443 nm wavelength. It seems that 
the GIOP is also applicable to the OLCI data 
C2RCC (Case 2 Regional Coast Colour, 
https://www.brockmann-consult.de/portfolio/ 
water-quality-from-space/) algorithm is also 
used to calculate the IOPs. The latest 
development of C2RCC neural networks and 
the algorithm for optically complex waters are 
described in [3] 

Particulate organic Carbon, POC, mg m−3 The POC is calculated via the relationship of 
Rrs for 443 and 547–560 nm wavelengths 
using an empirical relationship derived from 
in-situ measurements of POC for the Atlantic 
and Pacific oceans. It is likely applicable for 
the OLCI data also

(continued)

https://www.brockmann-consult.de/portfolio/water-quality-from-space/
https://www.brockmann-consult.de/portfolio/water-quality-from-space/
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Table 5.2 (continued)

Parameter Comment

Particulate inorganic Carbon, PIC, mol m−3 This algorithm derives the concentration of 
PIC, calculated using observed in situ 
relationships between water-leaving radiances, 
spectral backscattering coefficients, and 
concentrations of PIC (i.e., calcium carbonate 
or calcite). The PIC algorithm is a hybrid of 
two independent approaches, defined as the 
2-band approach (normalized water-leaving 
radiances in two bands near 443 and 555 nm) 
and the 3-band approach (spectral 
top-of-atmosphere reflectances at three 
wavelengths near 670, 750, and 870 nm). The 
algorithm is applicable to all current ocean 
color scanners. The PIC product is included as 
part of the standard Level-2 OC product suite 
and the Level-3 PIC product suite [1] 

Photosynthetically available radiation, PAR, 
Einstein m−2 d−1 

This algorithm estimates daily average 
photosynthetically available radiation (PAR) at 
the ocean surface in Einstein m-2d-1. PAR is 
defined as the quantum energy flux from the 
Sun in the 400–700 nm range. For ocean color 
applications, PAR is a common input used in 
modeling marine primary productivity. The 
algorithm is applicable to MODIS, MERIS, 
SeaWiFS, and VIIRS, but it can be operated on 
all ocean color scanners. The PAR product is 
included as part of the standard Level-2 OC 
product suite and the Level-3 PAR product 
suite [1, 16] 

Instantaneous PAR, iPAR, Einstein m−2 s−1 This algorithm returns instantaneous 
photosynthetically active radiation (iPAR) in 
Einstein m−2 s−1. The iPAR product 
represents the total PAR incident on the ocean 
surface in the 400–700 nm range at the time of 
the satellite observation (the PAR product, in 
contrast, provides a daily average). This is a 
companion product to the normalized 
fluorescence line height algorithm, the 
combination of which can be used to estimate 
fluroescence quantum yield. It works for the 
MODIS and OLCI data ([1, 74] 

Total suspended matter concentration, TSM, g 
m−3 

It is a part of the standard OLCI products 
(including errors of calculation). It is 
calculated via the Rrs values for 15 spectral 
channels (400–753.5 nm, 779, 865 and 
1020 nm) by neural network method
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MODIS-Terra) imagery thanks to the effect of the oil spill displaying in the sunglint, 
which was very often for this location in the Gulf of Mexico (Fig. 5.2). Figure 5.2 
shows this oil spill reflected on the sea surface on 17 May 2010. The spill is well 
visible and for this case study the analysis of optical imagery was as effective as oil 
spill detection on SAR imagery (see Fig. 5.2 in [45] for comparison).

Another example concerns the Shell’s Bonga offshore oil spill of 40,000 barrels 
resulted from the transfer of crude oil from the Bonga Floating Production, Storage 
and Offloading vessel (FPSO) to oil tanker in the Gulf of Guinea on December 20, 
2011 [48]. This case study was also mentioned in the companion chapter by [45] as  
an example of SAR application for detection of oil pollution. The spill was 80 km 
long, 15 km wide, and had a total area of 923 km2. The spill was quite well visible 
also on the MODIS-Terra true color optical image (Fig. 5.3), but we have to note 
that other 11 smaller oil spills in the coastal zone and in the mouth of the arms of the 
Niger River Delta detected on the ASAR image of 21 December 2011 (see Fig. 5.4 
in [45]) are not visible in the true color optical image because they were hidden by 
clouds and river plumes with high concentration of suspended matter. 

In the Caspian Sea, the most oily polluted area is located eastward of Absheron 
Peninsula in Azerbaijan where Neftyanye Kamni (Oily Rocks), one of the oldest 
offshore oil production area is located. As it was shown in the companion chapter by

Fig. 5.2 Satellite image of oil pollution with an oil jet propagating to southeastward according to 
MODIS-Terra true color image on May 17, 2010, 16:40 UTC (MODIS Rapid Response Team). 
Star shows location of the BP Deepwater Horizon oil platform
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Fig. 5.3 The Shell’s Bonga oil spill displayed on MODIS-Terra true color image on December 21, 
2011, 10:20 GMT. For comparison, the ASAR Envisat image of the same oil spill is presented in 
the red frame for the same date—December 21, 2011, but 50 min earlier (09:30 GMT) 

Fig. 5.4 Oil spills in the Neftyanye Kamni area displayed on MSI Sentinel-2A image (composite 
of 8, 4 and 2 spectral channels) on August 8, 2020, 07:37 GMT
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[45], very large oil spills are detected on every SAR image of this area (see Fig. 5.10 
in [45]. Despite serious limitations for monitoring oil pollution using optical data, 
associated primarily with cloudiness, there are significant advantages. In the VIS 
image obtained in the sunglint area, oil-containing films increase brightness and 
appear as light structures with characteristic iris, surrounded by a dark halo. Our 
experience shows that the oil film in the VIS images could be visible even better 
than in the radar images. The reason is that observed contrasts are caused not only 
by smoothing surface waves by the oil slick, but also by the differences in the optical 
characteristics of clean water and the oil film. Optical data, especially images with 
sunglint effect, often help to interpret radar data and decide on the origin of a slick 
film: whether it is an oil or biogenic film because oil and biogenic films are manifested 
differently in optical data. Oil films are brighter and have shiny signatures in color 
composites [62]. Identification of pollution of the marine environment and studying 
the oceanic dynamic processes occurring in this environment must be done in close 
interrelation, since, getting into the marine environment, pollution becomes part of 
this environment and develops along with it under the influence of meteorological 
and hydrological factors. The factors that have the greatest impact on the size, shape 
and direction of propagation of oil spills in the vicinity of offshore oil platforms are 
the near-surface wind and surface currents. The area of the Absheron Peninsula is the 
most windy region in the entire water area of the Caspian Sea. Here, the orographic 
and cape effects create favorable conditions for the development of frequent storm 
winds. The system of surface currents in the oil production area of Neftyanye Kamni 
is complex and unstable [52].

Based on the analysis of a large number of satellite images, it was found that 
surface currents have a significantly greater effect on the spread of surface oil pollu-
tion than the near-surface wind. As a rule, at the first stage of its evolution after 
surfacing, oil pollution spreads and propagates mainly under the impact of the near-
surface wind. At the second stage of its propagation, oil pollution can be captured 
by surface currents, and spread by these currents over sufficiently large distances, 
or become involved in vortex movements [61]. Examples of the influence of vortex 
processes on the spread of oil pollution are shown in Figs. 5.4 and 5.5. In Fig.  5.4, 
which is a fragment of the MSI Sentinel-2A color-synthesized image from August 
8, 2020, the rainbow film is clearly visible at the platforms located in the eastern part 
of Chilov Island and in the area of the eastern part of the Neftyanye Kamni. Under 
the influence of the cyclonic vortex, the oil slick spreads over a distance of more than 
45 km, including being involved in a cyclonic vortex with a diameter of 10 km. The 
total area of oil pollution exceeded 100 km2. 

A similar situation was observed on May 15, 2020 (Fig. 5.5), the oil slick was also 
involved in the vortex flow. Taking into account the involvement in the vortex, the 
oil pollution spread over a distance of more than 50 km. Since the iridescent oil film 
is almost completely absent, apart from individual spots in the Chilov Island and at 
the western end of the Neftyanye Kamni area, it can be assumed that significantly 
less amount of oil products appeared on the sea surface. 

Another source of oil pollution in the Caspian Sea is caused by mud volcanism 
on the seabed. Two main areas of seep sources can be distinguished westward of
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Fig. 5.5 Oil spills in the Neftyanye Kamni area displayed on MSI Sentinel-2B image (composite 
of 4, 3 and 2 spectral channels) on May 15, 2020, 07:37 GMT 

Cheleken Peninsula which belongs to Turkmenistan, and in the northwestern part 
of the Southern Caspian [63, 64]. Oil films with natural hydrocarbon seeps appear 
on the sea surface in the form of well-recognizable numerous circles, sickle-shaped, 
horseshoe-shaped and spiral-shaped structures of relatively small size (Fig. 5.6). 
Such film contamination is regularly detected on satellite images of these areas and 
is concentrated on the sea surface in approximately the same places. 

5.4.2 Turbid Waters 

Suspended matter is included in almost all currently existing water quality classifica-
tions, because this is one of the main elements in the cycle of matter in natural water 
bodies. Suspended matter plays a significant role in water bodies. In particular, in 
the relatively shallow seas like the Baltic Sea, the Sea of Azov, the Northern Caspian 
Sea, other coastal zones of the World Ocean and inland seas a large amount of 
suspended matter is formed as a result of vertical mixing during wind wave impact. 
The other sources of turbid waters in the coastal zone are river runoff and runoff 
from shallow semi-isolated bays and lagoons which form river and lagoon plumes 
with high concentration of suspended matter. For example, the transparency of the 
Baltic Sea waters is decreasing during decades. According to [25], in the Northern 
Baltic Sea, water transparency has decreased from around 9 m in 1914–1939 to 6 m 
by the end of the twentieth century. The same trend is observed in the Southern 
Baltic and in a number of coastal zones [22]. Currently, the monitoring of suspended 
matter concentration in the Baltic Sea waters is carried out by the adjacent countries
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Fig. 5.6 Example of the manifestations of oil slicks from a natural seep on the seafloor in the 
western part of the Southern Caspian Sea in MSI Sentinel-2B image (composite of 4, 3 and 2 
spectral channels) on June 24, 2020, 07:38 GMT 

and international organizations. For example, the maps of the spatial distribution 
of turbidity and water bloom are regularly produced by the Finnish Environment 
Institute (SYKE). 

Quantitative estimates of turbidity and suspended particulate matter (SPM) can 
be obtained from satellite remote sensing data using various algorithms that, strictly 
speaking, should take into account numerous factors, including varying chemical 
compositions of ocean water, coastal shelf waters, water of estuaries and fresh water 
bodies, geometrical parameters of satellite sounding at a given moment, intrinsic 
properties of orbital equipment, and current weather conditions in the study area and 
other factors [2, 21, 53, 79]. After numerous comparisons and simultaneous measure-
ments, it was found impossible to develop an universal algorithm for evaluating the 
standard characteristics of seawater color based only on available data from satellite 
optical sensors because of very diverse set of characteristics and ambiguity in their 
interpretation under certain observation conditions. As noted in [68], there are three 
main types of algorithms commonly used to derive SPM from water reflectance: (1) 
empirical, (2) semi-analytical and (3) analytical algorithms. Empirical single-band 
and band-ratio models have been commonly used in coastal and estuarine areas [14, 
71]. These types of models are dependent on SPM and water reflectance ranges, and
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require calibration with regional measurements [68]. Semi-analytical and analyt-
ical models are based on the inherent optical properties and provide a more global 
application [10, 66]. 

To date, scientists from different countries have developed a number of specialized 
algorithms to evaluate characteristics of coastal marine and lake waters [23, 31, 
75]. Originally, some of the standard algorithms were developed for the SeaWiFS 
instrument, then for MODIS on Aqua and Terra, and MERIS on the Envisat satellite 
[13]. 

Regional algorithms for determination the TSM concentration from satellite data 
in the Gulf of Finland and the Southeastern Baltic Sea [39, 78] as well as for the Black, 
Caspian and Barents Seas [33–35] have been developed at the P.P. Shirshov Institute 
of Oceanology, Russian Academy of Sciences (Moscow). They are successfully used 
to study the seasonal and long-term variability of suspended matter in these regions 
[4, 33–35, 39]. 

The Ocean and Land Colour Instrument (OLCI) instrument on Sentinel-3 
(launched in 2016) was developed in part to provide continuity with measurements 
made previously by MERIS till April 2012. The algorithms developed for MERIS 
were adapted for OLCI [82]. Some of them were automated and made available in 
the specialized BEAM-VISAT software used by a great number of researchers. 

Examples of such algorithms are: Case 2 Regional (C2R)], FUB/WeW, Eutrophic 
Lake (EUL) and Boreal Lake (BL) [13], as well as the Maximum Chlorophyll Index 
(MCI) and Fluorescence Line Height (FLH). It was expected that some of these 
algorithms could be compatible with currently used sensors on the Sentinel and 
Landsat satellites [65]. 

For atmospheric correction, turbidity and SPM estimation the following standard 
algorithms were used: C2RCC (Case 2 Regional Coast Colour, https://www.bro 
ckmann-consult.de/portfolio/water-quality-from-space/) and algorithms provided 
by the ACOLITE (http://odnature.naturalsciences.be/remsem/software-and-data/aco 
lite) software are often used. The C2RCC processor was originally developed by 
Doerffer and Schiller [13] and now is implemented in the ESA Sentinel Toolbox 
SNAP software (https://step.esa.int/main/toolboxes/snap/). The latest development 
of C2RCC neural networks and the algorithm for optically complex waters are 
described in [3]. The software calculates marine environment characteristics based on 
multispectral sensor data from satellites of the latest generation (SeaWiFS, MERIS, 
MODIS, VIIRS, OLCI, OLI, and MSI). It is also applicable to historical data from 
sensors that finished their operation long ago. Thus, it allows “recalculating”, for 
certain purposes, previously calculated parameters to meet current requirements. 

Another group of algorithms that are used now is implemented in the ACOLITE 
processor and intended for calculating the main optical parameters. ACOLITE, devel-
oped at the Royal Belgian Institute of Natural Sciences (RBINS), is based on the 
works of a team of researchers led by Dr. Bouchra Nechad and described in detail in 
[66, 67]. ACOLITE is specifically developed for marine, coastal, and inland waters 
and supports free processing of Landsat-8 and Sentinel-2 data. 

In the framework of a set of Russian Science Foundation projects, the maps of 
the TSM concentration were built and analyzed for different areas in the Gulf of

https://www.brockmann-consult.de/portfolio/water-quality-from-space/
https://www.brockmann-consult.de/portfolio/water-quality-from-space/
http://odnature.naturalsciences.be/remsem/software-and-data/acolite
http://odnature.naturalsciences.be/remsem/software-and-data/acolite
https://step.esa.int/main/toolboxes/snap/
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Finland (the Baltic Sea), the northeastern and eastern parts of the Black Sea, and in 
the Caspian Sea [51–54, 65]. 

Additional regular satellite information on the spatial distribution and temporal 
variability of turbid waters in the Southeastern Baltic Sea was collected during the 
integrated monitoring of the Lukoil D-6 offshore oil platform in 2004–2016 (Fig. 5.7) 
[47], in the Gulf of Finland during satellite monitoring of the Nord Stream 1 offshore 
gas pipeline construction in 2010–2013 (Fig. 5.8) [18–20, 46], and in the eastern 
part of the Black Sea during satellite monitoring of the Dzhubga-Lazarevskoye-
Sochi offshore gas pipeline construction in 2010 (Fig. 5.9) [41]. Figure 5.8 is very 
spectacular because simultaneously it shows a very large area covered by turbid 
waters resulted from natural wind-wave mixing along the coast of Finland (number 
1), the Narva River plume with high concentration of suspended matter (number 
2), and an evident anthropogenic impact on the marine environment caused by the 
coastal dredging and fairway construction related to construction of Ust-Luga Port 
(number 3). It is interesting to mention that daily satellite monitoring of the Nord 
Stream 1 offshore gas pipeline construction could prove that sometimes naturally 
caused water areas of high concentration of suspended matter could be as large as 
a thousand of kilometers square while the anthropogenic impact from the pipeline 
construction was of the order of 1 km2 only [18–20, 46].

Fig. 5.7 Total suspended matter (g/m3) in the Baltic Sea derived from MODIS-Terra on July 1, 
2016
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Fig. 5.8 Total suspended matter (g/m3) in the Gulf of Finland derived from MERIS-Envisat on June 
29, 2011. Numbered areas show: (1) natural wind-wave mixing in the coastal zone of Finland; (2) 
river plume of Narva River at the border between Estonia and Russia; (3) construction of Ust-Luga 
Port in Russia. Dashed lines are EEZ borders between Estonia, Russia and Finland. Solid black line 
shows location of the Nord Stream 1 offshore pipeline 

Figure 5.9 shows spatial distribution of the TSM concentration in the surface 
layer of the eastern part of the Black Sea, in the area of construction of the Dzhubga-
Lazarevskoye-Sochi offshore gas pipeline on July 8, 2010. The MERIS-Envisat data 
made it possible to determine the absolute TSM concentration in the study area, 
which was within 0.25–1.0 g/m3. The obtained picture of the TSM spatial distribution 
clearly shows that in the central part of the zone, waters with an increased content 
of TSM are involved in a dipole structure with a larger anticyclonic part, which 
carries them 70 km perpendicularly from the coast. The structure of the turbid water 
in the river plume near the mouth of the Bzyp River is clearly visible. The TSM 
concentration at the river mouth reaches 10 g/m3. There are no sources of suspended 
matter along the gas pipeline [41].

The latest generation optical data with high spatial resolution, as well as the 
algorithms for recovering quantitative values of the TSM developed for them, make 
it possible to determine with high accuracy the values of this important parameter 
in various parts of river plumes. This is confirmed by in-situ measurements, which 
were repeatedly carried out synchronously with satellite imagery, in particular, by
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Fig. 5.9 Total suspended matter (g/m3) in the coastal zone of the eastern part of the Black Sea 
derived from MERIS-Envisat on July 8, 2010. Blue lines show small rivers running to the Black 
Sea. Black line shows the location of the Dzhubga-Lazarevskoye-Sochi offshore gas pipeline 

Fig. 5.10 Rivers plumes in the Eastern Black Sea in OLI Landsat-8 on April 28, 2017, 07:55 GMT: 
left—true color image (composite of 4, 3 and 2 spectral channels); right—TSM (g/m3)
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Space Research Institute of Russian Academy of Sciences [65] for the Black and 
Baltic Seas.

The highest TSM values are typical for estuarine zones of plumes of mountain 
rivers during the flood period. Over ten big mountain rivers flow into the Eastern 
Black Sea. On all cloudless satellite images of the optical range, without exception, 
the plumes of these rivers are well identified. During the period of glacier melting, 
TSM reaches values of over 60 g/m3 (Fig. 5.10). The maximal area of highest TSM 
concentration (closest to the mouth,) is 175 km2. Such size is typical for March–April 
and some days in November featuring peak values of sediment load carried to the sea 
by all the rivers [52–54]. Figure 5.10 shows a fragment of the true color image of OLI 
Landsat-8 (Fig. 5.10 left) obtained during the flood on April 28, 2017 over the water 
area of the eastern part of the Black Sea and TSM derived from the OLI Landsat data 
(Fig. 5.10 right). The plumes of the three branches of Rioni River clearly depicts in 
this image. Even higher TSM values are typical for mountain rivers flowing into the 
western part of the Caspian Sea, such as Terek and Sulak Rivers (Fig. 5.11). In the 
mouth of the Sulak River, TSM in late May–early June exceeds 150 g/m3, which is 
confirmed, in particular, by MSI Sentinel-2 data from May 11, 2020 (Fig. 5.11). 

Turbid waters containing a large amount of suspended matter are carried out into 
the sea not only by rivers. They can also enter the sea when water is carried out from 
closed lagoons through natural straits or artificial canals. The study of turbid waters 
from Vistula Lagoon into Gdansk Bay (the Baltic Sea) is of great theoretical and 
practical importance (Fig. 5.12). Depending on the wind and coastal currents, turbid 
lagoon waters can spread over long distances, both northeast and southwest [55]. 

Fig. 5.11 The Sulak River plume in the Western Caspian Sea in MSI Sentinel-2B on May 11, 2020, 
07:57 GMT: left—true color image (composite of 4, 3 and 2 spectral channels); right—TSM (g/m3)
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Fig. 5.12 Plume from the Vistula Lagoon in the Gdansk Bay (the Baltic Sea) in MSI Sentinel-2A 
on August 4, 2018, 10:00 GMT: left—true color image (composite of 4, 3 and 2 spectral channels); 
right—TSM (g/m3) 

5.4.3 Algae Bloom 

For example, in the Baltic Sea, annually in July–August, a huge area of water is 
covered by cyanobacterial blooms. These water blooms are mainly caused by two 
types of cyanobacteria: Nodularia spumigena and Aphanizomenon flosaquae. Reinart 
and Kutser [72] showed that since the accumulations of cyanobacteria are located 
either on the sea surface or just below the surface, this causes increased values of 
the normalized brightness of the upward radiance in comparison with waters free of 
cyanobacteria. Analysis of temporal variability of cyanobacterial bloom intensity in 
the Baltic Sea based on the CZCS (1979–1984), SeaWiFS and MODIS (1998–2006) 
ocean color scanners were carried out by Kahru et al. [30, 29]. Based on the analysis 
of this date set, in addition to constructing annual cumulative maps for each pixel of 
the bloom area of 1 × 1 km in size, the frequency of cyanobacteria bloom events was 
calculated. In 2002, the Swedish Meteorological and Hydrological Institute (SMHI) 
has developed the Baltic Algae Watch System for monitoring the cyanobacterial 
bloom in the Baltic Sea, based on the AVHRR data processing [24]. As a result of 
the conducted for the period 1997–2009 study, maps of the number of days with 
bloom of cyanobacteria, maps of bloom areas were obtained and the intensity of 
bloom was calculated. 

A decade ago, the spatial characteristics of the formation and distribution of 
seawater bloom were reconstructed using data from satellite spectroradiometers 
(MODIS Aqua/Terra, MERIS Envisat). The technique for detecting areas of intense 
phytoplankton bloom is based on the use of various combinations of spectral chan-
nels in the visible range of the spectrum. In particular, the detection of blooms of
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(partially toxic) blue-green algae using the data of the MODIS and MERIS spec-
troradiometers is based on the use of data from the green and red channels. The 
signal of the first of them is formed as a result of reflection by particles suspended 
in water, including subsurface clusters of cyanobacteria. The signal of the red part 
of the spectrum is absorbed to a greater extent by water, therefore its intensity is 
determined by reflectors located in the immediate vicinity to the surface. Thus, the 
combination of these channels makes it possible to distinguish between surface and 
subsurface cyanobacterial clusters. For the MODIS sensor, these two channels are 
551 and 670 nm, for MERIS—560 and 665 nm [17]. An integral assessment of 
biogenic pollution consists, first of all, in determining the spatial localization of 
biogenic films (identified by radar data and data in the visible range) and areas of 
intense algae bloom (identified by color-synthesized images in the visible range) and 
calculating the area occupied by this biological pollution. Today, the algorithms elab-
orated for MERIS are used for VIIRS-NPP, OLI Landsat-8, MSI Sentinel-2, OLCI 
Sentinal-3, and other sensors. 

Regional algorithms elaborated at P.P. Shirshov Institute of Oceanology, Russian 
Academy of Sciences (Moscow) for determining the Chlorophyll-a concentration 
from satellite data in the Gulf of Finland and the Southeastern Baltic Sea [78] made 
it possible to monitor the effects of eutrophication in these regions. 

Several examples of the algae bloom events in the Baltic Sea are presented in 
Figures. 5.13, 5.14 and 5.15. Figure 5.13 shows chlorophyll-a concentration in 
the Baltic Proper, where maximum concentrations are observed along the shallow 
coasts where sea surface layer is much warmer than surrounding waters in summer. 
Figure 5.14 shows the algae bloom event in the Southeastern Baltic Sea in the true 
colors. A light green color indicates a higher concentration of algae on the sea 
surface, while dark green color corresponds to relatively clean waters. At the same 
time concentration of algae represent a very good tracer which clearly shows signa-
tures of mesoscale and sub-mesoscale water dynamics like eddies, jets, filaments, and 
currents (Fig. 5.14). These processes are well displayed in the Chlorophyll-a concen-
tration (mg/m3) derived from OLCI Sentinel-3A on August 8, 2018 (Fig. 5.15). 
Also, Chlorophyll-a concentration maps well depicts sources of high concentration 
of Chlorophyll-a. In the Southeastern Baltic Sea these are discharges from the Vistula 
River and the Vistula Lagoon. 

An example of an anomalous algal bloom of cyanobacteria Nodularia off the 
Iranian coast in the Southern Caspian in 2005 is shown in Fig. 5.16. It began  to  
develop in the second decade of August and continued until the end of September 
and covered an area of 20,000 km2. An abnormal algal bloom was recorded according 
to the MODIS spectroradiometer of the Aqua satellite on August 12 and peaked on 
September 1, 2005 [35].
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Fig. 5.13 Chlorophyll-a concentration (mg/m3) in the Southeastern Baltic Sea derived from the 
MODIS-Aqua on 19 July 2016 

5.5 Conclusions 

Satellite-based ocean color scanners determine the spectral properties of radiation 
rising from the sea surface, which carries information on various optical characteris-
tics of the sea surface layer: suspended matter and chlorophyll concentration, water 
transparency, water bloom, etc. The absorption index of yellow matter is used as a 
characteristic of the content of colored organic matter in sea water. This is one of 
the main characteristics of coastal water quality. The particle backscattering coef-
ficient is calculated from the data of satellite ocean color scanners, but with some 
errors. It characterizes the concentration of suspended matter in seawater, determines 
the albedo of the surface layer, and is one of the convenient monitoring parameters. 
Chlorophyll concentration is the only one characteristic of marine ecosystems whose 
spatial and temporal variability can be studied with the help of satellite observations. 
This is the key parameter for characterizing phytoplankton biomass and calculation 
the amount of primary production of the oceans [34–38, 51, 52]. 

Also, the bio-optical Essential Climate Variables (ECVs), which include the “color 
of the ocean” and “phytoplankton”, are extremely important for the Earth’s climate, 
since they directly or indirectly affect the albedo and temperature of the ocean 
surface, heat-mass and gas exchange between the atmosphere and the ocean. as well 
as some ocean surface ECVs (e.g. waves, ice, partial pressure of carbon dioxide,
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Fig. 5.14 True color image of the Southeastern Baltic Sea acquired from MODIS-Aqua on July 
27, 2016. Light green colors on the sea surface show areas with high concentration of chlorophyll-a 

ocean acidity). Thus, satellite-based ocean color scanners plays a very important 
role in the monitoring both the seawater quality and several ECVs [36]. 

As any remote, in-situ or laboratory method, the ocean color scanners have a set of 
advantages (multispectral approach, high spectral resolution, high spatial resolution, 
etc.) as well as disadvantages which include dependence on the sunlight (there are 
no optical imagery during the night and Polar night) and clouds, dependence of the 
swath and repetition period on the spatial resolution of the sensor, etc. Nevertheless, 
an integrated approach which combines different satellite remote sensing systems, 
for instance, SAR and ocean color scanners, gives the best result in the marine 
environment monitoring. 

Our experience in the two decade long monitoring of the Baltic, Black, and 
Caspian seas led to the determination of zones of ecological risks in these seas related 
to both oil pollution and high concentration of suspended matter and chlorophyll-a. 
For the Black Sea, we identified 15 zones of ecological risk located along the main 
shipping routes, ports and oil terminals, mouths of rivers, and 8 such zones in the 
Caspian Sea [40, 49, 52, 56].
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Fig. 5.15 Chlorophyll-a concentration (mg/m3) in Gdansk Bay derived from OLCI Sentinel-3A 
on August 8, 2018 

Fig. 5.16 True color image of the Southern Caspian Sea acquired from MODIS-Aqua on August 
19, 2005. Light green colors on the sea surface in the middle of the sea show areas with high 
concentration of chlorophyll-a
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Chapter 6 
Inland Water Altimetry: Technological 
Progress and Applications 

Jean-François Cretaux 

Abstract Hydrology, which is one of the oldest scientific disciplines, has experi-
enced multiple technological and methodological breakthroughs over the last three 
decades. The advent of satellite radar altimetry have participated to a new range 
of applications in the monitoring of the continental water heights (on lakes, rivers, 
floodplains), in the study of global water cycle, and with a high range of scien-
tific and societal applications. Satellite altimetry which was initially designed for 
oceanography has been widely used since the launch of Topex / Poseidon in 1992 in 
Hydrology because and it has allowed to calculate water height over the continental 
water bodies without restrictions, continuously, globally, regularly, and accurately. 
We present in this chapter the basics of the technics and how the data are processed, 
its forces and limitations, how it can be used together with other technics, how it can 
be assimilated into models, and what are the main outcomes over the last thirty years. 
Among hundreds of papers that are presenting applications of satellite altimetry in 
hydrology, we have done the choice to strengthen, what we believe are key studies 
that have left their mark on this discipline: Studies all centered on the use of satellite 
altimetry, for lakes, for rivers, for monitoring of artificial reservoirs, and how these 
measurements can be used in hydrological model in particular for studying ungauged 
basins. 

Keywords Radar and laser satellite altimetry · Lakes · Rivers · Floodplains ·
Hydrological models 

6.1 Introduction 

Over the last decades, the questions of water availability, water uses, water sharing 
and supplying fresh water for basic human and economic needs became central in 
hydrology science. With the increasing of water scarcity in several regions, increasing 
of frequency of extreme floods in other regions, short, mid and long-term evolutions

J.-F. Cretaux (B) 
CNES/Legos, UMR 5566, Université de Toulouse, 14 Av Edouard Belin, 31400 Toulouse, France 
e-mail: jean-francois.cretaux@legos.obs-mip.fr 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022 
A. Di Mauro et al. (eds.), Instrumentation and Measurement Technologies for Water Cycle 
Management, Springer Water, https://doi.org/10.1007/978-3-031-08262-7_6 

111

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-08262-7_6\&domain=pdf
mailto:jean-francois.cretaux@legos.obs-mip.fr
https://doi.org/10.1007/978-3-031-08262-7_6


112 J.-F. Cretaux

of water stocks and discharge, there is a need for capacity of predictions, data assim-
ilation in models, and basin scale data collection of essential variables used in the 
models. Lakes rivers and wetlands are moreover also highly linked to the continental 
water cycle. The major part of the world’s demand on water relies on continental 
surface waters (rivers, lakes, wetlands and artificial reservoirs) and less by under-
ground aquifer and sea water desalinization. However, ground hydrological survey’s 
networks have regularly and drastically declined worldwide. In this context, current 
remote sensing techniques have been widely deployed by several countries for land 
surface monitoring purposes, including the survey of water over the oceans and the 
continents. It is therefore essential to quantify changes of the continental water cycle 
and to describe in an accurate manner the quantity of fresh water available on the Earth 
as well as its variability on time scales ranging from sub-seasonal to inter-decadal. 
Water is moreover not homogeneously distributed on Earth and does not coincide 
with the domestic, industry and agriculture needs. At global scale, river discharge is 
predominant in equatorial and temperate climate regions. Lakes are also irregularly 
distributed across continents with high concentration in the northern hemisphere and 
in boreal regions [29, 79, 89]. In any case, the fraction of water available for human 
use -agriculture, domestic use, industry, hydroelectricity, recreational activities, etc.-
is negligible, being few thousandths of the total quantity of water on Earth. Moni-
toring this available quantity is therefore a major issue for humanity. For rivers, the 
key variable is the discharge. In the case of lakes and reservoirs, the key variable 
is the volume of water stored. These two variables depend on the level of water, 
which is a single parameter that can be directly measured. For what regards lakes 
and reservoirs, the relationship between volume and level is direct. For rivers, where 
the measurement of the discharge is often complex and expensive, empirical laws 
have made it possible to establish relatively simple relations between the water level 
in a reach and the flow that crosses it [64]. In a world where anthropogenic pressure 
on water is threatening the sustainability of the resource, the dramatic decrease of 
in situ (and freely available) data about the water levels in lakes and rivers, makes 
satellite radar altimetry an attractive source of information, which is fundamental 
for the monitoring of surface water bodies. In particular, satellite altimetry offers a 
straightforward view on the spatial and temporal distribution of surface water stocks. 
Currently, this technology permits the monitoring of several thousand sites on the 
largest hydrological basins and lakes, natural or artificial of the planet. The accuracy 
of the measurements ranges from a few centimeters on large lakes to a few decime-
ters on rivers. The temporal resolution varies from almost daily on the largest lakes 
to monthly on most of the reaches. In this chapter, we will describe how the satel-
lite altimetry has been used since the mid-nineties in order to contribute addressing 
many of the issues related above. We’ll rely on some key papers published last thirty 
years, focusing on for lakes, artificial reservoir, rivers and wetlands, and considering 
different applications: prediction, assimilation into models, water budget estimation, 
linkage to climate change, and role in the water cycle.
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6.2 Radar and Laser Altimetry 

6.2.1 Altimetry, the Principle and the Missions 

There are several modes of operation for radar altimeters, LRM (Low Resolution 
Mode), SAR (Synthetic Aperture Radar) and INSAR (Interferometric SAR). The 
principle of radar altimetry is to send an electromagnetic pulse towards the nadir 
of the satellite and measure the round-trip time of the emitted wave and its echo 
travelling back from the illuminated surface (Fig. 6.1). The distance R between the 
satellite and the reflecting surface (called “range”) is calculated by multiplying half 
time of this round trip by the speed of light. 

The ellipsoidal height H of the reflecting surface is given by the following relation: 

H = Alt − R +
Σ  

Cp +
Σ  

Cg + B (6.1) 

where Alt is the altitude of the satellite above the ellipsoid of reference.

Fig. 6.1 principle of the satellite altimetry technique over continental waters
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The ellipsoid height is then converted to altitude by taking into account the local 
undulation of the geoid N:

h = H − N (6.2)  

The terms Cp and Cg consist essentially of two types: propagation corrections (Cp) 
and geophysical corrections (Cg). Propagation corrections are related to the prevailing 
radiative transfer effects introduced by the atmosphere, essentially consisting in a 
delay (i.e., the fact that radar pulses travel through the atmosphere at a lower speed 
than the speed of light). Geophysical corrections are connected with vertical move-
ments of the Earth’s surface (e.g., tides) for which it is desirable to correct the 
measurement to a fixed reference in the Earth’s reference frame. An electromagnetic 
instrumental bias (B) must also be considered when several satellites are used for 
the calculation of a mean lake or river height [27]. 

The methodology to calculate water height over continental water (lakes, rivers, 
wetlands), with description of each of the term of Eqs. 6.1 and 6.2 has been published 
in dozens of papers, so we’ll not describe it in details. In the following we will assume 
that the reader has some basic knowledge or practice in pulse-limited radar altimetry. 
Some of technical terms and concepts were already introduced in [90]. For an in-
depth presentation of technical aspects of satellite altimetry, the reader is invited to 
refer to [20, 21, 37] and for specific application to inland water we invite the readers 
to refer to [10, 28]. 

Altimetry was initially designed in the 1970s for oceanography. It was then used 
for the study of continental surfaces that lent themselves to it, notably in hydrology 
and glaciology, two application contexts where the observation of the height of water 
or ice surfaces is imperative. The principle of the instrument does not change, but the 
heterogeneity of the targets or the presence of slopes complicates the interpretation of 
the measurements. Moreover, we speak of altimetry missions, because all the sensors 
on-board the satellites contribute to the quality of the measurement. Positioning 
sensors for the orbit, but also radiometers for sensitivity to atmospheric humidity 
or dual-frequency altimetry systems to correct ionospheric delay are all onboard the 
same platform, in order to improve the accuracy of height measurements. However, 
not all these auxiliary sensors work on continental surfaces as well as on ocean 
surfaces. 

The first altimetry missions date back to the 1970s. More than 30 years passed 
since the GEOdetic SATellite (GEOSAT) satellite mission was launched and the radar 
altimetry performances were progressively increasing, allowing using them over 
continental waters, reaching today few centimeters precision in range estimation 
over big lakes [27, 30, 38, 73, 74]. The radar altimetry progress is due on one 
hand to precise orbit determination with the new DORIS (Doppler Orbitography and 
Radiopositioning Integrated by Satellite) positioning system [18] and on the other 
hand to the evolution of radar altimeters and their performances. 

But the first one that was really used over continents was the Franco-American 
oceanographic mission Topex/Poseidon (T/P), launched on 10 August 1992 by CNES 
(French Space Agency) and NASA (US Space Agency). T/P collected measurements
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for 13 years, and it’s been followed by two other satellites: Jason-1, launched on 7 
December 2001, and Jason-2, launched on 20 June 2008. Jason-1, optimized for the 
oceans, has collected almost no measurements on continental surfaces, except on a 
few large lakes. Jason-2, more flexible, still collects measurements on large rivers 
and hundreds of lakes. It has shifted in 2016 onto a geodetic orbit, which is much less 
useful than repeat orbit, but its successor, Jason-3, launched in 2016, now ensures 
the continuity of the measurements along the same original orbit of Jason-2. Indeed, 
all of these satellites are in the same orbit, which allows the creation of long time 
series of measurements. The other important satellite family for continental water 
altimetry is the ERS-2, Envisat, and SARAL family. ERS-2 and Envisat were ESA 
(European Space Agency) missions. They were launched respectively on April 21, 
1995 and March 1, 2002. ERS-2 operated until early 2003 and Envisat until the end 
of 2012. Envisat was replaced on the same orbit by the SARAL satellite, which was 
launched jointly by CNES and ISRO (Indian Space Agency) on February 25, 2013. 
One important objective of the mission was to extend the time series started in 1995 
with ERS-2. 

For many years, considerable efforts have been made towards enhancing the 
capabilities of radar altimetry. SAR-Interferometric mode (SARin) tracker on-board 
Cryosat-2 mission came with several major improvements. 

Instead of transmitting—as in LRM mode—the radar pulses sufficiently “slowly” 
(1 to 2 kHz) so that the individual echoes are well decorrelated from each other 
by the natural roughness of the water surface and a “Brownian” waveform can be 
obtained by adding the received powers, in SAR mode, pulses are transmitted at a 
high rate, of the order of 10 kHz, making use of the fact that these echoes will be 
highly correlated with each other. In practical terms, the SAR mode allows the disc 
illuminated by the radar to be “sliced”, i.e. waveforms are much less spread out, 
giving a much improved ground resolution (of the order of 300 m). 

Cryosat-2, launched in April, 8, 2010, is equipped with the SIRAL instrument 
having two antennas, mounted about 1.1 m apart, which receive the same signal 
almost simultaneously. SIRAL operates in Ku-band, SAR mode, and thanks to its 
dual antenna configuration it also offers a SARIn (interferometric) mode. This SARIn 
mode of Cryosat-2 allows determining the precise position of the reflecting point in 
the radar footprint. This is particularly useful since in many cases over continental 
waters, the measurements are not taken directly at the nadir, which means that, 
SIRAL can solve the signal location along-track and across-track giving possibility 
to locate the echo source in 3-dimensional space. The range extension due to the tilt 
of the measurement can be easily corrected in the particular case of SARIn operation, 
since the relative position of the reflector with respect to the satellite is known exactly. 
The big disadvantage of Cryosat-2 for hydrology is that we cannot keep the idea of 
measuring water level of lakes and reservoir at high temporal frequency, since the 
repeat cycle is 369 days. However, it has the advantage of very short inter-track 
distance (7.5 km at the equator) which allows monitoring a large number of small 
lakes not visible with other altimeters. With now more than 10 years of data, with 
very high-density coverage of the measurements, this would be possible to determine 
decadal water level changes on thousands of small lakes worldwide. Nielsen et al.
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[68] and Jiang et al. [48] among other authors have shown the great interest of using 
this mission over small lakes and along rivers. 

In 2016 and in 2018, ESA has launched two satellites carrying among other 
instruments radar altimeters, the SENTINEL-3A and 3B satellites. These satellites 
are planned to last a dozen years each, which guarantees the continuity of the time 
series of measurements over nearly a quarter of a century since it will be followed by 
a series of two other ones, Sentinel-3C and 3D. Each satellite in a pair is placed in an 
orbit with 27 days of repeatability, the two orbits being interleaved. These satellites 
operate in SAR mode, in Ku band. This program is the first operational altimetry 
program for monitoring continental water levels. With the increased accuracy using 
the SAR mode compared to the LRM mode, in addition to the OLTC onboard, there 
are actually thousands of virtual stations and lakes that are potentially tracked, with 
a very high accuracy. 

A second major step will be achieved by the Franco-American CNES/NASA 
SWOT mission, which is scheduled to be launched in end of 2022 and will operate 
for 3 years. With SWOT, there will be no longer only measurements along the ground 
tracks of the orbits, but a quasi-total coverage of the globe (with the notable exception 
of the poles) thanks to its wide swath radar interferometer (Fig. 6.2). The orbit has

Fig. 6.2 SWOT principle. The cross-track resolution range is lost near range (60 m compared to 
10 m far range). Along track the resolution is 2.5 m. A ± 10 km is blinded near the Nadir. The two 
swaths (left and right) have a 50 km width
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been chosen in such a way that the swaths are contiguous when crossing the equator. 
This mission will be characterised by at least 2 measurements per 21 day cycle. The 
expected accuracy should be comparable to that of the SENTINEL-3 missions, i.e. 
a decimeter accuracy at a spatial resolution of the order of 1 km2. Such a complete 
coverage will impact positively the study and usage of long time series. Since the 
lifetime of a satellite mission does not exceed ten years, producing series of several 
tens of years necessarily requires the concatenation of series produced by successive 
missions. Since the SWOT swaths will overlap the ground tracks of all other missions, 
they will allow an accurate calculation of biases with all missions still flying, such as 
the SENTINEL-3 and Jason missions, and of all missions between them. Extending 
into the past with the archives of previous missions the time series collected from 
2022 onwards will allow a much finer study of the long-term evolution of the global 
hydrological cycle. In particular, it will be possible to study the impact of human 
activities from global to local scales, down to the watershed level. The SENTINEL-
6/MF mission launched in November 2020, with its follow-on scheduled for the year 
2026, already ensures the continuity of the Jason missions in terms of coverage, but 
with the strong technical advantage given by the availability of the SAR operational 
mode.

One of the challenges for the future will be to maintain a constellation of satel-
lites in orbit, in order to ensure the continuity of services, both in hydrology and 
oceanography. Nevertheless, projects are emerging in space agencies to strengthen 
the use of this technique, especially for hydrology at high temporal resolution. CNES 
is working on a new altimetric concept to observe rivers, no longer with weekly or 
monthly cycles, but daily. This is to meet operational needs for monitoring floods 
that may occur in very short time. The principle is based on the orbiting of a constel-
lation of small satellites (SMall Altimetry Satellites for Hydrology”: SMASH), in 
formation, so that the temporal resolution at a given point will be one day, even if 
the spatial coverage will be less dense than with classical altimeters or with SWOT. 
The constellation is formed by ten satellite of small size and weight carrying a nadir 
altimeter, put on a sun synchroneous orbit. It will allow monitoring small width’s 
rivers (50 m) and lakes (10 ha), with a very short latency of few hours. 

To ensure continuity of swath altimetry measurements, a concept is under study 
(phase A) at CNES and will be proposed to ESA in the framework of the “Coper-
nicus—New Generation” program, concerning a part of the new generation Sentinel-
3 (after 2030). This concept, called Wide Swath Altimetry (WiSA), corresponds to a 
constellation of probably 2 wide swath altimeters, quite similar to SWOT. However, 
the specifications of this mission are relaxed compared to SWOT, but with a much 
longer design lifetime of about 10 years. 

It seems very promising for the future to imagine, with these new missions in 
preparation (SMASH, WISA) or about to be operational (SWOT), allowing to obtain 
in quasi real time and on a long period of time, measurements with high spatial and 
temporal resolution. This will probably open new perspectives of applications for 
the monitoring of continental waters. 

In addition to radar altimeters, the NASA has launched two satellites (ICESat and 
ICESat-2) carrying each a laser altimeter. The ICEsat was launch on January 12, 2003
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on a near polar (94° of inclination) at 90 days repeat and near circular orbit with an 
altitude of 590 km [76]. It operates the first Lidar onboard a satellite, namely a dual 
beam laser (GLAS) emitting at wavelength of 1064 and 532 nm [98]. Altimetry is 
derived of the 1064 nm beam measurement. The laser footprint is ~70 m and the data 
spacing is ~170 m. Because the laser beam suffers technical problems, it is turned on 
only for short periods (typically 2-month windows twice a year). However, thanks 
to its high orbital coverage of the Earth surface, many studies have been published 
using this mission, in particular for the monitoring and the understanding of the lake 
water level changes over the Tibetan Plateau [96]. This mission has ended in 2009. 

In September 15, 2018 the ICESat-2 satellite was launched, carrying the Advanced 
Topographic Laser Altimeter System (ATLAS). This laser splits a single laser pulse 
into beams, by three pairs, providing a very dense coverage of the Earth Surface. It has 
a very high vertical accuracy with a small footprint (~17 m of diameter, compared to 
several km for radar altimeters) which allows measuring water height on very small 
lakes [11]. There is no doubts that after few years of operation of this mission, this 
will provide us with a completely original and hitherto unequalled view of continental 
surface waters. 

6.2.2 Limitations, Accuracy, and Current Improved 
Algorithms 

The classical nadir altimetry has still many disadvantages among others: echo source 
localization ambiguities and off-nadir target tracking abilities which means that there 
is no guarantee that the range measurements are taken directly at nadir and their 
precise localization cannot be calculated. However, this can be turned into advan-
tage in some situations when river sections for example are so small that no nadir 
measurements are collected just right over the target but could be seen in obliquity 
few kilometers aside of the river: this is called the hooking effect allowing measuring 
very small river sections or very narrow reservoirs [80]. In addition to that, wave-
forms received during continental overflight have huge variety of shapes and noise 
artifacts which can mislead classical tracking and retracking algorithms. 

6.2.2.1 Retracking of the Waveforms 

Satellite altimeters are active radars (or lidar) designed to measure the two-way 
travel time of short radar pulses reflected from the Earth’s surface. The shape of 
the reflected signal, known as the “waveform”, represents the time evolution of the 
reflected power as the radar pulse hits the surface. Waveforms are acquired thanks 
to a tracking system placed on-board the satellite known as “trackers”. Almost all 
oceanic waveforms have standard “ocean-like” or “Brown-like” shapes, where initial
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thermal noise is followed by a sharp rise called leading edge, and a gently end sloping 
plateau mixed with noise known as the trailing edge. 

The purpose of the on-board tracker is to interpret received waveforms, adapt to 
changes in the pulse shape, and adjust the reception window and gain attenuation for 
next incoming echoes. The tracker predicts the likely position of next echoes based 
on information derived from the echoes recorded previously to ensure fine adjusting 
of the reception window. This computation is performed autonomously on-board 
the satellite, and most recent nadir altimeters, uses a second order filter closed loop 
(called the α–β tracker) which uses the error signal and interpolates the position and 
gain of the range window for next 100 Pulse Repetition Intervals (PRIs). 

In order to obtain the highest possible accuracy on range measurements, wave-
forms are down linked to the Earth and the interpretation of these data is done on the 
ground. This process is called the waveform retracking. This approach grants flex-
ibility in data reprocessing with new better adapted algorithms. Indeed, over conti-
nents, a huge diversity of waveforms exists. Many of them are strongly contaminated 
by noise from multiple land returns especially in rapidly changing topography. Over 
continents the echo received is very different from the Brown-like shape presented 
above. It becomes extremely variable, depending on the greater or lesser contami-
nation produced by the backscattering of the surrounding environment of the water 
body, especially in the case of rivers or small lakes. It is therefore no longer possible 
to find a single analytical expression for the determination of an accurate A/R time for 
all waveforms. However, waveforms useful for continental hydrology (lakes, rivers, 
reservoirs) are expected to possess generally at least one distinctive leading edge 
from radar beam interaction with water surface. Even oceanic class waveforms can 
be encountered in the middle of very large lakes, while specular waveform can be 
observed closer to the shore lake, where generally wave are very small. 

I order to solve this problem, and to measure lakes and river water height with 
high accuracy, dedicated algorithms have been developed over the last two decades. 
This specific data processing is called waveform retracking. 

An essential step was taken with the Envisat mission launched in 2001 by ESA. 
For this mission, ESA decided to break with the principle of a single range estimate 
and to propose in its GDRs (Geophysical Data Records), for each measurement, 
several range estimates made by algorithms that are very different in principle. Frap-
part et al. [33] then showed that the quality of the estimates varied significantly 
according to the algorithm used and that, among the four possibilities proposed 
in the Envisat GDRs, the so called OCOG retracker [3] allows obtaining the most 
accurate results. Since then, in order to promote the use of satellite altimetry in 
hydrology, the Jason-2, Jason-3 and Saral-AltiKa also contains ranges retracked 
with the OCOG retracker. For some historical missions (Topex/Poseidon, ERS1, 
ERS2) the wave forms have been retracked too, while at the same time other initia-
tives applied different retracking algorithms and provided dedicated processing for 
hydrology products. A full description with many details on the retrackers is given 
in Cretaux et al. [28].



120 J.-F. Cretaux

6.2.2.2 Open Loop Tracking Command (OLTC) 

Since JASON-2, a new concept is the combination of Digital Elevation Model 
(DEM) with DORIS on-board navigator (DIODE [47]) also called the an Open-
Poop Tracking Command (OLTC, [15, 85]) This experimental mode has the ability 
to replace the standard tracking closed-loop. The planned reception window posi-
tion is calculated directly by the altimeter, by combining the altitude information 
provided by DORIS/DIODE on one hand, and on the other one, the altitude derived 
from the DEM recorded in the on-board memory. Depending on the quality and the 
sampling of this fragmentary DEM, reception window position can be estimated 
with a precision of few meters. The combined use of DIODE data and the pseudo 
DEM altitude ensures target tracking abilities independent of the return echo shape. 
This mode can be extremely useful for tracking upcoming areas of special strengths, 
such as rivers and lakes. It also guarantees no tracking anomalies dues to unex-
pected echo formation or target topographic position and can be used in areas where 
conventional trackers fail. DIODE/DEM mode was tested on the SENTINEL-3A and 
SENTINEL-3B during the tandem phase, in order to compare performance of close 
and open loops. It has shown that open loop presents almost no missing data which 
was not the case with close loop and that accuracy with open loop has also been 
improved [85]. From previous studies the OLTC was also implemented on Jason-2 
and Jason-3 and it has been shown that the number of target has been increased 
by more than 40% in open loop [5, 65]. Currently the OLTC is onboard Jason-3, 
sentinel-3A and sentinel-3B and last version includes more than 33,000 targets. 

6.2.2.3 Full Focus SAR 

In SAR altimetry, in contrast to LRM, the radar pulses are emitted at much higher 
rate (18,000 per second instead of 2000), which allows the phase of the signal 
remaining constant from one pulse to another one. Based on this characteristic, 
the SAR altimetry is based on the doppler effect. The data processing is there-
fore different than the one used for LRM. Interpreting this doppler effect, it allows 
discriminating the radar wave form footprint in small slices of 300 m along the track 
of the satellite (Fig. 6.3). It is classically named unfocused SAR processing and it 
is applied to burst of 64 pulses. This technique has the advantage over the LRM 
to allow a greater fineness of measurement for coastal areas, deltas, lakes, rivers or 
narrow reservoirs. Since unfocused SAR is design only for bursts that are coherently 
processed together, a new method, called unfocused SAR has been recently devel-
oped following the paper of [31]. In this method, the SAR integration time has been 
increased. Since the resolution is inversely related to the integration time, in fully 
focus SAR altimetry, it allows to improve drastically the along-track resolution: from 
300 m to 50 cm allowing for a better noise reduction and consequently increasing 
accuracy for small water bodies. Cross-track resolution remains unchanged.
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Fig. 6.3 Principle of the SAR altimetry. It uses the doppler effect to determine where the beam 
reflected, between reflections from behind and in front of the transmitted beam, allowing to split 
the beam in small width slices of 300 m along the track over the footprint 

The application of this algorithmic technique on SAR measurements from past 
(Cryosat-2), current (Sentinel-3A/B) and future (Sentinel-C/D) missions could 
represent a tremendous advance in the monitoring of small lake or river structures. 

6.2.2.4 Assessment of Altimetry Accuracy on Lakes and Rivers 

Since the first altimetry missions in the 90s until today, the technique has largely 
evolved as indicated above, dedicated algorithms for continental surfaces have been 
developed to improve performance, and finally many studies have been conducted to 
evaluate performance in different terrain configurations: large/small lakes, wide or 
narrow rivers ([6, 67] and many others). It would be tedious to quote all these studies, 
and probably we would forget some, however we can mention some synthetic results 
on the subject. 

Logically, successive improvements in altimeters have led to increasingly higher 
performance for continental waters. With older altimeters it was shown that water 
levels could be determined in large lakes better than decimeter [46, 77, 78] and 
decimeter on large rivers such as the Amazon [33] if OCOG-type retracking 
algorithms were used. Then, many studies focused on the Ka-band altimeter 
(Saral/AltiKa) showing a clear improvement for smaller targets [1, 34, 63] it is with 
the advent of SAR altimetry that the performances have crossed a threshold with 
more often centimetric accuracies [25, 38, 49, 52, 68, 91]. In the framework of the 
CCI project on lakes, the quality of successive altimeters is evaluated, and confirms 
very amply the clear improvement with SAR altimeters (Fig. 6.4).
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Fig. 6.4 Comparison of 
water height of lake Illmen 
(Russia) measured with 
in situ and with satellite 
altimetry. Until 2016, the 
standard deviation of the 
difference is 33 cm, then 
15 cm once SAR altimetry 
on Sentinel-3A was used 

It is therefore remarkable that altimetry has now made it possible to measure water 
levels in lakes and rivers with unprecedented accuracy, opening the door to numerous 
applications, notably for long-term monitoring of the water cycle, or the impact of 
climate change. New applications in the field of accurate discharge determination on 
rivers [5, 7, 13, 39, 40, 44, 70, 74, 75] or flood monitoring in large flood plains [35] 
are also now within reach. 

6.3 Applications of Satellite Altimetry 

Historically, researchers have principally tried to quantify the accuracy of satellite 
altimetry products for lakes and rivers first, considering in situ datasets available. 
The idea of many papers was to simply demonstrate that satellite altimetry allows 
measuring water height with a high accuracy aiming to deliver some valuable prod-
ucts for hydrologists. However, the quality was somehow not always at the required 
level for improving the models or the predictions or the water resources monitoring. 
This was, what we can call, the primitive era of hydrology from altimetry, in another 
words, an attempt to modestly contribute to hydrology, and to promote the use of 
this technic in a context of in situ data scarcity. 

Thanks to improvements in the instruments in orbit, thanks to increasing involve-
ment of researchers, and thanks to improvement in the altimetry level 1 and level 2 
data processing, gradually, this technique has taken off towards multiple applications 
with more and more efficient results. This has resulted in several innovations in the 
field of assimilation of altimetric data in runoff/rainfall models, for the quantification 
of water balance on a basin or large lake scale, for monitoring water stock variations 
in large floodplains, and finally for flood prediction models in particular. This has also 
led, as indicated in the introduction, to the major space agencies explicitly including 
water cycle objectives in the new instruments designed by these agencies. None of 
these advances were made in isolation, that is, little by little, satellite altimetry has 
been used in conjunction with other satellite techniques: optical and radar imagery, 
gravimetry, active and passive microwave, etc. Today, the constellation of instru-
ments in orbit is very favorable and allows us to consider that satellite altimetry has
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entered a new era, an adulthood that makes it essential for many applications. We 
will show some concrete examples illustrated by leading publications in the field. 

Continental waters are an integral part of the global climate system with impor-
tant links and feedbacks generated through influence on surface energy and moisture 
fluxes between continental water, atmosphere and oceans. Because of their response 
to regional and global variations in the climate system, lakes, are not only an inte-
grator of climate processes, but also strong indicator of existing or potential change. 
It is important to well understand what are temporal and spatial scales of variability 
of natural parameters of lakes, what are teleconnections, feedbacks and mechanisms 
responsible for the changes, what are natural and anthropogenic causes of recent 
and historical changes in the hydrophysical and meteorological parameters. This 
lack of comprehensive and multidisciplinary assessment of environmental changes 
in hydrometeorological and limnological conditions, that have been taking place for 
the last 20–30 years, stresses the need for a dedicated effort aimed at filling this 
important information gap. Significant improvement may be made using satellite 
observations that for three last decades provide low-cost, regular and reliable data 
over vast regions. Since the launch of Topex/Poseidon, one of the most discussed 
topics with altimetry was to measure lake levels, and to demonstrate the high quality 
of these measurements and to think about various applications. Over the last ten years, 
a very high numbers of papers have been published for the survey of the Tibetan lakes. 
More recently, in 2019, the ESA has opened a new phase of the CCI (Climate Change 
Initiative) for the measurements and production of Lake water level fully based on 
satellite altimetry. Since, hundreds of studies have shown that this technic is mature 
enough for such purpose; it was also decided to develop a fully operational moni-
toring of lake level through the C3S and Copernicus European programs based on 
Hydroweb database developed at Legos, Toulouse, France (http://hydroweb.theia-
land.fr). The United States Department of Agriculture has also developed an oper-
ational monitoring of lakes and reservoirs (G-REALM (www.pecad.fas.usda.gov/ 
cropexplorer) fully based on satellite altimetry. Other groups, De Monfort Univer-
sity, (Leicester, RU1 ), DFG (Deutsches Geodätisches Forschungsinstitut) of Munich 
University (TUM, Germany2 ), ANA (Agencia Nacional de Aguas, Brasilia, Brasil3 ) 
and DTU (Space, National Space Institute, in Denmark4 ) have also developed their 
own database of lakes (and rivers) using satellite altimetry. 

6.3.1 Lake Studies Using Satellite Altimetry 

In order to illustrate the large interest of satellite altimetry for lakes, the example of 
the Tibetan lakes is particularly compelling. The Tibetan Plateau (TP) is the highest

1 River & Lake (tethys.eaprs.cse.dmu.ac.uk/RiverLake). 
2 DAHITI (dahiti.dgfi.tum.de). 
3 Hidrosat (hidrosat.ana.gov.br). 
4 AltWater (http://altwater.dtu.space/). 

http://hydroweb.theia-land.fr
http://hydroweb.theia-land.fr
http://www.pecad.fas.usda.gov/cropexplorer
http://www.pecad.fas.usda.gov/cropexplorer
http://altwater.dtu.space/
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and most extensive upland in the world and is generally considered as the Third 
Pole. It is one of the most sensitive regions of the Earth to climate changes [45] 
and many others). The climate system of the TP is characterized by climate high 
spatio-temporal variability of rainfalls with very dry conditions in the northwest 
(50 mm/year of rainfalls in average) to more humid conditions in the Southeast 
(700 mm/year in average). 

In mountain regions the water storage in lakes are indicators of many changes 
at regional and global scales. They are also essential as a source of fresh water 
for population and for ecology of the surrounding terrestrial areas that are highly 
dependent on the water cycle and inter-annual variability of water storage of the lakes 
themselves. Radar altimetry data over mountain lakes is a very suitable because they 
are often the only one source of information for surface water level monitoring, and 
the strength of the radar altimetry is enhanced when associated with other remote 
sensing data. For the TP, the advantages of using radar altimetry for the lakes are that 
these lakes are fully natural, and moreover the region is still poorly instrumented. 
Therefore, Radar (and laser) altimetry presents a unique opportunity to study the 
impact of climate change on the TP from the prism of lakes (Fig. 6.5), and it has 
been intensively utilized last years [54, 60, 84, 93, 96], Cretaux et al. [24]. 

Several studies have now already been published to investigate the impact of 
climate change on the TP, particularly in term of water resources. It has been widely

Fig. 6.5 Map of the TP with the location of the largest lakes with potential water height using 
satellite radar altimetry
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recognized and admitted that the TP heated over the last decades in a higher degree 
(0.36°/decade from 1964 to 2007: [92], and of 0.16 °C/decade from 1955 to 1996: 
[62] than over the rest of the Earth. In contrast to the homogeneous air temperature 
increases over the TP, precipitation long term changes present regional patterns and 
large inter-annual variability. It became dryer in its northeastern and western parts 
[50] with acceleration of this tendency over the last 30 years [45], while it tends 
to become much wetter in the eastern and central parts of the TP [50]. Significant 
warming over the last 30 years has been observed over the TP with pronounced 
effects in winter [45, 50, 62].

Climate change on the Tibetan Plateau has also been extensively studied over the 
past 10 years in terms of impacts on water level and stocks changes in lakes [58, 
61, 97]. Generally, the studies were aiming to understand the observed lake level 
changes in terms of glacier mass balance and precipitation changes over the TP. 
Over the last four decades, it has been shown by Zhang et al. [97] that the lake level 
increased were principally observed on endorheic lakes indistinctly for glacier-fed 
and non-glacier-fed lakes. Several studies have concluded that the major driver of 
the observed lake level changes over the TP is the increased rainfall since glacier 
mass loss represents additional water supply leading to additional lakes expansion 
[97]. In order to determine the lake level change over the TP, covered, we recall, 
by hundreds of lakes in nearly fully remote areas, the altimetry mission like ICESat 
(1&2) or Cryosat-2 were suitable due to their very dense coverage (Table 6.1). A 
recent paper, [60], has highlighted the interest of Cryosat-2. The water level changes 
of more than 260 lakes were measured over a period of 10 years, from 2010 until 
2019. Among many other studies, this paper illustrates with great relevance the 
incomparable capacity of altimeters to meet this challenge. These authors have shown 
that over the last decade, 76% of the lakes presented a positive trend of water level 
changes, with higher amplitude in the north TP than in the South. Thanks to the 
Cryosat-2 data they therefore did an interannual mapping of lake level changes, that 
they have completed with analysis of GRACE data allowing them to determine Total 
Water Storage (TWS) changes over this region. They observed three different phases, 
during the period 2010–2019: a quick increase until 2013, followed by a period of 
stable (or decline) water level until 2016 and for the last period, until now, they 
found a second fast rising of the lake levels. Geographically they observed that the 
lakes in the inner TP gained approximately 90% of the TWS gain during the decade 
2010–2019. Many other studies have shown similar results, particularly during the 
period 2002–2009, using ICESat-1 data, or using satellite imagery on hundreds of 
lakes over the TP, but we wished to emphasized that a mission like Cryosat-2, which 
moreover operated in SARin mode over the TP, was not so much used in literature 
for lakes and river survey (mainly because of the very long period of repeat cycle), 
but that after a decade, this satellite can reveal all its interest and quality for such 
purposes.
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6.3.2 Reservoir and Transboundary Water Monitoring Using 
Satellite Altimetry 

Over the twentieth century, after a stable situation until the 1950s, the number of dams 
and reservoirs has increased continuously and drastically [19]. They are among the 
most widespread manmade infrastructure in global watersheds, are an important 
component of water resources management and, due to the international nature of 
many river basins, can play a role in regional politics. Their role is essential in many 
regions where water resources are sparse since they allow mitigation of negative 
impact of inter-annual flooding. They allow producing electricity, or supplying water 
for irrigation and cities. 

In arid and semiarid regions, the management of reservoir is crucial since the 
availability of water for irrigation or human consumption fully depends on upstream 
reservoir release. Despite their social and environmental significance, our spatial 
inventories of dams and reservoirs, even for the large ones, have been insufficient, 
and we are lacking a thorough and accurate dataset documenting and quantifying 
the water storage temporal changes at regional to global scale. Moreover, more than 
260 rivers worldwide are currently transboundary (crossing one or more international 
boundaries) and drain a total of 145 countries [94]. This means that a large number of 
countries are dependent on water originating from one or several upstream countries, 
and the water released from reservoirs. Any new construction of dams along a river, 
potentially can create a source of conflict between riparian countries, since it exacer-
bates the impacts of upstream hydraulic infrastructure and water use on downstream 
countries, as it is the case in different part of the world. For example, along the Tigris 
Euphrates, along the Nile, or in Central Asia [26]. Gleditsch and Hegre [41] show  
that the potential for conflict over transboundary river basins due to water sharing 
will increase over time. River basin commissions have been established a number of 
transboundary river basins to solve these issues and facilitate sustainable basin-scale 
water management. However, such initiatives have, in some cases, been limited by 
a lack of data sharing among countries or lack of in situ observing systems. 

Although information system like ICOLD gives metadata on a very huge number 
of reservoirs on all continents, the water level, and storage variations in time are 
well known on only a very few regions while it is hardly or impossible to measure 
on the majority of the river basins. Based on model it however has been shown by 
Biemans et al. [8] that water supply by reservoirs worldwide for irrigation purposes 
has increased from 18 km3 yearr−1 at the beginning of the XXth century to 460 
km3 year−1 to the end of the century. They have also highlighted a high disparity 
between different regions of the world. They have found that the impact of reser-
voirs is more pronounced in Asia, Europe and Africa. They also have shown time 
dependencies with for example amplitude of discharge variations of ±10% between 
May and February in Europe. However it is needed that results of models could be 
validated through measurements. Historically, the knowledge of reservoir storage 
change and discharge has been controlled by nations in which the reservoir and river 
reaches are located. Water management for such river, therefore, rely on international
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treaties for transboundary cooperation. Without such treaties, basic and essential 
information such as water level changes on reservoir and discharge along the river, 
or water withdrawal for irrigation, are not disseminated between countries and can 
provoke inefficient water management and water use [43]. In such cases, remote 
sensing data, particularly altimetry data, have the potential to complement scarce 
in situ measurements. Several studies have demonstrated the benefits of satellite 
altimetry for improved forecast systems or for the calibration/validation of hydro-
logical models in the specific context of transboundary basins [7, 26, 71], Hossain 
et al. [44]. 

On the Ganges and Brahmaputra rivers, the floods spread from upstream to down-
stream towards Bangladesh in several days. Nadir altimetry, which also allows to 
measure water levels in different places of the rivers, has in this case the ability to 
predict with a few days in advance the intensity of streamflow downstream during 
the floods. This was demonstrated by Biancamaria et al. [7]. The authors of this study 
have shown that the amount of water that propagates from upstream to downstream 
is predictable thanks to altimetry. For example, with the Topex/Poseidon mission, 
water level anomalies are predicted with a delay of about 5–10 days and an accuracy 
of about 40–60 cm. Coupled with hydro-meteorological information, this system 
based on satellite altimetry has been extended in another study [44] which relied on 
Jason-2 data on the Ganges and Brahmaputra rivers. Thanks to this, predictions could 
be made in the framework of an operational system, managed by the government 
of Bangladesh, with 3-day forecasts on several sites. Again, this system was based 
on a hydrodynamic model to improve the predictions. The forecasts were compared 
with downstream flow measurements and proved to be highly accurate up to 5 days. 
The great interest of these studies is that for the first time, at the turn of the 2010s, 
satellite altimetry was seen as a system with very important societal applications. 
Historically, we can say that it is at this time that altimetry has really moved from its 
infancy for hydrology, to a maturity that has come to light and allowed to imagine 
many new applications. We will see it later with studies on hydrodynamic models 
on large rivers and the assimilation of altimetric data in poorly gauged river basins. 

If we now consider reservoirs along rivers at global scale, it appears that altimetry 
can also be of great interest. Indeed, in the global water cycle balance, and the 
understanding of the Global Sea Level Rise (GSLR) the artificial reservoirs play 
a role which is still not well assessed. It has been established that, the cumulative 
impoundment water on land due to reservoirs has rose from 0 in 1900 up to 11,000 
km3 in 2007, which corresponds to a global sea level drop of about 3 cm and an 
average rate of −0.55 mm/year over the last 50 years [19]. 

It is considered that every new dam built, immediately causes a sea level drop. 
Chao et al. [19] based their study on the International Commission on Large Dams 
(ICOLD) database, which includes 29,484 reservoirs when they wrote their article. 
This is, as far as we know, the only attempt to use global in-situ data on dams and 
reservoirs to estimate their impact on the global sea level rise (GSLR). Among the 
different contributors to the GSLR, nowadays, reservoirs impact is still the object 
of the most uncertain quantification [42]. Gregory et al. [42] have shown that for 
reservoirs contribution, between the estimation given by Chao et al. [19] and another
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one from Lettenmaeir and Milly [59] many uncertainties remain. Moreover, inter-
decadal variability is also likely significant with exponential increase of dams built 
between 1950 and 1980 followed by a decrease of new constructions over the last 
40 years. 

Since impact of reservoirs still remains a source of uncertainty on the GLSR 
attribution, inter-decadal and inter-annual changes of reservoirs water storage at 
global scale is also poorly known, if not completely unknown. Figure 6.6 shows 
for four reservoirs in North and South America, Africa, and Asia (Mead, Sobradino 
Cahora Bassa, and Kapchagay) that the water level changes over decades are on 
the order of several meters or dozens of meters. A global assessment of reservoirs 
intern-annual level variations worldwide was until recently impossible due to, first, 
lack of in situ data available, and secondly because of potential remote sensing data, 
like radar altimetry, covers a small proportion of reservoirs worldwide. Things have 
changed recently, mainly with the new ICESat-2 satellite, and it has been shown in 
a paper written by Cooley et al. [11]. 

This study has allowed us to foresee that within a few years we will be able 
to quantify perfectly the impact of artificial reservoirs on the water cycle, and in 
particular on sea level variations. Although [19] were able to show that this impact 
should be considered in the global budget, the estimates were still based on metadata 
that did not provide precise figures of these impacts. The study by Cooley et al. [23] 
is based on laser altimetry with the ICESat-2 mission over about a year and a half

Fig. 6.6 Water level changes on artificial reservoirs, calculated using satellite altimeters: Envisat, 
Saral/AltiKa, Cryosat-2, sentinel-3A and sentinel-3B. Source Hydroweb data base



130 J.-F. Cretaux

of measurements. This is of course insufficient to estimate multi-annual trends, but 
this study has shown that this mission can monitor a considerably large number of 
artificial reservoirs, and for the first time has quantified the seasonal variations of 
these artificial reservoirs over the globe. In this study, for the first time, almost 9000 
reservoirs or lakes on which a dam has been built could be measured. A map of 
seasonal water level variations was even proposed. It could be shown that the highest 
variations are found in the Middle East and South America. For the watersheds where 
these values are high, such as the Brahmaputra or the Amazon, the variations are 
significantly higher than those of natural lakes in these same regions. Cooley et al. 
[11] have shown that artificial reservoirs present a major contribution to the surface 
water storage variability (57% was measured) although it represents a very small 
portion (4%) of the lakes and reservoirs at the Earth’s surface. This study lays the 
foundations for what can be measured in the future, while waiting for the ICESat-2 
mission to accumulate more data, but also in the perspective of SWOT.

6.3.3 Water Level Over Rivers and Applications 
for Ungauged Basin 

Rapidly after the launch of Topex / Poseidon in 1992, first studies were performed in 
order to use the altimetry data for river level determination [9, 55]. The complexity 
to measure accurate water level along rivers was quite limiting and thus, in a first 
step, it was done only over the biggest rivers in the world like the Amazon, which 
was probably the most studied so far [2, 12, 35, 39, 40, 69, 70, 73, 80, 81, 83, 95]. 
Then, many other rivers were studied using satellite altimetry: the Congo [4, 57], 
the Ganga-Brahmapoutra [32, 34, 66, 71, 72, 94], the Mekong [13, 16], the Rio 
Negro [36] (Léon et al. 2006), the Sao Fransisco [63], the Zambèze (Michailovski 
et al. 2012, 2014; Kittel et al. 2021) the Ob [56], the Garonna [6] the Chinese river 
[49]. We probably miss many others. Large scale global monitoring was also done 
[82, 88]. 

However, in comparison to use of altimetry over lakes, some difficulties are more 
pronounced over rivers. The concept of a “virtual station” (VS) was developed by 
Seyler et al. (2005) to define a site for satellite altimetry measurement of water level 
over a river reach. Many efforts have been made to improve range determination from 
radar waveforms. However, having a good range estimate is not enough, because it 
is also necessary to identify the measurements related to the morphology of the 
surroundings of the water body, i.e. the banks of a reach or a lake, which should be 
discriminated from those measurements actually associated with the water surface 
of the object studied. 

The ground footprint of the radar beam covers several tens of km2. A reflecting 
surface on the ground like a water body, can appear in this footprint well before the 
satellite is exactly at the zenith of the water body. If the reflecting surface is homoge-
neous, the energy received decreases with the angle of incidence and the distance to
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the center of the footprint. But it frequently happens that the energy reflected by an 
off-center object in the footprint is higher than the energy reflected by the objects in 
the center of the disk. The on-board tracking system will then progressively center the 
reception window on this dominant power peak, which position in the time domain 
is used for range estimation. This results in a parabolic shape of the reflected energy 
and of the range. Over rivers in general, it is therefore crucial to correctly select the 
measurements depending on their position. It may be challenging over rivers with 
moving river banks, or with high water extent variability in very flat areas. More-
over, in the case of oblique targets, the collection of consecutive measurements over 
several kilometers and on both sides of a river bed may be necessary. The tilted 
measurements might at first appear to be an annoying artifact. They have been actu-
ally proven to be extremely useful. On very small lakes and narrow rivers that can 
be considered as such bright spots, fitting these parabolas to the set of measurements 
concerned allows to estimate heights in a much more accurate way than if one were 
to use the only measurement (if it exists) at the nadir of the object [17]. Taking this 
artifact into account allows to calculate thousands of time series on small rivers, 
especially when they flow in dense forest, as in the Amazon or the Congo basin. 

All the studies mentioned above have progressively demonstrated that it is possible 
to obtain very precise time series of water levels on rivers. However, these estimates 
cannot be an end in itself, and since the late 2000s, early 2010s some studies have 
shown that we can, and must, go well beyond. If for lakes, the water stock variable 
is essential, for rivers it is the discharge variable. The question then became: can we 
deduce from these measurements of water height by satellite at virtual stations, the 
discharge of rivers. 

The river discharge informs on the evolution of the water stock in the water-
shed upstream of the measurement point. Its knowledge is therefore essential, both 
for scientific studies and for the evaluation of the impact of human activities on 
the hydrological cycle or simply for the management of these activities, from the 
watershed scale to the global Earth scale. In practice, it is not possible to directly 
measure the amount of water passing through the cross section of a river bed. The 
flow rate, which is the amount of water per unit of time, is estimated indirectly by 
measuring the velocity of the flow, integrated over the cross section of the river. 
These measurements are costly and time consuming. It is therefore not feasible to 
repeat them every day. In order to have a daily estimate of the discharge, the oper-
ators establish empirical relations between the discharge and the height of water in 
the reach, the measurement of the height of water being much easier to carry out at 
lower cost, even to automate. These head-flow relationships (called rating curves) are 
calculated from a few discharge measurements, taken at the most varied states of the 
hydrological cycle, from low water to high water. One can easily imagine calculating 
these rating curves from altimeter measurements. Several methods have been devel-
oped for this purpose. The first method consisted in taking discharge measurements 
from the in-situ station closest to the Virtual Altimeter Station considered, and fitting 
an empirical curve. This method has been used by Zhakarova et al. (2006) on the 
Amazon, [71] on the Ganges, [14] on the Mekong, and [56] on the Ob, among others.
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The second approach was to calculate discharge from a model, essentially a 
rainfall-runoff model. These models estimate the fraction of rainfall which is captured 
by the vegetation, which is evaporated, which penetrates the soil and which will reach 
the river by runoff or subsurface discharge. The first study of this type was that of 
Guetirana et al. (2009) on sub-basins of the Amazon. The methodology was later 
extended to the entire Amazon basin by Guetirana and Peters-Lidard (2012). The 
work of [74] is very similar to that of Guetirana et al. (2009) in the data used, both for 
the discharge model (HPI MGB model, [22]) and for the virtual station database [81]. 
The advantage of the methodology proposed by Paris et al. [74] is that it provides, 
in addition to the discharge itself, uncertainty in the value, which is related to the 
uncertainties in the elevation data, in the model discharges, and in the goodness of 
fit of the rating curve to the height-discharge pairs. This uncertainty information is 
far from negligible. The discharge from the rating curves can be very different from 
those measured. It is therefore important that users of these discharge estimates have 
this information in some way, and propagation of uncertainties is the common way to 
inform about the accuracy of the estimate. Other authors developed original methods 
based on combination of several sensors (radar altimetry and optical imagery) to 
determine the discharge of rivers at virtual stations [75, 86, 87]. 

Further work was done at the same time by Paiva et al. [69, 70], this time not 
determining flows from elevation data coupled with rating curves or by combining 
different spatial sensors, but by directly assimilating the height measurements on 
the virtual stations into the MGB model, which was applied to the Amazon basin. 
The Amazon basin is the largest hydrological system in the world which is drasti-
cally driving the carbon cycle and consequently the global climate. The importance 
to monitor the hydrological cycle over the Amazon basin is moreover essential for 
navigation purpose, or understanding the extreme flood and drought. This under-
standing necessarily requires a fine modeling of physical phenomena and a massive 
use of in situ and satellite data. 

In the studies of Paiva et al., [69, 70], the large-scale hydrological-hydrodynamic 
model MGB-IPH [22] was used to simulate the basin, with precipitation forcing 
provided by in situ data. Their analyses showed the preponderant role of the initial 
conditions, in particular the surface water, for the predictability of the large Amazo-
nian rivers and the knowledge of the large-scale hydrodynamics. But the real novelty 
of this study was that for the first time, satellite altimetry water height over a high 
number of virtual stations (calculated over the whole Amazon basin, including the 
main river channels) were assimilated into a rainfall/discharge model, leading to an 
improvement of the prediction of the model. The results were promising, as the model 
was able to predict the discharge in the main Amazonian rivers with a significant 
antecedence (between 1 and 3 months). They demonstrated that not only did satellite 
altimetry allow to obtain high accuracy water levels on rivers, but also that the main 
benefit was to improve model outputs by assimilation. In the same way as it has been 
demonstrated for lakes, for transboundary basins, for reservoir monitoring, we can 
say that from then on, altimetry was no longer the main subject of study, but the 
tool allowing an improved knowledge of the hydrodynamics of large rivers. This is 
a great difference, and a great advance.
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A similar approach was implemented in Kittel et al. [51, 53]. They used altimetry 
data from several missions (sentinel-3A and sentinel-3B, Cryosat-2) that were more 
recent and more accurate especially for Sentinel than the data used in, [69, 70]. 
They have moreover demonstrated the capabilities of satellite altimetry to improve 
hydraulic models’ parameter calibration and used them on African ungauged basins. 

6.4 Conclusion 

With the increasing of water scarcity, particularly marked in arid and semi-arid 
regions, and in the frame of global climate change and demographic pressure, 
monitoring systems of climate related parameters provide essential information for 
decision makers, water resources management activities, and hydrology science. 
However, over the last decades, ground hydrological survey’s networks have dras-
tically declined worldwide. In this context, current remote sensing techniques have 
been widely deployed by several countries for land surface monitoring purposes, 
including the survey of water over the oceans and the continents. Lakes have been 
identified by Global Climate Observing System (GCOS) and World Meteorolog-
ical Organization (WMO) as proxies for climate change monitoring over conti-
nents. Indeed, large inland lakes receive, transform and intensify climatic signal, 
and meanwhile they are very sensitive to climate change and human water uses. 

In the 30 years since the launch of Topex/Poseidon, satellite altimetry has quickly 
established itself as a very useful system for oceanography. For continental surfaces, 
the path has been more tortuous and it took much more time to be adopted by a large 
number of researchers, but also for applications in different fields (flood prediction, 
reservoir monitoring, water cycle studies, climate change impact studies). The road 
has been longer but it would be impossible or very tedious to list all the studies that 
have demonstrated it over the years. For this reason, we have selected some studies 
that we believe have marked a breakthrough and have led to new applications. 

For the monitoring of natural lakes in relation to climate change, the production 
of articles has grown exponentially over the years, with a great deal of attention paid 
to the lakes of the Tibetan plateau. The number of published studies on this subject 
is considerable over the last 10 years, and it was difficult to choose one to illustrate 
it. However, the paper published by Liguang et al. [60] seems to have demonstrated 
the power of altimetry for this type of research, with results that are both recent 
and very interesting. S. Cooley and co-authors have shown on their side in a recent 
paper in Nature journal that using the Lidar data on ICESat-2 mission allows the 
monitoring thousands of artificial reservoirs in order to quantify their role in the total 
water storage change at seasonal to inter-annual scale. 

Similarly, it seems to us that in the early 2010s, a number of studies have emerged 
around the applications of altimetry on flood prediction, and the implementation of 
operational systems. The paper by Biancamaria et al. [7], unless we are mistaken, 
prefigured the many subsequent studies on the subject, and the great expectations 
raised by the SWOT mission. Around the same time, after many papers demonstrating
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that altimetry could accurately measure water levels on rivers, researchers focused 
on the assimilation of these altimetry data in rainfall / flow models at the scale of 
large basins. This is why we have chosen to illustrate this work through the work of 
Paiva et al. [69, 70] on the Amazon basin. These were the first studies on the subject 
that showed that we could use these data to improve the models over the biggest river 
basin in the world. 

After almost 30 years of application of satellite altimetry in hydrology, a new era 
is already underway with the advent of new missions carrying much more accurate 
instruments, and is progressively leading to placing this technique at the heart of 
strategies for monitoring large basins, lakes and reservoirs, in a framework of research 
but also operational applications of multiple interests. The coming years will see 
the emergence of new instruments such as the Ka-band interferometer that will be 
launched in 2022 on the SWOT satellite. The gain in terms of spatial coverage and 
measurement density will be considerable, as well as the gain in terms of products 
that can be delivered: instantaneous, height, slope, width and discharge of all the 
rivers in the world, water stocks variations of millions of lakes, and monitoring of 
large flood plains. 
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Chapter 7 
Generic Strategy for Consistency 
Validation of the Satellite-, In-Situ-, 
and Reanalysis—Based Climate Data 
Records (CDRs) Essential Climate 
Variables (ECVs) 

Yijian Zeng, Wim Timmermans, and Zhongbo Su 

Abstract The Climate Data Record (CDR) is a time series of measurements of suffi-
cient length, consistency and continuity to determine climate variability and change. 
The generation of ECVs (Essential Climate Variables)/CDRs needs to put strong 
emphasis on the generation of fully described, error-characterized and consistent 
satellite-based ECV products (Zeng et al. in Remote Sensing 11:1–28, 2019). For 
example, generation of many ECVs, such as in the ESA (European Space Agency) 
CCI (Climate Change Initiative) projects (Plummer et al. in Remote Sens Environ 
203:2–8, 2017), requires ancillary information about the state of the atmosphere, e.g., 
cloud screening for SST (sea surface temperature) and atmospheric correction for 
space-borne altimeters. As such, the consistency between the various ECV products 
(e.g. cloud flagged in one ECV and non-flagged in another one) extends to ensuring 
consistency in the approaches of CDR generation. The in-situ datasets also need 
to be continuously characterized in terms of their long-term accuracy, stability and 
homogeneity. Reanalysis results, as an alternative source of ECV, requires similar 
endeavors to investigate its consistency (Zeng et al. in Int J Appl Earth Obs Geoinf 
42:150–161, 2015). 

In this Chapter, the current practices on consistency validation will be analyzed, 
based on the consistency validation requirements, the validation capacities, and the 
current practice examples. The essentials of consistency validation will be summa-
rized. Based on the essentials, the generic strategy for consistency validation will be 
proposed and discussed.
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7.1 Consistency Validation Requirements and Capacities 

7.1.1 Consistency Validation Requirements 

7.1.1.1 In-situ Products 

For in-situ products, the scope of quality control may include [47]: (a) data validation, 
(b) data cleaning or remedial actions and (c) quality control monitoring. How all these 
aspects are in consistency shall be checked to ensure the climate quality of in-situ 
products. 

Based on the in-situ network observations, the gridded datasets can be produced 
with the internationally accepted estimation methods, which include: (a) mathemat-
ical estimation methods (e.g. inverse distance weighting, spline functions); (b) esti-
mation based on physical relationships (e.g. regression, discriminant and principal 
component analysis); (c) spatial estimation methods (e.g. Kriging). The combination 
of different methods (e.g. the use of a regression model and interpolation of residuals) 
is a common practice. Often, the production of gridded datasets follows a step-wise 
approach incorporating different estimation procedures. 

The estimation method for producing gridded datasets may contain errors. This 
is because the spatial interpolation assumed that the climatological patterns between 
widely spaced stations are known and can be modeled, while in reality many factors 
(e.g. topography, local peculiarities or the existence of water bodies) influence the 
climate of a region. It is therefore essential to validate the gridded datasets to esti-
mate such errors. The validation of gridded datasets may include: (a) split validation 
(testing the methodology using a smaller subset excluded in the estimation proce-
dure); and (b) cross-validation (repeated removals of observations from the sample 
and analysis of residuals between observed and estimated values) [3, 4]. 

7.1.1.2 Satellite Products 

The major challenge for climate observation is to have a consistent architecture for 
observations that is independent of a climate variable’s origin and observing method 
and principles. This requires that each key climate variable shall be measured using 
independent observations and examined with independent analysis. This highlights 
the continuing importance of single-source long-term climate datasets for climate 
variability and trend analysis, the uncertainty of which shall be quantified by (inter) 
comparing with other independent datasets [50]. 

The independent analysis is to verify algorithms that are used for generating 
climate data (e.g. intercomparison between different retrieval algorithms). It is 
especially crucial for satellite-based observation data where analysis systems may 
involve different sets of combination between algorithm theoretical basis documents 
(ATBDs) and instruments. For example, the independent product can be generated 
with 3 scenarios by: (1) using the same instrument with different sets of ATBDs; (2)
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using the same ATBDs on different instruments; or (3) using different ATBDs and 
different instruments. It is therefore important to verify the accuracy and stability 
of various outputs for specific variables by thorough inter-comparison, providing 
insights into errors and help product users to be aware of product differences. 

In addition to single-source independent datasets, integrated products are needed 
as well to ensure reliable conclusions on the detected variability and trends. The 
integrated data is produced by blending data from different sources [52, 53], or by 
integrating observations of variables related to one another, e.g., using data from 
different instruments or using other data or products to warn of potential issues 
[19]. For example, the estimation of soil moisture from microwave emission can 
benefit from analyses of precipitation (e.g. either from in-situ or satellite observation). 
This requires endeavor to check the physical consistency among different physical 
variables, apart from the inter-comparison among different independent integrated 
products. 

Although the satellite observations play a vital role in monitoring global climate, 
to contribute fully and effectively to the detection of climate variability and change 
(thus long-term consistent climate records), the satellite observing system shall be 
implemented and operated in a manner to ensure that these data are sufficiently homo-
geneous, stable and accurate for climate purposes. To address these technical and 
resource challenges, the GCOS (Global Climate Observing System) Climate Moni-
toring Principles (GCMPs) were proposed to and extended to assist space agencies 
in addressing the key operational issues: (1) Continuity, consistency and overlap; 
(2) Orbit stability; (3) Sensor calibration; and (4) Data interpretation, sustained data 
products and archiving. 

To follow the GCMPs and be able to address the consistency requirement, there 
are a few key issues that need to be reckoned: (1) Gaps in FCDRs (Fundamental 
Climate Data Record) must be avoided; (2) Different instruments should be well 
(inter) calibrated; (3) The generation of long-term ECV products shall be sustained 
including regular reprocessing; and (4) The optimum use of satellite data (e.g. inte-
grated with in-situ data and model results) requires the organization of data service 
systems that ensure an on-going accessibility to the data in the future. 

7.1.1.3 Reanalysis Products 

Within the current WMO Global Framework for Climate Services (GFCS), reanalysis 
contributes to both components of “observation and Monitoring” and “Research, 
Modelling and Applications”. The reanalysis can be referred to “reanalysis products” 
or “reanalysis process”. 

The reanalysis products (datasets) contain possibly the gridded fields of physical 
variables from NWP (Numerical Weather Prediction) model (e.g. including land 
surface and sea-state components), ocean model (e.g. including dynamic sea ice and 
biogeochemistry components), or atmospheric composition model (e.g. GEMS and 
MACC). The reanalysis products can be considered as a scientific and numerical 
blending of model data and observational data.
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The reanalysis process refers to the activities in integrating an invariant, modern 
version of a data assimilation system and numerical weather prediction model, over a 
long time period, by assimilating a selection of observations. The reanalysis process 
shall also include evaluation, monitoring and quality control of reanalysis products 
and of observations [42, 49]. 

It is well acknowledged that the reanalysis products are consistent with the mete-
orological parameters, in the sense that they are constrained by the coupled model. 
On the other hand, in general, there are still significant disconnections between the 
various Earth system elements in the assimilation, although the models of the various 
elements can be as far as coupled or fully integrated. 

For example, analysis updates from observations (so-called increments) are typi-
cally computed separately for each Earth system element’s data assimilation, and it 
is only during the model integration that all states are made physically consistent 
between one another. This point indicates that such reanalysis results is produced 
by a weakly coupled data assimilation scheme, because it uses the coupled model 
only for generating background estimates for each analysis cycle while the analysis 
itself is uncoupled [11, 34]. This has consequences for the consistency validation of 
reanalysis production, which entails considering not only validation of the overall 
system/process but also the validation of the individual ECV datasets. For the consis-
tency validation of ECV datasets, the inter-comparison of reanalysis products or 
with other independent datasets will be sufficient. As for the validation of reanalysis 
systems, it requires information for the components listed as below [49, 51]: (1) the 
observations input; (2) the forcing or boundary datasets input; (3) the model config-
uration (for the various Earth system elements); (4) the data assimilation system (in 
the various Earth system elements). 

7.1.2 Consistency Validation Capacities 

The vision of GCOS is to enable all users having access to the climate observa-
tions, data records and information that they require to address climate variability 
and change. GCOS strives to provide sustainably reliable physical, chemical and 
biological observations and data records for the total climate system—across the 
atmospheric, oceanic and terrestrial domains, including hydrological and carbon 
cycles and the cryosphere [48]. Another very important remit of GCOS is to provide 
the climate monitoring requirements for the observations, which can then be imple-
mented by contributions coming from different programmes [5, 17]. To achieve this 
vision, both the in-situ and satellite observing systems are indispensable compo-
nents for GCOS, to provide observations over the breadth of environments from 
ocean bottom to the upper atmosphere. The existing in-situ and satellite observing 
systems represent the validation capacities, which will enable the inter-comparison 
among independent observations and the independent analysis.
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7.1.2.1 In situ-based Capacities 

GCOS has coordinated three types of in-situ networks for different purposes [48]:

. To produce stable long-term series and for calibration/validation purpose, the 
Global Reference observing networks were built/coordinated to provide highly-
detailed and accurate observations at a few locations. This includes the most 
advanced of the Reference networks, the GCOS Reference Upper Air Network 
(GRUAN). It is to note that GRUAN is not a set of identical stations, but all 
stations will make a core set of first priority observations. There are guidelines for 
setting up sites, characterizing instrument error, data quality control, and manual 
for the data management [37].

. The Global Baseline observing networks were built/coordinated to provide long-
term high-quality data records of key global climate variables and enable cali-
bration for the comprehensive and designated networks. It involves a limited 
number of selected locations that are globally distributed. For example, the GCOS 
Surface Network (GSN), the GCOS Upper Air Network (GUAN), the WMO 
Global Atmosphere Watch (GAW) and the Baseline Surface Radiation Network 
(BSRN) [19, 22].

. The Comprehensive Observing networks were built/coordinated to provide obser-
vations at the detailed space and time scales required to fully capture the 
nature, variability and change of a specific climate variable. It includes regional 
and national networks, for example, the GCOS-affiliated WMO GAW global 
Atmospheric CO2 and CH4 Monitoring Networks. These networks are operated 
primarily for non-climate monitoring but also provide important observations for 
climate purposes [19, 22]. 

The above mentioned networks are used to produce reference data for different 
purposes, the detailed procedures/guidelines/manuals are documented to make such 
selection of networks as transparent as possible [17, 18]. It serves for documenting 
a traceable validation process. 

The difference among these three types of in-situ networks can be demonstrated 
by using GUAN and GRUAN. The GUAN is designed to provide evenly distributed 
radiosonde network over the globe, measuring temperature, pressure (geopotential 
height), wind, and humidity (at least to the troposphere) at least 25 days each month, 
although the target is the collection of twice daily radiosonde observations at the 
0000 and 1200 UTC synoptic hours. The lowered observation requirement can be 
attributed to [37]: (1) instrumentations used in GUAN varies from country to country; 
(2) data collection rate is better in some areas than others; (3) lapse/inability in 
the acquisition of replacement radiosondes at some locations may lead to temporal 
gaps in the climate record; and (4) lack of sustaining resources to support existing 
networks, which leads to the change of instrumentation and the change in location, 
which will affect homogeneity of GUAN stations. It is clear that these shortfalls of 
GUAN can also cause inconsistency in the climate record. It is therefore needed for 
upper air observations meeting reference standards, which led to the establishment 
of GRUAN in 2004 [26].
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GURAN network served as reference standards for the larger GUAN network, 
aiming to quantify and reduce measurement uncertainties and to make measure-
ments in a stable way over multi-decadal time scales to achieve data homogeneity in 
time and spatially between measurement sites. In addition, GRUAN will provide a 
traceable reference standard for global satellite-based measurements of atmospheric 
essential climate variables and will ensure that potential gaps in satellite measure-
ments programs do not invalidate the long-term climate record. However, it is to 
note that GRUAN network has its own limitations to measure all parameters with 
minimum systematic error [26]. 

Thematically, the in-situ network support different domains of ECVs, which 
includes 5 categories: atmosphere surface, atmosphere upper-air, atmosphere compo-
sition, oceans, and terrestrial. It is noticed that except for Terrestrial and Atmosphere-
Composition categories, the observing network in the rest of domains contains both 
routine/baseline networks and reference networks, which indicate the relatively high 
capacity of the in-situ observing system for doing consistency validation. On the 
other hand, this indicates the relatively low capacity of the in-situ observing networks 
of Terrestrial and Atmosphere-Composition domains, to do consistency validation 
for the domain-relevant ECVs (See Table 7.1), which requires the reference in-situ 
observations. 

7.1.2.2 Space-Based Capacities 

There are 54 GCOS Essential Climate Variables (ECVs) [5, 36] required to support 
the work of the UNFCCC (United Nations Framework Convention on Climate 
Change) and the IPCC (Intergovernmental Panel on Climate Change). Table 7.2 
indicates 29 of the 54 ECVs can be observed from space (noticed that the observing 
principles for carbon dioxide, methane and other GHGs are similar and considered 
as one ECV product) [20]. The space-observable ECVs are in bold. 

To meet the requirements indicated in 1.1.2, space agencies working through the 
CEOS and the Coordination Group on Meteorological Satellites (CGMS) have estab-
lished mechanisms to ensure coordination in agencies’ operation and exploitation, 
for the optimum use of satellite data, by establishing Virtual Constellations on Atmo-
spheric Composition, Precipitation, Land Surface Imaging, Ocean Surface Topog-
raphy, Ocean Colour Radiometry, and Ocean Surface Vector Winds. The similar 
coordination mechanism was taken to avoid gaps in FCDRs, which due to missing 
observations or instrument changes can introduce errors in trend analyses. 

The potential future gaps in the satellite ECVs have been conducted through WMO 
and CEOS, which has been regarded necessary to be routinely updated and acted 
upon [7, 46]. Developed by WMO in support of Earth Observation applications, 
studies and global coordination, OSCAR (Observing System Capability Analysis 
and Review Tool) is an online resource tool that provides the status and the planning 
of global observing systems as well as instrument specifications at platform level 
(http://www.wmo-sat.info/oscar/).

http://www.wmo-sat.info/oscar/
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Table 7.1 Overview of all GCOS-relevant network components and systems 

Atmosphere Oceans Terrestrial 

Surface Upper-air Composition 

GCOS 
surface 
network 
(GSN) 

GCOS reference 
upper-air network 
(GRUAN) 

GCOS-affiliated 
WMO/GAW global 
atmospheric N2O, 
CO2 and CH4 
monitoring networks 

Global surface 
drifting buoy 
array on 5*5  
degree 
resolution 

GCOS/GTOS 
baseline global 
terrestrial network 
rivers (GTN-R) 

Baseline 
surface 
radiation 
network 
(BSRN) 

GCOS upper-air 
network (GUAN) 

WMO/GAW GCOS 
global baseline total 
ozone network 

Global tropical 
moored buoy 
network 

GCOS/GTOS 
baseline global lake 
network 

Full 
WWW & 
GSN 

full WWW & 
GUAN 

WMO/GAW GCOS 
global baseline 
profile ozone network 

Voluntary 
observing ships 

WWW/GOS 
synoptic network 

Global 
tropical 
moored 
buoy 
network 

Aircraft (ASDAR 
etc.) 

WMO/GAW aerosol 
network 

Global 
reference 
mooring 
network 

GCOS/GTOS 
baseline global 
terrestrial 
network-glaciers 
(GTN-G) 

Voluntary 
observing 
ships 

Profiler (radar) 
network 

GLOSS core 
sea-level 
network 

GCOS/GTOS 
baseline global 
terrestrial 
network-permafrost 
(GTN-P) 

Global 
reference 
mooring 
network 

Ground-based 
GPS receiver 
network 

Argo network global terrestrial 
network hydrology 
(GTN-H) 

GLOSS 
core 
sea-level 
network 

Argo 
network 

The inter-comparison of sensors and the (inter)calibration of instruments between 
satellites has received more and more attentions, which leads to the development of 
the Global Space-based Inter-calibration System (GSICS) jointly between the WMO 
Space programme, CGMS and the CEOS Working Group on Calibration and Vali-
dation (WGCV). GSICS is to ensure the generation of well-calibrated FCDRs. To 
focus on the sustained generation of long-term ECV products, the SCOPE-CM (The 
sustained coordinated processing of environmental satellite data for climate moni-
toring) initiative has been established with contribution from various space agencies. 

The above indicates the current efforts to address the requirements for generating 
ECV CDR from space, and more or less represent the current capacity of satellite
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Table 7.2 Overview of ECVs capable of being monitored from space grouped by measurement 
domain and area covered 

The highlighted ECVs are (will be) available via the Copernicus Climate Change Services (C3S) 
Climate Data Store (CDS) (Adopted from Table 7.2, GCOS 2016 Implementation Plan, GCOS-200) 

remote sensing in contributing to GCOS ECVs. There are specific gap analysis 
implemented by JRC [46] and UKEOF [30], to identify how better to coordinate 
among the existing players to the maximum use of current resources for space-based 
ECVs, for Europe and UK, respectively. 

The generation of many ECVs requires ancillary information about the state of 
the atmosphere and others. The various ECV products may use different sets of 
ancillary information (e.g. cloud flagged in one ECV and non-flagged in another 
one). This will certainly cause inconsistency among different ECV products. On the 
other hand, for the generation of a certain ECV, it needs different sources of data. 
For example, for sea surface temperature, there are different sensors observing the 
temperature of different “surfaces” [19, 29]: the traditional in-situ SST is taking 
measurement from well underneath the sea surface (e.g. near-surface and mixed-
layer “bulk temperatures”); the infrared (IR) radiometer measures the ‘skin’ SST;
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and, the passive microwave (MW) radiometer measures the ‘sub-skin’ SST. How to 
harmonize these three different observations of SST is complicated, due to different 
measurement depths and diurnal thermal stratification. 

The similar inconsistency issue may exist in other ECV products. On the other 
hand, to be able to identify such inconsistency, the satellite observing system for 
certain ECV and the corresponding in-situ observing networks shall be maintained 
and collocated temporally and spatially. Nevertheless, these datasets (both satellite 
and in-situ) may be affected by the changes in demands on the data, observing prac-
tices and technologies. These changes can alter the characteristics of observational 
records (e.g. change in mean and/or variability). It is, therefore, required to follow a 
certain procedure to process the raw measurements before they can be used to detect 
climate variability and climate change. In this sense, for satellite observing systems, 
the mentioned GSICS and SCOPE-CM can be helpful in establishing an unbroken 
chain for the satellite measurements to be used/produced in a way to meet interna-
tionally recognized measurement standards, which consequently means consistent, 
homogeneous observational records. 

7.1.2.3 Reanalysis-Based Capacities 

With a sufficiently realistic global circulation model, by assimilating observational 
data from multiple sources into a dynamically coherent dataset, reanalysis can 
produce multi-decadal, gridded datasets that estimate a large variety of atmospheric, 
sea-state, and land surface parameters, including many that are not directly observed 
[13, 34, 35]. Reanalysis data can help improve the medium-range forecasts, by 
using them to assess the performance of operational forecast system and to eval-
uate the effect of new model developments and other changes [38]. This is actu-
ally corresponding to a strong feedback loop between improvements in the global 
observing system, advances in data assimilation methodology, and development of 
better forecast models through analysis [11]. 

The currently well-recognized need for the development of reanalysis is a more 
explicit representation of atmosphere–ocean interaction, which will improve surface 
fluxes of heat and momentum, tropical precipitation, and surface wave fields. The 
current reanalysis estimate of these parameters suffers from bias and drifts, due 
to the lack of model feedback between ocean and atmosphere and therefore the 
poor representation of processes that govern the near surface temperature and wind 
conditions [6, 11]. 

A similar concern holds for the representation for land surface. For example, in 
the current configuration of ECMWF, the 4D-Var analysis of upper-air prognostic 
variables is performed separately from simpler analyses of screen-level parameters 
(temperature, humidity) and land surface parameters (soil moisture, soil temperature, 
snow depth). Consequently, there is a lack of dynamic feedback in the analysis 
between the land surface and the atmospheric boundary layer [11, 40]. 

For atmospheric composition, the coupled modelling of meteorological, chem-
ical, and aerosol variables and combined use of observations of trace species and



150 Y. Zeng et al.

meteorology in the 4D-Var analysis is desired. It is because these are the basic 
elements needed for a fully coupled data assimilation system, in which observations 
of atmospheric constituents lead to physically consistent adjustments to the meteo-
rological variables, and conversely, meteorological observations can have an imme-
diate impact on estimates of the constituent concentrations [11]. However, due to the 
not-yet-adequate observations (e.g. the model background is not well constrained by 
observations), there are large and unrealistic changes in the upper-stratospheric circu-
lation. As a result, the current practice for atmospheric composition reanalysis does 
not yet allow direct adjustments to the meteorological parameters based on trace-gas 
observations. Instead, the observations of atmospheric constituents need to be bias-
corrected (via variational bias corrections) before being assimilated into the data 
assimilation system for generating the coupled 4D-Var analysis of meteorological 
variables. 

From the above, on one hand there are limits in the current reanalysis in achieving 
consistency among different physical parameters across domains. On the other hand, 
the analysis provides complete description of physically plausible atmosphere, ocean 
and land parameters consistent with instrumental observations. The reanalysis adds 
value to the instrumental record [49]. 

For example, by constraining the model background with the observations, reanal-
ysis produces useful estimates for model variables that are not well observed, such 
as stratospheric winds, radiative fluxes, root-zone soil moisture, etc. However, due 
to the absence of direct observations, it is difficult to quantify the uncertainty of 
those model-generated variables, which depend on errors in the model as well as on 
the observations. Nevertheless, the reanalysis permits the budget diagnostics [2, 27, 
28, 43], which are useful for demonstrating shortcomings and progress in climate 
reanalysis, and the examination of increments can be highly informative about short-
comings in the assimilating model [11]. It is to note that, depending on the diag-
nostic, the results can be different due to differences either in the observation data, 
the assimilation scheme or forecast model, or any combination of these. 

Uncertainty characterization and consistency validation are therefore required for 
reanalysis (e.g. including both products and processes), to understand uncertainty that 
may come from insufficient observation coverage, insufficient data quality, unknown 
observation uncertainties or assimilating model deficiencies [21, 49]. 

There are currently international efforts to tackle this issue through intercom-
paring reanalysis, for example: the SPARC reanalysis inter-comparison project was 
proposed in 2012 [15], and the Reanalysis.org portal was established to provide 
researchers with help to obtain, read and analyze reanalysis datasets created by 
different organizations. The CORE-CLIMAX project has also proposed a procedure 
for comparing reanalysis [41], and comparing reanalysis to assimilated observa-
tions and CDRs, through inter-comparing reanalysis results. Furthermore, there are 
recently emerging many reanalysis inter-comparison tools [16], for example: web-
based reanalysis inter-comparison tools (https://reanalyses.org/atmosphere/writ), 
KNMI Climate Explorer (http://climexp.knmi.nl/start.cgi? someone@somewhere), 
MERRA Atlas (http://gmao.gsfc.nasa.gov/ref/merra/atlas/), and the Climate Reana-
lyzer (http://cci-reanalyzer.org/).

https://reanalyses.org/atmosphere/writ
http://climexp.knmi.nl/start.cgi?
http://gmao.gsfc.nasa.gov/ref/merra/atlas/
http://cci-reanalyzer.org/
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7.2 Case Study: Consistency Among Hydrological Cycle 
Variables 

Based on observation data (e.g. both in-situ and satellite), we can quantify the water 
cycle components in river basins and compare these to the results obtained by using 
reanalysis data. TWS (terrestrial water storage) are obtained by balancing precipi-
tation, evaporation and river runoff from satellite observations and in-situ observa-
tions. The same is also obtained from Interim Reanalysis data (ERA-Interim). Upon 
comparing these TWS data to the GRACE (Gravity Recovery and Climate Experi-
ment) observations of storage changes, we conclude that a method can be devised to 
separate the impacts on the water cycle components by climatic and human factors. 
Demonstration cases are presented for the Yangtze river basin (Fig. 7.1). 

We start with the mass conservation equation for water, which takes the form of: 

∂ S 
∂t 

= PGPC  P  − ESE  BS  − RObs  · f
(
Pi, j , Ei, j

)
(7.1) 

where S is the amount of water stored at surface and subsurface per unit of land 
surface; PGPC  P  uses the GPCP (Global Precipitation Climatology Project) data is 
used; ESE  BS  uses the SEBS (Surface Energy Balance System) [39] derived land 
evapotranspiration; RObs  is the in-situ observed river discharge; f

(
Pi, j , Ei, j

) =(
Pi, j − Ei, j

)
/(P − E) is a scaling factor to distribute the observed discharge to 

each pixel, Pi, j , Ei, j are GPCP precipitation and SEBS ET for pixel (i, j) and P, E 
are the mean GPCP precipitation and SEBS ET for the catchment area of interest, 
all expressed in cm of water depth. 

The TWS anomaly and cumulative TWS anomaly are estimated from GPCP 
precipitation, SEBS estimated evapotranspiration [8, 9], observed discharge as well

Fig. 7.1 Yangtze river basin (Upper Yangtze reach, from Tuotuohe, to Yichang; Middle reach from 
Yichang to Hankou; Lower reach from Hankou to the river mouth near Shanghai; Cuntan, Yichang, 
Hankou, and Datong are four gauging stations located along the mainstream of the Yangtze)
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as from ERA-interim data, which are compared with GRACE TWS for the Upper 
Yangtze reach and the whole Yangtze river basin. The river discharge measurements 
from Yichang station for the period 2001–2010 are used for the Upper reach study. 
The discharge measurements from Datong for the period of 2005–2010 are used for 
the whole Yangtze River basin study. The GPCP precipitation data (precipitation 
in cm/month) was obtained at http://jisao.washington.edu/data/gpcp/; GRACE data 
was obtained at: http://grace.jpl.nasa.gov/ (data version: RL05.DSTvSCS1401). The 
GRACE monthly grid data represents the equivalent water height deviation from its 
average value over Jan 2004 to Dec 2009).

From the results shown in Figs. 7.2 and 7.3, it can be seen that the TWS derived 
from the observation data and from ERA reanalysis data are consistent with each 
other, indicating that both datasets capture the surface dynamics of the water cycle 
fluxes. However, the TWS derived from GRACE has somewhat larger amplitudes 
than those from observation data and reanalysis data, indicating deep groundwater 
contributions. From Fig. 7.3, it may be concluded that after the filling of the Three 
Gorges Dam reservoir (Yichang station, upper panel in Fig. 7.3) started in 2004, the 
storage of the upper reach increased in the following years in 2005–2007 period, but

Fig. 7.2 Terrestrial water storage anomaly over (Top) Yichang Station and (bottom) Datong Station

http://jisao.washington.edu/data/gpcp/
http://grace.jpl.nasa.gov/
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Fig. 7.3 Cumulative terrestrial water storage anomaly over (Top) Yichang Station and (bottom) 
Datong Station 

returned to the average gradually afterwards. This indicates the dominant climatic 
control of the Yangtze River system in the upper reach. For the lower reach, it can be 
seen that the there was a reduced storage from 2004–2008 but it gradually returned 
to its pre-Three Gorges stage afterwards.

It is noted that the monthly TWS anomaly and cumulative anomaly over Yichang 
Station (i.e. the upper reach), calculated using an earlier version of GRACE data 
(RL04 ssv201008), are completely different from the results shown in Figs. 7.2and 
7.3. For the TWS anomaly, the earlier version of GRACE data has a phase difference 
of about 10 days, when compared to the current version (results not shown). For the 
cumulative TWS anomaly, the earlier version does not show the increase of monthly 
accumulative TWS anomaly after 2004 (results not shown), which was expected due 
to the filling of the Three Gorges Dam reservoir (upper panel in Fig. 7.3).
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The reason for the difference between the two versions of GRACE data can be 
very complex. Many parameter choices and solution strategies are possible for the 
complex inversion of relative ranging observations between the two formation-flying 
GRACE spacecraft, the precise orbit determination via GPS and various corrections 
for spacecraft accelerations not related to gravity changes. One of the most impor-
tant parameters for the post-processing of GRACE observations is the land grid 
scaling coefficients, the use of which enables the representation of surface mass 
variations at small spatial scales. Without the scaling coefficients, the mass varia-
tions at small spatial scales tend to be attenuated. On the other hand, the scaling 
coefficients are computed by applying the same filters (e.g. de-striping, Gaussian, 
and degree 60 filters) applied to the GRACE data to a land-hydrology model (i.e. 
NCAR’s CLM4), through which the gain factor is derived by minimizing the differ-
ence between the model’s smoothed and unfiltered monthly water storage variations 
at any geographic location. With its origin, the gain factors tend to be dominated 
by the annual cycles of water storage variations. Meanwhile, the inter-annual trends 
in particular in hydrology models are very uncertain, it is therefore suggested that 
it may not be suitable to quantify trends. Nevertheless, within the accepted error 
ranges, GRACE data is still useful for detecting trends [44, 45]. 

From the above, it is obvious that the exact explanation for the different results 
over the upper Yangtze reach, calculated from the two data versions, needs intensive 
dedicated research. Nevertheless, it is also possible to have a quick check on the 
meta-information about each change made for the production of GRACE data [41]. 
Such meta-information can help explain if the difference between Figs. 7.2 and 7.3 
could be attributed to what has been changed during the production of new version 
dataset. It was found that in the new version of GRACE data, July-2004, October-
2004, March-2005 and February-2006 were replaced/updated, which corresponds to 
the dates in which the differences between the two versions of GRACE data were 
identified (see Figs. 7.2 and 7.3). 

7.3 Essentials of Current Practices and Strategy for Future 
Work 

7.3.1 Essentials of Consistency Validation for Current 
Practice Examples 

According to the above, the climate monitoring needs to ensure consistency and 
quality of the products, the realization of which requires thorough inter-comparison 
on two aspects: 

a. Thorough (inter)comparison among multiple independent datasets/products for 
a specific climate variable;
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b. Thorough (inter)comparison among different climate variables, which are 
physically interlinked. 

The first type of inter-comparison can be implemented at point or grid scales 
to check the product differences of a specific climate variable and the reasons for 
such differences, while the second type of inter-comparison will check the physical 
consistency from the functional point of view of different climate variables. In addi-
tion, the cross-cutting validation using data assimilating system is an alternative way 
to check physical consistency of ECVs across domains: 

c. Cross-cutting consistency validation among different climate variables across 
domains, using data assimilating system. 

The above three types of validation activities can be regarded as the quality 
consistency check on climate data products. 

At the same time, it is important to recognize that different methodologies and 
verification approaches used for inter-comparison may lead to the same conclusion, 
but with different reasons behind. Other than this, the generation processes (/produc-
tion chain) of different datasets and products differing from each other can complicate 
the analysis of the (inter)comparison results, if all the necessary information are not 
provided. 

To facilitate the assessment on this kind (e.g. production chain), the CORE-
CLIMAX project [41] proposed a System Maturity Matrix (SMM), which is adapted 
from Bates and Privette [1, 14]. The SMM is a tool to assess the system matu-
rity of a CDR. SMM basically assesses whether CDR generation procedures have 
been compliant with best practices developed and accumulated by the scientific and 
engineering communities. This can be regarded as the process consistency check. 

It is to note that the Climate Change Initiative (CCI) of the European Space 
Agency (ESA) has defined three consistency levels of satellite CDRs for Earth system 
monitoring [36]: “(1) consistency in format and metadata to facilitate their syner-
getic use (technical level), (2) consistency in assumptions and auxiliary datasets 
to minimize incompatibilities among datasets (retrieval level); and (3) consistency 
between combined or multiple CDRs within their estimated uncertainties or phys-
ical constraints (scientific level).” As such, the ‘process consistency check’ can be 
mapped to the ESA-CCI’s ‘technical level’, while the ‘quality consistency check’ 
mapped to both the ‘retrieval level’ and ‘scientific level’. 

According to ESA-CCI [36], the assessment methods for consistency on the 
‘retrieval level’ include: visual (combined images, or homogeneity), contingency 
matrix, class combination maps, difference maps, and statistical comparison, the 
‘scientific level’ includes: visual (features as expected), quantitative variability, trend 
analysis, difference maps, trend comparisons, and correlations & other measures of 
co-variability. These assessment methods are applicable to either one single ECV 
product (self-consistency) or those ECVs consisting of several quantities (multi-
product, and mutual consistency) (e.g., the glacier ECV in ESA-CCI consists of the 
three products: glacier outlines, elevation change, and velocity). 

Based on the definition of ‘single/multi-product’, [49] described an overarching 
structure for the assessment of quality and usability (AQUE) of ECV products,
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considering ‘single product assessment’, ‘multi-product intercomparison’, ‘thematic 
assessment’, and ‘usability assessment’. The AQUE aims to support a traceable 
climate service, where the uncertainty from the upstream of climate service (i.e., 
technical and scientific quality of ECV products) propagates into the resulting benefit 
(utility) for the end users. 

7.3.2 Generic Strategy of Consistency Validation 

For the quality consistency check, one of the first step is to understand the validation 
requirements (see Sect. 7.1.1). It shall be realized that for different users (therefore 
about different applications) the requirements will be different. 

For example, there are two kinds of reanalysis (e.g. NWP-like reanalysis or reanal-
ysis for climate change assessment), having different requirements in terms of data 
usage. A traditional NWP-like reanalysis (e.g. for the past 30yrs) tends to assimilate 
all available observations unless they are known to be unusable for certain reasons. 
The climate reanalysis, going further back in time (e.g. for the past 100 yrs), on 
the other hand, only assimilates those observations that are known to be suitable 
for climate applications. It implies that a climate reanalysis requires extra efforts in 
validating the input data than the NWP-like reanalysis. 

With that in mind, it is important to implement a user (validation) requirement 
review as the first step, which includes (but is not limited to):

. definition of user requirements on products (e.g. coverage, vertical resolution, 
spatial and temporal resolution, data length etc.);

. consistency validation requirements (e.g. only inter-comparison required or the 
ECV consistency across domains required);

. service specification (e.g. near-real-time monitoring/forecast at European/Global 
Scale, value added products, satellite retrievals etc.);

. requirements for measures and metrics (e.g. root mean square error, relative 
frequency histograms, Pearson’s correlation coefficient etc.);

. requirements for independent reference observation data (e.g. is it traceable to 
in-situ measurements?);

. requirements for equivalent products (e.g. is the heuristic reference needed?). 

Based on the requirement review, the dedicated validation plan can be made and 
may include (not limited to):

. definition of terminology (e.g. consistency, accuracy, stability etc.);

. description of data under evaluation (data processing and archiving center, 
model/data processor version, instrument, calibration version, log-file, input and 
initialization data, measured parameter, native data format, file name convention);

. reference data selection (e.g. the same as the above item, plus the information 
error budget of data comparison, characterization of sensitivity and information 
content);
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. range of comparison;

. co-location criteria, conversion of units, temporal/spatial re-sampling and 
smoothing;

. performance and validation statistics (e.g. error budget analysis);

. description of the validation protocol;

. description of the validation process (e.g. both internal and external) [50]. 

It is noted that, for the description of data under evaluation and the selection of 
reference data, the known and relevant uncertainties shall be detailed. This will facil-
itate proper interpretation of the validation results and traceability of the validation 
process. 

After implementing the validation plan, all results of validation measures shall 
be integrated and published as a validation report. This third step needs to coor-
dinate and harmonize all validation activities/results, available quality information, 
and the service endorsement information. It implies that the validation results from 
geophysical product and algorithm validation, through validation against service 
specifications and requirements, to the service endorsement by core/key users (e.g. 
external review) shall all be collected. Endorsement by core/key users facilitates the 
feedback loops of the validation process, which is the most important element of the 
whole validation processes. This external review element provides feedbacks from 
the end-users to the developers, producers and providers, i.e. the new information 
for improving the quality of current products. 

Arguably, the three steps identified above: (1) User (Validation) Requirement 
Review; (2) Validation Plan; and (3) Validation Report, are general in a way to validate 
products corresponding to user requirements, and cannot be referred to consistency 
validation. On the other hand, it is needed to understand how the consistency is defined 
before implementing consistency validation, which can be reflected/specified in the 
user (validation) requirement review. And then, in the validation plan, especially 
for the description of the data under evaluation and the reference data selection the 
detailed information shall be investigated, which will help to identify the causes when 
inconsistency being identified. The case study shows that the cause of inconsistency 
can be identified from the log-files of the data production. In addition, in the validation 
plan, the practical aspects of consistency validation can be identified, for example: 
co-location criteria, conversion of units, temporal/spatial re-sampling and smoothing. 

7.4 Discussion and Conclusions 

The Climate Data Store (CDS) of the Copernicus Climate Change Services (C3S) 
envisions that it shall include essential climate variables (ECVs), uncertainty esti-
mates, reanalysis, multi-model data (e.g. seasonal forecasts and up-to-date climate 
projections), and in-situ and satellite data. Furthermore, CDS should contain only 
‘climate compliant’ data, as defined by Evaluation and Quality Control working 
group of C3S. This implicates that one may find certain ECV variable from different
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sources, and there is a need to do consistency check to determine which dataset are fit 
for certain particular purpose. On the other side, when there is a certain ECV variable 
under evaluation, one would like to collect as many as possible independent datasets, 
under the constraints that they are measuring the same thing, to do (inter)comparison, 
in order to understand comprehensively the associated uncertainty. 

For the in-situ datasets, the homogeneity adjustment plays a critical role in 
producing long-term climate data. There are direct and indirect methodologies to 
do homogeneity detection and adjustment [32]. However, it is still difficult to avoid 
all the inhomogeneities caused by, for example, changes in instrumentation, station 
moves, changes in the local environment (e.g. building construction), or the introduc-
tion of different observing practices like a new formula for calculating mean daily 
temperature or different observation times. The existence of independent datasets 
and data assimilation technique provide unprecedented opportunities to spot “bugs” 
in the in-situ datasets [23]. The use of satellite data can also help monitoring in-situ 
observations, for example, by using AATSR SST data, the error characteristics of 
the ‘bad’ buoy for measuring SST can be identified [10]. 

For the satellite, reanalysis, and multi-model datasets, the same principle of 
consistency validation as discussed above (e.g. collect as many as possible available 
independent datasets) is applicable. On the other hand, this principle needs to be 
constrained with the reference data selection procedure as mentioned in Sect. 7.3. It  
is to note that based on the discussion in Sect. 7.3 the collection of all kinds of valida-
tion information is to identify the missing validation information and processes (e.g. 
validation gaps), which are necessary to set priorities for future validation reports. 
And, consistency validation is a key for identifying such gaps. 

Through consistency validation, it is also helpful to identify gaps for the current 
capacities of existing networks (see Sect. 7.1.2). For example, taking water cycle 
closure as an example, we can thematically identify what needs to be measured. 
When the needed variable was compared to a dataset, one may find out that in the 
dataset only land fluxes were observed while soil moisture and soil temperature, or 
water vapor, or relative humidity were not. From this sense, one may identify the gap, 
the filling of which requires measurements of other relevant physical variables. This 
can be useful to help bring different observation networks together, which may be 
established from different initiatives/projects/programs. In this way, one can suggest 
a way to gain added-value to current existing observation entities. 

In the hydrological cycle closure example implemented over Yangtze River Basin, 
it is assumed that the total water storage change at a scale of river basin equals to 
the input minus output. In this sense, the basic water balance equation (i.e. total 
water storage change=Precipitation—Evaporation—Runoff) can be used to identify 
what observations are still lacking. However, for the current case, only runoff data 
can be collected from in-situ observations. The precipitation data was from GPCP, 
the evaporation was calculated by using SEBS model. Apart from the difficulty 
of defining runoff data at grid scale, a harmonized approach is needed to bring 
different sources of data together to do consistency check. The harmonized approach 
can include two parts: (a) how to adjust different physical metrics to a common 
benchmark that enables them to be used to do consistency check; (2) the definition
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of a physically thematic framework to do consistency check (e.g. in this case, the 
water balance equation). 

Nevertheless, from the Yangtze river case, the TWS anomaly signal calculated 
from different sources of data (e.g. GPCP precipitation, SEBS evaporation and In-situ 
runoff) are consistent with that calculated from reanalysis data. It seems that GPCP, 
SEBS evaporation, and in-situ runoff data are consistent with each other, since they 
are compared with model results (ERA-Interim), which can be regarded being a 
physically consistent system that is physically constrained by the coupled model. 
On the other hand, the analysis schemes for the different components are separate 
and use different methodologies. For example, for the atmosphere-land domains, the 
screen-level parameter analysis is the first to be completed and is used as input for the 
soil moisture and snow analysis. The analyzed surface variables generate feedback 
for the upper-air analysis for the next assimilation window, through their influence 
on the first-guess forecast that propagates information from one cycle to the next. 
In this sense, this can be identified as weakly coupled system. The similar weakly 
coupled system exists for the atmosphere–ocean domains though. 

The weakly coupled data assimilation scheme is widely used in reanalysis centers. 
One advantage of this weakly coupled approach is that, for example, the ocean initial-
ization, obtained by running an ocean model with surface boundary conditions from 
an atmospheric (re)analysis, can benefit from the wealth of atmospheric observa-
tions and sophisticated atmospheric data assimilation methods. And, such uncou-
pled approach also permits modularity and easy implementation. The disadvantage 
is that the surface properties of both atmosphere (e.g. wind conditions and near 
surface temperature) and oceans (e.g. sea surface temperature) cannot be consistently 
assimilated within the separate assimilation systems. 

The efforts in developing coupled data assimilation for atmosphere and ocean 
have been intensively undertaking at ECMWF, e.g. with ERA-CLIM2 project, which 
aimed to develop a first coupled ocean–atmosphere reanalysis of the twentieth 
century, together with consistent estimates of carbon fluxes and stocks [6, 11]. The 
new data assimilation scheme has been designed in a way to allow dynamic two-way 
exchange of information between ocean and atmosphere within a single analysis 
cycle, which can accommodate observations that are sensitive to both oceanic and 
atmospheric variables [6, 11]. This ‘strongly coupled data assimilation’ technique 
allows feedbacks between the ocean and atmosphere models [24, 25], which facili-
tate the direct correction of the ocean modeling by the atmosphere observations, and 
vice versa. 

Nevertheless, it is recognized that both the observational record and the model 
have inherent uncertainties that are not always quantifiable [31]. Therefore, it is 
important to expose all available information pertaining to these uncertainties, and 
make them accessible to the scientific community. It is also important to enable 
users to assess the observational information content of specific reanalyzed param-
eters as a function of space and time, depending on whether those parameters have 
been directly observed or indirectly constrained by observations of other parame-
ters. All these information will allow end-users to draw meaningful inferences about
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the uncertainties in their own estimates, meeting the requirements for their specific 
applications [6, 12]. 

So far, there are many programmes/initiatives dedicated to the quality assurance 
of satellite-based ECV CDRs [49]. However, a consistent, international coordina-
tion mechanism for in-situ observations and reanalysis for climate services is not 
yet existing, which should be further pursued, taking the momentum generated by 
the Copernicus Climate Change Services. It is well recognized that understanding 
climate change is fully relied on the observation capacity (i.e., global satellite and 
conventional observational data in the atmosphere, the land, and the ocean), the devel-
opment of fully coupled Earth system models, as well as data assimilation systems 
that can ingest these observation data. It highlights a continuous cycle of research 
and development in all these key activities: from in-situ data collection/rescue, satel-
lite observation reprocessing, Earth system model advancement, to data assimilation 
methods for reanalysis (including its production and evaluation). Such a research 
cycle can, therefore, provide a continuously improving interpretation of the evolution 
of the Earth system. 
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Chapter 8 
Optical Spectroscopy for on Line Water 
Monitoring 

Genni Testa, Gianluca Persichetti, and Romeo Bernini 

Abstract The occurrence of different contaminants in drinking water, surface water, 
domestic wastewater, and other water sources has led to increased interest in devel-
oping new methods and instruments for water quality monitoring able to provide 
adequate and rapid management interventions. A critical analysis of the main optical 
spectroscopy techniques for online water monitoring and their recent progress are 
presented. Not all spectroscopic techniques have yet reached a degree of maturity 
adequate for the purpose, however, even in these cases, their potentialities in this 
field are shown. 

Keywords On-line Monitoring · Spectroscopic Methods · Absorption 
Spectroscopy · Fluorescence Spectroscopy · Raman Spectroscopy · Light 
Scattering Methods 

8.1 Introduction 

The occurrence of different contaminants in drinking water, surface water, domestic 
wastewater, and other water sources has led to increased interest in developing new 
methods and instruments for water quality monitoring able to provide adequate and 
rapid management interventions. 

In this context, on-line monitoring techniques are of great interest not only as a 
valid alternative to conventional laboratory analyses, but it can also be of fundamental 
importance for monitoring rapid phenomena, for example in storm-driven spikes of 
pollutants that would otherwise not be detected, or where automation is required 
such as in water treatment plants. 

Recent developments in spectroscopic techniques have improved the detection 
sensitivities, quantitatively and qualitatively. Among them, techniques based on 
optical methods often do not require sample pretreatment and allow their immediate 
application in on-line monitoring. A critical analysis of the main optical spectroscopy
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techniques for on-line water monitoring and their recent progress are presented. Not 
all spectroscopic techniques have yet reached a degree of maturity adequate for the 
purpose, however, even in these cases, their potentialities in this field are shown. 

8.1.1 Absorption Spectroscopy 

Absorption spectroscopy represents one of the most common approach for on-line 
and in-situ water monitoring since it offers the potential to permit a label-free spectral 
detection and identification of specific analytes in an easy way. 

This approach is based on the fact that when the light passes through a medium, 
part of the light energy is absorbed due to the interaction between the light and 
pollutant molecules. The absorbance is directly proportional to the medium thickness 
according the Lambert-Beer law: 

A = log
(
I0 
I

)
= K (λ)C (8.1) 

A is the absorbance; I0 and I are the intensities of the incident and outgoing light; 
K is the molar absorption coefficient of the absorbing substance and the wavelength 
λ of the incident light; C is the concentration of the absorbing substance in mol/L; 
and L is the thickness of the absorbing layer in cm. The length L is an important 
measurement parameter as it fixes the path length that the light travels through the 
sample. It must be suitably selected in order to optimize the data, a too short path 
length results in weak signals, whereas long path length could cause data saturation. 

UV–VIS Spectroscopy 

Currently, absorption spectroscopy for water monitoring is mainly based on UV 
(180–400 nm) and visible (400–800 nm) spectrum because several pollutants absorb 
in these spectral regions [1, 2]. Therefore, based on the Lambert–Beer law it is 
possible to detect the concentration of pollutants in water. 

Initially, the research has been focused on single wavelength spectroscopy tech-
niques, e.g. the wavelength of 210 nm is employed for nitrate determination [3]. 
Absorbance at 254 nm, also referred to as SAC (Spectral Absorption Coefficient), 
is typically used to measure the organic loading of water and could be related to the 
total organic carbon (TOC) [4] and chemical oxygen demand (COD) [5]. The wave-
length of 280 nm is chosen for the estimation of the biochemical oxygen demand 
(BOD) [6]. 

These approaches are very simple and reliable for on-line analysis; however, they 
could be applied only when samples are transparent and very few and well-known 
substances are presents. In fact, the simple occurrence of turbidity can strongly influ-
ence absorption measurements due to the light scattering attenuation. This problem 
could be avoided by adopting filtration stages that remove the suspended particles in 
the sample; however, this is a complex task to be implemented for on-line monitoring.
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Alternatively, compensation/subtraction techniques that remove the scattering inter-
ference by an additional wavelength have been introduced. These approaches are 
based on the fact that turbidity can cause light scattering over the whole UV–VIS 
spectrum range, and additional measurements in the spectral region, where pollutants 
do not absorb, can be used to evaluate the scattering influence [7]. 

When the number of contaminants increases and the sample constituents are 
complex, it is very difficult to obtain reliable and accurate measurements using 
single/dual wavelength techniques, because water pollutants typically exhibit broad-
band absorption and overlapping spectra, and the Lambert-Beer law may be not valid 
[8]. In order to overcome these limitations, multi-wavelengths or full spectrum UV– 
Visible spectroscopy techniques have been developed [1, 9] in recent years. These 
approaches permit the simultaneous detection of multiple contaminants, but typi-
cally require more complex data analysis in order to find a correlation between the 
indicator values (COD, BOD, total suspended solids (TSS), …) and the absorption 
spectra in the measured range of wavelengths. 

Dimensionality-reduction methods such as principal components analysis (PCA), 
partial least squares (PLS) and multiple stepwise regression (MSR) have been widely 
applied for multi-parameter detection [10]. A comparison of these methods has been 
carried out by Avagyan et al. [11] for high accuracy detection of dissolved organic 
carbon (DOC) from absorbance measurements in the entire UV–Vis range (200– 
750 nm). Multi-sensor data fusion approach merging temperature, pH, conductivity 
and UV–Vis absorption spectrum, by means of an artificial neural network (ANN), 
has been used to estimate the COD pollution in real wastewater samples [12]. Neural 
Network could enable the simultaneous measurements of total nitrogen (TN), total 
phosphate (TP) as well as TSS from on-line UV absorbance measurement [13]. 
Alternative approaches like evolutionary algorithm method (EVO) and support vector 
machine (SVM) have been applied in different scenarios (sewers, rivers, wastewater 
treatment plants (WWTPs)) for the estimation of three water quality parameters (TSS, 
COD total and dissolved) [14]. Machine learning techniques have been employed 
to develop a water quality monitoring system able to evaluate COD, TSS and Oil & 
Grease (O&G) concentrations [15]. 

Typically, UV–Vis spectroscopic measurements are performed with a single 
fixed pathlength L. However, alternative approaches based on dual or variable path-
length have been proposed in order to improve both the accuracy and the dynamic 
measurement range [16, 17]. 

NIR Spectroscopy 

More recently, absorption spectroscopy has been extended to include near-infrared 
(NIR; 750–2500 nm) and mid-infrared (MIR; 2500–16,000 nm) wavelength regions 
in order to improve the performances of on-line water quality monitoring [18–20]. 
In fact, the infrared region provides important information about the chemical nature 
and molecular structure of the sample under analysis. 

In the context of water monitoring, the absorption bands of interest in the NIR 
spectrum are those related to the overtones and combinations of the oxygen-hydrogen 
(O–H), nitrogen-hydrogen (N–H) and carbon-hydrogen (C–H) group vibrations.
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However, because NIR spectra exhibit usually broad and weak absorption bands, 
they are more complicated to interpret as compared with that of the fundamental 
frequency in the MIR region. Hence, multivariate techniques like PCA are required to 
extract useful information [21]. For these reasons, the power of optical spectroscopy 
in NIR region has been sometimes underestimated. NIR absorption spectroscopy has 
been successfully applied to on-line measurement of the chemical oxygen demand 
and TSS in wastewater [22, 23]. The combination of visible and short wave near 
infrared wavelengths (Vis/SW-NIR 400–1000 nm) has been employed to quantify 
the 5-day biochemical oxygen demand (BOD5), COD and TSS for urban wastewaters 
monitoring [24]. 

An alternative approach to traditional NIR spectroscopic techniques has been 
proposed by aquaphotomics [25], which is based on the monitoring of the water 
absorbance bands modifications due to the interaction with the molecules of solute. 
Since the NIR water spectrum related to covalent OH and hydrogen bonds is greatly 
influenced by contaminant molecules, this approach allows the detection of pollutants 
also at trace levels. Gowen et al. [26] demonstrated the detection and quantification 
of the pesticides Alachlor and Atrazine in aqueous solution at ppm levels. Recently, 
aquaphotomics has been applied for the detection of several substances like salts, 
sugars, acids, metals in water as well as for monitoring different steps of purification 
process in water treatment systems [27]. An interesting feature of this approach is 
the ability to detect specific substances, like salts and metals that do not absorb in 
the NIR, due to their interaction with OH bonds in water. 

MIR Spectroscopy 

Optical spectroscopy in the MIR range provides more specific information about the 
chemical composition of the sample compared to UV–VIS and NIR, because most 
of the fundamental frequencies for molecular vibrations (e.g., stretching, bending, 
scissoring) occur in these regions. However, the analysis of water samples, due to 
the high absorption coefficient of water in the MIR, require the adoption of very 
thin path length, in the micron range, to avoid strong signal attenuation. In order to 
overcome this problem, the attenuated total reflection (ATR) spectroscopy approach 
has been developed. In this approach, the light is directed onto a high-refractive-
index crystal prism and is reflected at the sample-prism interface due the total internal 
reflection. This internal reflection produces an evanescent wave that extends beyond 
the surface of the crystal and interacts with the sample. Hence, in this case the 
absorption spectroscopy is enabled, via the evanescent field, and for this reason it 
is also called evanescent wave spectroscopy (EWS). MIR spectroscopy has been 
exploited in several water monitoring applications, typically by Fourier-transform 
infrared (FTIR) spectrometers. 

FTIR spectroscopy has been used for on-line measurement of COD, TOC, Volatile 
Fatty Acids (VFA), and Partial and Total Alkalinity (PA and TA) in anaerobic diges-
tion processes for the treatment of industrial wastewaters [28]. The same approach 
has been employed for the on-line monitoring of VFA, COD, alkalinity, sulfate, total 
nitrogen, ammonia and nitrate at a full-scale plant [29]. The FTIR technology has
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been also successfully applied for the quantification of pharmaceuticals and other 
emerging pollutants in wastewater [20, 30]. 

However, despite these results, FTIR based spectroscopy for on-line and in-situ 
monitoring remain an unsuitable approach, due to the cost and complexity of the 
instrumentation. FTIR spectrometers are based on a Michelson interferometer, and 
are typically benchtop, bulky equipment with free-space optics based on thermal 
source (globars), which emit a low overall spectral power density in the MIR wave-
length range and could require liquid nitrogen cooled detector to achieve high 
sensitivities. Furthermore, they require complex sampling systems that make the 
instrument quite unsuitable to be handled during in-situ measurements. 

In order to overcome these problems, alternative approaches based on IR chalco-
genide glasses fibers transmitting from 2 to about 12 μm have been proposed. The 
adoption of optical fibers permits to realise an ATR optical probe that could be 
coupled to FTIR spectrometer and, differently from conventional ATR crystal, could 
be directly immersed in the sample under analysis avoiding the sampling proce-
dure [31]. Alternatively, the fiber itself could be used for ATR measurements. In 
this configuration an optical fiber without cladding allows the interaction of the 
evanescent field with the sample, implementing the so-called fiber evanescent wave 
spectroscopy (FEWS). [32, 33]. This approach has been extended to other waveg-
uides structures (e.g., planar structures, hollow waveguides, etc.) [34] that, with a 
suitable design of the waveguide geometry, could also enable a signal enhancement 
and an increase of the sensitivity. A further improvement of the performances has 
been obtained by coating the sensor surface with selective membranes or films that 
allow an enrichment of analyte molecules [35]. 

A great breakthrough in MIR spectroscopy toward on-line sensing applications 
has been the introduction of the quantum cascade lasers (QCLs). Compared to the 
thermal sources typically used in FTIR spectrometers, QCLs exhibit high optical 
power in both continuous and pulsed mode. Furthermore, they are small and could 
be made broadly tunable with very high spectral resolution over a wide wavelength 
range in the mid-infrared spectrum. These features make QCLs sources the best 
choice for MIR spectroscopy sensors. Using a QCL as tunable laser spectrometer, 
a sensing platform for toluene trace detection at ppm levels in aqueous solutions 
has been demonstrated based on a Germanium-on-silicon waveguide [36]. Thin-film 
gallium arsenide/aluminium gallium arsenide (GaAs/AlGaAs) waveguide, coupled 
to a broadly tunable quantum cascade laser (QCL), has been integrated into a minia-
turized liquid flow cell for continuous trace analysis of chlorinated hydrocarbons 
(CHCs) in water at low ppm concentration levels [37]. 

8.1.2 Light Scattering Methods 

Light scattering methods are considered to be powerful tools for water quality moni-
toring [38]. The analysis of the light scattered by a solution containing particulate 
matter can provide useful information for assessing water quality condition.
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The presence of particle matters hinders the transmittance of light through a 
water sample due to light scattering and confer a qualitative characteristic, known as 
turbidity, to water. Suspended sediment in water can cause a range of environmental 
risks; the analysis of the turbidity can give a first, rapid and qualitative assessment 
of water quality. 

Turbidity 

Turbidity is a measure of the relative clarity of water and it is considered an important 
water quality indicator. 

Turbidimetric analysis consists of the measurement of the attenuation of incident 
light due to scattering and it is analogous to absorption measurements, although the 
reason for the decrease in intensity is different. As a consequence, the presence of 
turbidity in water sample can cause measurement deviations in absorption measure-
ments, limiting the applicability of the Beer Lambert Law. Thus, it is very important 
to compensate for the impact of turbidity in spectroscopic analysis [39, 40]. 

The instrument that measures turbidity is commonly called a turbidimeter. A 
typical general optical system for turbidity measurements is shown in Fig. 8.1; basi-
cally, the system includes a light source, 90° degree-, back- and forward-scattering 
light detector. 

When a beam of radiation of intensity I0 passes through a nonabsorbing liquid 
sample containing suspended particles homogeneous in size, shape and composition, 
the transmitted intensity I is given by 

I = I0e(−τ L) (8.2) 

where τ is the turbidity coefficient, and L is the optical pathlength in the sample. 
Suspended solids in water, primarily settleable solids larger than 2 μm, contribute 

to increase turbidity and constitute the part of total solids floating in a water body 
(TSS). If required, this contribution to the light scattering can be rejected by manually 
filtering TSS from water sample. Moreover, the measured scattered signal can arise

Fig. 8.1 Schematic design of a simple turbidimeter
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from the particles of interest, but, if present, also from dust and other background 
scatterers. To reduce unwanted scattering signal, diluted solutions can be used.

At low particle concentration C, the turbidity τ is linearly related to the 
concentration C of the scattering particles, 

− log
(
I0 
I

)
= PLC (8.3) 

where P = 2.303 τ/C. 
As the particle concentrations increases, scattering becomes more intense, but if 

the concentration exceeds a certain level, the intensity of scattered light drops rapidly 
due to multiple scattering. 

Turbidimeter instrument based on multiple detection at different angles can be 
used to reduce noise in the low turbidity signal using the ratio of the light measured 
by the different detectors [41–43]. 

Turbidity is usually measured in nephelometric turbidity units (NTU). Nephelom-
etry refers to the procedure of measuring the intensity of light scattered at 90° to the 
beam (Fig. 8.1). 

The presence of dispersed, suspended solids particles such as silt, clay, algae 
and other microorganisms, organic matter and other small particles affect the water 
quality for potable water systems, as well as for wastewater and natural aquatic 
systems. A sudden change in turbidity can be linked, e.g., to an uncontrolled pollution 
source (biological, organic or inorganic) or caused by a problem in the water treatment 
process. 

Turbidity can be somewhat correlated with microbial contamination of water, 
but, given that turbidity is a nonspecific indicator of particulates, the relationship is 
highly dependent on the scenario and therefore of limited value. Although turbidity 
is not a direct measure of microbial content, the presence of suspended solids in 
water provides protection to microorganisms, supporting the regrowth of a variety of 
hazardous pathogens [44]. Moreover, high level of turbidity can affect chlorination 
and UV disinfection efficacy in water distribution systems, increasing the chance of 
possible recontamination [45, 46]. For these reasons, excessive turbidity in potable 
water can be harmful to human health. According to the World Health Organization, 
the turbidity of drinking water should not exceed 5 NTU, and be preferably much 
lower than 1 NTU when measured after disinfection treatment [47]. 

Nutrients, algae, suspended sediments and heavy metal contaminants impact the 
aquatic environment and influence the survival of aquatic organisms (flora and fauna) 
[48, 49]. As a matter of fact, the turbidity is imposed as a mandatory parameter to 
be measured by EU member states in the Marine Strategy Framework. 

Nowadays relatively inexpensive instruments are commercially available that 
allow for in-situ, yet accurate measurements of turbidity level of water. 

Turbidity is intrinsically a nonspecific optical method for measuring the amount 
of minute solid materials in water. Correlation of turbidity with particle type and
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concentration is difficult because the shape, size and composition of particles influ-
ence the optical properties of the scattered light (scattered direction, intensity, spec-
tral content) from suspension. However, the concentration of a variety of inorganic 
ions can be measured by adding suitable precipitation reagents to the sample to 
form suspensions. The most popular method for sulfate determination in water is 
based on turbidimetric analysis after the precipitation of sulfate as barium sulfate 
to form a stable monodisperse suspension [50, 51]. Other inorganic ions, like phos-
phate, nitrogen and potassium have been successfully determined using turbidimetric 
methods [52–54]. The content of chloride ions in waters, which is commonly deter-
mined using spectrophotometric techniques involving highly toxic reagents, can also 
be monitored using turbidimetry with safer conditions [55, 56]. 

Turbidimetric instruments based on the use of precipitation reagents and 
employing flow injection analysis (FIA) system have been demonstrated [57, 58]. 
In a turbidimetric FIA system the sample preparation is automated by a continuous 
piping network. Nowadays, such automated benchtop turbidimetric instruments are 
commercially available; despite having limited deployment capabilities, they can be 
highly accurate and sensitive. 

Benchtop turbidimeter instruments, often required to meet the needs of high sensi-
tivity measurements, are off-line instruments requiring sample collection and conse-
quent transport to the laboratory for analysis, which can be expensive, time and 
sample consuming and does not offer the opportunity to catch real-time change 
of water condition. A real-time turbidity monitoring system can lead to smart water 
management and fast decision making, by acting as a type of “early warning system” 
for possible water contamination. For these reasons, recently, intense research has 
been devoted to the development of novel turbidimeter designs for continuous on-
line monitoring of water quality conditions [59–64]. Measuring mandated low levels 
of turbidity can represent a significant cost challenge, especially in the context of 
low-resource communities in developing regions. Thus, the availability of cheaper 
sensors is extremely relevant, and novel design to reduce the cost of turbidimetric 
devices have been proposed [59, 61, 65]. 

In conclusion, turbidimetric method is a simple and rapid test, widely used as a 
qualitative indicator of environmental water condition. 

Flow Cytometry 

A valuable approach to investigate the microbiological quality of water is flow cytom-
etry (FCM) [66]. FCM is based on analysis of the scattered and/or fluorescent light 
emitted by the suspended cells when passing through a laser beam. One of the most 
relevant features of a FCM is that it allows the analysis of a microbial community 
on a single-cell level. 

In a FCM system, cells suspended in water sample are arranged in a single file via 
hydrodynamic focusing effect. The focused cell stream passes through the optical 
interrogation system as shown in Fig. 8.2. A laser beam strikes each cell one-by-
one when they pass through the interrogation point. A series of high sensitivity 
photodetector are arranged in order to collect both side- and forward-light scattered 
from each particle and eventually, other emitted signals, e.g. fluorescence.
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Fig. 8.2 Schematic of a flow cytometer 

The most straightforward and common uses of FCM is based on measuring each 
scattering events for counting total cell content, although it is difficult to obtain 
reliable counts for environmental samples containing large amounts of non-specific 
microorganisms. Basically, forward scatter signals can be related to cell size, while 
side scatter signals are related to cell complexity. By exploiting natural autofluores-
cence of some cells, or with the use of appropriate dyes, fluorescent signals can also be 
detected to add useful information about the cells populations under analysis. Simul-
taneous analysis of scatter and fluorescence data can provide characteristics such 
as the enumeration, relative size, viability and nucleic-acid content of the microbial 
content in a water sample [67]. 

FCM is a high throughput, fast and robust method and it is now generally recog-
nized as a valuable tool for the characterization of waterborne bacteria populations 
[66]. Although, to our knowledge, FCM has not yet been formally endorsed for 
water quality assessment, an increasing number of regulatory bodies are exploring 
the benefits of the methodology [68, 69]. 

FCM has been widely demonstrated for microbial monitoring in wastewater 
plants, which are the first stage of water reuse. FCM has been, e.g., applied for 
studying the effectiveness of the enhanced biological phosphorus removal process 
[70, 71], to quantify viruses in activated sludge [72] and to investigate the role of 
sludge-reduction processes on bacterial viability [73, 74]. 

In the context of drinking water quality monitoring, FCM has been, e.g., applied 
to assess the removal of waterborne pathogens in wastewater plants achievable by 
filtration [75–77] and disinfection [78–81]. In the context of aquatic ecosystem 
monitoring, FCM have been successfully used for analyzing, e.g., phytoplankton 
distributions [44, 82], and some field-portable devices have also been demonstrated 
[83, 84]. 

Typically, environmental bacteria need to be labelled with a fluorescent dye before 
measurement, in order to distinguish them from the background. Only rarely can 
direct measurements be performed, e.g. phytoplankton analysis can be conducted by 
exploiting their auto-fluorescence [85]. Today, microbial water quality is principally
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monitored either by periodic sampling and time-consuming laboratory methodolo-
gies or by indirect on-line measurements. Since these approaches are inadequate to 
support fast microbial risk assessment and management, it becomes necessary to 
implement the on-line monitoring approach, especially for drinking water treatment 
plants and distribution system [86]. The automation of sample preparation and dilu-
tion is a fundamental requisite to apply FCM for on-line monitoring. Several exam-
ples of automated systems have been developed in recent years for environmental 
research applications [87–89]. 

Full-scale application of automated FCM system has been recently demonstrated 
for on-line monitoring of drinking water [86, 90, 91] and aquatic ecosystem [92, 93]. 

Although significant progress has been made in FCM-based monitoring of water 
samples, there are still certain points that should be addressed in order to better 
exploit the potential of FCM for microbial water quality assessment, like a faster and 
low-cost automation of sample preparation, the detection of waterborne viruses, the 
establishment of universal protocols for the detection of specific pathogens. 

8.1.3 Fluorescence Spectroscopy 

Fluorescence spectroscopy is a technique effectively and frequently employed in 
medicine, material sciences, chemistry and biology. 

The extreme success of this technique is due to the numerous advantages it offers 
over other spectroscopic techniques. In particular, since autofluorescence (or natural 
fluorescence) does not require a pretreatment of the sample, it is easy to apply. Its high 
sensitivity also allows a rapid detection of substances and finally a fair selectivity 
completes the characteristics that make this technique particularly advantageous. 

All these positive characteristics make the use of this technique in on-line water 
monitoring significantly attractive and justify the continuous interest in this approach. 
However, the application of this technique to water monitoring was very early. 
According to Smart et al. [94] the first mention of the fluorescence of natural waters 
is attributed to Dienert in 1910 [95]. Then, the development of modern spectrofluo-
rometers (equipped with diffraction gratings capable of adequate resolution of wave-
length), the introduction of high-energy excitation sources and the use of modern 
photomultipliers, has allowed in the late 1980s some high resolution characterizations 
of the fluorescent substances present in the water. 

Depending on the type of application, different device configurations have been 
proposed. The most common configurations in such sensors make use of open-
path (right angle detection or intersecting cones—optical window exposed to the 
environment) or closed-path (flow-through). 

The technology is now mature enough that several commercial devices are 
currently available for on-line monitoring [96–98]. Many of them are submersible, 
as this configuration is particularly suitable for prolonged use in the field. 

Even though a few decades ago light sources such as Xenon flash lamps were 
more common, today light emitting diodes (LEDs) or lasers are replacing them due
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to their compactness, cost effectiveness and efficiency. Photomultipliers, photodiodes 
or charge-coupled devices (CCDs) are common detectors, especially in commercial 
devices, whereas spectrophotometers are less used due to their lower quantum effi-
ciency, but they represent a useful choice when a fast sensor in a wide wavelength 
range is required. 

From its beginnings, fluorescence spectroscopy has seen increasing use as a suit-
able analytical method to identify dissolved organic matter (DOM), organic traces and 
pollutants in different types of water environments such as, for example, in marine, 
surface and groundwater. The DOM is made up of decaying matter of animal or plant 
origin. It is a heterogeneous mixture of different constituents: fatty acids, phenolic 
compounds, humic substances, amino acids, nucleic acids and also carbohydrates, 
hydrocarbons and other compounds. This mixture is widespread on the planet and 
constitutes one of the largest carbon reservoirs on the planet [99]. In many cases 
the DOM in a water body could also be associated with an active community of 
microbes. It is this microbial community that, by consuming oxygen, leads to high 
levels of BOD and therefore to the subsequent collapses of oxygen levels that can 
be particularly devastating for aquatic ecosystems. Proteins found in the cell walls 
of these microorganisms have been shown to fluoresce in the same region as the 
amino acid tryptophan. Tryptophan-like fluorescence (TLF) can therefore be used as 
a measure of microbial activity within a water body and therefore as an indicator of 
BOD [100]. 

For the description of the most often observed fluorescence peaks we will use 
one of the first and most common nomenclatures, that is the one adopted by Coble 
et al. [101]. The humic-like fluorophores, derived from the decomposition of plant 
material, have peaks named as C and A. Peak C shows fluorescence at the excita-
tion—emission wavelengths λex = 300–350 nm, λem = 400–500 nm while peak A is 
related to λex = 220–260 nm, λem = 400–450 nm. In marine water, humic-like peak 
appears blue-shifted and labelled as M peak. In addition to humic-like matter, other 
fluorescence peaks are due to the aforementioned material similar to tryptophan and 
tyrosine (“tyrosine-like”), as free or bound molecules in amino acids and proteins. 
Their peaks are commonly labelled as T and B peaks, respectively, and show fluo-
rescence at distinctive wavelengths in natural waters. Tryptophan-like fluorescence 
(peak T1) occurs at λex = 265–300 nm, λem = 300–350 nm whereas tyrosine-like 
fluorescence (peak B) is less commonly observed and occurs at λex = 230–280 nm, 
λem = 300–320 nm. Peak T also has a shorter wavelength excitation/emission pair 
(called T2) with excitation in the range λex = 210–240 nm and emission λem = 
300–350 nm. These data, averaged by different literature sources [101–103], are 
summarized in Table 8.1. 

An experimental approach to provide an overview of the phenomenon is offered 
by the so-called emission excitation matrix (EEM). In this method, first proposed 
by Coble [102], the recordings of the different fluorescence emissions are obtained 
from an excitation scan at different wavelengths. A very schematic representation 
of an EEM is illustrated in Fig. 8.3, where the typical spectral ranges relative to 
the DOM peaks are reproduced. The unwanted signals due to the excitation source 
also appear in the same figure. These signals are due to Rayleigh scattering which is



176 G. Testa et al.

Table 8.1 Excitation/emission fluorescence peaks and attribution 

Name of fluorescence 
peak 

Wavelength range of 
fluorescence 
excitation (nm) 

Wavelength range of 
fluorescence emission 
(nm) 

Attribution 

Peak A 
Peak C 

~220–260 
~300–350 

400–450 
400–500 

Humic-like materials 
of terrestrial origin. 
Dissolved organic 
carbon 

Peak B ~230–280 ~300–320 Tyrosine-like material 

Peak T1 ~265–300 300–350 Tryptophan-like 
material 

Peak T2 ~210–240 300–350 Tryptophan-like 
material 

Peak M 350 380–420 Humic-like materials 
of marine origin 

Fig. 8.3 Schematic representation of the typical ranges of the emission excitation matrices in water 
samples. The diagonal line represents the elastic scattering (Rayleigh) of the excitation light 

generated by particles and molecules smaller than the excitation wavelength. Due to 
the diffraction grating used as a dispersive element, sometimes a second order effect 
is also observed in some instruments (an extra band of Rayleigh scatter). 

Different studies on the correlation between fluorescence and standard parameters 
of water revealed that peaks T and C relate not only to BOD but also to chemical 
oxygen demand (COD) and total organic carbon (TOC) [104–107].
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In addition to humic and protein substances, other contaminants in water can be 
detected by means of fluorescence spectroscopy. These pollutants include aromatic 
hydrocarbons and pesticides. Gas and liquid chromatography are frequently used 
techniques for pesticides and hydrocarbons detection. Both of them require expensive 
equipment and time-consuming extraction or separations procedures. For this reason, 
fluorescence spectroscopy is a convenient alternative to those techniques. However, it 
must be said that, only aromatic hydrocarbons exhibit fluorescence whereas aliphatic 
hydrocarbons are traditionally considered non-fluorescent (with the main exception 
of some synthetic compounds [108]). 

Monoaromatic compounds, as benzene, toluene, xylene (collectively known as 
BTX) and phenols, emit fluorescence in the wavelength range 250–290 nm. 

When two or more aromatic rings are present, i.e. for polycyclic aromatic hydro-
carbons (PAHs), a redshift is observed. For instance, compounds with two aromatic 
ring-like naphthalene, exhibit a fluorescence peak at 310–330 nm, whereas phenan-
threnes owning three aromatic rings show a fluorescence peak in the wavelength 
range 345–355 nm [109, 110]. 

Another possibility of on-line monitoring offered by fluorescence spectroscopy is 
that related to the detection of microplankton, in which particular interest concerns 
cyanobacteria [111]. Compared to other approaches, fluorescence also allows in-
vivo detection [112], and commercial devices, commonly based on the detec-
tion of chlorophyll-a and phycocyanin (an accessory pigment characteristic of 
cyanobacteria) are currently available [113]. 

Obviously, in addition to aspects that make fluorescence particularly attractive as 
a technique for on-line water monitoring, it is also necessary to underline possible 
problems in its practical use. For example, particular attention must be paid to factors 
influencing the fluorescence intensity, as this aspect could affect the measurements 
reproducibility, or, in the worst case, their reliability. 

The fluorescence emission phenomenon is highly affected by the water tempera-
ture, the sample composition, the concentration as well as salinity or the pH. 

In general, temperature is considered the most relevant fluorescence quencher in 
water [114]. This effect is enhanced with increasing temperature as non-radiative 
processes related to thermal agitation are more efficient at high temperature [115]. 

According to Baker, by reducing the temperature from 45 to 10 °C the DOM 
fluorescence intensity increased by about 48% while the fluorophore most susceptible 
to this phenomenon was tryptophan [116]. Hence, a temperature correction of the 
data is therefore necessary, at least in environments where a large shift of this variable 
is expected. 

However, this phenomenon can be neglected when the temperature variation is 
minimal. According to Carstea et al. [117] the DOM fluorescence intensity would 
increase by 0.3% for a decrease in temperature of 0.5 °C and by 2.6% for a 3 °C 
temperature change. For instance, Carstea et al. demonstrated the first on-line moni-
toring of effluent wastewater using fluorescence spectroscopy, without tempera-
ture compensation of the data, establishing that wastewater diurnal variation was 
depending on the flow rate and on antecedent rainfall [118].
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A well-known fluorescence quencher for several fluorophores is oxygen [119], 
but some metal ions also play a detrimental role in fluorescence emission. Iron, 
aluminium and copper can form complexes with DOM that absorb light more strongly 
than un-complexed DOM while fluorescing less. 

This metal quenching seems to affect mostly the humic substances and less the 
amino acids [114]. The quenching of fluorescent DOM by trace metals has been 
examined in wastewaters [120] and in natural aquatic systems [121, 122]. 

Nevertheless, it is quite doubtful that this phenomenon can play a prominent role 
in other environments where concentrations of DOM and metals are expected to be 
both low such as, for instance, in water distribution systems [123]. 

Another issue affecting the fluorescence of water is the inner filter effect (IFE). 
This effect consists in an apparent decrease in the intensity of the fluorescence 
phenomenon, or even in a distortion of the detected spectrum as a result of absorp-
tion of exciting or emitted light. For this reason, a correction of the spectra with an 
absorbance-based approach [124] is sometimes necessary, depending on the sample 
to be analyzed. According to Kothawala et al. [125], this correction approach can 
be applied to samples with absorbance values of up to 1.5 cm−1, whereas for higher 
values a dilution of the samples is recommended (thus disadvantaging this solution 
for on-line monitoring). 

Water pH can affect the fluorescence intensity as also the shapes of the detected 
spectra. Regarding the fluorescence of the DOM, different studies report that the pH 
has a particular influence on fulvic- and humic-like matters and to a lesser extent 
on tryptophan-like matters [120, 126, 127]. The possible mechanisms justifying the 
experimental observations were examined by Patel-Sorrentino et al. [128]. 

Finally, the salinity of the sample also affects the fluorescence. Salinity can 
generate conformational changes of the molecule or a charge transfer resulting, for 
specific molecules, in an increased photoreactivity and fluorescence loss [129, 130]. 

It can therefore be concluded that, whenever possible, it would be advisable to 
measure parameters such as temperature, pH and salinity of the samples, and there-
fore, if these parameters have values capable of influencing the fluorescence of the 
water, it will be necessary to correct the acquired spectra. However, no correction 
is required if the pH is between 6 and 8 and the sample temperature is between 20 
and 25 °C [114], or in case of qualitative monitoring. For instance, Carstea et al. 
[118] demonstrated the ability to detect minor changes in on-line monitoring of 
wastewater using fluorescence spectroscopy without correction for IFE or extensive 
calibration. All on-line fluorescence sensors for water monitoring, if left long enough 
in their measurement environment, will experience biofouling buildup. One of the 
first approaches to prevent biofouling has been the use of substances containing 
tributyl tin (TBT), no longer in use today because of the known negative environ-
mental impact [131]. Latest anti-biofouling methods include pressurised air cleaning 
or recent anti-biofouling nanocoating technologies. A list of promising techniques 
used to protect against biofouling in marine environment are reviewed by Delauney 
et al. [132].
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In conclusion, on-line fluorescence spectroscopy is useful not only for detecting 
protein-like and humic-like fractions, but also in monitoring algal blooms and pesti-
cide and petroleum pollution. Its main strength is to allow a rapid qualitative anal-
ysis to be followed by standard investigations, or, with due attention, a quantitative 
analysis of the water. 

8.1.4 Raman Spectroscopy 

At present, the possibility of on-line monitoring of waters based on Raman spec-
troscopy (RS) and related techniques is still challenging. However, it seemed appro-
priate to include in this context a brief excursus on the potentiality for on-line moni-
toring offered by this technique, even if not yet fully mature for the purpose. Raman 
spectroscopy is based on the well-known inelastic scattering phenomenon discov-
ered in 1928 by C. V. Raman and K. S. Krishnan and independently a few months 
later by G. Landsberg and L. Mandelstam. 

A Raman scattering cross section is very small: the ratio of the Raman scattered 
intensity to that of Rayleigh scattering is typically 10−6 for pure liquids, whereas 
for samples made up of particles of micrometric size this value may be as low as 
10−12. However, recent advances in electronics, lasers, optics, and nanotechnology 
have made Raman spectroscopy suitably sensitive for many areas of application. 

In addition to technological improvements, the advent of advanced Raman tech-
niques has further contributed to lowering the achievable detection limits. Those 
techniques include surface enhanced Raman spectroscopy (SERS), resonance Raman 
scattering (RRS) and Fourier transform-Raman spectroscopy (FT-RS). For on-line 
monitoring, these techniques appear potentially more interesting than an unpractical 
sample pre-concentration. 

In SERS, metallic nanostructures of the substrate are exploited to concentrate 
electromagnetic energy via optical modes called surface plasmons (SPs), allowing 
enhancement factors up to 14 orders of magnitude relative to normal RS [133]. 

In RRS the energy of the incoming photons coincides with an electronic transition 
of the molecule, thus producing an intensification of the Raman signal that can be 
even several orders of magnitude compared to normal Raman spectroscopy. In FT-
RS, a Michelson interferometer is used to detect a signal unaffected by fluorescence, 
which is the main issue in RS. The detailed description of the individual techniques 
is well described in many textbooks [134, 135] and is beyond the scope of the present 
chapter. 

RS has been used for the detection of organic contaminants in water since the 
1970s [136, 137]. By means of Raman spectroscopy techniques, it is possible to 
detect several inorganic substances of interest in water monitoring: cyanide, nitrate, 
nitrite, chlorate, hypochlorite and perchlorates, asbestos, sulfate and heavy metals, 
and some examples are given in the following. 

RS was employed for detection of several nitrates, nitrites and sulfates by 
Lombardi et al. [138]. Lombardi et al. observed a shift in concentration of the position
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of the major nitrate peak at approximately 1050 cm−1. In the same study, Lombardi 
et al. also demonstrated that the detection of the Raman characteristic peak shift rather 
than peak intensity could be used for quantitative detection of nitrates in aqueous 
solution. 

Kauffmann et al. [139] described a general methodology for quantitative detection 
of inorganic salts in water. The procedure was applied to determine the concentration 
of sodium nitrate (NaNO3) solutions, with a range of 0–100 mM, achieving a limit 
of detection of 0.9 mM. Persichetti et al. [140] achieved a limit of detection of nitrate 
around 20 mM, i.e. below the maximum contaminant level of 50 mg/L for nitrate 
that is recommended for public drinking water by the World Health Organization 
(WHO) guideline. 

RRS was used by Furuya et al. [141] for nitrite detection in waste and treated 
waters after transforming NO2 into a colored product (azo dye) by means of a chem-
ical reaction. This approach achieved a detection limit of 0.5 pbb, which is approx-
imately an order of magnitude lower than that of the usual colorimetric methods. 
UV excitation wavelengths at 204 and 230 nm were used for RRS coupled with an 
intensified CCD detector for detection of nitrate and nitrite in wastewater by Ianoul 
et al. [142], allowing limits of detection for nitrate and nitrite <14 mM (<200 ppb). 

Zhang et al. adopted shell-isolated nanoparticle enhanced Raman spectroscopy 
(SHINERS) to detect nitrite traces (indirectly from azo dye) in complex samples such 
as tap water and lake water [143]. SHINERS is a SERS technique in which plasmonic 
nanoparticles are enclosed within a shell composed of an insulating material (specif-
ically Zhang et al. used a substrate composed of Au/SiO2 nanoparticles). With this 
approach the authors demonstrated limits of detection of 0.07, 0.08, and 0.10 ppm 
by considering modes observed at 1137, 1395, and 1432 cm−1, respectively. 

Wang et al. applied droplet microfluidic chip combined with SERS technology 
for trace detection of mercury (II) ions in water environment [144]. In this approach, 
the strong affinity between Au nanoparticles of the SERS substrate with Hg2+ ions 
is able to produce changes in the SERS signal of rhodamine B molecules that is 
monitored. Wang et al. determined a limit of detection approximately between 100 
and 500 ppb in the concentration range of 0.1–2.0 μg/L. 

By using ink-jet printing of Ag nanoparticles on a Si wafer, Eshkeiti et al. [145] 
found novel SERS substrates for detection of toxic heavy metals such as CdS, HgS, 
and ZnO. 

Also, organic pollutants such as PAHs, dioxin, herbicides and insecticides are 
effectively detected by means of RS techniques. Non-specific co-adsorption on metal 
nanostructures of other species in the matrix solution often reduce the sensitivity of 
detection in SERS and compromise direct analysis in natural and polluted waters 
[146]. To circumvent this issue, Marino-Lopez et al. developed a SERS substrate 
based on a microporous silica capsule with gold nanoparticles [147]. With this 
sensing platform, Marino-Lopez et al. achieved a detection limit of 1.77 μg/L for 
dichlorodiphenyltrichloroethane (DDT). 

Although single-molecule detection is certainly one of the main potentialities 
offered by SERS, the quantification at ultralow concentrations remains a major 
obstacle in pollutant analysis. This is due to the strong signal fluctuations at ultralow
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concentration regimes that limit SERS expectations as a quantitative analytical 
approach. For this reason, de Albuquerque et al. [148] developed a statistical proce-
dure based on single-molecule SERS for the quantification at ultralow concentration 
without requiring preconcentration of the sample. 

Regarding PAHs detection, Xie et al. [149] adopted SERS substrates made of 
per-6-deoxy-(6-thio)-β-cyclodextrin (CD-SH) modified gold nanoparticles to qual-
itatively and quantitatively identify a mixture of five dissolved PAHs (anthracene, 
pyrene, chrysene, triphenylene and coronene). The limits of detection for pyrene, 
anthracene, chrysene and triphenylene were found to be 10, 100, 100, and 1000 nM, 
respectively. 

In summary, the possible advantages and potentialities of RS-based techniques 
are manifold. However, even if those techniques could facilitate miniaturization and 
on-site analysis, there is still a great deal of effort to be made towards on-line moni-
toring. In particular, the use of SERS for quantitative analysis is still challenging 
due to the complex interactions between target molecules, light, nanostructure of the 
substrate and plasmon, as well as the creation of suitable platforms allowing reuse 
or continuous operations. 

8.2 Conclusions 

This chapter discusses the application of optical spectroscopy techniques for on-line 
water monitoring. As it has been reported, a variety of optical spectroscopy tech-
niques have been developed and applied to detect organic and inorganic pollutants in 
different water environments. Although the results are very promising, the practical 
application to on-line monitoring still remains limited to specific situations. Further 
efforts are needed in order develop multi-contaminant sensing systems that are effec-
tive, reliable and low-cost and could be applied for on-line monitoring purposes at 
full-scale systems. From this point of view, the technology evolution of optical and 
optico-electronic components (light sources, detectors, spectrometers, …) in the last 
years could lead to great improvements of the sensor miniaturization, with a simul-
taneous decrease of the costs. Finally, in prospective, a strong enhancement in terms 
of detection selectivity, sensitivity and accuracy could be achieved with the inte-
gration of multiple optical spectroscopic techniques able to provide complementary 
information, together with advanced signal data processing. 
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Chapter 9 
Fiber Optic Technology 
for Environmental Monitoring: State 
of the Art and Application 
in the Observatory of Transfers 
in the Vadose Zone-(O-ZNS) 

B. Abbar, A. Isch, K. Michel, M. Abbas, H. Vincent, P. Abbasimaedeh, 
and M. Azaroual 

Abstract The structure and dynamics of the Vadose Zone (VZ) play a major role in 
the groundwater recharge process and in the transport of contaminants. By monitoring 
the mass and heat transfer processes within the VZ, it will be possible to predict the 
contaminants travel time and implement suitable solutions to preserve the ground-
water resources. Several environmental monitoring solutions have been developed in 
recent years to better understand the complex hydrogeological processes that occur 
along the VZ. The use of Fiber Optic (FO) sensors is a promising technology for 
environmental monitoring. Compared to conventional sensors, the FO sensors allow 
measuring and monitoring different parameters, while offering interesting specifici-
ties. To improve our knowledge on the reactive processes occurring during mass 
and heat transfers within the VZ of the Beauce aquifer, the Observatory of transfers 
in the VZ is being developed near Orléans (France). Three types of distributed FO
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sensors (DTS, DSS and DAS) have been installed at the O-ZNS experimental site 
in July 2020. This chapter presents the state of the art on the use of FO sensors for 
environmental monitoring. The installation of these sensors at the O-ZNS site is then 
discussed along with the future developments and targeted results. 

Keywords Fiber optics · Monitoring · Vadose zone · Groundwater · Contaminant 
transfer 

9.1 Introduction 

The Vadose Zone (VZ) is a three-phase (water–air–solid) medium spanning from the 
surface of the soil down to the aquifer, and is considered as a place of intense and 
complex exchange and transfer of mass and heat [1, 2]. The vadose zone structure 
plays an important role in the groundwater recharge process, as well as in the trans-
port of contaminants through the potential development of preferential flow paths 
and storage reservoirs. Monitoring and understanding the VZ dynamics and physic-
ochemical processes is of utmost importance in predicting the fate of contaminants, 
and in implementing suitable solutions that can help protect groundwater resources 
and tackle environmental concerns. 

Since the 1950s, contaminations related to intensive agricultural activities have 
been highlighted in different hydrosystems around the world [3]. Since this period, 
the nitrate and pesticides contents in groundwater have increased linearly and dras-
tically [4]. Due to growing concern among local communities about the need to 
protect groundwater resources for drinking and agricultural purposes, a growing 
body of work has focused on the identification and direct characterization of flow 
processes within the VZ. However, these processes are still unclear today because of 
the difficulties implemented in acquiring direct measurements of such phenomena. 
In this context, the Observatory of transfers in the Vadose Zone (O-ZNS) is being 
implemented in an agricultural field in Villamblain (near Orléans in France). The 
O-ZNS project aims to understand and quantify mass and heat transfers over the 
long term (several decades) thanks to a large access well instrumented with coupled 
and multi-method environmental monitoring techniques, and surrounded by several 
monitoring boreholes. 

Remarkable progress has been made in recent years concerning the development 
of new and innovative technologies for environmental monitoring. The use of Fiber 
Optic (FO) technologies is a promising solution for monitoring the VZ. Indeed, FO 
sensors provide similar functions to conventional sensors (monitoring, control, or 
measurement), while offering interesting specificities and potentially added value. 
The advantages of these sensors include the immunity to electromagnetic interfer-
ences, the measurement of several parameters, and the capabilities of remote feeding 
or interrogation [5]. Additionally, thanks to their high flexibility, FO sensors can 
provide spatial and temporal information through directly burying them in geolog-
ical formations or attaching them to subsurface structures. FO sensors are capable
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of recording continuously, over large distances and at a higher frequency range than 
traditional sensors. Or et al. [6] indicated that conventional monitoring sensors have 
certain limitations mainly related to their low sensitivity to low frequencies signals 
and require regular maintenance. These sensors are generally designed for near-
surface applications and require significant additional developments or adaptations 
before being able to monitor the shallow subsoil (hard geological facies) over the long 
term. The FO technology has led to the observation of previously unobserved low 
frequency signals [7, 8] which can provide valuable information related to complex 
and highly coupled hydrogeological and geochemical processes. Some FO sensors 
including Fiber Bragg Sensors (FBG) and Distributed Temperature Sensors (DTS) 
are currently used for the monitoring of fluids flow [9, 10], hydrogeological processes 
[11, 12], water content, and energy exchanges along the VZ [13–15]. Infrared optical 
fibers based on chalcogenide glass are used as sensors for the determination of volatile 
organic pollutants in groundwater. The system works following the fiber evanescent 
wave spectroscopy (FEWS) principle. It was tested in situ, in real time, and under real 
field conditions [16, 17]. Distributed Acoustic Sensors (DAS) are used to monitor 
micro-seismic activity, record Vertical Seismic Profiles (VSP) and detect fractures 
[18–20]. Many studies have also highlighted the potential of the Distributed Strain 
Sensor (DSS) for the monitoring of mechanical deformations linked to land subsi-
dence or landslide [21, 22], and of deformations related to swelling and erosion of 
VZ material [23–25]. Lu et al. [26] and Zhong et al. [27] highlighted the potential 
of FO sensors in the development of industrial artificial intelligence systems. Wen 
et al. [28], have proposed a target recognition technique based on DAS measurements 
with machine learning. Many researchers have used the data obtained by FO sensors 
in the development of predictive models dedicated to deciphering complex hydro-
geological processes [29, 30]. In recent years, several FO prototypes sensors have 
also been developed to measure other parameters which do not directly affect the 
FO such as the pH [31], metallic ion concentrations of chromium [32], salinity [33], 
relative humidity [34, 35], and hydrogen concentration [36]. The BRGM (French 
Geological Survey) have developed two optical sensors prototypes dedicated to CO2 

gas measurements in collaboration with the CNRS, University of Caen, University 
of Rennes and the IDIL company [37, 38]. 

This chapter presents a state of the art of FO sensors for environmental monitoring 
and their installation along three boreholes at the O-ZNS experimental site. First, the 
fundamentals of FO technology with a brief review of the detection systems currently 
used in environmental monitoring are presented. In particular, the two FO sensors 
types: Bragg grating sensors and distributed sensors (DTS, DAS, DSS) are treated 
separately, where their respective advantages and limitations are discussed. We then 
discuss the context and the instrumentation strategy of the O-ZNS project and present 
the installation of the distributed FO sensors at the O-ZNS experimental site.
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9.2 Fiber Optic Technology: State of the Art 
and Environmental Applications 

Fiber optic technology remains one of the greatest technological advances for the 
permanent monitoring design in recent years [39–41]. It doesn’t have the disad-
vantages of conventional detection methods (power, impedance, sensitivity to elec-
tromagnetic fields), while allowing access to long distance measurements. FO 
technology offers very high bandwidth with high transmission speed. 

FO is a glass cylinder that guides the light in its core (optical waveguide), by 
the principle of total internal reflection [39, 42]. In some cases, the core of the fiber 
is made of silicon oxide (SiO2), surrounded by an optical cladding (125 μm) that 
is made of lower quality silica (Fig. 9.1a). The whole is protected by a third layer 
composed of a polymer coating (250 μm, cf. Fig. 9.1a). 

There are different types of FO, including Multi-Mode (MM) and Single-Mode 
(SM). These different typologies make it possible to obtain different characteristics 
in terms of bandwidth, signal dispersion (influencing the quality of signal reception) 
or amplification of the optical signal. The core of the MM fiber is larger with a 
diameter of 50 or 62.5 μm and light signals can follow different paths depending 
on the angle of refraction (Fig. 9.1b) [43]. The light signals arrive at the end of the 
cable at different times, inducing some dispersion of the signal. In most cases, the 
MM fiber is reserved for smaller distance measurements (less than 10 km) compared 
to the SM fiber. The latter is characterized by a small diameter core (9 μm), and its 
light signal follows a single mode of propagation unlike the MM fiber. Consequently, 
the light propagation path is direct and the signal is less disturbed (Fig. 9.1c). The 
small diameter of the fiber core requires a significant luminous intensity, therefore 
expensive laser diodes, which makes the use of SM fiber more expensive compared 
to the MM fiber.

Fig. 9.1 a FO composition, b multi-mode FO: the light signals follow different paths depending 
on the angle of refraction, c single-mode FO: the light propagation path is direct without signal 
dispersion. Adapted from: [43–46]
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The FO sensors are able of covering the functions of traditional sensors: moni-
toring, detection, and localization. Their measurement principle is based on the 
detection of changes in the transmitted light signal in an optical fiber. Changes in 
the environment around the fiber (stress, temperature or pressure) can cause varia-
tions in the transmitted signal. Different physical phenomena are used to modulate 
the transmitted light, which gives each sensor its characteristic performance. There 
are two main families of FO sensors: Fiber Bragg Grating (FBG) sensors (point 
measurements) and distributed sensors (continuous measurements).

9.2.1 Fiber Bragg Grating Sensors: Point Measurements 

FBG sensors represent short sections of the FO that contains a modulation or a 
periodic variation of the refractive index (Fig. 9.2). When these sensors are lit by 
a coherent light, each FBG reflects a precise wavelength [47]. The reflected wave-
length is measured by an optical interrogator and is sensitive to temperature and 
deformations variations of the FBG sensor. According to Bragg’s law, established by 
Nobel Prize winner Sir William Lawrence Bragg in 1915, the reflected wavelength 
of light from the grating is defined by Lecoy [48]: 

λB = 2ΛBnef  f  (nm) (9.1) 

where λB is the reflected Bragg wavelength (nm), neff is the effective refractive index 
of the fiber core and ΛB is the period of the Bragg grating. neff and ΛB both vary with 
the temperature and the strain of the fiber. When the fiber undergoes deformation 
or when its temperature changes, a variation in the reflected wavelength λB can be 
observed: 

Fig. 9.2 Schematic representation of the Fiber Bragg Grating (FBG) principle. Adapted from [45, 
49]
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Table 9.1 Characteristics of Bragg grating FO sensor 

Parameters Value 

Spatial resolution A few millimeters ~2 mm (length of the Bragg 
grating) 

Spatial range (L) Up to 10 km typical (depends on link losses) 

Temperature resolution 0.01 °C 

Temperature range −150 °C to up to 1000 °C 

Strain resolution 0.1 μm/m 

Strain range 1–4% 

Number of measurement lines analyzed in 
parallel 

10 

Typical number of Bragg gratings analyzed at 
the measurement rate 

300 

Cable pricea (from Solifos company) 5–10 e/m 

FBG sensors (T/ε) price (from FTMesures and 
CEMENTYS company) 

~375 e/sensor 

FBG interrogator price (from FTMesures 
company) 

~11 ke 

Compiled from scientific publications, quotes, and data sheets 
aAverage price in Europe in 2020 

.λB 

λB 
= K ε + α.T (9.2) 

where the coefficient K is due to photo-elasticity (around 0.8), ε (−) is the deforma-
tion of the fiber, and ΔT (°C) is the temperature variation which expands the glass 
(hence the coefficient α of the order of 6.10–6 °C−1). 

The appearance of point sensors with Bragg gratings dates back to the 1990s 
[49]. These sensors allow the detection of pressures, deformations and temperature 
(Table 9.1) and the monitoring of parameters that do not directly affect the fiber 
(humidity, pH, salinity, etc.) [50]. These sensors can be installed directly on the soil 
surface to monitor deformation caused by the extraction of groundwater from an 
aquifer [11, 12, 51]. Alemohammad et al. [52] developed a FBG temperature and 
pressure sensor for soil and groundwater monitoring. This sensor was successfully 
tested in-situ during the thermal remediation of brownfields and the results obtained 
were comparable to those recorded by conventional sensors. FBG multi-parameters 
sensors (temperature, pressure and deformation) have been developed by Drusová 
et al. [51] for monitoring groundwater flow velocity. During the in-situ experiments 
[51], the FBG deformation sensors were installed in a field near a drinking water 
extraction well in Hengelo (Gelderland, Netherlands). The obtained results showed 
that the FBG deformation sensors were able to detect the consolidation of the VZ 
material caused by the extraction of groundwater in the well within a radius of 250 m. 
FBG sensors can also be used as extensometers to monitor natural subsidence of
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soils or subsidence induced by mining. Wang et al. [53] designed micro-seismic 
and displacement sensors based on FBG technology. These prototypes were used 
in a surface subsidence monitoring system in an iron mine. According to an in-situ 
experiment, Huang et al. [12] have shown the feasibility of monitoring the pore 
water pressure profile in a borehole using FBG pressure sensors. In recent years 
several prototypes based on the FBG technique have been developed to detect other 
parameters which do not directly affect the FO such as pH, gases concentrations, 
heavy metals or salinity. A pH sensor based on the FBG technique in all-polymer FO 
was proposed by Janting et al. [31]. The sensor was coated with a layer ranging from 
5 to 10  μm of pH-sensitive hydrogel. The hydrogel contracts or expands depending 
on the change in the pH value. The variations in pH were controlled by following the 
changes induced by the deformation of the fiber in the reflected Bragg wavelength λB. 
Several prototypes have been developed by adding a sensitive polymer to the FBG 
sensor to detect other parameters such as metallic ions of chromium [32], salinity 
[33, 54], relative humidity [34, 35]. Aleixandre et al. [55] proposed an FBG sensor 
to detect hydrogen. The FBG sensor was coated with a 5 nm layer of palladium to 
improve the sensitivity of silica to hydrogen. Encouraging results have been observed 
with a sensor response time of 10 min. The results of these studies highlight that 
FBG sensors provide efficient and precise measurements. Table 9.1 shows some 
characteristics of Bragg gratings systems. 

9.2.2 Distributed FO Sensors: Continuously Sensitive 

In the distributed FO sensors, the FO itself becomes the detection element and the 
measurement is possible at each point of the fiber. The measurement range of the 
distributed sensors goes from a few meters to several tens of kilometers with a metric, 
decametric or even centimetric resolution. Continuous, real-time measurement is 
nowadays a real advantage in the field of monitoring. Distributed FO sensors are 
used in several fields such as pipelines and wells monitoring [40, 56, 57], the oil and 
gas industry [58], and for monitoring several environmental parameters such as the 
stress, deformation, temperature, pressure, and gases concentrations [36]. 

Distributed FO sensors are currently attracting great interest in various fields, 
particularly in environmental monitoring, due to the low cost of the sensor and its 
fully distributed detection. However, interrogators (data analyzers) are relatively 
expensive compared to point sensor systems (see Tables 9.1 and 9.2). The operating 
principle of these sensors is based on the analysis of the light signal transmitted 
through the fiber: a laser sends a coherent light into the fiber of given wavelength λ0. 
At all points of the fiber, the heterogeneities and the molecular vibrations of the silica 
will backscatter a small part of this light (Fig. 9.3a). Part of the light is returned with 
the same wavelength λ0 as the incident light (Rayleigh peak). Secondary light peaks 
(Brillouin and Raman) are also created on both sides of the incident wavelength 
λ0. Distributed FO sensors are based on three types of light-matter interactions, 
namely the Rayleigh, Raman and Brillouin backscatter phenomena. Several spectral
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Table 9.2 Characteristics of distributed FO sensors 

Parameters DTS (Raman) DAS (Rayleigh) DSS (Brillouin) 

Scattering mode Raman Rayleigh Brillouin 

Scattering categories Inelastic Elastic Inelastic 

Detect parameters Temperature Temperature/Strain 
(strain rates) caused by 
acoustic waves 

Temperature/Strain 

FO Requirement Multi-mode (MM) Single mode (SM) Single mode (SM) 

Cable recommended Loose tube cable Loose tube cable Loose tube cable/Tight 
buffered cable 

Maximal range 10 km 50 km 30 km 

Spatial resolution 1 m 1–2 m 1 m  

Precision 0.1 °C 0.1 °C 1 °C / 20μE 

Maximal detection 
frequency 

– 1–50 kHz 
<0.1 Hz 
(micro-seismic) 

– 

Advantage Precise 
measurements 

Precise measurements Stable measurements 
based on Brillouin 
frequency 
measurement 

Disadvantage Based on the 
measurement of the 
power amplitude, 
which can be 
disturbed in certain 
places of the fiber 
(curvature, 
connectors, splices) 

High cost of 
interrogators systems 
generates a large 
volume of data (about 
1 teraoctet/day of 
measurement) 

High cost of 
interrogators systems 

Functions Ground water flow 
monitoring 
Thermal conductivity 
soil water content 
estimation (ADTS 
method) 

Surfaces and 
crossholes seismic 
measurements Subsoils 
fracture detection 
(passive seismic) 

Soil movement 
monitoring 

Cable pricea (Solifos 
company) 

5–10 e/m 5–10 e/m 5–10 e/m 

FBG interrogator 
pricea (CEMENTYS 
company) 

~50 ke ~145 ke ~80 ke 

Compiled from scientific publications, quotes, and data sheets 
aAverage price in Europe in 2020
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Fig. 9.3 a Schematic diagram of distributed FO sensors, b backscatter spectrum with Rayleigh, 
Brillouin, and Raman bands as well as the Stokes and anti-Stokes bands. Adapted from [56, 59] 

components are observed in backscattering of light by silica, corresponding to these 
three scattering phenomena (see Fig. 9.3b).

Backscattering phenomena are classified in two categories [40]: 

(i) Elastic scattering: the scattered photons keep their energy and therefore have 
the same frequency as the incident wave, this is the case with Rayleigh 
backscattering (sensitive to temperature and acoustic waves). 

(ii) Inelastic scattering: photons lose (Stokes components) or gain (anti-Stokes 
components) energy and presents therefore a frequency (or wavelength) offset 
from that of the incident wave. Raman backscatter (temperature sensitive) and 
Brillouin backscatter (temperature and strain sensitive) are inelastic diffusions. 
The Raman frequency offset is around 13 THz while the Brillouin frequency 
offset is around 10 GHz. 

These three types of scattering (Raman, Brillouin and Rayleigh) are  shown in  
Fig. 9.3 and are detailed below. 

Raman scattering is caused by the interaction of photons from a monochromatic 
light source with the molecules of the material. This results in the emission and 
absorption of optical phonons, with frequencies equal to the vibration frequencies 
of molecules in the material, of the order of ten THz. The backscattered wave then 
undergoes either an energy loss (Stokes wave) or an energy gain (anti-Stokes wave). 
Raman-based distributed temperature sensing (DTS) systems operate on the basis 
of the intensity ratio of the anti-Stokes component on the Stokes component of the 
spectrum [59, 60]:
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R(T ) = 
Ia-s 
Is 

= 
( 

λs 

λa-s 

)4 

exp 

( 
− 
hcvvib  

kT  

) 
exp(−.αz) (9.3) 

where R(T ) is the resulting temperature, Ia-s is the intensity of the component of the 
anti-Stokes spectrum, Is is the intensity of the component of the Stokes spectrum, 
λs is the wavelength of the component of Stokes spectrum, λa-s is the wavelength of 
the component of the anti-Stokes spectrum, h is the Planck constant, c is the speed 
of light in a vacuum, vvib is the vibration frequency, Δα is the optical attenuation 
between the components of the Stokes and anti-Stokes spectrum, k is the Boltzmann 
constant, T is the temperature and z is the head position of the FO. 

Raman scattering is used to measure the temperature of the FO because the latter 
varies with changes in temperature. DTS uses MM fibers to measure Raman scat-
tering and thus monitor fiber temperature (Table 9.2). Temperature sensors (DTS 
Raman) are used in several applications such as measuring the temperature profile 
in a borehole, and detecting leaks or fire events [46]. However, for Raman DTS it 
is necessary to use MM fibers, which represents a limit for the industry, since the 
measurement range is greater in SM than in MM fiber. This is the main disadvantage 
for these sensors in the case of long-range applications such as temperature moni-
toring of railways or pipelines. The Raman DTS is based on the measurement of 
the power amplitude and can be disturbed in certain places of the fiber (curvature, 
connectors, splices). DTS can also be used to monitor the thermal response of the 
material to the active heating of the sensing fiber [Active Heated Fiber Optics method 
(A-DTS)] [14, 15]. This method represents an interesting alternative to traditional 
sensors to monitor the variations of the water content within the VZ. The principle 
of A-DTS consists of heating the sensing cable with an electrically generated heat 
pulse and monitoring the thermal response of the VZ materials before and after the 
heat pulse. The resulting temperature variations can be linked to the water content 
of the materials [15]. 

Brillouin scattering comes from the interaction of light with acoustic waves (or 
acoustic phonons) which propagate in the fiber. It causes a frequency shift of 
the backscattered spectrum according to the Stokes and anti-Stokes components 
(Fig. 9.3). The Brillouin shift frequency depends linearly on the deformation and the 
temperature of the material [56]. This offset varies with the temperature changes ΔT 
and deformation ε of the FO according to the following equation: 

.vB = CT .T + Cεε (9.4) 

where ΔνB (Hz) is the Brillouin offset frequency, and CT and Cε are respectively the 
temperature sensitivity and deformation coefficients. They both depend on the type 
of FO used. 

The Brillouin scattering is used to measure the temperature and the deformation of 
the FO. Brillouin Distributed Strain Sensing (DSS) is based on frequency measure-
ment and uses SM fiber. Thus, the Brillouin DSS measurement is independent of the



9 Fiber Optic Technology for Environmental Monitoring: State of … 199

optical loss in the fiber unlike the Raman-based DTS. However, since Brillouin scat-
tering is both sensitive to deformation and temperature, some measurement errors 
can appear in one of the two parameters when the other varies. 

Rayleigh scattering is caused by the interaction between an electromagnetic field 
which propagates in the fiber and the impurities present in the silica which modulate 
the refractive index [56]. This type of scattering is mainly used to assess optical losses 
but it has also proven its sensitivity to acoustic vibrations. Rayleigh scattering is used 
in Distributed Acoustic Sensing (DAS) to measure each acoustic wave surrounding 
a SM fiber. DAS is used in several applications such as seismic acquisition and to 
monitor the health of structures [18, 19, 50, 61–64]. 

9.2.3 Distributed Sensors Performance in the Environmental 
Application 

Distributed detection represents a suitable solution for environmental monitoring, in 
particular for the detection of fractures in geological formations and for groundwater 
monitoring. The distributed FO sensors allow measuring the temperature and defor-
mation over several kilometers. In recent years, a growing body of work has focused 
on the development of distributed FO sensors suited for environmental monitoring 
purposes. A multitude of researchers have studied the application and performance 
of these sensors [19, 56, 63, 65–67]. 

a. Distributed temperature sensing (DTS) 

DTS Raman technology has been widely used in environmental monitoring [56, 
58], particularly in boreholes for estimating the thermal conductivity of the VZ 
[68]. Unlike conventional temperature sensors, the DTS system allows continuous 
measurements over ranges of up to 30 km and a spatial resolution of around one meter 
(Table 9.3). Thanks to their low thermal mass, the sensing fibers quickly equilibrate 
(<1 min) to the temperature of their environment and provide measurements of the 
most ambient temperatures [57]. The first uses of this technique date back to the 
1990s, when DTS were used to monitor geothermal energy in Mexico, Indonesia 
and the USA [69]. Temperature sensing for hydrogeology purposes using the DTS 
system dates back to the late 1990s. Hurtig et al. [70] used the  DTS system to  
detect flow in a fractured rock along a borehole after performing hot and cold-water 
injections. Majorowicz and Smith [71] were among the first researchers to use the 
DTS technology in order to track temperature variations in the VZ when drilling a 
new oil well. Selker et al. [65] studied the possibility of using this technology in 
hydrological applications. They have shown that the DTS system can be useful for 
observing hydrogeological processes, including evaporation and infiltration Freifeld 
et al. [68] also used DTS technology in boreholes to measure the thermal conductivity 
of the VZ. Several studies have been carried out to better understand the capacities 
and limits of the DTS system [65, 72], and the validation of measurements and their
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calibration [73, 74]. These studies contributed to the validation of this technology 
and to the take-off of its use in environmental applications.

As discussed above, many researchers have investigated the potential of DTS to 
measure water content in the soil using A-DTS [14, 75]. The objective was to quantify 
the thermal response of the soil to a heat pulse over time in the form of a cumulative 
increase in temperature [14]: 

Tcum = 
t0. 

0 

.Tdt (9.5) 

where Tcum is the cumulative temperature increase (°C) during the total integration 
time t0(s), and ΔT is the temperature change recorded by DTS compared to the 
ambient temperature of the materials [pre-pulse temperature (°C)]. 

The cumulative temperature increase (Tcum) during a heat pulse is a function of the 
thermal properties of the soil such as thermal conductivity (W/mK). The soil water 
content was deduced from Tcum using a calibration equation [14]. For a homogeneous 
soil, a high thermal conductivity can result in a higher water content. To relate the 
cumulative temperature Tcum and the water content, different adjustment curves were 
used [76]. Benítez-Buelga et al. [77] adjusted a polynomial curve connecting Tcum 

with the soil water content using the results obtained experimentally. The resulting 
equation is presented in Eq. (9.6): 

Tcum = 1 

a + bSW C + c 
SW C 

(9.6) 

where a, b and c are numerical parameters. The R2 of the fit curve was 0.99. Then the 
water content of the soil was expressed by the following relation (named SWCpoly) 
(Eq. 9.7): 

Soil water content (SW C) = 

( 
1 

Tcum 
− a

) 
+ 

/( 
1 

Tcum 
− a

)2 − 4bc 

2b 
(9.7) 

The values of the numerical parameters are a = 8.4 × 10−5, b = 2.6 × 10−5 and 
c = 1.6 × 10−5. 

The resulting temperature variations are related to the water content of the soil 
[14, 15]. This method has been used in recent years to monitor the groundwater flow 
and to measure soil water content [13]. Liu et al. [78] have used the A-DTS to detect 
groundwater flow in boreholes. They showed that the temperature of a heating sensor 
cable installed in a borehole was sensitive to the horizontal flow of groundwater 
through the surrounding material. Read et al. [10] also proposed a technique based 
on A-DTS to follow the vertical speed of fluid in boreholes using a heating sensing 
cable. Zubelzu et al. [76] have estimated the spatial variation of the water content of
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a sandy soil in an agricultural field. The temperature data recorded by the DTS over 
a length of 133 m were correlated to the water content of the sandy soil using the 
equations described above (Eqs. 9.6 and 9.7). 

All these studies have contributed to the maturation of this technology and the 
development of DTS systems is in constant evolution. It is now possible to measure 
variations of temperatures of 0.01 °C with spatial resolutions at the centimetric scale 
and with high frequencies. Table 9.3 summarizes recent studies made with the use 
of DTS sensors for environmental monitoring purposes. 

b. Distributed acoustic sensing sensors (DAS) 

The DAS technology has evolved rapidly in recent years. This new system uses a FO 
cable to detect acoustic frequency signals over large distances [18, 19, 61, 63, 64, 75]. 
The use of this technology in boreholes applications provides key information on the 
characteristics and geometry of fractures by monitoring variations in seismic velocity. 
James et al. [19] used the DAS system to detect and characterize fractures along the 
VZ without an active source and at a high temporal and spatial resolution. This study 
was conducted in a field at the Blue Canyon Dome (New Mexico). Fractures were 
generated by two stimulations in wells placed at the center of four monitoring wells. 
The FO cables were installed behind the PVC casing of the boreholes and used to 
record the ambient noise before and after each stimulation. The results showed a 
reduction of speed in the near-well area (center of the test area) and suggested the 
creation of fractures. This hypothesis was confirmed by tomographic images. Mellors 
et al. [8] conducted an exhaustive review of previous work on the use of DAS sensors 
in boreholes and in harsh environments. According to its synthesis, the DAS fiber 
sensors should be effective in boreholes applications and able to withstand high 
temperatures. The DAS technology has also been used for several years to carry out 
surface and crosshole seismic measurements. The DAS technology is increasingly 
used in boreholes as seismic sensors and can replace geophones. As a matter of 
fact, many experiments carried out at the soil surface and in boreholes have shown 
that this technique can be used as a good seismic sensor [20, 82–84]. Bakulin et al. 
[85] used the DAS system as a surface seismic sensor to carry out seismic surveys. 
The obtained results showed the possibility of using the DAS system as a seismic 
surface sensor instead of conventional accelerometers or geophones. Harris et al. [86] 
used the DAS system as part of the Aquistore carbon storage project (Canada) to 
monitor CO2 injection into underground reservoirs (between 3.10 and 3.35 m deep). 
Many Vertical Seismic Profiles (VSP) were carried out with DAS and geophones 
to monitor the geological structure of reservoirs on the Aquistore site over time. 
The results obtained showed that DAS systems can provide results comparable to 
geophones and represents an effective alternative to traditional seismic acquisition 
methods. 

Furthermore, the DAS technique presents many advantages over geophones 
because it can be carried out on the entire borehole at the same time and over several 
kilometers, unlike geophones which are generally deployed in short networks [82]. 
FO cables are easier to install temporarily or permanently in boreholes for the moni-
toring of the VZ. Additionally, measurements can be carried out simultaneously in
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several boreholes by using a single DAS interrogator and a single FO cable. The same 
application with the use of geophones would require many equipment (network of 
geophones, recording instruments) and would also be difficult to install. However, 
despite these advantages, DAS technology is still under development and requires a 
validation of the interpretations of the measured signals and a characterization of its 
degree of complementarity with respect to traditional seismic measurements. Indeed, 
the spatial resolution issues (currently varies between 1 and 10 m) and sensitivity to 
environmental factors (temperature, pH, Eh, etc.) are not yet precisely determined, 
in particular in limestone rocks. Table 9.4 summarizes recent studies conducted with 
the use of DAS system for seismic measurements and fracture detection in the VZ. 

c. Distributed Strain Sensing (DSS) 

The Distributed Strain Sensing technology has emerged in recent years as a promising 
solution for monitoring deformations in the subsoil [91]. Displacements or defor-
mations created in subsoil materials are transferred to a sensitive cable (sensor) 
through a trench or a borehole, causing changes in the light signal to be sent through 
the cable. By comparing the signals before and after deformation, it is possible 
to precisely determine the deformation amount of the surrounding materials. DSS 
systems are available on the market with a high measurement sensitivity of up to 
0.5 με [23]. Monitoring deformation by FO sensors has several advantages over 
conventional methods (conventional electrical strain gauge [92]), which are limited 
by the sensitivity to electromechanical interference and sensor corrosion. 

DSS sensors have been used primarily for monitoring land subsidence and land-
slides [21, 22]. Liu et al. [25] adopted the DSS system in an in-situ experiment to 
monitor land subsidence in a borehole located in Tianjin (China). The authors have 
shown that DSS technology is effective for monitoring land subsidence in coastal 
areas. CEMENTYS (French company specializing in FO technology) have been 
using a DSS system (Brillouin-BOTDA (Optical Time Domain Analyzer)) for moni-
toring a buried pipeline with a length of 300 m in the French Alps since 2013. The 
area is subject to ground motion and CEMENTYS company is ensuring the pipeline 
integrity. To study strains on the pipeline body, three Sensolux TM® FO cables were 
glued directly on the surface of the pipeline. This 120° straight shape is needed to 
detect and measure strains in any flexural direction. This layout is also necessary to 
study its 3-dimensions behavior in time. The installed DSS system allows to follow 
the displacement and the stress in three dimensions (X, Y and Z) around the pipeline 
in real time and in the long term as presented in Fig. 9.4. 

Recent studies have also used the DSS technology to improve the knowledge 
about hydrogeological processes occurring along the VZ (Table 9.5). Zhang et al. 
[93] used the DSS system to monitor micro-deformations associated with digging 
a new well in a rural area of the city of Mobara (Chiba, Japan). The FO cable was 
installed behind the PVC casing and cemented in two observation boreholes located at 
different distances from the new well (3 and 9 m). Small changes in deformation were 
observed in both boreholes while drilling the wells. The authors suggest that these 
changes were related to the hydrodynamic deformations (between fluid and solid) and 
the permeability variations of VZ materials. The injection of fluids into the VZ during



204 B. Abbar et al.

Table 9.4 An overview of recent applications of the DAS system for environmental monitoring 

References Measurements DAS 
instrument 

FO cable Data collecting 

[84] Seismic monitoring 
Reservoirs imaging 

DAS SM FO cable (length: 
977 m) 

Gauge length: 10 m 
Spatial res.:1 m 
Duration of 
acquisitions: 4.5 days 
Frequency sampling: 
1-kHz 

[20] Fracture 
monitoring in 
fractured Bedrock 

iDAS (Silixa 
Ltd., UK) 

Tight buffered cable 
9/125 μm, SM fiber 

Temporal sampling: 
1 kHz  
Spatial sampling: 0.25 m 

[64] Soil/rock thermal 
properties 
(boreholes 
installation) 

DAS A1-R 
(FEBUS, Fr) 

SM FO cable: 
BRUsens DAS 6.0 mm 
non-metallic, from 
Solifos—Switzerland 

Installation/Calibration 

[87] Monitoring of 
groundwater flow 
Ambient seismic 
noise 
measurements 

iDAS (Silixa 
Ltd., UK) 

SM FO cable of 
1280 m length 

Gauge length: 10 m 
Spatial res.: 0.25–1.0 m 
Frequency sampling: 
5–50 kHz 

[88] Surface imaging 
using ambient 
noise 

iDAS (Silixa 
Ltd., UK) 

SM 
telecommunication 
fibers 

Gauge length: 10 m 
Spatial res.: 2 m 
Frequency sampling: 
500 Hz 
Generated data: 8 TB 

[19] Fracture detection 
and imaging 
through relative 
seismic velocity 
changes using DAS 
and ambient 
seismic noise 

iDAS (Silixa 
Ltd., UK) 

Tactical SM Gauge length: 10 m 
Duration of 
acquisitions: 13 h 
Frequency sampling: 
30 s 

[89] Seismic monitoring 
of the near surface 

iDAS (Silixa 
Ltd., UK) 

Comparison of 4 
cables: (1) a gel-filled 
polyethylene cable; (2) 
a tight-buffered, 
tactical cable; (3) a 
gel-filled, 
steel-armored cable; 
(4) a tight-buffered, 
steel-tubing cable 

Gauge length: 10 m 
Duration of 
acquisitions: 3 weeks 
Spatial res.:1 m 
Frequency sampling: 
1-kHz 
Generated data: 2.7 TB 

[90] Seismic monitoring 
Geophone and 
DAS comparison 
VSP data 
acquisition 

DAS SM FO cable Gauge length: 10 m 
Spatial resolution: 1.0 m 

[87] Geophone and 
DAS system 
comparison 
VSP data 
acquisition 

iDAS (Silixa 
Ltd., UK) 

SM FO cable Gauge length: 10 m 
Spatial resolution: 2.0 m
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Fig. 9.4 a The disposition of FO (sensors) on the surface of the pipeline, b the stress and c 
displacement variations in three dimensions (X, Y and Z) observed around the pipeline 

drilling causes changes in fluid pressure, and can induce change in the properties of 
the VZ geological facies (mainly in heterogeneous and permeable materials). A 
similar study was carried out by Lei et al. [24] in the same city, during a pumping 
experiment. A vertical well located between two pumping wells was equipped with 
a DSS cable sensitive to micro-deformation down to a depth of 300 m. The results 
obtained showed that compressive deformation was observed in the VZ materials 
after several hours of pumping. The authors also underlined the direct link between 
the observed deformations and the properties (permeability, heterogeneity) of the 
VZ materials. The highest deformations were observed in the more permeable and 
heterogeneous layers (sandy sediments) during the pumping period. In a laboratory 
study, Zhang et al. [23] observed deformations (dilatation) using a DSS system on 
a sample of sandstone rock (high clay content and low permeability) during its 
saturation processes. The authors suggested that this deformation is related to two 
factors: (i) the change in pore pressure due to the accumulation of water in the pores 
of the sample; (ii) and the swelling effect of the clay. This works has highlighted that 
the DSS system not only has the potential to provide geomechanical information on 
the VZ materials, which can play an important role in preventing landslide hazards 
and land subsidence, but can also give valuable information on the link between the 
deformation of materials and the fluids flow in the VZ. This set of findings improve 
our understanding of the role of fluid flow in rock deformation within the VZ.

9.2.4 Chalcogenide FO Sensors 

Fiber Evanescent Wave Spectroscopy (FEWS) simply requires dipping the fiber into 
a liquid under analysis or putting it in direct contact with the analyte. FEWS using 
chalcogenide glass fibers is an efficient tool land. The chalcogenide fibers can be 
specifically shaped for head sensing thanks to the fibers’ thermo-forming capability 
[94]. It also allows investigation in different fields; e.g. the detection of contaminants 
in waste water [16, 95], the monitoring of chemical or industrial processes [96, 97], 
the detection of bacterial contamination in food [98, 99], and applications in the 
medical field [100]. Consequently, these materials can contribute to the development



206 B. Abbar et al.

Table 9.5 Examples of recent applications of the DSS system for environmental monitoring 

References Measurements DSS instrument FO cable Data collecting 

[21] Measurements of 
distributed 
deformations 
related to water 
pumping in an 
aquifer in Shengze, 
southern Yangtze 
Delta, China 

Advantest N8511 
BOTDR analyzer 
(Tokyo, Japan) 

Tight-buffed strain 
cables, 2 mm 
diameter (Nanzee 
Sensing, Suzhou, 
China) 
FO cable installed 
in a vertical 
borehole 150 m 
deep 

Spatial res.: 1 m 
Noise level of 
40 με 
Duration of 
acquisitions: 
from 2014 to 
2016 

[23] Measure rock 
deformation while 
injecting water into 
low-permeability 
dry sandstone. 
Laboratory study 

(NBX-7020; 
Neubrex Co., Ltd., 
Kobe, Japan) 
Maximum 
measurement range 
of 20 km 

Strain FO cable, the 
FO cable was 
wound helically 
around the rock 
sample 

Measurement 
accuracy: 0.5 με 
Spatial res.: 2 cm 
Material: 
sandstone sample 
(from Gunma, 
Japan) 

[24] Geomechanical 
monitoring 
Distributed strain 
measurements at a 
pumping test 
(Mobara, Japan) 

Neubrescope 
NBX-8000 device 

A strain FO cable 
was custom-made 
for this study 
FO cable was 
installed behind the 
PVC casing in an  
observation well 
located between 
three pumping 
wells 

Spatial res.: 1 cm 
Temporal res.: 
5 min  

[25] Land subsidence 
monitoring in 
Tianjin, China 

AV6419 optical 
fiber 
temperature/strain 
analyzer produced 
by the 41st 
Research Institute 
of China 
Electronics 
Technology Group 
Corporation, China 

FO cable 2 mm 
diameter produced 
by Suzhou NanZee 
Sensing Ltd., China 
FO cable installed 
in a vertical 
borehole 100 m 
deep 

Spatial res.: 1 m 
Resolution 
accuracy: 10 cm 
Strain 
measurement 
accuracy is 
±50 με 

[93] Strain monitoring 
in two observations 
wells (where FO 
cables were 
installed) while 
drilling a new well. 
Mobara city 
(Chiba, Japan) 

NBX-SR7000 
(Neubrex Co., Ltd., 
Japan) 
Maximum 
measurement range 
of 25 km 

Stainless-steel wire 
reinforced cable 
(strain cable with 
rectangular shape, 
2.0 × 3.8 mm) 
FO cable installed 
behind the PVC 
casing in tow 
observations wells 
144 m deep 

Measurement 
accuracy: 0.5 με 
Spatial res.: 5 cm



9 Fiber Optic Technology for Environmental Monitoring: State of … 207

of pioneering glass technologies in IR spectral windows to design innovative optical 
sensors [101].

An optical sensor based on mid-IR fluorescence to probe gas molecules has already 
been developed using a transmission configuration instead of FEWS for the detec-
tion of carbon dioxide by means of the 4.3 μm emission of a Dy3+ doped chalco-
genide fiber [37]. Due to their high degree of mechanical integration and reliability 
(connectors, fiber coating techniques), optical fiber-based sensors are designed for 
commercial purposes. Compared to FEWS using undoped chalcogenide fibers as the 
sensitive media, this sensor has been developed in order to produce its own mid-IR 
fluorescence source. The resolution of real time detection could be enhanced and the 
overall compactness and complexity of the optical system can be efficiently reduced. 
FEWS relies on the optical absorption of the surrounding environment of the optical 
fiber, with a typical penetration depth of a few micrometers for the evanescent waves. 
The degree of integration of such devices is potentially high thanks to the rare earth 
doped chalcogenide fiber converting the pump signal from a visible or near infrared 
laser diode to mid-IR. By means of frequency conversion, the sensor could allow 
remote monitoring using silica fibers considering that the inverse photon conversion 
from mid-IR to visible or near-IR can be used based on a rare earth up-conversion 
phenomenon [101]. An all-optical IR fiber sensor for in-situ carbon dioxide moni-
toring was developed by BRGM, University of Caen, University of Rennes and IDIL 
[38]. This sensor can be typically deployed over the kilometer range with a sensi-
tivity of few hundreds of ppm, making it suitable for field operations. The sensors 
prototypes were tested in a 100 m deep dry pit at the LSBB facility (Low-Noise 
Underground Laboratory) in Rustrel, France (Fig. 9.5). 

The results led to the development of a carbon dioxide prototype for field exper-
iments comprising a Dy3+: GaGeSbS MWIR emitting fiber and an Er3+: GaGeSbS 
conversion fiber. Carbon dioxide sensing experiments were performed using this 
all-optical sensor for various CO2 concentrations ranging from 0.2% (2000 ppm) to 
100% [38]. 

The All-optical CO2 detection system present key advantages over electronic 
devices, especially for high pressure working conditions and electromagnetic 
compatibilities, since there are no electronic parts within an all-optical CO2 detection 
head. The originality of this approach lies in the development of an all-optical method 
allowing real time in-situ analysis combined with a remote, direct and continuous 
monitoring in a wide range of concentrations.
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Fig. 9.5 All-optical IR FO sensor deployed in an experimental site located in Rustrel, France 
(Low-Noise Underground Laboratory (LSBB)) 

9.3 O-ZNS Project: Main Objectives, First Results 
and Instrumentation Strategy 

9.3.1 The Beauce Limestone Aquifer 

The Beauce limestone aquifer is located in the Centre-Val de Loire Region (France) 
and extends over 9700 km2 [102] between the Seine river (northeastern part) and 
the Loire river (southwestern part). This mostly unconfined aquifer constitutes one 
of the largest groundwater reservoirs in France with an average stock of water of 
20 billion m3 [103], and is mainly composed of Cenozoic limestone from upper 
Oligocene to lower Miocene whose origin is mostly lacustrine [104]. The thickness 
and the topography of the Beauce limestone aquifer ranges from 10 to 200 m and from 
70 m up to 190 m [105]. The Beauce represents the main cereal-producing region in 
Europe [106] and its land use consists essentially in agriculture (74%), 50% of which 
is irrigated [107]. Over the past decades, this intensive agricultural activity have led to 
the implementation of governmental policies and regulatory measures whose actions 
aim at controlling water withdrawals [108, 109] and preserving groundwater quality, 
particularly towards pesticides and nitrates contaminations [110, 111].
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9.3.2 The Objectives of the O-ZNS Project 

The VZ, which is identified as a key component of the Critical Zone (CZ), represents 
a cornerstone in assessing water balance, understanding groundwater recharge and 
managing contamination problems for the protection of groundwater resources. To 
this aim, a growing body of studies focused on deciphering the complex and coupled 
physical, geochemical, and microbiological processes which govern the mass and 
heat transfers within the VZ [2, 112]. 

In this context, the main target of the O-ZNS is to acquire original and unique 
long-term data on the reactive transfer processes of mass and heat in the VZ. The 
project aims to follow in-situ and in real time the highly coupled physical, chemical, 
and biological processes that might influence the water flow and solutes transport 
in the VZ. The O-ZNS project also aims at assessing the performance of all types 
of instrumentation dedicated to non-destructive measurements or local sampling of 
fluids, geological facies, and microbial communities in the VZ. 

The O-ZNS experimental site is under development in an agricultural field located 
in the heart of the Beauce Region, at Villamblain, about 30 km northwest of Orléans 
(DMS coordinates: X = 48° 1' 5.131''; Y  = 1° 34' 55.333'') (Fig. 9.6). It consists 
of the installation of an exceptional access well (diameter ~4 m and depth ~20 m) 
surrounded by several boreholes. This allows the instrumentation of the entire VZ 
column, from the soil surface down to the aquifer (saturated zone fluctuating between 
−15 and −23 m deep). 

Fig. 9.6 O-ZNS experimental site located in Villamblain (30 km northwest of Orléans, France) at 
the heart of the Beauce Region
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9.3.3 Preliminary Investigations Made Within 
the Framework of O-ZNS Project 

The first geotechnical investigations were made at the O-ZNS experimental site in 
the spring of 2017.Three cored boreholes (B1, B2, B3, cf. Fig. 9.7) have been drilled 
on March 2017 from 0 to 20 m deep. The description made by visual examination of 
undisturbed cores showed that the VZ profile presents both high vertical and lateral 
lithological heterogeneities [113, 114]. 

Three main lithological units were identified along the VZ profiles from the soil 
surface down to 20 m deep (Fig. 9.7): 

• 0.0–1.5 m: silt loam soil typical of the Beauce region and referred to as a 
Hypereutric Cambisol according the World Reference Base for Soils [115], 

• 1.5–8.0 m: fragmented powdery limestone facies that was cryoturbated in its upper 
part and which also contains calcareous sand interbeds, 

• 8.0–20 m: massive, fractured or altered/karstified hard limestone rock. 

Many authors stressed that the determination of the hydraulic properties, i.e. water 
retention and hydraulic conductivity, of the VZ materials is critical for a precise 
assessment of water flow, and mass and heat transfers from the soil surface down to 
the aquifer [116–120]. The first study conducted within the framework of the O-ZNS 
project was dedicated to the determination of hydraulic properties of soft and hard 
representative samples selected along the whole VZ profile and taken from three cored 
boreholes drilled in spring 2017 (B1, B2, B3 on Fig. 9.6). The hydraulic properties of 
the samples were determined in the ISTO vadose zone laboratory using the multistep 
outflow method applied by a triaxial system and related to physical, mineralogical 
and chemical analysis made on the same samples in order to investigate water flow 
pathways [113, 114]. The results of this work highlighted the high heterogeneity of 
the properties of both soft and hard VZ materials and provided valuable information 
on the influence of the presence or absence of different types of secondary minerals 
and the impact of alteration processes on water flow within the VZ.

Fig. 9.7 Lithological description of the materials encountered throughout the VZ column of the 
O-ZNS experimental site
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Based on these laboratory hydraulic properties measurements, a second on-going 
study is focused on the simulation of water flow and the estimation of water travel 
time through the VZ performed by a virtual tracing experiment simulated over a 
period of more than 50 years using HYDRUS-1D software [121] and meteorological 
and water table level data as input. The primary results showed a mean water travel 
time of 18.7 and 29.0 years for the initial (1 mg/L) and the peak concentration of 
bromide to reach the maximum water table level (−14.84 m), respectively [114, 122]. 
The variability in the water travel time within the VZ was mainly induced by two 
key factors: the meteorological data and the high heterogeneity in the properties of 
the VZ materials, especially through the weak permeability of the massive limestone 
rock facies which could lead to the occurrence of perched water tables in the VZ 
profile.

9.3.4 Instrumentation Strategy of the O-ZNS Project 

The O-ZNS project aims to monitoring the mass and heat transfer processes within 
the VZ of the Beauce aquifer. This broad objective will be addressed thanks to the 
instrumentation of (i) the vadose zone laboratory based in Orléans (ISTO); (ii) the 
large VZ access well that will be drilled in 2021; (iii) the surrounding boreholes, 
including those drilled in 2017 and 2020, three of which are currently instrumented 
with FO cables (Sect. 9.4). The results obtained through the first multidisciplinary 
studies made within the framework of the O-ZNS project focused on properties 
obtained at the laboratory scale and within the matrix component of the VZ of the 
Beauce limestone aquifer. However, optical imaging made on the boreholes and 
lithological description made on the core samples [113, 122] showed that natural 
(macro-) fractures with possible karstification were observed at the field scale and 
have been episodically subjected to intense leaching of water under or close to fully 
saturated conditions. The water flow and solute transport observed at the field scale 
could consequently be significantly faster and influenced by preferential flow paths 
through interconnected fracture networks, notably after exceptional heavy rainfall 
[123, 124]. 

The identification and characterization of these open fractures networks and the 
understanding of the location of these preferential flow pathways is thus essential. 
This represents one of the key objectives of the O-ZNS project towards deciphering 
the complex processes which govern the mass and heat transfers within this highly 
heterogeneous VZ. To this end, a wide variety of environmental monitoring solutions 
are actually being explored using coupled geological, hydrogeological and geophys-
ical monitoring techniques for the in-situ monitoring of water flow and solute trans-
port within the whole VZ column and some of the key compartments of the CZ 
(rhizosphere-soil-VZ-aquifer) (Fig. 9.8). This includes, inter alia, hydrogeological 
monitoring solutions, some of which are considered innovative [125–132]. 

A second objective of the O-ZNS project is to support the development of inno-
vative methods and sensors (geophysical imagery, microchips, coupling between
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Fig. 9.8 Schematic sketch representing the spatial deployment of the environmental monitoring 
instrumentations at the O-ZNS observatory site (Villamblain, Orléans, France) 

knowledge of “disciplines” and joint interpretations, etc.) for a fine characterization 
of the dynamics of the VZ. Among these methods is the FO technology, which is 
increasingly used for environmental monitoring applications. 

9.4 Installation of FO Sensors on the O-ZNS Experimental 
Site 

As part of O-ZNS instrumentation, three types of distributed FO sensors (flexible 
sensing cables cf. Table 9.6) were installed in a continuous loop along three boreholes 
(with a depth varying from 21 to 23 m) surrounding the future large observatory well 
and were connected to a data center (Fig. 9.9a). These sensors will allow the moni-
toring of fluid flow, the characterization of rock fractures, and the micro-movements 
detection in the VZ of the Beauce limestone aquifer. The FO cables were supplied 
by the Solifos company (Switzerland) and installed by the CEMENTYS company 
(France) in July 2020. The disposal of the cables is shown in Fig. 9.9. As these cables 
are flexible, they were installed in a continuous loop along three boreholes (B5, B6, 
B7) without splicing. The ends of the cables are located inside the data control. They 
will soon be connected with the interrogators respectively to each technology. 

Table 9.6 summarizes the main characteristics of the three cables used. Consid-
ering that the DTS cable consists of four MM fibers (two 50 μm and two 62.5 μm), 
the DSS and DAS cables are made up of one and four SM fibers, respectively.
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Table 9.6 Main characteristics of FO cables installed on the O-ZNS experimental site 

Characteristics DTS cable DAS cable DSS cable 

Color Black Green Blue 

Diameter (mm) 4.0 6.5 2.8 

Cable type Loose Loose Tight 

FO 2 MM-FO (62.5/125) 4 SM-FO 1 SM-FO  

Sensitivity Temperature Acoustic 
noise/Temperature 

Strain/Deformation 

Interrogation system Raman Rayleigh Brillouin, FBG 

Other information Non-metallic cable, 
compact design, 
flexibility 

Non-metallic cable, 
good acoustic response, 
high tensile strength 
high chemical resistance 

Non-metallic cable, 
protective and stress 
transfer layer, strain 
range up to 1% 
(10,000 μ strain) 

Fig. 9.9 a Aerial photography of the O-ZNS experimental site showing the position of the main 
well and the three surrounding monitoring boreholes (B5, B6, B7). The FO cables were installed in 
loops covering the three boreholes (drawn in yellow). b The installation of FO cables (DTS: black, 
DAS: green, DSS: blue) in the three boreholes made with CEMENTYS in July 2020. c Axial cross 
section of the borehole showing the area behind casing installation of FO cables
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These cables were chosen based on their flexibilities, their resistances in a harsh 
environment and their compositions. To avoid any disruption of future geophysical 
measurements on the O-ZNS site, the cables were installed in the boreholes without 
metal reinforcements or protections. Illustrations of the installation are shown in 
Fig. 9.9. The cables were installed behind the PVC casing and sealing with a mixture 
of 60% of sand (0/4 mm), 40% of limestone filler and 20% of water to ensure a good 
coupling between the FO cables and the materials of the VZ. The use of cement 
was indeed excluded because of the geochemical perturbations (pH) induced by the 
reaction between cement and the limestone rocks of the VZ.

After their installation in the boreholes, all fibers were checked with an OTDR 
(Optical Time Domain Reflectometer). The purpose of the OTDR measurements 
was to verify that the fibers have not been damaged during the installation operations 
along the boreholes. It is a method which makes it possible to characterize the FO 
from only one of its ends, and leads to the precise localization of the faults, to the 
measurement of the attenuation of the fiber and to the differential losses between two 
chosen points of the fiber. Thanks to the OTDR measurements we have confirmed 
that the FO installed on the O-ZNS site are intact and present no faults over its entire 
linear. 

The multi FO sensors system installed at the O-ZNS site will help in the fine 
characterization of the subsoil structure in the near O-ZNS well zone through the three 
boreholes B5, B6 and B7. The DTS system will provide continuous and real-time 
temperature profile information at resolutions up to 0.01 °C with a spatial resolution 
down to centimeter scale. This information will be very useful for the identification 
of active fractures in the VZ of the O-ZNS site under ambient flow conditions or 
following a rapid heating episode (using heat as a tracer for fracture detection [9, 80]). 
The DTS will also be used to monitor heat movements throughout the depth of the VZ 
to estimate the flow rates of fluids in boreholes [68, 70]. Monitoring of the natural fluid 
flow system in the VZ is important for accurate predictions of the fate and transfer 
of contaminants. The DSS systems will be used for the monitoring of consolidation 
and geomechanical deformations of VZ materials with a high sensitivity. Recent 
studies have shown that it can also be used to understand the deformations (or micro-
deformations) associated with the fluids flow in the VZ through hydromechanical 
coupling [23]. In our case, the DSS system will be very useful for the detection of 
micro-movements linked to the digging of the O-ZNS well, to fluid infiltration and to 
measure the deformations in the capillary fringe area linked to the recharge/discharge 
of the aquifer. DAS technology also shows promise for the detection and monitoring 
of cracks and fractures throughout the VZ [19]. The use of this technology for the 
O-ZNS project will provide key information on the characteristics and geometry of 
fractures by monitoring changes in seismic velocity. However, this technology is, 
to date, at an early stage of maturity and it is necessary to characterize their degree 
of complementarity/coupling with traditional seismic measurements. Comparative 
seismic measurements (DAS and conventional seismic methods) on the surface and 
in boreholes are planned in the O-ZNS site to assess the potential of this technology 
in environmental monitoring. Detailed research is also needed to study the sensitivity 
of DAS measurements to variations in environmental factors (temperature, pH, Eh,
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micro-movements, etc.). The information which will be re-purified (or confirmed) 
by this multi-sensors FO device will constitute an interoperable database which can 
improve the understanding of coupled and complex processes governing water flow 
and solute (including contaminants) and heat transfers in the VZ of the Beauce 
limestone aquifer. 

9.5 Conclusion 

This chapter provides a comprehensive overview of fiber optic sensors (distributed 
and point sensors) and contains numerous results and references from recent scien-
tific publications and industrial technical papers on the principles, types and recent 
environmental monitoring applications of FO sensors. The deployment of distributed 
fiber optic sensors at the O-ZNS site was also presented. Thanks to their intrinsic 
characteristics and flexibility, fiber optic sensors are increasingly used in environ-
mental monitoring applications, especially for monitoring the vadose zone. They are 
insensitive to electromagnetic fields and can provide information in real time and 
continuously over several kilometers (in the case of distributed sensors). However, 
there are still some limitations that prevent the generalization of this technology 
in monitoring designs. The high cost of interrogators remains the major constraint 
hindering the adoption of fiber optic systems in environmental monitoring applica-
tions. Many technological innovations have been made in recent years to improve 
the performance of interrogator systems and increase their value for money. Further 
improvements are still needed to further reduce costs and make them more affordable. 
For a successful installation, good coupling between the sensors and the materials 
(or the structure to be monitored) is also essential. The installation of the sensors 
and the cementing operations must be carried out with sufficient care to ensure good 
sensor-material contact and to avoid the development of a vacuum which disturbs the 
measurements. Improvements in spatial resolution and measurement range are also 
required to make it a promising method in environmental applications. Additional in-
situ studies, including comparisons with results obtained with traditional sensors, are 
also essential to validate the prototypes under development for monitoring physic-
ochemical parameters (pH, Eh, salinity, metal ions, etc.) and gases concentrations. 
The multi-FO sensor system (DTS, DSS and DAS) which were successfully installed 
at the O-ZNS site will help characterize the temperature, deformations and micro-
movements near the O-ZNS main well and will improve our understanding of mass 
and heat transfers within the highly heterogeneous VZ of the Beauce aquifer. 
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Chapter 10 
Plants, Vital Players in the Terrestrial 
Water Cycle 

Tomas E. van den Berg, Satadal Dutta, Elias Kaiser, Silvere Vialet-Chabrand, 
Martine van der Ploeg, Tim van Emmerik, Miriam Coenders-Gerrits, 
and Marie-Claire ten Veldhuis 

Abstract Plant transpiration accounts for about half of all terrestrial evaporation. 
Plants need water for many vital functions including nutrient uptake, growth and leaf 
cooling. The regulation of plant water transport by stomata in the leaves leads to the 
loss of 97% of the water that is taken up via their roots, to the atmosphere. Measuring 
plant-water dynamics is essential to gain better insight into its roles in the terrestrial 
water cycle and plant productivity. It can be measured at different levels of integra-
tion, from the single cell micro-scale to the ecosystem macro-scale, on time scales 
from minutes to months. In this contribution, we give an overview of state-of-the-art 
techniques for plant-water dynamics measurement and highlight several promising 
innovations for future monitoring. Some of the techniques we will cover include: gas 
exchange for stomatal conductance and transpiration monitoring, lysimetry, ther-
mometry, heat-based sap flow monitoring, reflectance monitoring including satellite 
remote sensing, ultrasound spectroscopy, dendrometry, accelometry, scintillometry, 
stable water isotope analysis and eddy covariance. To fully assess water transport 
within the soil-plant-atmosphere continuum, a variety of techniques are required to 
monitor environmental variables in combination with biological responses at differ-
ent scales. Yet this is not sufficient: to truly account for spatial heterogeneity, a dense 
network sampling is needed. 
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10.1 Introduction 

10.1.1 Terrestrial Water Cycle and the Role of Transpiration 

Fresh water is a scarce resource in many regions of the world, and around 70% is 
used by agriculture [1]. It is the most important factor determining crop yields in 
countries with less industrialized agricultural practices, where the greatest share of 
agriculture depends on rainfall for its water supply [2]. Global environmental change 
will likely change the evaporative demand and rainfall in these regions, intensify-
ing the competition between water use for agriculture and human consumption [3]. 
Plants, and especially irrigated crop plants, require large amounts of fresh water for 
growth. For example, producing 1 kg of cereal requires 1–3 tonnes of fresh water, 
putting a high price on food security and water availability [3]. Plants use water in 
their circulatory system (e.g., to move nutrients), and transpiration of water vapor 
from the plant to the atmosphere drives exchange from the roots to the rest of the 
plant. Leaf transpiration provides a cooling mechanism and is a prerequisite for CO2 

uptake and plant growth. Thus, plants have an intimate relationship with water: they 
need it for their basic functions, growth and reproduction, but 97% of water taken 
up by plants is lost to the atmosphere as water vapor, accounting for more than 95% 
of evapotranspiration in certain ecosystems [4]. Future population growth and its 
increased food demand are likely to exacerbate current scarcities of fresh water [5], 
as is the increasing salinization of agricultural areas, which itself is caused to a large 
extent by the soil water flows triggered by transpiration [6]. Therefore, we are in 
dire need of crops with better water use efficiency and sensors that allow agricultural 
water users to adjust water supply better to the exact needs of plants. 

10.1.2 Water Movement in the Plant 

Water and nutrient uptake by the roots, and upwards movement through the plants’ 
vasculature, are driven by a negative hydrostatic pressure in the leaves, which builds 
up by water lost through transpiration. Water is moved upwards through the plant, if 
the hydrostatic pressure potential in the leaves is more negative than the combination 
of matrix potential (e.g., capillary action), soil osmotic potential (i.e., movement of 
water across a semipermeable membrane) and gravitational potential in the canopy 
(i.e., force exerted by gravity due to the height of the water column in the plant). 
Redwoods (Sequoia sempervirens), the tallest trees on earth (up to 120 m long) can 
build up a hydrostatic pressure potential of up to −1.9 MPa in their uppermost leaves, 
making it possible to move water against gravity to such heights [7]. Long-distance 
transport of water in the plant is facilitated by the xylem, a specialized vascular 
system consisting of long, connected cells that function similarly to pipes. Mature 
xylem vessel cells are dead and empty by design and have a small resistivity to water
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movement. The xylem vascular system starts in the root, extends throughout the 
stem and branches, and delivers water and solutes directly to the leaves, which are 
the main sites of transpiration. 

10.1.3 Root-Soil Water Exchange 

The roots are the plant organ for water uptake from the soil and thus the first loca-
tion where changes in water supply are perceived. The root system consists of a 
complex architecture of primary and lateral roots which vary in length, number and 
diameter. Together with cell size and the capillary forces in the plant and soil, they 
determine root water uptake ability. Coarse roots, the first roots to emerge from the 
seed, determine the depth of rooting and thereby the uptake of water from deeper 
soil layers. Root morphological plasticity enables plants to maintain water uptake 
from deeper layers when drought occurs [8, 9]. In addition, their traits determine the 
ability to grow in compact soil. The lateral roots that branch from other roots form 
a dense network of fine roots with root hairs that directly interact with soil particles 
and extract water and nutrients from them. Water absorption in the roots takes place 
through active and passive processes. Root cells require energy (ATP) to absorb min-
erals from the soil; the increased concentration of minerals in the roots generated 
by this process reduces root water potential relative to its surroundings, thus driving 
water absorption through endosmosis. Most water absorption through the roots is 
passive and directly driven by the negative water potential, which is created by the 
transpiration of water from the air-exposed parts of the plants, mainly through the 
stomata. 

10.1.4 Stomata 

Diffusion, the movement of molecules from high to low concentration areas, is the 
main mechanism of transpiration. Gas diffusion mainly happens through stomata, 
tiny adjustable pores surrounded by a pair of guard cells and embedded mainly in 
the leaf surface, but also present in a smaller numbers in other plant organs (e.g., 
stem). Apart from the stomata, the leaf surface is covered by a waxy layer called the 
cuticle, which is largely impenetrable to water. Stomata constantly adjust a trade-off 
between the diffusion of CO2 into the leaf and the diffusion of water vapor out of 
the leaf, by opening and closing in response to numerous internal and external cues. 
For example, high light intensity, low atmospheric CO2 concentration ([CO2]), and 
high air humidity all lead to stomatal opening, whereas the opposite situation (low 
light intensity, high [CO2], low air humidity) leads to stomatal closure. Further, sev-
eral stresses, such as drought, soil salinity, heatwaves, ozone and several pathogens 
trigger stomatal closure, greatly reducing the rate of transpiration as well as pho-
tosynthesis and growth. Stomata open when guard cells swell upon active water
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uptake (following ion up-take, which increases their osmotic potential), leading to 
a widening of the stomatal pore. There is a large diversity in the shape of stom-
ata that influences their functionality [10], and their number and pattern across the 
leaf surface vary depending on plant growth conditions [11]. Up to 900 stomata can 
cover every mm2 of leaf surface, and although this is only 0.3–5% of the surface of 
the leaf, they are responsible for 95% of terrestrial transpiration. The concentration 
gradient of water vapor inside and outside the leaf is strongly dependent on temper-
ature and air humidity but is generally several orders of magnitude larger than the 
corresponding [CO2] gradient. Therefore, to fix 1 mol of CO2, leaves must transpire 
approximately 400 mols of water. The current increase in atmospheric [CO2] may  
reduce plant transpiration, as elevated [CO2] leads to a higher water use efficiency of 
CO2 uptake, but this effect may be counteracted by a simultaneous increase in leaf 
and air temperature [12]. 

10.1.5 Atmosphere and Soil Effects on Transpiration 

Even though stomata can control transpiration, different meteorological processes 
influence the concentration gradient of water between leaf and atmosphere [13]. 
Changes in net radiation received, air relative humidity, air temperature and wind 
speed influence transpiration independently of stomatal control. Therefore, the role 
of stomatal conductance also depends on environmental variables that need to be 
assessed at different scales [14]. An example is boundary layer conductance, repre-
senting a resistance to diffusion at the surface of the leaf that is influenced by leaf 
geometry and wind speed. Within the canopy, boundary layer conductance (gb) acts 
in series with stomatal conductance (gs) and can represent a substantial limitation of 
transpiration under certain circumstances (e.g., large leaf, low wind speed). Bound-
ary layer conductance also occurs at the scale of the canopy and limits the rate of 
water vapor exchange between the canopy and atmosphere. Water availability in the 
soil, and resistance to water transport within the plant, represent additional factors 
that can limit transpiration and force stomata to close to maintain the plant’s water 
status. Under drought, if stomatal closure is not sufficient to maintain plant water 
status, plants can alter their osmotic potential and cell turgor (force of the liquid in 
a plant cell exerted on its own cell wall), to limit water loss by transpiration. In this 
case, humidity within the leaf can decrease below the saturation point of water vapor, 
an essential assumption for most techniques used to measure stomatal conductance. 

10.1.6 Measuring Plant Water Relations: Where and How 

To fully assess water transport within the soil-plant-atmosphere continuum, a variety 
of techniques is required to monitor environmental variables and biological responses 
at different scales (Fig. 10.1). Plant water relations can be monitored at many levels
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Fig. 10.1 Graphical impression of the different techniques to measure Plant water status and 
dynamics (by Cher van den Eng) 

of integration, from single cells to hectares of canopy, and from minutes to months. 
In the following sections, we aim to give an overview of the various techniques for 
monitoring such relations, which are briefly summarized in (Table 10.1). 

10.2 Measuring Techniques for Stomatal Conductance and 
Water-Vapor Exchange at the Leaf Atmosphere 
Interface 

10.2.1 Microscopy 

Stomatal conductance to water vapor (gs), the rate of passage of gasses through the 
stomatal pore, is defined mainly by the number and pore size of stomata. A diffusion-
based equation allows for calculation of gs from leaf anatomical traits and to estimate 
the theoretical maximum gas diffusion rate [15–17]: 

gs = 
d 
v Da 

(l + π 
2

.
( a 

π ) 
(10.1)
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Table 10.1 Overview of available methods and their respective areal scale, temporal scale, mea-
suring principle and sample 

Technology Areal scale Temporal scale Measuring 
principle 

Sample 

Microscopy µm2-cm2 min VIS-NIR imaging 
(nm) 

Leaf surface 
(stomata) 

Gas Exchange cm2 s-min IR spectroscopy 
(µm) 

Water vapor 

Thermometry cm2-km2 s-min Thermal IR 
imaging (µm) 

Leaf surface 

Scintillometry m2-km2 hour-day Refractive index 
NIR spectroscopy 
(nm-µm) 

Air above canopy 

Eddy Covariance km2 hours IR spectroscopy 
(µm) 
Temperature (T) 
and velocity (m 
s−1) 

Water vapor Air 

Dielectric 
Constant 

cm2 min Microwave 
scatter (mm) 

Plant tissues 

Hyperspectral 
Imaging 

cm2-km2 min Reflectance 
Imaging 
(nm-mm) 

Plant tissues 

Ultrasound 
spectroscopy 

cm2 s MegaHz 
spectroscopy 

Plant tissues 

Ultrasound xylem 
cavitations 

µm s Ultrasound 
spectroscopy 

Air bubble 
cavitations 

Accelerometry cm2 s-min Sway (m s−2) Trees 

Field Radar m2-km2 min-hours Microwave 
scatter (mm) 

Plant tissues 

Lysimetry cm2 hours Weighting (g-kg) Water reservoir 

Sap Flow 
Measurements 

cm2 s Heat balance Plant stem 

Dendrometry cm2 hours Diameter 
(mm-m) 

Plant stem 

Stable water 
isotopes 

cm2 hours-weeks Fractionation Water or water 
vapor 

where d is the diffusivity of water vapor in air (m2 s−1), v is the molar volume of air 
(m2 mol−1), D the stomatal density (nr m−2), a is the stomatal pore area (m2) and l its 
depth (m); note that d and v are both temperature and air pressure dependent. π 

2 

. a 
π 

represents an “end correction”, an additional diffusive resistance that is related to 
converging and diverging concentration shells at both ends of the stomatal pore. Dif-
ferent corrections are possible, depending on stomatal architecture and distribution 
over the leaf (clustering), which are important to produce accurate gs estimates [18].
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The stomatal pore is often assumed to be elliptical, and the area is estimated from 
the width and length of the aperture. D is estimated using a microscope by counting 
the number of stomata per unit area (e.g., field of view) over different areas and each 
side of the leaf. This takes into consideration the heterogeneous stomatal distribution 
across the leaf surface. Steady-state stomatal aperture is measured on many stomata 
acclimated to one condition (combination of temperature, humidity, [CO2], etc.). In 
contrast, kinetics of stomatal movement are measured by continuous observation of 
a limited number of stomata during a change in conditions. Individual, neighboring 
stomata can show a large variety of responses despite being subjected to the same 
stimuli, and several stomata need to be measured to represent the overall response 
at leaf level. Microscopy is useful to obtain a better understanding of plant water 
relations at the level of single stomata, but currently of limited use for plant monitor-
ing in the field, due to its high cost and labor-intensive employment. However, with 
more autonomous systems, microscopy could provide solutions for gs monitoring in 
uniform and stable environments, such as vertical farms or greenhouses. 

10.2.2 Gas Exchange Measurements 

Gas exchange is measured by enclosing a part or a complete plant inside a chamber 
where the environment is controlled. Water vapor concentration can be measured 
using an infrared gas analyzer (IRGA) or a capacitive humidity sensor. In the case 
of an IRGA, the concentration of water vapor in an air sample is proportional to 
the radiation absorbed by water molecules at specific sub-millimeter infrared wave-
bands, giving a characteristic absorption spectrum [19]. The absorption follows the 
Beer-Lambert Law and is therefore dependent on the radiation pathway and the con-
centration of water vapor. A capacitive humidity sensor consists of a hygroscopic 
dielectric material (i.e., a very poor conductor of electric current that tends to absorb 
water) placed between a pair of electrodes. Absorption of moisture by the dielectric 
material results in an increase in sensor capacitance, resulting in an increase in circuit 
current. At equilibrium conditions, the current is proportional to the amount of mois-
ture present in a hygroscopic material and depends on both ambient temperature and 
ambient water vapor pressure. There are mainly two types of gas exchange chamber, 
“closed” and “open”, depending on the air flow renewal within the chamber. In a 
“closed” system, the plant sample is placed within a chamber where the air is recy-
cled, and air water vapor concentration increases due to transpiration. The slope of 
the increase in water vapor concentration over time is measured over a short period 
and used to estimate the transpiration rate. A major limitation of this system is that the 
plant may respond to the changing relative humidity within the chamber during the 
measurement, which means that the air needs to be dried or renewed for the follow-
ing measurement. This problem is solved in an “open" system by using a constantly 
renewed incoming air flow that is altered by the sample when passing through the 
chamber. The difference in water vapor concentration before and after the chamber 
is proportional to the transpiration rate. Such a system generally requires two IRGA
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to measure the chamber input and output, and requires regular intercalibration of 
the IRGA, due to possible drift of the signal over time. Based on transpiration, leaf 
temperature, and the microclimate within the chamber, gs can be derived, represent-
ing the average response of stomata over the leaf surface. To estimate gs , one needs 
to assume that the air within the leaf is saturated with water vapor, which is true 
for well-watered conditions. The water vapor gradient can therefore be calculated 
based on leaf temperature and surrounding conditions. A constant mixing of air in the 
chamber enables a large boundary layer conductance to be maintained, thus allow-
ing derivation of gs from transpiration. Gas exchange measurements are vital for 
crop science and plant physiology, because of their direct measurements and good 
temporal as well as areal resolution for individual plants. Examples of field-based 
measurements exist [20], but these are not wide-spread for general monitoring. 

10.2.3 Scintillometry and Eddy Covariance 

Turbulent movements of air above a canopy (in the surface boundary layer), called 
eddies, transport gases including water vapor, and can be used to detect evaporation 
over a fixed optical path length (scintillometry) or over a variable area (eddy covari-
ance). Scintillation describes changes in the brightness of an object when viewed 
through a medium [21]. A well-known and readily observable example for scintilla-
tions is a twinkling of the air just above roads on hot summer days. Scintillometers 
use this optical phenomenon by measuring fluctuations in NIR radiation (e.g., at 
0.94 µm) transmitted over a defined path (100 m–4.5 km). These fluctuations within 
the canopy air boundary layer are used to measure the turbulence structure of the 
air refractive index (caused especially by fluctuations in temperature and humidity). 
The derived turbulence structure parameter is used with Monin-Oblukhov similarity 
theory to estimate sensible heat flux, which, with information on available energy, 
allows estimation of area-averaged water vapour fluxes (see e.g., [22–24]). While 
scintillometers are most often used to estimate heat fluxes, they have been found to 
provide accurate estimations of evaporation at longer time scales (days-months; [21, 
25]). Eddy covariance functions as a combination of several measuring techniques of 
the air above the canopy, combined in a single measuring spot: A sonic anemometer 
measures direction and velocity of air, an IRGA measures water vapor concentration, 
and a thermistor measures air temperature. Estimation of net exchange between the 
canopy and the atmosphere uses the sum of the vertical components of fluxes in the 
passing eddies at a single sensor position (see [26, 27]). Together, these measure-
ments allow calculation of the fluxes of heat and water vapor exchanged between 
the canopy and the atmosphere. The measurement footprint of this technique varies 
depending on the direction and force of the wind. Eddy covariance produces the most 
reliable results over flat terrain with homogenous vegetation and at steady environ-
mental conditions [28]. Data can be logged at 30–60 min time steps during the day, 
which is faster than e.g. scintillometry. Several hundred sites around the globe contin-
uously log data, and over 2000 annual datasets have been gathered. Eddy covariance
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is most often used to estimate carbon flows (with water vapor concentration as a by-
product), and results of evaporation are not published as often. Nevertheless, more 
than 1500 site-years of evaporation have been published [29], enabling one to draw 
conclusions on plant-climate interactions. 

10.3 Measuring Techniques of Water Status and 
Transpiration from Leaf to Canopy Scale 

10.3.1 Thermometry 

Measuring leaf temperature is essential to determine the vapor pressure gradient 
between leaf and atmosphere but can also be used to measure leaf transpiration. 
Within the leaf, the transition from liquid to gas at the sites of evaporation results 
in energy loss and leaf cooling. By calculating the leaf energy balance (the sum of 
incoming and outgoing energies), it is possible to quantify the energy loss due to 
transpiration [30] via  

Rn − C − λE = S, (10.2) 

with Rn the net radiation (W m-2, C the sensible heat transfer (W m-2), λ the latent 
heat of evaporation of water (J kg-1), E the evaporative flux (kg m-2s-1) and S the net 
physical storage (W m-2) causing the change in leaf temperature [31]. This requires 
quantification of all incoming radiation (Rn), which can be difficult to estimate over 
large areas, especially within the canopy, where leaves can have different heights and 
orientations. Simultaneous measurement of reference materials with known optical 
and thermal properties can help reduce the complexity of the energy balance equa-
tions, by accounting for part of the effects due to the surrounding environment. 
Contrary to a gas exchange chamber, the plant is undisturbed, enabling the study 
of transpiration under natural conditions. Estimating gs from the rate of water loss 
requires an estimate of the boundary layer conductance gb, which mainly depends 
on wind speed and leaf anatomy, and therefore can vary within the canopy. Methods 
to estimate gb rely on energy balance to determine the resistance to heat transfer 
(=1/gb) between an object and the surrounding environment. For example, a heated 
aluminum plate can be used to estimate gb, by monitoring the time required for the 
plate temperature to reach a new equilibrium with the ambient conditions. A large gb 
results in rapid equilibration of plate and air temperature. Temperature can be mea-
sured using contact and non-contact methods, which differ in terms of precision and 
accuracy. Contact measurements using thermocouples, thermistors and resistance 
temperature detectors (RTD) give relatively accurate and precise point estimates of 
leaf surface temperature. Heat conduction along the cable, surrounding air condi-
tions on the side of the sensor exposed to the air, and temperature gradients within 
the leaf, can influence the measurements, as the sensor only touches the leaf surface. 
Non-contact measurements use infrared radiation (I R) emitted by the leaf in the
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Fig. 10.2 Time series of thermal images displaying leaf temperature spatiotemporal differences for 
two leaves (A and B) subjected to changes in light intensities (grey background: 0 µmol m−2 s−1, 
white background: 430 µmol m−2s−1). Two different colour scales are used to highlight either 
temperature kinetics or heterogeneity over the leaf surface. (taken from [31] under CC BY 4.0 
License) 

0.7–14 µm range to estimate the temperature (T ) of any object in the field of view 
using the Stefan-Boltzmann law 

IR = eθ T 4 , θ  = 5.67 × 10−8 Wm−2 K−4 (10.3) 

and are generally less precise. Infrared thermocouples and thermal imaging (Fig. 10.1) 
use this principle and provide estimates that account (to an extent) for the tempera-
ture gradient within the leaf. Thermometry using infrared requires knowledge of the 
emissivity of the object measured (leaf: 0.94–0.96) and is influenced by the infrared 
radiation emitted by the surrounding objects and their reflection by the sample. The 
emissivity represents the capacity of the surface of an object to emit energy as infrared 
radiation and is determined as the ratio (between 0 and 1) of the infrared radiation 
emitted by the surface of the object and that of the surface of a perfect black body 
at the same temperature. The higher the emissivity, the stronger will be the sig-
nal received from the object by the camera sensor, relatively lowering the effects 
from the reflected signal due to the surrounding environment. Thermal imaging is 
a promising technique for transpiration measurements, because it is non-invasive, 
high-throughput and can cover relatively larger fields of view. Also, as any imag-
ing technique, it provides information on the spatial heterogeneity of the process 
measured. 

Future developments in camera technology and machine vision could enable 
UAVs to do large scale measurements of not only canopy temperature but also tran-
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spiration for more relevant biological interpretation. Satellite thermal imaging uses a 
coarser methodology compared to thermometry, as reference structures with known 
optical and thermal parameters are unavailable. Instead, hot and cold pixels are 
selected; cold pixels represent well-watered plants under non-stress condition with 
full ground cover, while hot pixels represent bare agricultural land or water-stressed 
crops with close to zero evaporation [32, 33]. Evaporation is then calculated via the 
surface energy balance equation, modified as the METRIC Algorithm [34]. The tem-
perature change in the cold pixels is a direct result of stomatal adjustments, which is 
one of the faster responses to changing water availability. A frequently used measure 
of water stress is the Crop Water Stress Index (CWSI): 

CW  SI  = 
Tcanopy − Twet 
Tdry − Twet 

(10.4) 

With measured canopy temperature Tcanopy, and upper and lower boundaries for 
canopy temperature Tdry and Twet, respectively. The boundaries correspond to the 
canopy transpiring equally to the potential evaporation, and the lowest transpiration 
occurring at high water stress. These can be determined empirically or theoretically. 
The CW  SI  is nonlinearly related to canopy transpiration and can change depending 
on the wind speed conditions (influencing gb). The actual canopy temperature can 
be measured from remote sensing imagery, such as from Landsat-8 and Sentinel-2. 
Examples of applications include water stress monitoring of citrus trees [33]. The 
main advantage of using thermal methods is that canopy temperature is a faster 
response to water stress than water potential, vegetation water content, or dielectric 
properties. However, also thermal reflectance is obstructed by cloud cover, and the 
revisit time of most available remote sensing missions is not suitable for day-to-day 
monitoring. 

10.3.2 Optical Measurements 

The solar radiation that reaches the Earth’s surface has its intensity mostly distributed 
in the wavelength range of 250 nm till 2000 nm. Different bands of the spectrum inter-
act with the leaf and its tissues in different ways. From the viewpoint of a plant’s 
physiology, the spectrum of radiation can be categorized into three functionally 
relevant groups: (a) ultraviolet UV-B (250–350 nm), (b) Photosynthetically active 
radiation (PAR) from 380 nm till 750 nm, and (c) near-infrared (NIR) of wavelengths 
exceeding 750 nm. When light is incident on a leaf surface, it undergoes primarily 
four kinds of interaction with the cells/tissues. These are (a) Specular reflection, that 
occurs at the outermost smooth cuticular surface due to a difference in the optical 
refractive indices at the air-cuticle interface. Specular reflection (∼ 3 %) is significant 
at shorter wavelengths of light (250–400 nm) which have a shorter penetration depth; 
(b) Diffuse reflection [35–38], that occurs at the interfaces of the plant cell walls with 
the air-spaces deep inside the leaf. This phenomenon is significant for light of wave-
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Fig. 10.3 a Incident solar radiation undergoes both specular and diffuse reflection from the leaf 
surface. b Schematic cross-section of a typical dicot leaf showing the cuticle, epidermis and the 
mesophyll tissues. The photosynthetically active radiation gets absorbed mostly in the chloroplasts 
of the upper palisade cells (having a higher chlorophyll concentration). The NIR components in the 
light scatters at the cell-air boundaries of the deeper spongy mesophyll leading to diffuse reflection. 
c Spectral reflectance of a single leaf of Liquidambar styraciflua [41], measured on indicated days of 
drought-stress (“Reprinted from Remote sensing of environment, Vol. 30, Hunt Jr, E. R., and Rock, 
B. N., Detection of changes in leaf water content using Near- and Middle-Infrared reflectances, 43– 
54, 1989, with permission from Elsevier"). Reflectance increases with decreasing water content. The 
reflection minima at wavelengths of 420 nm and 650 nm are due to light absorption by chlorophyll. 
The minima at wavelengths around 1450 nm and 1900 nm are due to absorption by water and carbon 
dioxide respectively 

lengths longer than 400 nm, since the light needs to penetrate to a depth of at least 
∼ 100 nm before it can interact with different plant cell types; (c) Scattering, that 
occurs when the size of a particle is similar to the wavelength of the light. Typically, 
plant cells are larger than 10 µm, and thus do not contribute much to scattering. 
However, Mie scattering can occur due to the sub-micron sized organelles within the 
cells [39]; (d) Resonant absorption, that occurs when light of specific wavelengths 
causes electronic or molecular transitions to excited energy levels. Both photosyn-
thetic pigments, chlorophyll a,b and carotenoids exhibit absorption bands between 
350 and 500 nm, while chlorophyll a,b has an additional absorption band between 
600 and 700 nm [40]. Water molecules exhibit absorption bands in the NIR spec-
trum e.g., between 1400 and 1500 nm and between 1900 and 2000 nm. The absorbed 
light energy either is converted to chemical energy during photosynthesis (PAR) or 
transformed to vibrational energy (heat), leading to a rise in the leaf temperature. 

The reflectance spectrum of leaves as shown in Fig. 10.3 is heavily used in remote 
sensing to monitor the relative water content (RWC). Among the most successful 
methods to detect water stress are the ones that use reflectance data at two different 
NIR wavelengths: at 0.76–0.90 µm and at 1.55–1.65 µm) as done by Hunt et al. 
[41, 42]. The ratio of reflectances R1.6/R0.82 is often termed as the Moisture Stress
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Index (MSI). The underlying physics behind these techniques is that water absorbs 
strongly in the band 5 and is quite transparent to band 4, while both wavelengths 
having a similar reflection coefficient. Another example is the Normalized Difference 
Infrared Index using the NIR and MIR bands [NDII = (NIR-MIR)/(NIR+MIR)], 
which correlated highly with canopy water content [43]. Hunt et al. developed an 
optically derived parameter called as the Leaf Water Content Index (LWCI), defined 
as: 

LW C  I  = 
− log[1 − (R0.82 − R1.6)] 
− log[1 − (R0.82 − RFT  

1.6 )]
(10.5) 

where R0.82, and R1.6 are respectively the reflectance factors measured for the test 
leaf at 0.82 µm, and 1.6 µm. RFT  

1.6 is the reflectance factor of a reference leaf at full 
turgor with known RWC. The RWC of a test leaf of weight W can be calculated from 
the measured dry weight (W D) and weight at full turgor (W FT  ) as:  

RWC = (W − W D) 
(W FT  − W D) 

(10.6) 

Additionally, optical remote sensing can estimate the vegetation greenness or 
vegetation cover. The reflectance spectrum of leaves exhibits a steep edge in the 
680–780 nm wavelength interval, coinciding with the sharp transition in the chloro-
phyll a absorption window. This band is often termed the “red edge” and the first 
order derivative of reflectance in the red edge is very sensitive to variations in chloro-
phyll concentration and decreases are a common symptom of nutrient deficiencies 
(e.g., water). Rather than analyzing the reflectance of a single band, multispectral 
data is used to calculate indices. The most frequently used index is the Normalized 
Difference Vegetation Index (NDVI) [44]. NDVI is related to many relevant vege-
tation properties, such as leaf area index, biomass, chlorophyll concentration, and 
vegetation cover, and can be calculated using: 

NDVI = 
NIR − Red 
NIR + Red 

(10.7) 

With the reflectance in the near infrared (NIR) and for the red band (Red). NDVI 
is used to estimate transpiration. Although this is mainly based on empirical rela-
tions. For example, through multiplying reference evaporation by NDVI-based crop 
coefficients. A recent study [45] used NDVI derived from Landsat-7 and Landsat-8 
imagery to explore the relation with sap flow and transpiration in a temperate for-
est. A positive correlation was found between the spatial variability in sap flow and 
NDVI. It was also shown that NDVI follows the sap flow during the beginning of a 
new cycle of plant growth, demonstrating the potential for plant monitoring. NDVI 
can also be used to monitor the impact of droughts on vegetation. For example, 
NDVI derived from the SPOT-Vegetation mission was used to calculate water stress 
coefficients for croplands and mixed-vegetation areas [46]. Main drawbacks of opti-
cal techniques, such as the NDVI, include signal saturation for surfaces with high
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biomass, and blocking by cloud cover. Especially the latter makes optical techniques 
not always suitable for monitoring vegetation dynamics at shorter time scales. 

10.3.3 Microwave Measurements 

Plant water status has a direct influence on a its dielectric properties, which are 
a measure of its interaction with microwaves. Microwaves are sensitive to vegeta-
tion, because of scattering and attenuation as the signal travels through the vege-
tation layer. The degree of scattering and attenuation depends on vegetation prop-
erties (dielectric constant, geometry, architecture), and microwave characteristics 
(frequency, incidence angle, polarization). For example, higher frequencies (shorter 
wavelengths) are more likely to be directly reflected by the canopy, and lower frequen-
cies (longer wavelengths) penetrate further through the vegetation layer. In remote 
sensing, microwaves are used in either passive or active methods. Active methods 
(radar) emit microwaves and measure the reflected backscatter. Passive methods 
(radiometry) only measure the naturally emitted, and attenuated, microwaves. Ini-
tially, understanding the variation in vegetation dielectric properties were mainly 
interesting for (space-born) radar and radiometer applications. The dielectric constant 
is an important parameter in several models that relate plant water status to microwave 
backscatter. However, the emergence of in-vivo dielectric measurement methods also 
offers the possibility to directly monitor plant water status non-destructively. Exam-
ples include the use of a microstrip line resonator, coupled to a vector network 
analyzer (VNA) (Fig. 10.4). Per measurement, the reflection coefficient of the emit-
ted signal is measured, which depends on the dielectric constant of the sample. So 
far it has been shown, in corn and tomato leaves, that dielectric responses are directly 
coupled to leaf gravimetric leaf water content (Fig. 10.5) [47, 48]. 

Field-based radars can be used to monitor vegetation water status with high spa-
tial and temporal frequency. Both soil moisture and plant water content affect the 
total backscatter. Higher soil moisture result in higher direct scatter from the soil. 

Fig. 10.4 a Microstrip line 
resonator used for in-vivo 
dielectric measurements. b 
Illustration of leaf sample 
placement. c Schematic of a 
corn plant including leaf and 
ear numbering (taken from 
[48] under CC BY 4.0 
License)
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Fig. 10.5 a Comparison of dielectric response for dry and wet leaves, and b for leaves with varying 
gravimetric leaf water content (taken from [48] under CC BY 4.0 License) 

Increased plant water content increases the direct backscatter from vegetation but 
can also increase the attenuation of the soil backscatter component. During periods 
of decreased soil moisture availability, the backscatter is mainly determined by the 
plant water dynamics. Although to date such setups have mainly been used for funda-
mental experiments to explore the potential for water status monitoring using remote 
sensing radar, future developments may result in more cost-effective and practical 
field-radar systems. 

Changes in plant water status in the short (water stress, harvest) or long term 
(growth, leaf senescence or fall) on large scales are often measured by active and 
passive microwave methods via satellites. The benefit of using microwave-based 
methods is the independence of sunlight and cloud cover. For example, RapidScat 
Ku-band radar aboard the International Space Station was sensitive to vegetation 
water stress in the Amazon rainforest. Due to its orbit, diurnal cycles of backscatter 
could be reconstructed monthly. The observed changes in diurnal variability in radar 
backscatter were associated with changes in water status of the canopy measured on 
the ground [49]. This demonstrated the potential use of such missions for drought 
detection and monitoring, using radar remote sensing. Radar remote sensing also 
offers the possibility to use vegetation dynamics as a measure of root zone water 
availability [8]. Under water-limited conditions, surface and root zone soil moisture 
dynamics are decoupled. Yet, Sentinel-1 radar backscatter (C-band) was shown to be 
dominated by vegetation dynamics of the corn canopy, which was directly related to 
root zone soil moisture [50]. When using radiometry, the Vegetation Optical Depth 
(VOD) is a good measure of plant-water dynamics, as VOD is determined by canopy 
biomass and its water content (VWC). There is a linear relation between VOD and 
VWC, the latter can in turn be linearly or exponentially related to leaf water potential. 
The correlation of VOD with leaf water potential has been used to determine the 
isohydricity of vegetation at global scales. Isohydricity is an important factor that 
determines the response to vegetation water stress [51, 52].
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10.4 Measuring Techniques of Plant Water Dynamics 

10.4.1 Transpiration Measurements via Sap Flow Dynamics 

Measurements of sap flow in plants provide a direct estimate of transpiration, at the 
whole plant level or for individual branches [53]. Sap flow measurements provide 
high time resolution and can be automated which makes them particularly useful for 
in-field studies [54]. Most techniques are based on the application of heat as a tracer 
for sap movement [55]. Techniques that directly measure sap flow rate (g h-1) are  
based on external application of heat to the stem and derive flow rate by solving the 
stem heat balance. Other techniques apply heat pulses or continuous heating through 
probes inserted into the stem and derive a stem-average heat flux density (cm3 cm-2 

h-1) [56]. 

Measurement of sap flow rate by the stem heat balance method is non-invasive, a 
heater is wrapped around the stem and enclosed in a layer of cork or similar material, 
which in turn is isolated by layers of foam and a weather shield to protect from solar 
radiation. The method can be applied to both woody and herbaceous stems, for stem 
diameters as small as 2 mm up to 125 mm. Sap flow is derived from the heat balance 
of the heated stem segment, by applying pairs of thermocouples that measure heat 
loss in radial and axial (along the stem, in the direction of the sap flow) direction. 

P = qv + qr + q f (10.8) 

where P is the applied heating power (in W ), qv, qr are the rates of vertical and radial 
heat loss and q f heat uptake by the moving sap stream (W ). The sap mass flow rate 
(Fm , kg s-1) is derived from 

Fm = 2q f 
cs(.Ta + .Tb) 

(10.9) 

where cs is the specific heat capacity of the sap and .Ta and .Tb are temperature 
differentials across the heated zone. 

The main weakness of this method is that it requires in-situ calibration of the 
effective thermal conductance of the materials surrounding the heater. This is typi-
cally done for periods of zero sap flow, which can be difficult to achieve under field 
conditions. 

Heat pulse methods are based on measurement of the velocity of a heat pulse as 
it is carried by the sap flow. Temperature is measured upstream and downstream of 
a heat probe that is inserted into the stem. Several approaches have been developed; 
an example is the Compensation Heat-Pulse velocity method (CHP, illustrated in 
Fig. 10.6). Here, the velocity of the heat pulse vh is derived from 

vh = 
xd − xu 
2te 

(10.10)
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Fig. 10.6 Schematic 
overview of methods for sap 
flow measurement based on 
heat pulse velocity, including 
CHP, Tmax, Heat ratio and 
Sapflow+ 

where xu and xd are the distances between the heater and the upstream and down-
stream temperature sensors and te is the time after release of the heat pulse at which 
the upstream and downstream temperatures are equal. The upstream sensor being 
closer to the heater than the downstream sensor (Fig. 10.6), te equals the time needed 
for convection in the moving sap stream to move the peak of the heat pulse from 
the heater to the midway point between the upstream and downstream temperature 
sensors. The sap flow velocity is derived from the heat pulse velocity by 

avs = 
ρsmcsm 

ρscs 
(10.11) 

where a is the fraction of conducting sap wood over the total stem cross-section, ρ 
and c are density and specific heat capacity of the sap and sap-and-wood-matrix. 

Heat pulse methods are based on the assumption that wood is thermally homoge-
neous, and that equilibration of sap and surrounding wood occurs near-instantaneou-
sly. Temperature probes are inserted into the sapwood, at one or more locations 
downstream and upstream of a heating probe. Several heat pulse methods have been 
developed apart from CHP, including the Tmax method, Heat Ratio method, cali-
brated average gradient method and Sapflow+, as illustrated in Fig. 10.6 (see [57] for  
a complete review). In all heat pulse-based methods, heat pulse velocity is derived 
from differential temperatures along the axial direction of the stem, in some methods 
a tangential measurement is added. Heat pulse velocity is converted to flux density 
by accounting for sapwood water content and sapwood and dry wood density and 
specific heat capacities. Most heat pulse-based methods, except CHP, require an 
estimate of sapwood diffusivity which needs to be determined during zero flow con-
ditions or can be determined empirically. Since all sap flux density methods rely on 
inserting probes into the sapwood, development of wound tissue occurs that locally
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alters sapwood properties and heat dissipation. This effect can be limited by regularly 
relocating the probes. Wound correction equations have been developed for some of 
the heat-pulse systems. Reliability of the heat-pulse systems is strongly influenced 
by correct spacing of the temperature probes and by the assumption of thermal homo-
geneity of the sapwood. Especially for hardwood species non-uniform distribution 
of sap-conducting tissue this cause deviations in the sap flux density estimates [58]. 

10.4.2 Dendrometry 

Dendrometers can be used to measure the changes in total stem, bark, xylem and 
phloem width individually. Changes in water content leads to cell shrinking and 
swelling. In turn the tissue of the stem can vary in size [59]. Dendrometers are 
placed on the stem or stalk and measure stem diameter variations. Stem variations 
follow diurnal variations. Depending on the isohydricity of the plant, these diurnal 
variations are affected by changing water availability. Besides short-term changes in 
stem width, dendrometers can also be used to monitor longer-term changes in stem 
radius. These changes can be related to plant growth and can give additional insight 
in the extent to which optimal crop growth is obtained [59]. 

10.4.3 Lysimetry 

Lysimeters are often used to study the relation between the water cycle and vegetation, 
for example to quantify seasonal changes. Weighable lysimeters allow for precise 
quantification of the water balance terms at the soil plant atmosphere interface. 
Weighable lysimeters are often equipped with soil sensors, to follow processes in 
the soil which may change over time (e.g. [60]) or have a direct relation with plant 
physiology [61]. For monitoring soil water processes two often employed techniques 
are sensors for water content and for the water potential (e.g. [62]). Together these 
sensors can be used to determine the water retention characteristic of a soil, and 
the soil hydraulic conductivity. Lysimeters typically range from pot experiments 
(see above) to 12 m3 [63]. For determining the water balance at larger scales, radar 
interferometry has been identified as a potential technique for soils with swelling and 
shrinking properties [64]. In addition lysimeter results can be spatially extrapolated 
using thermal imaging [65]. 

10.4.4 Stable Water Isotopes Measurements 

The use of stable water isotopes to study water behavior and flow paths has become 
more common in the last decades (e.g., [66, 67]). Stable water isotopes are considered
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an ideal tracer, as the oxygen (18O and 16O) and hydrogen (2H and H) atoms of water 
molecules are stable and naturally present in water. 

Stable water isotopes are particular of interest to partition total evaporation (Etot ) 
into transpiration (Et ) and soil evaporation (Es) (e.g., [68–70]). The fact that during 
evaporation, the light isotopes (16O and H) are preferred to evaporate, results in 
an enrichment of heavy isotopes (18O and 2H in the remaining residue, e.g., the 
soil [71]. This process is called fractionation. For root water uptake (transpiration) 
fractionation does not occur: the plant just takes the available water without changing 
the isotopic ratio [72]. This distinct difference allow to partition total evaporation. 

The isotopic ratio of heavy over light isotopes (R) is often expressed in comparison 
to the Vienna Standard Mean Ocean Water (VSMOW): 

δsample =
(

Rsample 

RVSMOW 
− 1

)
× 10000 /00 (10.12) 

By means of a simple isotopic mixing mass balance (δEtot · Etot = δEt · Et + δEs · Es), 
the transpiration ratio can be calculated via the ’isotopic-two-source-model’ [73]: 

Et 

Etot 
= 

δEtot − δEs 

δEt − δEs 

(10.13) 

The main challenge of this approach is the correct sampling of the isotopic ratios, 
where minor errors can easily propagate into large uncertainties [74–76]. To estimate 
δEtot and δEs , often the Craig-Gordon model is applied that uses as input water vapor 
samplings and soil water samplings, respectively [77]. While for δEt the water vapor 
directly originating from the leaves is collected via special chambers [78]. Tradition-
ally, ’cold traps’ are used to condensate this water vapor (from the air or leaves) into 
liquid, so that the sample can be injected into an isotopic ratio mass spectrometer [79, 
80]. However, obtaining full condensation without fractionation remains challeng-
ing, often leading to erroneous evaporation ratio estimates [81]. Fortunately, recent 
advances in laser-based instruments allow the direct analysis of water vapor [82–84]. 
These developments also enabled improved use of the Keeling-plot method [73, 85]. 
This method assumes that the isotopic concentration in the atmosphere (Ca) is the  
sum of some background concentration (Cbg) plus the concentration from the total 
evaporation CEtot  : 

Ca = Cbg + CEtot (10.14) 

Combining this via a simple mass balance (δaCa = δbgCbg + δEtotCEtot ) the following 
linear relationship is obtained: 

δa = Cbg
(
δbg − δEtot

) 1 

Ca 
+ δEtot (10.15)
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Thus by plotting 1/Ca versus δa for different heights (or times), the intercept provides 
the isotopic ratio of the transpiration (δEtot ). The Keeling plot method works for stable 
water isotopes as well as for carbon isotopes to estimate e.g., the water use efficiency. 

10.5 Novel Approaches to Plant Water Status 
Measurements 

10.5.1 Acoustic Measurements of Leaf and Plant Water 
Status 

10.5.1.1 Multiple Resonant Ultrasound Spectroscopy of Leaves 

Unlike light, sound energy does not interfere directly with the physiological activ-
ity of plants and can thus be used to monitor the physical state of plant organs 
non-invasively. Exciting a plant part with acoustic waves at ultrasonic frequencies 
enables one to probe its inner structure. Leaves, being a few hundred microns thick, 
are suitable targets for studying their inner structure and water-content via a tech-
nique known as non-contact resonant ultrasound spectroscopy (NC-RUS) [86]. When 
excited with ultrasound (Fig. 10.7a), the transmitted acoustic signal exhibits multiple 
orders of vibration resonances (Fig. 10.7b) of the leaf and its inner cell structure; the 
fundamental frequency varies inversely with leaf thickness. The resonant frequency 
of a vibrating element is a strong function of its elastic modulus (stiffness) and mass 
density. Both parameters are sensitive to the turgor pressure determined by its water 
potential. NC-RUS, therefore, provides a way to monitor the in-vivo response of leaf 
anatomy to drought stress. 

A recent study [86, 87] showed how analyzing the higher order acoustic reso-
nances with a metaheuristic two-layered algorithm can lead us to extract the struc-
tural and viscoelastic properties of the constituent layers of leaf tissues. These dis-
tinguishing traits show up in the extracted acoustic impedances and elastic moduli 
using NC-RUS and are related to its water status [86]. 

10.5.1.2 Acoustic Emission from Xylem Vessels 

During heavy drought stress, when soil water potential falls below −0.5 MPa, air 
bubbles may form within xylem vessels as a result of cavitation [89, 90]. Post forma-
tion, these bubbles can expand and block the vessels (embolism), thereby hindering 
water-transport. Vulnerability to cavitation is a popular method to quantify plant 
drought resistance. Bubble formation in xylem vessels is accompanied by the emis-
sion of low intensity sound bursts (see Fig. 10.7c), typically in the far audible and 
ultrasonic range (frequencies > 10 kHz). Some attempts have been made to under-
stand the underlying characteristics of the emitted sound pulses, although they are
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Fig. 10.7 a Schematic showing an ultrasound transceiver set-up to perform multiple resonant spec-
troscopy of a leaf. b A typical frequency response of a Ligustrum lucidum leaf when ultrasound is 
transmitted through it [86]. The characteristic peak frequencies represent acoustic resonances in the 
layered mesophyll tissue of the leaf (“Reprinted from [Álvarez-Arenas, T. E. G., Sancho-Knapik, 
D., Peguero-Pina, J. J., Gómez-Arroyo, A., & Gil-Pelegrín, E. (2018). Non-contact ultrasonic res-
onant spectroscopy resolves the elastic properties of layered plant tissues. Applied Physics Letters, 
113(25), 253704, with the permission of AIP Publishing"). c Plants undergo cavitation in its xylem 
vessels and emit ultrasound bursts under drought-stress coupled with rapid transpiration. The sound 
bursts are weak in intensity and resemble damped sinusoidal oscillations containing multiple fre-
quencies; these can be recorded non-invasively with a microphone. d A typical evolution of ultra-
sound emission rate (events per minute) of a drought-stressed Acacia tree, as a function of the time 
of dehydration [88]. e The rate of sound emission (events per minute) versus the water potential in 
Pinus sylvestris trees [89] 

still at a speculative stage. Ritman and Milburn [88] suggested that the length of the 
vessels has an influence on the cut-off frequency of the sound: ranging 500 Hz to 
beyond 100 kHz. 

The sum of emission events over time during drought is a good measure of the 
loss in stem hydraulic conductivity [91–94] and can be used as an indirect and 
non-destructive marker for drought-stress resistance of a plant. The rate of sound 
emission events has been observed [89] to roughly follow an exponential dependence 
on the negative water potential. The emission rate of the sound bursts at first tends 
to increase with time (as water potential becomes more negative), and eventually 
decreases and ceases to occur when all vulnerable vessels are embolized [95] (see 
Fig. 10.7d, e). Further, vessels of larger diameter are more prone to cavitation. In the 
seminal work by Jackson and Grace [89], a high correlation was observed between 
acoustic emission rate per minute and the diurnal cycles of PAR and Vapor Pressure 
Deficit in Scotts Pine trees.
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Advances in microelectronics technology have boosted the performance of acous-
tic sensors. State-of-the-art acquisition systems [96, 97] are able to record and store 
waveforms from multiple channels at high sampling rates. A popular application of 
acoustic monitoring is to determine the endpoint of a plant’s vulnerability curve (VC), 
which is a curve of the% loss in hydraulic conductivity versus xylem water potential. 
The endpoint physiologically corresponds with complete cavitation of the xylem 
vessels, and thus the full breakdown of the plant’s hydraulic pathway. Vergeynst et 
al. [98] developed a mathematical procedure to determine the endpoint by finding 
the local maximum of the 3rd derivative of the curve of cumulative acoustic emis-
sions versus time. In another work [99], hydraulic measurements on 16 plant species 
showed that the highest acoustic activity occurred near the 50 % point of the VC, 
which is the inflection point. 
A plant’s response to drought-stress depends on both its physiological and anatom-
ical characteristics [100] and in vivo measurements are necessary to map it com-
pletely. Conventional methods to determine a plant’s vulnerability to cavitation are 
destructive, and labor-intensive, which hampers their field-applicability. Acoustic 
(ultrasound) monitoring has the potential to measure non-destructively, enabling 
automated and continuous measurements in the field. 

10.5.2 Accelerometry 

Accelerometers can be used to monitor the sway of plants and trees. Sway is deter-
mined by physical properties such as biomass and elasticity [101],  which in turn are  
related to water content. Plant mass is directly influenced by the plant water con-
tent and the elasticity depends on the stiffness and the density, which are also both 
affected by water content. Also, plant geometry (size, shape, distribution, orienta-
tion of leaves, branches stalks, fruits) influences the sway response to wind forcing 
[102]. Sway can be used to monitor plant response to water availability, by looking 
at the change in either their natural frequency or the slope of the power spectrum of 
sway [103, 104]. Under increased water stress, changes in water content can lead 
to direct changes in the sway characteristics, offering a direct method to detect and 
monitor vegetation water stress in the field [105]. Also, accelerometers are relatively 
inexpensive, allowing for large-scale implementation in-situ. 

10.6 Outlook 

Plant-based measurement techniques provide direct estimates of leaf and plant water 
status that are useful to analyze and diagnose behavior of individual plants. For many 
applications, including those in hydrology, information at higher aggregation levels 
is required, typically from plot (∼100–1000 m) to ecosystem (∼1–100 km) scale. 
Depending on the type and scale of the problem at hand, combining in-situ and remote
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sensing observations provides a way of bridging the scale gap. However, variability 
within the grid cell measurement, provided by remote sensing observations, needs 
to be accounted for. A strategy needs to be adopted that combines in-situ obser-
vations at representative locations to cover spatial variability with remote sensing 
observations that capture spatial average conditions. Especially in areas with com-
plex vegetation and terrain, this can be challenging. Even in managed crop fields, 
heterogeneities of soil and atmosphere conditions as well natural phenotype vari-
ability cause plants to interact differently with their environment. Sparse single mea-
surements nor remote sensing observations can adequately resolve such variability. 
Solutions are needed that enable ubiquitous in-situ sensing of plant water relations, 
robustly, autonomously and at limited cost. Current techniques to study plant-water 
relations strongly rely on measurements at the leaf or plant scale. Upscaling to plant, 
plot or ecosystem scales requires representative sampling of a sufficient number 
of specimens to account for vegetation heterogeneity and environmental variability 
(soil, topography, atmosphere). Remote sensing offers larger-scale observations that 
help to compare between individual samples and large scale mean behavior, yet they 
are inevitably indirect observations subject to uncertainties associated with signal 
conversion. Moreover, satellite or UAV-based remote sensing platforms suffer from 
low temporal resolution. To truly account for spatial heterogeneity, a dense network 
sampling is needed. With the advent of low-cost data computing and communica-
tion technologies, the only remaining limitation is sensor cost, power, autonomy 
and robustness. Such multisensory networks with autonomous smart analytics could 
provide stakeholders with input on transpiration, water content and early stress detec-
tion at unprecedented temporal and areal scales. Sensor nodes that combine available 
(temperature, humidity, wind speed, dendrometry, sap flow) with new sensing meth-
ods (RF, hyperspectral, ultrasound, accelerometry) will benefit from more robust 
data and better stressor identification. Developments in the field of autonomous data 
acquisition and analysis will largely help to make such sensor networks reality. An 
example of such a real time, large scale, high frequency and long-term monitoring 
network is the TREETALKER NETWORK [106], were tree physiological param-
eters from 600 trees are monitored to determine the impact of climate changes on 
forests ecosystem services and forest dieback. In addition, the decreasing cost and 
improvements in the field of thermal and hyperspectral cameras as well as the upgrade 
of models dealing with such data will boost their use in the monitoring of plant water 
relations. The use of power generated by the plants rhizosphere itself could even 
be used to measure autonomously and robustly at remote locations [107]. Together 
the broad scale of measuring techniques provide an ever-growing choice to fit the 
stakeholders with the right solution in terms of accuracy, cost, temporal and areal 
scale to the wide variety of challenges in agriculture and environmental sciences.



246 T. E. van den Berg et al.

References 

1. Falkenmark M, Rockstrom J, Rockström J (2004) Balancing water for humans and nature: 
the new approach in ecohydrology. Earthscan 

2. Rosa L, Rulli MC, Davis KF, Chiarelli DD, Passera C, D’Odorico P (2018) Closing the yield 
gap while ensuring water sustainability. Environ Res Lett 13(10):104002 

3. Patrick E (2017) Drought characterization and management in central Asia region and turkey. 
Technical report 

4. Stoy PC, El-Madany TS, Fisher JB, Gentine P, Gerken T, Good SP, Klosterhalfen A, Liu 
S, Miralles DG, Perez-Priego O et al (2019) Reviews and syntheses: turning the challenges 
of partitioning ecosystem evaporation and transpiration into opportunities. Biogeosciences 
16(19):3747–3775 

5. Alexandratos N, Bruinsma J (2012) World agriculture towards 2030/2050: the 2012 revision 
6. Rana M, Mark T (2008) Mechanisms of salinity tolerance. Annu Rev Plant Biol 59:651–681 
7. Koch GW, Sillett SC, Jennings GM, Davis SD (2004) The limits to tree height. Nature 

428(6985):851–854 
8. Buitink J, Swank AM, van der Ploeg M, Smith NE, Benninga HJF, van der Bolt F, Carranza 

CDU, Koren G, van der Velde R, Teuling AJ (2020) Anatomy of the 2018 agricultural drought 
in the Netherlands using in situ soil moisture and satellite vegetation indices. Hydrol Earth 
Syst Sci 24(12):6021–6031 

9. van der Ploeg MJ, Gooren HPA, Bakker G, de Rooij GH (2008) Matric potential measurements 
by polymer tensiometers in cropped lysimeters under water-stressed conditions. Vadose Zone 
J 7(3):1048–1054 

10. Tracy L, Jack M (2020) Guard cell metabolism and stomatal function. Ann Rev Plant Biol 
71:273–302 

11. Hetherington AM, Woodward FI (2003) The role of stomata in sensing and driving environ-
mental change. Nature 424(6951):901–908 

12. Ainsworth EA, Long SP (2021) 30 years of free-air carbon dioxide enrichment (face): what 
have we learned about future crop productivity and its potential for adaptation? Global Change 
Biol 27(1):27–49 

13. Jarvis PG, McNaughton KG (1986) Stomatal control of transpiration scaling up from leaf to 
region. Adv Ecol Res 15:1–49 

14. Jarvis PG (1995) Scaling processes and problems. Plant Cell Environ 18(10):1079–1089 
15. Brown HT, Escombe F (1900) Viii. static diffusion of gases and liquids in relation to the 

assimilation of carbon and translocation in plants. Philos Trans Royal Soc Londn Ser B, 
Containing Pap Biol Character 193(185–193):223–291 

16. Franks PJ, Beerling DJ (2009) Maximum leaf conductance driven by co2 effects on stomatal 
size and density over geologic time. Proc Natl Acad Sci 106(25):10343–10347 

17. Franks PJ, Farquhar GD (2001) The effect of exogenous abscisic acid on stomatal develop-
ment, stomatal mechanics, and leaf gas exchange in tradescantia virginiana. Plant Physiol 
125(2):935–942 

18. Peter L, Dani O (2015) Effects of stomata clustering on leaf gas exchange. New Phytologist 
207(4):1015–1025 

19. Long SP, Farage PK, Garcia RL (1996) Measurement of leaf and canopy photosynthetic co2 
exchange in the field. J Experimental Botany 47(11):1629–1642 

20. Song Q, Xiao H, Xiao X, Zhu X-G (2016) A new canopy photosynthesis and transpira-
tion measurement system (capts) for canopy gas exchange research. Agric Forest Meteorol 
217:101–107 

21. Hemakumara HM, Chandrapala L, Moene AF (2003) Evapotranspiration fluxes over mixed 
vegetation areas measured from large aperture scintillometer. Agric Water Manage 58(2):109– 
122 

22. Meijninger WML, De Bruin HAR (2000) The sensible heat fluxes over irrigated areas in 
western turkey determined with a large aperture scintillometer. J Hydrol 229(1–2):42–49



10 Plants, Vital Players in the Terrestrial Water Cycle 247

23. Thiermann V, Grassl H (1992) The measurement of turbulent surface-layer fluxes by use of 
bichromatic scintillation. Boundary-Layer Meteorol 58(4):367–389 

24. Van Kesteren B, Hartogensis OK, Van Dinther D, Moene AF, De Bruin HAR (2013) Measuring 
H2O and CO2 fluxes at field scales with scintillometry: part i-introduction and validation of 
four methods. Agric Forest Meteorol 178:75–87 

25. Moorhead JE, Marek GW, Colaizzi PD, Gowda PH, Evett SR, Brauer DK, Marek TH, Porter 
DO (2017) Evaluation of sensible heat flux and evapotranspiration estimates using a surface 
layer scintillometer and a large weighing lysimeter. Sensors 17(10):2350 

26. Aubinet M, Vesala T, Papale D (2012) Eddy covariance: a practical guide to measurement 
and data analysis. Springer Science & Business Media 

27. Whitehead JD, Twigg M, Famulari D, Nemitz E, Sutton MA, Gallagher MW, Fowler D (2008) 
Evaluation of laser absorption spectroscopic techniques for eddy covariance flux measure-
ments of ammonia. Environ Sci Technol 42(6):2041–2046 

28. Baldocchi DD (2003) Assessing the eddy covariance technique for evaluating carbon dioxide 
exchange rates of ecosystems: past, present and future. Global Change Biol 9(4):479–492 

29. Gilberto P, Carlo T, Eleonora C, Housen C, Danielle C, You-Wei C, Cristina P, Jiquan C, 
Abdelrahman E, Marty H et al (2020) The fluxnet2015 dataset and the oneflux processing 
pipeline for eddy covariance data. Sci Data 7(1):1–27 

30. Prashar A, Jones HG (2014) Infra-red thermography as a high-throughput tool for field phe-
notyping. Agronomy 4(3):397–417 

31. Silvere V-C, Tracy L (2019) Dynamic leaf energy balance: deriving stomatal conductance 
from thermal imaging in a dynamic environment. J Experimental Botany 70(10):2839–2855 

32. Bastiaanssen WGM, Menenti M, Feddes RA, Holtslag AAM (1998) A remote sensing surface 
energy balance algorithm for land (sebal). 1. formulation. J Hydrol 212:198–212 

33. Sajad J, Shahrokh Z-P, Dev N (2021) Assessing crop water stress index of citrus using in-situ 
measurements, landsat, and sentinel-2 data. Int J Remote Sensing 42(5):1893–1916 

34. Jamshidi S, Zand-Parsa S, Jahromi MN, Niyogi D (2019) Application of a simple landsat-
modis fusion model to estimate evapotranspiration over a heterogeneous sparse vegetation 
region. Remote Sensing 11(7):741 

35. Gausman HW, Allen WA, Cardenas R, Richardson AJ (1970) Relation of light reflectance to 
histological and physical evaluations of cotton leaf maturity. Appl Optics 9(3):545–552 

36. Lois G (1987) Diffuse and specular characteristics of leaf reflectance. Remote Sensing Environ 
22(2):309–322 

37. Knipling EB (1970) Physical and physiological basis for the reflectance of visible and near-
infrared radiation from vegetation. Remote Sensing Environ 1(3):155–159 

38. Slaton MR, Hunt Jr ER, Smith WK (2001) Estimating near-infrared leaf reflectance from leaf 
structural characteristics. Am J Botany 88(2):278–284 

39. Gates DM, Keegan HJ, Schleter JC, Weidner VR (1965) Spectral properties of plants. Appl 
Optics 4(1):11–20 

40. Croft H, Chen JM (2017) Leaf pigment content. In: Reference module in earth systems and 
environmental sciences. Elsevier Inc, Oxford, pp 1–22 

41. Hunt Jr ER, Rock BN (1989) Detection of changes in leaf water content using near-and 
middle-infrared reflectances. Remote Sensing Environ 30(1):43–54 

42. Hunt Jr ER, Rock BN, Nobel PS (1987) Measurement of leaf relative water content by infrared 
reflectance. Remote Sensing Environ 22(3):429–435 

43. Hardisky MA, Klemas V, Smart M (1983) The influence of soil salinity, growth form, and leaf 
moisture on the spectral radiance of spartina alterniflora canopies. Photogramm Eng Remote 
Sensing 49:77–83 

44. Yilmaz MT, Hunt Jr ER, Goins LD, Ustin SL, Vanderbilt VC, Jackson TJ (2008) Vegetation 
water content during smex04 from ground data and landsat 5 thematic mapper imagery. 
Remote Sensing Environ 112(2):350–362 

45. van Dijke AJH, Mallick K, Teuling AJ, Schlerf M, Machwitz M, Hassler SK, Blume T, 
Herold M (2019) Does the normalized difference vegetation index explain spatial and temporal 
variability in sap velocity in temperate forest ecosystems? Hydrol Earth Syst Sci 23:2077– 
2091



248 T. E. van den Berg et al.

46. Abid N, Bargaoui Z, Mannaerts CM (2018) Remote-sensing estimation of the water stress 
coefficient and comparison with drought evidence. Int J Remote Sensing 39(14):4616–4639 

47. van Emmerik T, Steele-Dunne S, Judge J, van de Giesen N (2015) A comparison between leaf 
dielectric properties of stressed and unstressed tomato plants. In: 2015 IEEE International 
Geoscience and Remote Sensing Symposium (IGARSS). IEEE, pp 275–278 

48. Van Emmerik T, Steele-Dunne SC, Judge J, Van De Giesen N (2016) Dielectric response of 
corn leaves to water stress. IEEE Geosci Remote Sensing Lett 14(1):8–12 

49. van Emmerik T, Steele-Dunne S, Paget A, Oliveira RS, Bittencourt PRL, de Barros FV, 
van de Giesen N (2017) Water stress detection in the amazon using radar. Geophys Res Lett 
44(13):6841–6849 

50. Benninga HJF, van der Velde Coleen Carranza R, van Emmerik T, van der Ploeg M. Exploring 
the sensitivity of vegetation radar backscatter to rootzone soil moisture. Biogeosciences, 
submitted 

51. Frappart F, Wigneron J-P, Li X, Liu X, Al-Yaari A, Fan L, Wang M, Moisy C, Le Masson 
E, Lafkih ZA et al (2020) Global monitoring of the vegetation dynamics from the vegetation 
optical depth (vod): a review. Remote Sensing 12(18):2915 

52. Konings AG, Gentine P (2017) Global variations in ecosystem-scale isohydricity. Global 
Change Biol 23(2):891–905 
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Abstract As far as Water is concerned, a lot of new directives and world concerns 
highlight among others the need for using ICT technologies, the global healthcare 
issues, the demand for fresh water, the food/beverage quality and safety, the environ-
mental protection and the security strategies to reduce intentional contamination, all 
of the above having worldwide massive economic, natural and social impacts. How-
ever, despite an increasing demand for adaptability, compacity and performances at 
ever decreasing costs, the vast majority of water network monitoring systems remains 
based on sensor nodes with predefined and vertical applicative goals hindering inter-
operability and increasing costs (OPEX and CAPEX) for deploying new and added 
value services. Innovative technological products could answer the following acute 
needs in the field. This chapter introduce advance research works in sensing within 
two H2020 EU projects: the aqua3S project addressing sensors for Water Security 
purposes and LOTUS addressing low-cost multiparameter sensors for water quality. 

11.1 Issues and Challenges on Water Sensing 

Water is vital to all forms of life on Earth (human, animal and plant) and its quality is 
essential for health. It is also an unavoidable component in a wide range of industrial 
processes, from energy production to construction activities or food production. In 
spite of this, at least 11% of the European population and 17% of EU territory to 
date have experienced water scarcity-related problems. Millions of people are killed 
each year world-wide as a direct consequence of waterborne infectious diseases.1 

Water supplies are generally spread between surface and groundwater, while 
usages are highly differentiated between industrial, agricultural and domestic use. 
Pollution of water supplies is an ever-present risk while drink water losses in the 
supply network are massive (up to 50% in some cities). Continued management of 
increasing volumes of waste water, and of evermore frequent exceptional rain events 
requires increasing investments from water companies and cities. 

Therefore, the protection of water quantity and quality is one the cornerstones of 
environmental protection schemes worldwide. The World Health Organization has 
placed drinking water quality on top of its priorities list, strongly advocating for the 
implementation of water safety plans.2 Strong regulatory norms are being imposed for 
water quality at the European level,3 with an ever-increasing number of pollutants 
of different natures (chemical, biological, agricultural, industrial, pharmaceutical, 
cosmetic, radioactive, warfare agents) ideally requiring active monitoring. 

1 WHO assembly notes: http://www.who.int/mediacentre/events/2011/wha64/journal/en/index5. 
html, http://www.who.int/water_sanitation_health/en/. 
2 World Health Organization and International Water Association brochure: “A Roadmap to Support 
Country-Level Implementation of Water Safety Plans” (2010). 
3 European Water Directive, http://ec.europa.eu/environment/water/index_en.htm.
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11.1.1 Guaranteeing the Sustainability of Its Water Cycle Is 
Essential to European Resilience 

Long-term management of such an extended, complex, demanding and strategic 
aspect of European resources requires widespread, low-cost monitoring means [1] 
with highly differentiated requirements (from drink water to waste water) and adap-
tive capabilities (from draught to flood events, from low to high demand levels). 
Monitoring is needed all along the water distribution cycle, from the water collec-
tion points like lakes, rivers and groundwater aquifers, to the reservoir and water 
pipes that transport it to the consumer. This also applies to the sewage system that 
takes the used water back to the treatment plants or collecting points. 

In addition to the important EU Water Directives, water quality monitoring is also 
a target of several global challenges reported in the EU Digital Single Market for 
water services4 calling to use more ICT and Digital service for Water or the recent 
EU green deal policies5 published in 2020 where water will play a pivotal role, 
particularly for the Clean Energy, Sustainable Industry, Biodiversity, From Farm to 
Fork and Eliminating Pollution thus heading to the realisation a Water Smart Society 
according to Water Europe.6 These documents highlight among others the need for 
using ICT technologies, the global healthcare issues, the demand for fresh water, the 
food/beverage quality and safety, the environmental protection and the security strate-
gies to reduce intentional contamination, all of the above having worldwide massive 
economic, natural and social impacts. However, despite an increasing demand for 
adaptability, compacity and performances at ever decreasing costs, the vast majority 
of water network monitoring systems remains based on sensor nodes with predefined 
and vertical applicative goals hindering interoperability and increasing costs (OPEX 
and CAPEX) for deploying new and added value services. Innovative technological 
products could answer the following acute needs in the field: 

• Need for multifunctional probes at low cost: Typically, 10 different kinds of sen-
sors, each with a unit price in the order of e 300 to e 1000, are required to monitor 
points of interest in a network, which is not economically viable for large scale 
deployment. Some multiparameter probes exist on the market but their cost, rang-
ing from e 3.000 to e 25.000, remains a bottleneck towards their widespread use. 
The issue is further emphasized by the decrease in water consumption, observed 
notably in Germany, which lowers the turnover for operators of water networks 
and thus pushes them to limit their investment in monitoring solutions. 

• Need for compactness: Existing solutions for drinking water monitoring do not fit 
in the 100mm pipes constituting most of the networks. Their large size often results 
from lack of integration and non-optimized design, and is in part responsible for 
the high cost. 

4 Digital Single Market for Water Services Action Plan, https://ec.europa.eu/futurium/en/system/ 
files/ged/ict4wateractionplan2018.pdf. 
5 https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal_en. 
6 https://watereurope.eu/.
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• Need for enhanced energy autonomy and resilience: Permanent power supply 
isn’t always available and there is a need for energy autonomous probe. However, 
probes could require frequent offline calibrations and maintenance (from 1 to 
12 months depending on the product; especially for battery replacement) which is 
incompatible with permanent monitoring and massive deployment. 

• Need for developing innovative detectors of very high sensitivity: There is 
a need to develop a new generation of detectors, whose sensitivity matches 
the requirements of the end users. In the case of NH3, the existing sensors do 
not deliver the required accuracy, hence our proposal of a QCL-based detector. 
Note further that the system developed for aqua3S, combining a vaporizer and a 
QCL+photoacoustic detector is unique and can be adapted for other substances for 
which either there are currently no sensors or for which the existing commercial 
sensors can’t meet the requirements of the end users. 

• Need for easy and plug&play deployment: Still a lot of probes are wired and con-
nected to proprietary data systems. Such approaches lead to complex and expensive 
deployment when there is need for a significant number of probes deployed. With 
the availability of new long-distance, low energy radio technologies such as Lora, 
Sigfox, NB-IoT and the coming 5G associated to standardised water data models 
and brokers (e.g., Fiware4water project7) can facilitate the deployment of probes 
and data exploitation. 

• Need for combining all sources of information to maximize the information 
alert for security: There exist several sources that can be used for monitoring the 
water quality including sensors, satellite data, social media, and drones. Each one 
of these sources has distinct features that add value to alert raising. Specifically, 
sensors provide reliable real-time measurements on a local level; satellite provide 
pollutant identification on a greater scale but in more infrequent intervals; social 
media introduce the end user’s aspect in a direct and prompt way on specific on local 
level and finally, drones can monitor on-demand and from close distance the area 
of interest and capture events that may affect water quality. Therefore combining 
data from the aforementioned sources is a way to balance the advantages and 
disadvantages of each source and eventually offer a more complete and reliable 
solution towards alert raising. 

11.2 New Sensing Techniques Developed for Water Security 

In order to address the aforementioned challenges, several direct and indirect sensing 
technologies are under development by the aqua3S project. In the next sections, a 
general overview of the aqua3S project including all the technologies included, its 
objective and its impact is provided. Next, the direct and indirect sensing technologies 
for monitoring water quality are described in detail. 

7 https://www.fiware4water.eu/.
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Fig. 11.1 Overview of the aqua3S project concept 

11.2.1 Introduction of Aqua3S 

aqua3S8 is a Horizon 2020 funded project that aims at bridging the gap between 
the technologies related to the analysis of drinking water and their integration to 
existing water networks towards reducing the exposure of citizens to potential risks. 
In order to feel this gap aqua3S combines novel technologies in water safety and 
security into a framework that integrates data from the operators’ legacy systems as 
well. Furthermore, it creates standardized methods and strategies for water safety 
and security for all involved stakeholders (Fig. 11.1). 

Towards this goal, aqua3S integrates a series of state-of-the-art technological 
achievements from multidisciplinary fields. Specifically, a combination of high pre-
cision key point spectroscopic sensors and widely spread refractive index sensors 
are deployed at fixed points throughout existing water distribution network; on the 
other hand, sensor measurements are supported by videos from Unmanned Aerial 
Vehicles, satellite images and social media observations from the citizens that report 
low-quality water in their area, promoting social interaction with the citizens by: 
creating social awareness, deploying public warnings and alerts to the public and 
deploying first responder’s mitigation actions and solutions. Furthermore, aqua3S 
semantically enriches incoming information from multiple sources, capitalising on 
advanced knowledge representation and intelligent context-based reasoning solu-
tions. Also, in order to aid organizations identify their level of preparedness and 
resilience in case of a threat crisis, management modeling is realized covering vul-
nerability of water and water systems from infrastructure attacks, chemical and bio-
logical attacks. Moreover, the outcome of the optimised and parallelized algorithms 

8 https://aqua3s.eu/.
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for threat detection and localization, as well as that of the early warning and decision 
support systems are visualized in a bespoke visual analytics tool. It includes a 3D 
representation map to offer a highly scalable solution to the potential stakeholders, 
which supports them during crisis management, delivering full awareness. In order 
to support decision support, a tool for localised intervention suggestions and a crisis 
classification module that assesses the severity threat levels are developed. The goal 
is to provide to the practitioners seamless and valid assessments of the crisis causing 
by hazardous natural or manmade malicious emergencies. The development of the 
aforementioned technologies are guided by the user needs and the gaps recognized 
in the legacy systems. Security requirements are also considered since this objective 
serves the demands of the water practitioners to safe and secure existing water net-
works and protects them from natural or malicious hazardous circumstances. The 
aqua3S platform is evaluated and tested within the operational environment and thus, 
driven by end-users and experts from the water domain specific pilots design and 
implement in the field. aqua3S is demonstrated in real use case scenarios in a number 
of locations, including four large metropolitan cities, Brussels, Paris, Sofia, Thes-
saloniki, and smaller rural municipalities in Bulgaria, Cyprus and Italy. Last, but 
certainly not least, aqua3S works towards the standardization and demonstration of 
strategies and polices to water facilities for the purpose of both safety and security of 
water. This involves exploring the current and proposed European legal framework 
regulating water security to understand the current policy requirements and make 
policy recommendations. Furthermore, current standards and practices being used 
by water security authorities, industry, policy makers, health care and civil protection 
across the European Union are identified and assessed to determine standardization 
gaps, needs and opportunities. Eventually, aqua3S aims at standardizing all the inno-
vative and validated proposed solutions in order to be used by other water authorities 
beyond the project lifetime. 

To sum up, the core objective of aqua3S is to support all the phases in a water 
related crisis management sequence. Thus, aqua3S aims at improving the awareness 
of water authorities and companies in relation to a problem by helping the crisis man-
agers to better observe and control their regions, and by improving the collaboration 
among the involved stakeholders due to reliable and functional connections between 
the platform end-users. The facilitation of innovative technical solutions also allows 
water authorities and companies to do more focused and productive crisis manage-
ment by providing information emerging from various sources to the authorities and 
by providing a common picture of the situation to all stakeholders and an environment 
that can be used during preparedness and response for reinforcing communication 
and information sharing. Finally, aqua3S facilitates the information flow to the water 
authorities, by considering other communication channels apart from sensors, mak-
ing possible to inform about an emergency across different devices or services.
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11.2.2 Sensor-Based Techniques 

The aqua3S project is engaged in developing and implementing different sensor 
technologies to strengthen water quality monitoring networks in different European 
countries. The current challenge here arises from the lack of cost-effective, sensitive 
and reliable sensors in aquatic systems. On the one hand, the security of supplied 
water quality commonly requires specific and expensive analysis devices and sensors, 
whose costs involve greater amounts of financial investment [2]. On the other hand, 
the use of commercially available sensors for online water analysis is limited by their 
working range with respect to temperature and humidity and response delays caused 
by abrupt changes in ambient parameters [3, 4]. 

aqua3S integrates a series of state-of-the-art technological achievements from 
multidisciplinary fields, namely of the area of sensors technology, IoT semantic 
reasoning, high-level analytics, decision support systems, crisis management and 
situational awareness focusing on water sector. The sensing aqua3S system will con-
sists of a combination of high precision key point spectroscopic sensor and refractive 
index sensor deployed at fixed points throughout existing water distribution network 
of a district of interest. The two main types of sensors will be developed and inte-
grated into the security platform of the water utility partners, delivering real time 
alerts and quantitative information about the presence of water contaminants: 

1. A refractive index (RI) sensor, which consists of a single mode, single polarization 
vertical cavity surface emitting laser (VCSEL) which feeds through a fiber array 
unit (FAU) a TriPleX chip with 6 parallel sensing asymmetric Mach Zehnder 
interferometers (aMZIs). The light collected from the aMZIs is guided with single 
mode fibers to photodiodes (PDs) and the detected signals are amplified and 
sampled. The electronic boards that control the VCSEL and the sampling of the 
detected signals are synchronized. The samples are transferred to the sensing 
window of the chip via a microfluidic system that comprises a peristaltic pump 
and proper tubing the interconnects the sample with the photonic chip. 

2. A mid-infrared (MIR) spectroscopic sensor which consists of a gas sensing plat-
form named multiSense [5, 6], integrated with a vaporizer and a microfluid device. 
The multiSense platform combines an optimized infrared quantum cascade laser 
(QCL) and a heated photoacoustic cell, permitting the accurate detection of the 
spectral signature of the vaporized gases of a water sample. 

In the following subsections we will provide additional details for the development 
of the sensors and their properties. 

11.2.2.1 Refractive Index Sensor 

The refractive index (RI) sensor aims to monitor the evaluation of the refractive 
index of the water samples with remarkably high accuracy and provide early warning 
signals in case any of the water substances’ concentration will increase above the
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Fig. 11.2 The layout of the photonic circuit. It consists of an asymmetric Mach Zehnder inter-
ferometer (aMZI) for calibration purposes, an aMZI with very low sensitivity, and a 6-fold array 
of sensing aMZIs with a common sensing window. Left: sensing aMZIs with 600 pm and Right: 
sensing aMZIs with 1500 pm FSR, respectively 

safe value. The core of the RI sensor is a photonic structure based on asymmetric 
Mach Zehnder interferometers (aMZIs) that will be integrated onto the photonic 
integrated circuit (PIC). The vertical external cavity laser (VCSEL) that will be 
used as light source, the photodiodes (PDs) that will translate the optical signal to a 
photocurrent, the corresponding electronic controllers and the microfluidic system 
are equally important components of the RI sensor which were optimized in terms of 
the water composition changing detection. Therefore, a compact, low-cost device will 
be prepared together with the high-level digital signal processing (DSP) algorithms 
will make the RI sensor capable to detect events happening to the water composition 
with high precision. 

Photonic chip 

Passive photonic chips based on a TriPleX platform [7] and having aMZIs as sensing 
structures, will be used with tapered in- and output that are suited for butt-end cou-
pling to a fiber array unit (FAU), for the detection of the water composition change. 
The detection mechanism is based on the change of the refractive index in the top-
cladding of the aMZIs when different samples are present in this area. This change 
can be sensed by the evanescent tail of the propagating optical mode, adding a phase 
delay and afterwards be translated into a wavelength shift of the transfer function 
(TF) of the aMZIs. (Figure 11.2). 

Figure 11.2 presents the layout of the photonic integrated circuit (PIC) in a waveg-
uide structure for single-mode operation at 850 nm. It comprises an asymmetric 
Mach-Zehnder interferometer (aMZI) for calibration purposes, a reference aMZI 
with sensing window that has been engineered by locally removing the top-cladding 
silicon oxide layer above the silicon nitride strip and low (9.4 nm/RIU) in order to be 
able to follow the very large shift in bulk refractive index changes, and a 6-fold array 
of sensing aMZIs with a common sensing window. Two different aMZI structures 
will be used, with two different sensitivities. The structures with 600 pm FSR have 
2000 nm/RIU and the structures with 1500 pm FSR have 5000 nm/RIU sensitivity, 
respectively. Both aMZI types, incorporate spiral structures with a sensing pathlength 
of 12.5 mm. A multimode interference (MMI) coupler [8, 9], or a Y-junction splits 
on-chip the input light into eight parts in order to feed all the aMZIs. After these
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Fig. 11.3 Fluidic cartridge (a), microfluidic pump (b) and waterproof packaging (c) 

elements, the signals are forwarded to the output waveguides that form, together with 
the input waveguide a 9-fold array with 127 µ m pitch. 

Microfluidic system 

The RI sensor should be placed in a lake or a piping system where the refractive index 
of water is constantly monitored, and an immediate flag is risen at a change of it. 
In order for the RI sensor to have this capability, a microfluidic system is necessary, 
where the photonic chip can be easily be exchanged and be auto aligned with the fiber 
array unit embedded in the cartridge. Within the device, the water will be filtered and 
actively pumped through the cartridge, over the photonic chip, back into the fluidic 
system or waste (Figure 11.3). 

Part of the microfluidic system will be the fluidic cartridge, as it can be seen in 
Fig. 11.3a. The latter will be non-disposable and 3D printed with seat for the photonic 
chip and an alignment structure towards embedded fiber array unit. Furthermore, the 
fluidic cartridge will contain a filter unit with a pore size that will isolate any extensive 
water substances (e.g., little pebbles and stones, soil) that would be harmful for the 
sensing photonic chip. Before and after the microfluidic pump (Fig. 11.3b), which 
will control the flow rate and the volume of the introducing water sample to the 
sensing area, two valves will be placed for establishing operating water pressure 
conditions. The photonic chip will be placed in the reaction chamber, followed by 
an intermediate reservoir which will act as a pre-waste canopy. The final waterproof, 
3D printed packaging (Fig. 11.3c), will include the microfluidic system, the control 
electronics and the battery pack, providing a few hours of autonomous operation. 

Control electronics 

The RI sensor will consist of a set of electronic devices and other subsystems, which 
will be interconnected, enabling the sensor to perform the required individual func-
tions. The operation of all these subsystems will be controlled by an advanced micro-
computer with sufficient computing power, memory capacity, number of interface 
ports and the ability to support different communication protocols with the peripheral 
elements (Fig. 11.4). 

Raspberry Pi4 was selected as the microcontroller and the micro-computer of RI 
sensor (Fig. 11.4a). It has a powerful processor as well as high memory capacity. 
Moreover, the board has a built-in Wi-Fi and Bluetooth transceivers which enhance 
the microcontroller, with the ability to connect to the internet. With the use of the Wi-
Fi, the measurement data will be sent to the internet platform and could be collected by 
a higher-level server for further processing. RPi4 will be responsible for operating



260 P. Cousin et al.

Fig. 11.4 Micro-controller/microcomputer based on RPi4 (a), DAC evaluation board (b) and ADC 
evaluation board (c) 

Fig. 11.5 Example of wavelength shift (a), representation of amplitude and spectral noise in the 
TF (b) and  (c) respectively 

the RI sensor, providing the driving signal to the VCSEL source, collecting and 
processing the data from the aMZI on-chip sensors and controlling the fluidic system. 
The Digital to Analog Converter (DAC) evaluation board, presented in Fig. 11.4b, 
will be responsible for generating the analog input signal of the VCSEL. The Analog 
to Digital Converter (ADC), shown in Fig. 11.4c, will be responsible for digitizing 
the output signal photocurrent that will be generated by the photodiodes and will be 
amplified by a transimpedance amplifier (TIA), at an appropriate sampling rate so 
the digital samples can be further processed by the RPi4 microcontroller. 

Digital Signal Processing (DSP) 

The RI sensor will employ a new generation of DSP algorithms that substantially 
improve the limit of detection of the refractive index change and a new generation of 
smart algorithms that classify these changes into suspicious ones or not. This power-
ful method for the processing of the measurement data, the estimation and calculation 
of the phase delay that these RI changes add on the aMZI transfer functions (TFs), 
and the corresponding translation into wavelength shift, is based on the fundamental 
properties of the well-known Fast Fourier Transform (FFT) (Fig. 11.5). 

This measurement data processing method has been evaluated under different 
levels and types of measurement noise (thermal, spectral, amplitude noise), has taken 
into account the physical characteristics of the aMZI photonic structures and real 
system parameters, relevant to the light source, to the photodetectors and to the 
electronic boards [10, 11]. The RI changes that could be detected, cover the range of 
Limit of Detection (LoD) from 10−2 to 10−7 Refractive Index Units (RIU), with ultra-
high accuracy (<0.5 pm) describing the efficient nature of the FFT-based algorithm.
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Fig. 11.6 a Schematic of the whole gas analyzer to be developed in the aqua3S project. b The 
analyzer, including a multiSense OEM sensor 

11.2.2.2 Quantum Cascade Laser Based Sensor 

In this section we present the on-going design and development of a Quantum Cas-
cade Laser (QCL) based sensor for real-time detection of contaminants in water. In 
this study, we focus on investigating the levels of ammonia in water samples which 
are commonly monitored by water utility companies that participate in the aqua3S 
project. In principle, ammonia in water is an indicator of possible bacterial, sewage 
and animal waste pollution resulting in deterioration of the disinfection efficiency 
as well as taste and odour problems in drinking water [12]. In order to monitor the 
changes in ammonia (NH3) levels we will compare the measured spectral signatures 
and absorption lines of evaporated water taken from the water distribution system 
to the absorption lines of NH3. Thus, our detection scheme relies on a sensor that 
consists of a gas sensing platform named multiSense [6] which has to be integrated 
in a gas analyzer developed for contaminant sensing in a water sample. We note 
that analyzer depicted in Fig. 11.6a, b is a prototype specifically built for the aqua3S 
project and not a regular product of mirSense. The idea is to vaporize the water 
sample to obtain a gas sample, the only state of matter suitable for detection within 
multiSense. The vaporizer is particular suited for precise vapour flow delivery from 
the water sample allowing the multiSense gas unit to detect the chemical substances 
(see Fig. 11.6a). Furthermore, ammonia molecules in vapor state are compatible with 
laser photoacoustic spectroscopy in the Mid-Infrared (MIR) region (absorbing light 
with a wavelength between 3 and 12 µm), in which multiSense technology oper-
ates [6]. Although THz spectroscopic systems based on semiconductor superlattices 
have been made or proposed [13–18], trace gas sensing in the mid-infrared using
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QCLs still promises higher specificity, sensitivity and extended detection limits (Gas 
dependent, from a few 10s ppb to ppm level) [5, 6, 19]. These measurement spec-
ifications should comfortably fit with the requirements for an ambient NH3 sensor. 
In fact, the advantages of the proposed approach should result in measurements 
with enhanced accuracy complemented with long-term, unattended and continuous 
operation in comparison with the existing solutions [3, 4]. 

The key steps followed for developing the ammonia sensor with enhanced sen-
sitivity can be summarized as follows: (i) Spectroscopy study of the detection of 
NH3 in a humidified gas matrix to identify the laser optimum characteristics, (ii) 
optimization of the QCL design, in particular tuned for the right wavelength and 
the minimum amount of power necessary to reach the specification limit of detec-
tion, (iii) Fabrication and tests of the optimized QCL, (iv) Design and fabrication of 
the prototype, combining the multiSense unit, the vaporizer and the necessary gas 
management surroundings. 

QCL wavelength selection 

We will now describe in detail the wavelength selection process followed for the 
detection of ammonia in a vaporized water sample. The gas mix will be considered 
as air, with a temperature between −10 and 50 ◦C and a typical pressure of 1 bar. 
The measurement gas cell within multiSense will hence be regulated at 60, 10 ◦C 
above the given limit to ensure that the cell temperature will not drift in case of 
an external temperature of 50 ◦C. The target molecule will be NH3, with a range of 
detection of 0–100 ppm. The limits of detection in the gas phase have been calculated 
as 15 ppb based on the liquid evaporative method. The allowed measurement time 
will be considered as 1 s. The wavelength selection process aims to identify the best 
spectral range to detect target species with multiSense. In order to cover any case, 
we study the detection of each gas in the most unfavorable gas matrix: (a) The gas 
of interest is present at its limit of detection, (b) The other interfering species are 
present at their maximum potential concentration. The first step is to identify the 
most intense absorption feature, expressed in the unit cm−1 ppm−1. In a second step, 
the most favorable lines are compared with multiSense performances to evaluate 
the corresponding limit of detection. The performance of mirSense photoacoustic 
detection system is given by its normalized noise equivalent absorption (NNEA) 
defined at 3σ . The minimum detectable absorption is by definition [20] 

αG,min(3σ)  = 
NNEA 

PL 

.
. f , (11.1) 

where PL is the minimum required power and . f is the detection bandwidth in Hz. 
Here the NNEA values are given by the multiSense datasheet as well as the cor-
respondence between the available acquisition frequency and . f (equivalent noise 
detection bandwidth). The strongest absorption lines for NH3 are found between 900 
and 1200 cm−1. In ambient air, the choice of the wavelength is not only limited to 
the choice of a strong line, but rather to a choice of interference-free absorption line. 
Figure 11.7 demonstrates the strongest absorption lines of NH3 in the MIR region.



11 Improving Water Quality and Security with Advanced Sensors … 263

1108 

H20 
NH3 

CO2 

Total 

Fig. 11.7 NH3 absorption at T = 60 ◦C , among the other species of the gas matrix. The vertical 
dashed line is described in the text 

One can notice that the main interfering specie is H2O (blue line, Fig. 11.7). In order 
to calculate the minimum required power, we use the detection duration Td corre-
sponding to detection bandwidth . f = √

0.3/Td = 7 × 10−2 Hz and the NNEA of 
the multiSense unit NNE  A  = 2 × 10−8 W cm−1 Hz−1/2. Thus, we estimated a min-
imum average power, PL=16.4 mW, by using for the targeted wavelength indicated 
by the vertical line in Fig. 11.7. 

Optimization of the QCL structures 

To push QCL based spectroscopy systems to their maximum capabilities, optimiza-
tion of the QCL structures is needed in combination with accurate simulations. Here, 
we will perform simulations for QCL structures similar to Ref. [21] designed for 
light emission near 9 µm which desirable wavelength for the detection. Our method-
ology can be summarized by the following self-consistent procedure [22, 23]: (a) 
Solution of the band structure problem including mean field effects due to ionized 
doping regions to be used as input for the quantum transport and many body solvers, 
(b) Solution of the Dyson equations describing carrier-phonon, potential fluctuation, 
impurity scattering and interface roughness mechanisms leading to realistic steady 
state nonequilibrium distributions. (c) Solution of the nonequilibrium Green’s func-
tions equations to determine the current voltage characteristic of the QCLs and (d) 
Solution of the nonequilibrium Green’s functions (NEGF) equations for the optical 
polarization including many body effects. Absorption/gain spectra are obtained in 
linear response in the field, but they are arbitrarily nonlinear in the carrier density. 
Conventionally the operation of QCLs is modeled by rate equations between the 
levels of the active regions, while the current flow through the injector is taken into 
account phenomenologically. The transition rates can be evaluated microscopically 
within Fermi’s golden rule for electron-electron scattering and phonon scattering. On 
the other hand, NEGF approach is a more sophisticated approach which allows con-
sistent treatment of the quantum evolution and the scattering processes. To determine 
now the transport properties of QCL structure under bias, we need the information 
contained in the following NEGF: the retarded Green’s function Gret and the corre-
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Fig. 11.8 Current-voltage 
characteristics at room 
temperature for two different 
doping concentrations 
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lation function G<. These functions obey the quantum transport equations that can 
be delivered from the Hamiltonian Ĥ = Ĥ0 + Ĥscatt  + ĤMF , where Ĥ0 contains the 
kinetic energy, the superlattice potential, the electric potential due the applied voltage. 
Ĥscatt  describes the different interaction mechanism leading to electron scattering 
and which are treated in form of self-energies. Finally ĤMF  is the mean field due 
the charge distribution in the heterostructure which is obtained by solving Poisson’s 
equation. We evaluate the current density using the rate of change of the position 
operator [24] 

J (t) = 
e 

Vs 

i 

h 
<[ Ĥ , ẑ]>, (11.2) 

where J (t) is the average current density flowing in the system volume Vs and it has 
two contributions 

J0(t) = 
e 

hVs 
Tr{[ Ĥ0, ẑ]G< (t, t ')} and J '(t) = 

e 

Vs 

i 

h 
<[ Ĥscatt  + ĤMF  , ẑ]>. (11.3) 

Numerical applications of our theory for a structure similar to [21] were performed 
at a room temperature. Figure 11.8 shows the current-voltage characteristics for dif-
ferent sheet densities ns . Once the Green’s functions are found and current-voltage 
relations calculated, we will re-diagonalise the problem in the Wannier Stark basis, 
leading to the actual energy states needed for optical processes. The polarization func-
tion is calculated leading to the optical susceptibility from which absorption/gain and 
refractive index changes can be obtained. The calculation of absorption/gain spectra 
will be compared with transmission spectroscopy measurements of QCLs operating 
in the mid-infrared. 

Currently, we are completing the development activities of the MIR-sensor involv-
ing carefully arranged processes of selection, customization and integration of the 
sensor units to meet the technical requirements determined by the end users of the 
aqua3S project. Details will be published elsewhere. The new sensor will be inte-
grated into the security platform of water utility partners and tested in field conditions.
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11.2.3 Complementing Direct Sensing by Indirect Techniques 

This section presents the indirect techniques developed within aqua3S for monitor-
ing water quality. The sources that considered are satellite data retrieved from the 
Copernicus Open Access Hub and data from social media platforms and specifically 
from Twitter. These data complement the data from sensors in the task of water mon-
itoring by identifying tweets related to water quality and the existence of pollutants 
on water surface using satellite data. 

11.2.3.1 Area Monitoring Using Satellite Data 

In the recent years, the advent of remote sensing technologies provided an abundance 
of satellite data covering areas all over the world. These collections of information 
over large spatial areas, are systematically renewed, allowing in a timely manner the 
characterization of the natural features on the ground or water and observe surface 
areas. As a result, monitoring how they change over time, helps us determine potential 
hazards and schedule future action steps. 

For the discovery and downloading of satellite images, the Copernicus Open 
Access Hub has been proved a solid choice. The European Space Agency (ESA)’ s 
platform provides open and immediate accessibility to recent Sentinel products with 
the possibility to also request and download older archived products that helped with 
the observation of past incidents. The high availability of the service guarantees a 
constant source of products with a systematic coverage over most of the continental 
land surfaces and coastal waters. The supported API allowed to programmatically 
set the criteria for fetching the required data and feed them to the analysis process. 
The supported filters include among others the definition of the mission’ s name, the 
sensing time, the bounding box of the underlying area of interest, and the product 
type. The process is executed multiple times within the day in order to timely retrieve 
the newest products that meet the set requirements. 

After a new Copernicus product has been collected, it is passed to either the flood 
monitoring or oil spill detection analysis algorithms in order to generate the corre-
sponding information maps, depending on the satellite mission name. As far as the 
flood monitoring is concerned, it uses Synthetic Aperture Radar (SAR) data that are 
captured by the Sentinel-1 constellation. SAR data ignore weather and illumination 
condition allowing it to penetrate clouds and operate during even nighttime. The 
aforementioned properties make this satellite type ideal to track flood outbreaks. On 
the other hand, the oil spill detection is based on Sentinel-2 optical data, that provide 
a more vivid delineation of the captured area and attempts to detect pollutants oil 
spills on surface water like lakes that pose a threat to the water supply network. 

For the flood monitoring algorithm, we applied a change detection technique on 
a time series of processed Sentinel-1 products. We followed some pre-processing 
steps that are required in order to transform the Sentinel-1 GRD-IW product to a 
format that is suitable for further analysis. We applied the orbit file that provides an 
accurate position of SAR image and performed thermal noise removal, radiometric
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Fig. 11.9 Oil spill map of a 
Balkan lake. With green the 
successfully identified oil 
spills. In red the missed oil 
spills. With yellow the false 
positives 

calibration, speckle noise removal, terrain correction and eventually converted the 
backscatter intensity values from linear scale to logarithmic. To detect the changes 
relative to flood, we take into account a time series of the previous 30 satellite images, 
in order to detect fluctuations when comparing to a normal state of an area. Outlier 
detection was applied comparing the target image against the time series. For the 
outlier detection (i.e., the flood areas) [25] we used the formula: 

(X − T Smean) 
T Sstd 

> alpha (11.4) 

The oil spill detection algorithm takes as input a Sentinel-2 image and splits it 
into smaller patches. Then it attempts to tackle the hazard as a binary classification 
problem by predicting the presence of oil spill within each patch of the initial image. 
The VGG16 (Visual Geometric Group 16) [26] convolutional neural network archi-
tecture was selected. We re-trained the four top layers of the VGG16 to fine-tune the 
network. Eventually the last layer that uses a SoftMax activation was modified in 
order to support the two output classes of oil and water respectively. For the dataset 
due to shortage of past incidents and annotated data we created an augmented dataset 
based on patches of a previous clean image where we artificially added some ran-
domly shaped and colored oil spills. We combined Nir, Green & Swir Sentinel-2 
bands to form the composite images, with water appearing transparent, in contrary 
to oil, shores and other objects that are highlighted in a red color (Figure 11.9). 

In essence, the vast number of sources of satellite imagery allowed the predicting 
and monitoring over a variety of incidents that occur on earth’s surface. With the 
small interval of the new data on the Copernicus platform makes possible the timely 
and precise identification of the flooded areas and outbreaks of oil spill events playing 
a key role in the insurance of public safety against natural phenomena or deliberate 
actions.
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Fig. 11.10 Example of a collected tweet, enriched with a reliability score and detected location 

11.2.3.2 Social Media Sensing 

The wide adoption of social media in the daily life of billions of people results to 
large and continuous streams of online content generated by users that can timely 
reflect what is happening around the globe. Since any topic can be covered nowadays 
by social media posts, water quality and security is another subject that is expected 
to concern online users. Thus, we argue that the acquisition of such social media data 
can serve as an alternative source of information and support the creation of social 
awareness in a water distribution network. 

We have selected to use the social media platform of Twitter for two reasons. 
First, the platform’s high popularity promises prolific and real-time crowd-sourced 
information. Secondly, Twitter offers various free API endpoints for retrieving tweets, 
amongst which Twitter Streaming API that allows access to Twitter’s public stream 
of data and retrieves tweets almost at the moment that they are published. Using 
the filtering option “Track” provided by Streaming API, we are able to retrieve 
posts whose text contains one or more keywords. Considering that the topic to be 
monitored on social media is water quality and security, we have specified a set of 
related keywords to track (e.g., “muddy water”, “water odour”, “dam pollution”, etc.) 
and each time a newly published tweet matches these criteria, it is instantly retrieved. 

After a new tweet has been collected, two analysis techniques are performed to 
extract further knowledge from the social media data, each one for a different pur-
pose. The reliability estimation aims to tackle the growing problem of fake news dis-
tributed through social media, by filtering out suspicious posts, while the automatic 
geotagging targets to supplement tweets with geographical information, based on the 
locations that are mentioned in their text. Both analysis results are appended to the 
information originally provided by Twitter in order to enrich the tweet (Fig. 11.10). 

The reliability is estimated by an automatic verification technique [27, 28] that 
is able to predict whether a given tweet is real or fake, together with a confidence 
value. It relies on two independent classification models that are built on the same 
training data, but use different sets of features: tweet-based (e.g., text characteristics, 
existence of emoticons, number of hashtags, etc.) and user-based (e.g., number of 
followers, existence of profile image, etc.). After feature extraction is completed, 
model bagging is applied to obtain more reliable results, based on the predictions 
of the two classification models, i.e., one from each feature set. The classification
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algorithm is Logistic Regression, while an agreement-based retraining strategy is 
performed at prediction time to combine the two bags of models in a semi-supervised 
learning manner. 

The automatic geotagging methodology is motivated by the limited geographical 
information that Twitter provides and is able to turn tweets into geo-referenced data 
based on their textual content. In particular, each tweet text is properly preprocessed 
and is fed to a Bidirectional Long Short-Term Memory model [29] that assigns 
Named Entity Recognition labels to every qualified word of the text. Single words 
(e.g., “Rome”) or sets of words (e.g., “River Tiber”) that are recognised as locations 
are given as query to the OpenStreetMap API,9 which connects them with open geo-
data and responds with the exact WGS84 coordinates. However, it should be noted 
that this methodology is language-specific. 

To sum up, the real-time collection of citizen observations on Twitter based on 
water-related keywords and their automatic geotagging can serve in the detection and 
localization of potential incidents of water pollution, either by accident or malevolent 
acts. In addition, the estimation of the posts’ reliability can improve the quality of 
incoming information and protect end users from hoax news. 

11.3 Low-Cost Multiparameter Water Quality Monitoring 
Through Nanomaterials 

Current sensors cost, represents a major blocking factor to largely deploy sen-
sors which are needed to monitor various water quality parameters (usual and new 
ones) within various water contexts. To address this issues, the H2020 research 
project PROTEUS(10) followed by LOTUS(11) conduct advanced research which 
are detailed here after. 

11.3.1 Monitoring Matrix Composition: A Challenge of 
In-situ Water Quality Monitoring 

The 2000 EU Water Framework directive includes no less than 12 classes of pollutants 
and 45 priority substances relevant to water policy in its 2014 consolidated version 
[30]. This list of priority pollutants and their regulatory thresholds vary across the 
globe [31]. Even across a reduced spatial perimeter, such as a single lake or river 
basin or urban water body, the composition of a water matrix, and consequently of 
water quality, varies strongly spatially and temporally [32–34]. 

As a consequence, assessing accurately water quality requires the capability to 
measure accurately extremely wide range of chemicals in concentrations ranging 

9 https://wiki.openstreetmap.org/wiki/API.
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from sub-ppb to ppm, as well as biological materials. The complexity of the analyt-
ical requirements naturally favors the use of off-site laboratory tools, such as those 
described in [35]. They need to be coupled with on site sampling strategies, which 
remain to this day economically, practically and scientifically challenging [36]. 

Naturally, water quality stakeholders would like to bring laboratory methods 
directly to the field, while bringing down their costs. In practice, the monitoring 
systems widely available today for real-time water quality are single parameter sen-
sors for temperature, pH, turbidity, (free and total) chlorine, dissolved oxygen, total 
organic carbon, specific conductance, oxidation reduction potential, fluoride, nitrate, 
arsenic... This panel of relatively affordable and more or less reliable single param-
eter sensors (typically from 300 to 3000e field-installation-costs not included) is 
usually used to indicate water contamination but is seldom capable of pointing out 
the cause of a contamination. Henceforth, it is being progressively complemented 
by expensive (typically from 3000 to 15,000e, field-installation-costs not included) 
and bulky commercial multiparameter probes integrating in a single package several 
single parameter probes [37]. 

While these multiparameter probes theoretically satisfy the need for in-situ water 
composition monitoring, in practice they remain considerably less deployed than 
monoparameter probes because of their high costs, large size, low versatility, heavy 
calibration requirement and lack of reliability. The future of in-situ water quality 
monitoring lies in the capability to offer multiparameter probes with the cost, size, 
sensing quality, reliability, maintenance requirements of single-parameter sensor 
probes. This has precisely been the goal of the 2015–2018 H2020 project Proteus,10 

followed by still ongoing H2020 projects LOTUS11 and Fiware4Water,12 as well as 
the SATT Paris Saclay project Micad’O,13 four projects whose outcomes and status 
we report in the following sections. 

11.3.2 Carbon Nanotube-Based Multiparameter Water 
Quality Sensing: A Solution? 

Nanomaterials are highly promising to enable high sensitivity and low cost water 
quality monitoring [38]. Among nanomaterials, carbon nanotubes (CNTs) have been 
heavily studied for environmental monitoring due to their excellent chemical stabil-
ity, their large specific surface area, as well as their commercial availability in bulk 
at reasonable cost [39]. Notably, CNTs have been reported for electrical sensing 
in water of pH, micronutrients and metal ions, nitrogen under its different forms, 
hardness, dissolved oxygen, disinfectants, sulfur under its different forms. However, 
this remains mostly monoparameter sensing, except for some heavy metals moni-

10 http://www.proteus-sensor.eu/. 
11 https://www.lotus-india.eu/. 
12 https://www.fiware4water.eu/. 
13 https://satt-paris-saclay.fr/vitrine-technologique/micado/.
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Fig. 11.11 Functionalization of carbon nanotubes by conjugated polymers to create nanohybrids 
capable to detect selectively predefined analytes 

tored jointly via stripping voltammetry (for example [40] for metals Cadmium, Zinc 
and Lead). There are also frequent reports on the monitoring of pH jointly with a 
secondary species [41]. 

However, beyond these two specific scenarios, there are no report on true multi-
parameter sensing for water quality monitoring with CNTs. This is surprising because 
sensor array based on CNTs are regularly reported regarding air quality monitoring 
[42] or biosensors [43]. The principle of operation of CNT sensor array is as follows: 
while pristine (e.g., without additives) CNTs have high sensitivity to most analytes, 
they also have low selectivity between different analytes [44]. To enhance their 
selectivity, CNTs are functionalized with materials featuring known sensitivity to the 
target analyte. To enable the detection of several species at the same time, devices 
incorporating CNT with different functionalizations are located next to each other 
and their data are correlated to enable accurate derivation of the concentration of 
target species [45]. 

During Proteus project, we endeavored to demonstrate at prototype scale the via-
bility of this approach for multiparameter water quality monitoring, as in reported in 
Sect. 11.3.3. Following the success of Proteus, ongoing projects aim at bringing the 
technology at pre-industrial level for field deployment and subsequent commercial-
ization, as is detailed in Sect. 11.3.4. 

11.3.3 Success at Prototype Level 

During Proteus, we first designed, patented and synthesized a set of polymers 
[46] suitable to enhance via functionalization the selectivity of CNTs, as shown 
in Fig. 11.11. CNTs carrying different polymers were integrated into a matrix of 
chemistors (e.g., resistive devices whose resistance changes with the concentration 
of the target analyte), as shown in Fig. 11.12. The matrix of chemistors was then 
cointegrated with microelectronics-based physical sensors (temperature, conductiv-
ity, flow rate, pressure). The resulting sensor chip was then co-integrated, jointly with 
a CMOS-chip-based analog front end, into a sensor head mounted into a waterproof 
sensor node (Fig. 11.13).
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Fig. 11.12 Left: Formula of the FF-UR polymer, one of the conjugated polymers used for CNT 
functionalization. Right: Image of a 5 × 5 CNT chemistor array with 5 different types of function-
alized CNTs 

Fig. 11.13 Images of (left) a sensor head and (right) a sensor node 

The sensor node had the capability, validated at lab level and partially in Sense-
City14 40m long water loop, to monitor the nine following quantities: temperature, 
conductivity, pressure, flow rate, pH, Chlorine, Chloride, Nitrate and Calcium. With 
its size (3.5cm in diameter by 20 cm in length), the sensor node had a volume over 
ten times smaller in volume then competing commercial solutions, e.g., was close in 
size with existing single-parameter sensing solutions. In small series production (5– 
10 units), the unit fabrication cost was evaluated at around 550e only, which made 
the product already widely competitive with its commercial counterparts. Moreover, 
numbers clearly showed the capability to reach sales price lower than 1000e (cali-
bration included) for production volume in the 10000 units per year. 

As synthesized in Fig. 11.14, the sensor node was able to interface with a produc-
tion SCADA (Supervisory Control and Data Acquisition) system using the MOD-
BUS protocol 15 over a RS485 (wired) or over a LORA (Long Range) (wireless) 
connection. Alternately, using an event-based architecture inspired from Internet of 
Things, it could send data to a dedicated cloud using the MQTT (Message Queu-
ing Telemetry Transport) protocol over LORA. It enabled the connection of the 
system to advanced visualization tools and with machine-learning-based predictive 
software. The sensor node could also operate completely autonomously in energy 
via the coupled use of a piezoelectric vortex generator (installed in the drink water 
pipe), a solar panel, a CMOS-integrated power management unit, an low-power 

14 https://sense-city.ifsttar.fr/. 
15 MODBUS is a de facto market standard on communication bus, and it the word originates 
historically from"modicum communication bus". 
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Fig. 11.14 IT architecture of Proteus sensor node deployment. AFE: analog front end. PLC: pro-
grammable logic controller. SCADA: Supervisory control and data acquisition. Oracle: Proteus-
developed IA-based predictive module 

CMOS (complementary metal-oxide semiconductor) analog front end, and finally 
an adaptive software (state machine) optimizing power consumption based on sensor 
measurements and energy availability. 

Beside demonstrating the viability of multiparameter water quality monitoring 
with functionnalized carbon nanotube-based chemistor array, the project also showed 
determining progress beyond state of the art in various fields of science: 

• The cointegration of CNT sensors with microelectronic sensors on a single mono-
lithic 1cm2 silicon chip was at the state of the art regarding both the high number of 
parameters monitored (9 proved so far) and the high number of sensing elements 
in a single chip (32 at most). 

• Some of the sensing elements inside the chip were completely novel: the flowrate 
sensor on a silicon chip on the one hand, the CNT-based nitrates, calcium and 
chloride sensors on the other hand. 

• The use of functionalized CNT-based chemistor array for water quality monitoring 
was novel as well, not to mention that it was the first time such level of integration, 
with CMOS, MEMS, packaging, energy harvesting and cloud-based data gathering 
was achieved for CNT-based water quality sensors. 

• Regarding the CMOS chip, the ADC design was state of the art, while a completely 
new design for filtering was implemented. The inductor-free DC-DC converter 
based in a switched-capacitor topology was also beyond SOTA. 

• On the piezoelectric vortex generator for energy harvesting, the results yielded a 
new understanding of the physics of this type of harvesters. Moreover, field trials 
prove that energy harvesting is definitely possible from an actual drink water pipe 
with intermittent flow. 

• At software level, Proteus sensor node cognitive capabilities, notably enabling 
optimized management of energy supply, surpassed the SOTA for commercial 
devices.
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11.3.4 Reaching Pre-industrial Series for Field Deployments 

Despite its success, Proteus outcomes did not allow for direct commercialization of 
the technology because of three main factors: high device-to-device performance 
variability of the chemical sensors, no field validation of system reliability (not 
permitted within the project time frame) and ownership of the technology building 
blocks split by different stakeholders (a natural drawback of collaborative projects). 
Since the conclusion of Proteus, NACRE research team, the joint research team 
between Université Gustave Eiffel, CNRS and Ecole Polytechnique in France which 
already coordinated Proteus, has been tackling these challenges through various 
projects. In short, LOTUS focuses on reproducibility and field deployments of the 
technology, Fiware4water on its reliability through hardware and software means and 
Micad’O on its commercial launch through the startup Soterias.16 The three projects 
include field testing of the solution to demonstrate its real life suitability. 

The first scheduled product monitors temperature, conductivity, chlorine and pH 
in a single package. It targets 3 months under flow without calibration, for a sales price 
in the 3,500 e range. Though the selected design—improved from Proteus—allows 
to target up to 20 different analytes on the same chip in addition to temperature and 
conductivity, it was elected to reduce the scope of the product for the short term to a 
limited number of parameters in order to focus more intensively on reproducibility, 
reliability and industrialization. This first panel of parameters was determined to be 
the best common denominator between the requirements of the different investigated 
use cases. Parameters such as hardness, dissolved oxygen, nitrate, fluoride, arsenic 
and iron are already under investigation for the following versions. 

A process to achieve pre-industrial series is now available: sensor chips can be 
produced with perfect yield and sufficient reproducibility at a rhythm of about 30 
chips per week. A process for full sensor node assembly is subsequently available. 
It could easily reach 100 sensor nodes per month of production capability. While the 
packaging of the sensor node has remained similar in shape and size to Proteus, the 
solution is now plug-and-play to any micro computer (RaspberryPi for instance) via 
a standard USB port. Data is displayed in real-time through Grafana-enabled dash-
boards. As an option, the sensor can be operated through a connector box specially 
developed by the company EGM to enable wireless communication (via LORA) and 
energy autonomy (via solar panel). 

Performances and reliability testing started during the last quarter of 2020 and 
results are preliminary only. Sensing performances are promising: average error on 
active chlorine, pH and conductivity are around respectively 0.05 mg/L, 0.2 pH units 
and 20 µ S/cm, while limits of detection lie around 0.02 mg/L, 0.07 pH units and 
16 µ S/cm. Longest lifetime is one month and counting of continuous operation in 
static water, while tests under flow are pending. 

The outcomes of these tests are eagerly awaited to launch field deployments during 
second quarter of 2021. Two deployments in drink water networks are planned, one 
in Cannes, France, the other in Guwahati, India. A use case enabled by its small 

16 https://www.soterias.solutions/.
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size, the solution will also be integrated in a mobile chlorination station outfitting a 
drink water distribution tanker in Bengaluru, India. It will be also be adapted into a 
portable solution to diagnose drink water well quality in Guwahati and into a boat-
mounted solution to diagnose river quality in Varanasi, India. In parallel, it will be 
used to optimize irrigation efficiency in Jalgaon, India, and to optimize operations 
in innovative waste water treatment plants in Warangal and Chennai, India. 

These demonstrations will introduce Soterias multiparameter sensor probe to a 
wide panel of scenarios of water quality monitoring in Europe and India. This is 
essential to launch commercialization, then to later reach large volume of sales, 
which in turn will allow to decrease costs and further expand sales. A cost reduction 
by a factor of 10 is hoped for by stakeholders, which roughly would require sales 
beyond the 10,000 units range. While this price reduction will be in part achieved 
through economy of scale, there will be technological challenges to meet for the 
large volume manufacturing and calibration of CNT-enabled chips. 

11.4 Conclusions and Future Work 

Water is vital for all life and thus its protection is of great importance. Unfortunately, 
water quality and quantity is under threat due both to natural or man-made disasters. 
The World Health Organization and the EU have taken several measures towards 
its protection, such as strong regulatory norms and implementation of water safety 
plans. Along with the water directives, several European projects revolve around 
water safeguarding by developing innovative technological products. As far as the 
outcome of such research actions are concerned, they involve the development of 
detection technologies to analyse drinking water and the interconnection of safety-
and security-related networks of sensors that are deployed among water supply and 
distribution networks. The aim of such actions is to check how the use of current 
sensor technologies, including methods to monitor reservoirs, and sea or river levels 
for early warning, could support water safety and security. 

Regarding the technologies presented in this chapter, they involve the development 
of new low-cost sensors with high sensitivity that can be installed in several places of 
the water distribution network and measure single or multiple substances. As far as the 
aqua3S project is concerned, apart from the direct sensing methods that involve the 
use of sensors, other innovative indirect sensing methods are presented that involve 
the use of satellite imagery and social media. These methods although don’t have the 
accuracy of sensors, they offer real-time assessments (social media) or cover larger 
areas (satellite imagery). The project has also proven that new technologies can help 
detecting new pollutants. The LOTUS project has also made evidence that advance 
chip approach (e.g., with MEMS and CNT) can be the solution to produce mass 
market sensor and thus drastically decreased the cost (i.e., X10 less) 

Thus, all together, by exploiting and combining the information offered by all 
the aforementioned techniques, we are moving towards better monitoring of larger 
parts of the networks including the water sources and water distribution network
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and eventually, we are making a step towards ensuring water safety and security. 
What is of utmost importance to stress is that water safety and security are part 
of the “crisis management and civil protection” field, which is prioritized by the 
European Committee for Standardization and it involves establishing security-related 
standards that aim at facilitating response, effectiveness, efficiency and cooperation 
during hazardous events. Thus, with the proposed technologies we are also addressing 
some of the challenges defined by Mandate M/487 to Establish Security Standards. 
In complement water quality can be more largely monitored ensuring also water 
safety for the citizens. 
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Chapter 12 
Sensor Web and Internet of Things 
Technologies for Hydrological 
Measurement Data 

Sebastian Drost, Christian Malewski, and Simon Jirka 

Abstract Water management associations are responsible for monitoring large 
catchments and water bodies and thus have a great need for various hydrological 
measurement data. Most often, this comprises meteorological parameters as well 
as physical and chemical observations of water reservoirs, rivers and dams. In this 
context, low-cost sensors provide a great potential for densifying comprehensive 
monitoring systems. Typically, such a system requires the interoperable sharing of 
hydrological observation data as well as an efficient communication between the 
sensor devices. To establish smart water monitoring solutions, a sensor network 
infrastructure is needed that facilitates the management of a large amount of obser-
vation data and applies modern Internet of Things (IoT) communication approaches. 
This chapter aims to provide guidance in setting up a measurement data infrastruc-
ture that relies on both, standards of the well-established Sensor Web Enablement 
framework of the Open Geospatial Consortium (OGC) and IoT technologies. We 
introduce a concept for a modular water monitoring system that combines Sensor 
Web and IoT technologies to integrate sensor data in Spatial (Research) Data Infras-
tructures. Furthermore, the feasibility of this approach will be demonstrated with 
the presentation of an operational deployment at a German water management 
association.
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12.1 Introduction 

Water monitoring is a crucial task within hydrology. Especially, water manage-
ment associations have a great need for a vast amount of hydrological measurement 
data which gives important insights into different hydrological and meteorological 
processes within large catchment areas. Meteorological parameters, data about water 
levels and discharge of rivers as well as different chemical and physical parameters 
of large water bodies are of great importance [1]. Consequently, water manage-
ment associations often operate large sensor networks that comprise different types 
of sensor devices for measuring these various hydrological parameters. This may 
include for example water gauges, sensors detecting physical parameters or even 
optical sensors for determining certain chemical concentrations. In order to make 
the collected data usable, such networks require an infrastructure that facilitates the 
management of measurement data. E.g., measurement data must be continuously 
collected from sensor devices and datasets must be disseminated in an interoperable 
way to be accessible for a broad range of users [2]. Furthermore, different types of 
observations must be harmonized within a standardized model, which contributes to 
a consistent understanding of measurement parameters [3]. Almost all these chal-
lenges have been addressed by an international standardization organization, the 
Open Geospatial Consortium (OGC). Central element of the OGC’s standardization 
activities towards sensor data interoperability is the Sensor Web Enablement (SWE) 
initiative. The SWE framework comprises various standards that aim to make sensor 
devices and observation data accessible via the web in an interoperable way [4]. 

Beside the efforts of SWE new technologies, standards and communication 
patterns have been established in the last decade, which are related to the Internet 
of Things (IoT). Especially the expansion of low-cost sensor systems as well as the 
growing number of smart everyday objects have stimulated a multitude of IoT solu-
tions. The vision of a network of physical objects in the IoT has advanced sensor 
technology to a whole new level, since the number of everyday objects, that have the 
ability to monitor their environment, increased enormously [5]. This led to new tech-
nical developments, aiming to suffice the requirements of building broad networks 
including a large number of physical objects that collect a variety of information and 
communicate with each other or interact with people. Aside from the classical fields 
of application (e.g., smart home, industrial automation, smart cities and intelligent 
transport system), IoT also provides a great potential for environmental monitoring 
[6]. Since sensor devices with embedded processing units are becoming smaller and 
cheaper, existing sensor networks can be expanded with ease, which contributes to 
a higher spatial coverage of in-situ measurements. In addition, by exploiting wire-
less communication protocols that are suitable for constrained environments, sensor 
devices are directly enabled for data dissemination via the web. This facilitates the 
analysis and processing of observation data by users or computing devices, which 
also contributes to the establishment of near real-time water monitoring [7]. 

The OGC has already addressed the changing demands on operating broad sensor 
networks and consuming large sensor data streams with the release of the OGC
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SensorThings API in 2016 [8]. The goal of the SensorThings API is to transfer 
standardization efforts into the world of IoT, which also aims to bridge the gap 
between the Sensor Web environment and the IoT world [9]. However, setting up 
approaches and patterns from the IoT on existing sensor networks that rely on SWE 
technologies still requires some additional efforts. 

This chapter offers guidance in building an architecture for collecting and 
managing hydrological measurement data, that relies on different standards and tech-
nologies of both worlds. The first part covers different encoding standards, interoper-
able interfaces and communication protocols from SWE and IoT with relevance for 
the proposed use case as well as technical challenges that are related to the imple-
mentation of an efficient water monitoring. In the middle part of the chapter, we 
propose a concept for an innovative water monitoring system that relies on SWE and 
IoT technologies by utilizing the OGC SensorThings API. In addition, we demon-
strate the suitability of the proposed concept for handling a high number of sensor 
devices with the presentation of a pre-operational deployment at a German water 
management association. Finally, the last part discusses the approach with respect to 
challenges and future developments in the fields of SWE and IoT regarding real-time 
sensing requirements and measurement data harmonization. 

12.2 Relevant Standards and Technologies 

12.2.1 Sensor Web Standards 

The Open Geospatial Consortium’s (OGC) Sensor Web Enablement (SWE) initiative 
provides a well-established framework for managing heterogeneous sensor networks. 
The SWE architecture includes a comprehensive set of models, encodings and 
services which contribute to the implementation of interoperable and service-oriented 
networks of heterogeneous sensor systems and clients [4]. To address different chal-
lenges regarding the description and discovery of sensors and measurement data as 
well as its standardized accessibility via the web, several OGC standards have been 
developed. This includes: 

. Observations and Measurements (O&M) [10, 11]: A model as well as an (XML) 
encoding for observation data 

. Sensor Model Language (SensorML) [12]: A model as well as an XML encoding 
for metadata describing the processes and sensors through which observation data 
was generated 

. Sensor Observation Service (SOS) [13]: A web service interface standard defining 
how sensor data and metadata can be queried from a server using various types 
of filters 

. OGC SensorThings API (STA) [8]: A complementary standard based on REST 
and JSON that defines approaches on how to encode and access sensor data in a
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more lightweight manner; this standard also includes an approach on how to use 
MQTT based data streams for data publication and delivery. 

In addition to these standards, it is important to mention that there are further 
standards and best practices available, which aim to customize and optimize the 
previously mentioned specifications to the needs of hydrological applications. This 
comprises especially the OGC WaterML 2.0.1 standard [14] which defines how to 
encode hydrological time series data based on O&M. Furthermore, the OGC SOS 
2.0 Hydrology Profile Best Practice gives guidance on how to apply and enhance the 
SOS 2.0 interface for the specific requirements of hydrology [15]. 

In the past, SWE architecture implementations have been successfully utilized for 
various use cases from the hydrological domain. Within the field of oceanography, 
Sensor Web infrastructures facilitated the sharing of heterogeneous observation data 
for oceanographic research and ocean observing [16, 17]. In addition, the suitability 
of Sensor Web technologies for time critical applications was demonstrated with the 
combined usage of a Sensor Observation Service and Web Processing Service as 
part of a water dam monitoring system [18] as well as with the implementation of a 
Sensor Web based flood monitoring system [19]. 

12.2.2 Internet of Things Technologies 

The Internet of Things (IoT) comprises a broad range of technologies for enabling 
the networking of physical objects and includes a variety of architectural patterns for 
building smart sensor networks. In IoT each physical object is seamlessly embedded 
within its environment and acts as a sensor that collects and shares information via 
the internet. Thus, IoT has a great ability for implementing smart applications with 
a focus on device monitoring or machine-to-machine (M2M) communication. In 
recent years, IoT technologies especially contributed to the progress in automation 
systems for the industrial sectors as well as to the widespread use of smart home 
solutions. In addition, within the public sector, emerging smart city concepts benefit 
from IoT since smart technical solutions are adopted for optimizing public services 
[20]. 

Common architectures in IoT consist of different layers, each one addressing 
certain aspects regarding information collection, networking, data transmission and 
information sharing. Different internet technologies serve as essential building blocks 
for each layer. Due to the vast number of standards and protocols that are related 
to IoT, a technical survey of these would be out of the scope of this chapter. A 
comprehensive overview is given for example in [21]. 

Within the field of IoT, a variety of message protocols exists that are responsible 
for data exchange at the application level, i.e., AMQP, MQTT, XMPP, DDS and 
COAP [22]. However, with respect to our proposed concept, we focus on the Message 
Queuing Telemetry Transport (MQTT) protocol, which serves as a key technology for
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push-based delivery of sensor data streams. MQTT is an open protocol for message-
based communication. Message transmission follows the publish/subscribe pattern 
which enables a loose coupling and message broadcasting between multiple clients 
[23]. 

Within the field of water monitoring IoT technologies are a promising approach for 
building smart sensor networks. Wireless networking technologies in combination 
with event-driven communication patterns provide the basis for a decentralized water 
monitoring with multiple low-cost sensors devices [24]. This enables a cost-effective 
observation of a broad range of hydrologic observation parameters for large areas. 
Not surprisingly, the number IoT solutions within the field of hydrology consistently 
increases and the applicability of wireless sensor networks for water monitoring have 
been demonstrated in various use cases, such as in [25]. 

12.3 Technical Challenges for Efficient Water Monitoring 

Hydrological near real-time applications benefit from the exploitation of recent 
IoT technologies within well-established sensor networks. IoT application protocols 
such as MQTT, COAP or AMQP enable push-based data delivery within resource 
constrained environments, which is a building block for realizing smart water moni-
toring applications. It enables seamless integration of a large number of sensor 
devices in a plug-and-play manner as well as lightweight data collection flows. 
However, the integration of IoT technologies into existing Sensor Web architec-
tures comes with different challenges regarding the connection of disparate sensor 
devices as well as the harmonization of different protocols and data formats [26– 
28]. Following, the key challenges for constructing a sensor system that enables 
efficient water monitoring by combining Sensor Web standards with state-of-the-art 
IoT technologies are addressed. 

12.3.1 Collecting Sensor Data Streams 

Sensor networks often comprise a variety of sensors from different vendors which 
differ in output formats and communication protocols. Thus, custom sensor connec-
tors and drivers must be developed to integrate and harmonize heterogeneous sensor 
data streams within a common SWE-based platform. Since building those intercon-
necting drivers often become a time consuming and expensive task, it is essential 
to implement the transmission of measurement data from the sensor devices to the 
SWE observation data store in an interoperable and reusable way. In fact, this require-
ment becomes more critical with an increasing number of sensor devices, which is 
common as part of IoT architectures. Hence, a standardized connection strategy to 
IoT data streams is needed to ensure a seamless plug-and-play integration of a huge 
amount of unknown IoT devices.
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12.3.2 Data Management 

Collecting observation data from a variety of IoT sensor devices for analysis purposes 
becomes a challenging task because researchers have to deal with a vast amount of 
mostly unstructured datasets. A common management server that stores collected 
observation data in a well-defined schema and provides interoperable access to it, 
accelerates the post-processing and analysis of measurement data. Such a server 
requires connectors to various sensor devices as well interoperable interfaces for 
sharing measurement data, which contributes to the interconnection between IoT 
sensor devices and users via the web. 

12.3.3 Lightweight Deployment 

Coupling IoT standards with existing sensor hardware provides a great potential 
within resource constrained environments. In particular, IoT application protocols 
such as MQTT are optimized to reduce communication overheads to be viable via 
resource constrained communication links. However, consuming measurement data 
streams from sensor devices often suffers from the non-standardized vendor specific 
communication protocols, which in many cases do not meet the technical require-
ments of practical applications. Thus, implementing IoT communication patterns 
such as M2M or data stream broadcasting becomes impractical relying on a variety 
of legacy device interfaces and protocols. For this reason, it is required to enhance 
existing sensor hardware by implementing an interconnection solution that enables 
the transmitting of raw sensor data streams to service endpoints via IoT application 
protocols. 

12.3.4 Data Harmonization 

IoT application protocols often lack interoperability of the transmitted payload, since 
protocols such as MQTT and AMQP solely define standards for message transporting 
but do not address payload encodings. Thus, a common payload encoding and appli-
cation schema is required that is geospatially enabled and suffices the time-series 
character of observation data. In addition, the encoding must be viable for constrained 
communication links. E.g., XML encoding would not be appropriate since it produces 
heavy communication overheads. Data harmonization using a streamlined payload 
encoding therefore contributes to an interoperable observation data consumption.
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12.3.5 Semantic Interoperability 

Implementing plug-and-play mechanisms for sensor devices requires connectors to 
the sensor data streams that are aware of device interfaces and observed properties. 
Interoperable metadata descriptions facilitate the access of sensor descriptions and 
measured observation data. SensorML provides a great potential for modeling and 
encoding such metadata in a flexible manner [12]. However, to be aware of domain 
specific requirements related to water monitoring, metadata descriptions must also 
consider semantic interoperability, which contributes to the interpretation of hydro-
logical measurement data. Hence, a thematic vocabulary for sensor specifications 
and observed parameters is needed, which may be covered by a specific SensorML 
application profile. 

12.4 Concept for a Sensor Web Based Water Monitoring 
System 

This section describes the developed concept for a modular water monitoring system 
that relies on interoperable Sensor Web technologies for enabling different data 
flows. In order to build such a distributed system, several functional aspects need 
to be considered. Figure 12.1 provides an overview of these fundamental building

Fig. 12.1 Base architecture 
overview for a water 
monitoring system
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blocks. Subsequently, we will discuss how these building blocks can be realized in 
practice relying on different Internet of Things and Sensor Web technologies.

As shown in Fig. 12.1, it is necessary to consider the following building blocks 
for building a distributed water monitoring system: 

. Sensing Layer: This layer comprises all the sensor hardware and data loggers that 
are used for gathering hydrological measurements. 

. Data Collection Protocols: In order to transport the collected measurement data 
from the sensor layer into a common data store, dedicated protocols are needed. 
It is important to take into account that these protocols have to be implemented 
in the Sensing Layer as well as on any data management server that shall be used 
within the system. 

. Data Management Server: The Data Management Server is a core element of the 
whole system. On the one hand it is responsible for accepting the incoming data 
streams (potentially in combination with further processing steps such as quality 
control). On the other hand, it provides interfaces to all data consumers (Client 
Applications) to access the available measurement data. 

. Data Store: In order to store the collected measurement data, the Data Management 
Server requires functionality for data persistence. Typically, this can be realized 
through a database (e.g., relational database management systems or specialized 
data stores such as time series databases). 

. Client Applications: This layer comprises all tools that help to visualize and work 
with the available data. It may comprise tools such as data analysis (e.g., with 
the statistical programming language R), data viewers (e.g., web applications), 
geographic information systems or hydrological expert applications. In order to 
access the available measurement data, these applications need to handle at least 
one of the Data Access Protocols offered by the Data Management Server. 

For implementing this system architecture, it is necessary to map the different 
building blocks to specific technologies and protocol standards. Such a mapping is 
illustrated in Fig. 12.2 and described below. It is important to note, that for the 
described architecture open-source implementations are already available. Thus, 
the cost for implementing such a system will be mainly influenced by the sensing 
technology, the hardware for data transmission and the server infrastructure. 

The sensor layer consists of the specific sensing hardware that is used for moni-
toring different hydrological parameters. This hardware strongly depends on the 
domain specific needs so that the developed architecture has to support a broad 
range of different devices. Thus, to integrate the different sensors into the system, 
different (potentially sensor-specific) Sensor Connectors are needed. These connec-
tors are responsible for reading the sensor outputs and forwarding them into the 
system. Here, different strategies are feasible:

. Reading textual sensor output, such as CSV files and inserting them into a Sensor 
Web server 

. Data loggers that connect to the sensor ports and forward the data into the system
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Fig. 12.2 Technologies for implementing a sensor web system for water monitoring 

. Manufacturer-specific software packages, that provide well-defined access to 
acquired sensor data 

. Internet of Things protocols. 
In the following, this paper will focus on a specific Internet of Things protocol: 

MQTT. Thus, our connector needs the capability to read the sensor outputs and to 
forward them to an MQTT broker. 

On the data Management Layer we have already mentioned the OGC SOS and 
SensorThings API standards. While the publication via the OGC SOS standard would 
require the execution of XML-based operation calls, the OGC SensorThings API 
offers additional options. Besides a REST-based approach, it also has the ability to 
accept incoming data streams via MQTT. For this purpose, the SensorThings API 
comes with an integrated MQTT Broker, any client can connect to for publishing or 
consuming observation messages. As MQTT offers a lightweight push-based data 
delivery approach that helps to reduce latencies in data publication, the following 
sections will focus on the combination of the SensorThings API and MQTT. 

It is important to mention that both standards, SOS and SensorThings API share 
common foundations as defined by the OGC Observations and Measurements data
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model. Thus, it is possible to operate both interfaces on top of a common data store 
(in this case a relational database), so that both interfaces can be used for feeding 
the same database. At the same time, this database can also be used for sharing the 
same data via both interfaces to different types of applications. 

In addition, these standards can also be used to fulfill reporting or data publication 
obligations such as those defined by the European INSPIRE Directive [29]. Both 
mentioned services have the potential to match the corresponding requirements. For 
the SOS specification this has been documented in a dedicated Technical Guidance 
Document [30]. In the case of the SensorThings API a corresponding approach has 
been published by [9]. 

Finally, the Application Layer can comprise many different types of applications. 
In our application scenario we focus primarily on the web-based visualization of 
sensor data. In the presented case, the SensorThings API standard is used as a data 
source for the web application as it offers a more lightweight REST/JSON interface 
for accessing and exploring sensor data and metadata. 

Besides the web-based visualization of sensor data, another common scenario in 
hydrologic research would be the discovery and retrieval of big time-series datasets 
for analysis purposes. Therefore, the SOS interface defines dedicated operations 
for querying and filtering measurement data. However, with an embedded MQTT 
broker, the SensorThings API enables a publish/subscribe pattern for near real-time 
data delivery which is even more applicable for time-critical use cases such as water 
monitoring. 

12.5 Deployment and Evaluation at the Wupperverband 

The Wupperverband is a water management association in Germany. The association 
manages the water quantity and quality within the catchment area of the Wupper river, 
a tributary to the Rhine River. The Wupperverband runs 14 water reservoir facilities 
and 11 sewage-treatment facilities. In order to fulfill its responsibilities, the safety 
and performance of both, the water bodies and water facilities, are continuously 
monitored through automatic and manual measurements. The responsibility for the 
management of these measurements is partitioned among specialist departments. 
Thus, the measurements are structured by their varying context e.g., water dam 
safety measurements, hydrological measurements, or deformation measurements. 
The result is a set of isolated expert systems within which data exchange is hard to 
achieve. To overcome this situation and ease the data exchange, the Wupperverband 
introduced a Sensor Web infrastructure as an intermediate layer, that integrates the 
measurement data from the variety of expert systems in a central system. 

The existing Sensor Web infrastructure is realized as a three-layer architecture. 
The core of that infrastructure is a harmonized database schema for handling obser-
vation data and time series metadata. On top of the database a web service layer 
provides the data as both, a non-standardized REST/JSON format, and an OGC 
standardized SOAP/XML format (SOS). Web clients, as the consumer layer, adopt
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the former one to allow for data exploration, analysis and monitoring. The database 
is fed by a set of heterogeneous import scripts automatically by parsing exported data 
documents from expert systems. The latencies of these pull-based workflows range 
from hourly to monthly imports. The dam systems remain secure though, because 
the data is present in expert systems, namely process control systems, dedicated to a 
water facility. 

During the last years, parts of the sensor network of the discussed river dam have 
been renewed. Since the effort for connecting these new sensing devices to the corre-
sponding process control system is still ongoing, a lightweight solution was needed 
to reconcile the gap of data transmission. Thus, a data stream workflow that builds 
upon the SensorThings API has been evaluated. The SensorThings API provides 
multiple enhancements for the Sensor Web infrastructure regarding requirements of 
nowadays water resource management: 

1. A state-of-the-art interface definition is provided which allows for serving 
observations and their metadata in a standardized manner. 

2. The SensorThings API provides a robust way for feeding data via the service 
layer, allowing for iterative replacement of former database import scripts. 

3. It enables stream-based data processing and production, which is especially 
required for near real-time water monitoring as well as in a data science context. 

4. The SensorThings HTTP API is very generic. HTTP requests can be tailored to 
be optimized according to the varying needs of web clients. 

Besides these enhancements, however, the focus is on the minimization of data 
communication latency among the three layers that were described ahead, starting 
with the importing workflow. 

In what follows, the setup of the sensor web infrastructure at a river dam facility is 
described. The stationary sensors are connected to a central controlling unit (Simatic 
S7-300) measuring and delivering data in a fixed interval. To map incoming sensing 
data given in a vendor specific protocol to the SensorThings API specific format, the 
controlling unit hosts a NodeRED server (Fig. 12.3). NodeRED is an open data flow 
manager queuing a set of data processing nodes to a data flow pipeline. For conve-
nience, NodeRED provides a graphical user interface that serves as a documentation 
of implemented data flows. In the present use case, a data mapping logic is realized 
in NodeRED (Fig. 12.4): 

1. The data source is the data logger which receives raw measurement data from 
the sensor systems. 

2. Measurement data streams are stored via the SensorThings MQTT API which 
serves as a data sink within the data flow pipeline. 

3. The nodes in between map the raw sensor data format to the SensorThings API 
encoding format and assign the SensorThings observations to a certain topic. 

The raw database is equipped with database triggers. Once a new value is stored 
within the database, the raw value is distributed to the harmonized database schema, 
where database triggers share the data to subordinated databases. This push-based
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Fig. 12.3 IoT enabled sensor web infrastructure at the Wupperverband 

Fig. 12.4 NodeRED data flow pipeline for mapping raw sensor data streams to the SensorThings 
API encodings 

workflow ensures that the raw value is communicated in near real time, so that the 
sensors’ measuring interval is the only delay in data processing. 

The described setup has been deployed for over a year and up to now with more 
than 100 sensing devices measuring a variety of parameters hourly. During this time, 
the data flow worked as expected. Due to the small number of devices, the scalability 
of a single SensorThings API instance can rarely be assessed. In accordance with 
the cloud computing based approach, however, horizontal scaling is possible by 
deploying additional database and SensorThings API instances. 

12.6 Future Challenges 

Within this chapter we have shown how Sensor Web and Internet of Things technolo-
gies can be used together to facilitate the publication of sensor data in Spatial Data 
Infrastructures. However, despite the feasibility demonstrated during our evaluation, 
there are future challenges that need to be addressed to increase the applicability of 
our approach.
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Within our proposed concept, we have focused in the first step on measurements 
collected by stationary in-situ sensors. However, besides this, there are further rele-
vant types of measurement data. This comprises for example measurements along 
the z-axis (profiles) or data collected along the trajectory of a mobile sensor platform. 
While the SensorThings API generally also supports these types of data, it does offer 
several options for encoding such observations. Thus, we see a need for further work 
to develop a dedicated profile of the OGC SensorThings API standard that provides 
further guidance on how to encode additional, potentially more complex types of 
data. 

One important question concerns the organization of potentially large numbers 
of sensor data streams. Protocols such as MQTT allow organizing data streams in 
a hierarchical structure. However, depending on the specific use cases, different 
types of the hierarchy are needed to support users in discovering and consuming 
the data they need. In the case of hydrological data, typical views towards the data 
are centered around geographic (e.g., all sensors at a location, along a river, within 
a catchment area), thematic (e.g., all sensors measuring a specific parameter), or 
qualitative (e.g., raw vs. quality assured data) criteria. Consequently, further best 
practice guidance would be desirable on how to organize sensor data streams in 
hydrological applications. 

As part of our evaluation, we have shown the suitability of our proposed archi-
tecture within a pre-operational deployment for water monitoring tasks of a water 
management association. However, for the future, we expect further increasing 
amounts of sensors and measurement data that need to be handled. While our solu-
tion, based on a relational database, was already tested with hundreds of sensors, we 
expect that challenges will arise if this number increases by magnitudes. Thus, to 
ensure scalability, we plan to investigate alternative approaches for data persistency 
to complement the relational database model approach. While the metadata about 
sensors might still be efficiently managed via relational models, dedicated time series 
databases promise a more efficient handling of the actual measurement data. 

Another challenge concerns the semantics of the collected data. While the general 
structure of the measurement data is already well defined through the OGC Sensor-
Things API specification, the content of the data underlies not further semantic regu-
lations. For example, the parameters observed by a sensor (e.g., water level) might 
be provided in many different spellings and notations. This may cause difficulties 
when integrating different data streams from multiple sources. Thus, we recommend 
to further investigate the use of vocabularies as demonstrated within other scien-
tific domains [31]. This allows recommendations on hydrological vocabularies that 
provide the necessary foundation for using them in IoT applications. 

Furthermore, the OGC SensorThings API standard used in our architecture for 
sharing observation data does not yet include a standardized approach for controlling 
the access to observation data. However, as many data streams deliver non-public 
data that shall only be shared with specific user groups (e.g., raw data which is 
only available for internal use while quality-controlled data might be published for 
a broader audience), it will be necessary to further investigate how access control 
functionality could be established.
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Finally, we recommend establishing a link to further protocols that go beyond the 
Internet of Things community. For example, the OPC Unified Architecture (OPC UA) 
is a commonly used industry standard applied in many operational systems [32]. As 
these systems deliver a multitude of observation data, it should be investigated how 
a connection to OPC UA can be established, so that the OGC SensorThings API can 
serve as an interoperability layer that abstracts from the underlying data acquisition 
systems, independently if they are based on industry or Internet of Things protocols. 
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Chapter 13 
Smart Sensors for Smart Waters 

Andreas Weingartner and Jordi Raich 

Abstract This chapter is looking back on 20 years of online water quality moni-
toring, focussing on important achievements during that period, describe the current 
state of research and technology, and will take the oracle’s perspective at current and 
future trends. An overview of water monitoring topics is given, by method, measured 
substance, instrument, and by their applications. Focus is on substances of special 
environmental or health concern that can be detected by “solid state” sensors, and 
on applications that are a bit off the beaten monitoring track, to get a feeling for the 
always widening domain of on-line and real-time water quality monitoring. 

Keywords Online sensors · Water quality monitoring · Smart sensors · Data 
quality · Internet of things · Soft Sensors · Digital twin · Indirect measurements ·
UV–Vis Spectrometry 

13.1 Introduction 

We are writing this chapter about water quality monitoring almost simultaneously 
with the handing over of one of the leading companies in water quality monitoring, 
s-can Messtechnik GmbH, to new ownership. This is an opportunity to look back 
on 20 years of water monitoring science and services through now “neutralized” 
glasses, to summarize the amazing achievements in the world of water monitoring 
during that period, not shy about mistakes and still existing gaps and shortcomings. 

We are presenting here our subjective and anecdotal view about water monitoring 
topics, by method, measured substance, instrument, and by their applications; and 
not an encyclopaedic technology overview. Focus is on substances of special envi-
ronmental or health concern that can be detected by “solid state” sensors, and on
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applications that are a bit off the beaten monitoring track, to get a feeling for the 
always widening domain of on-line and real-time water quality monitoring. 

13.1.1 The Historical View 

The last 20 years can be seen as a blooming period of online water quality monitoring. 
Around the year 2000, about 20 relevant manufacturers offered solutions for about 
50 online parameters. Today, instruments are available for more than 100 physical, 
chemical, biological, and radiological online parameters, from more than 300 manu-
facturers globally, with many new companies preparing their launches. The increase 
of the number of monitoring-related scientific publications has been exponential (to 
be observed i.e. via researchgate.net, or by the number of articles and adverts in 
scientific and commercial magazines), as well as the number of start-up companies 
and mergers and acquisitions, reflecting the business relevance [1, 2]. 

Cost-efficient, reagent-free, continuous, low-maintenance, low power, intelli-
gent and networking devices—summarised under the term “smart”—became a 
common vision. Water infrastructure and water projects cannot be planned without 
water quality sensors anymore; but when money gets tight during realisation, the 
monitoring budget is often the first one to be cut. 

Also, water quality monitoring still remains at the larger utility or institutional 
level, and did not yet find its way down to smaller units or even into the capillaries 
of the water system: the building level, or even the consumer level. However, extrap-
olating the very recent trend to “smart” and “managed” buildings, combined with 
ongoing innovation at the sensor—and data management side, it is without risk to 
predict that water quality sensors will be “ubiquitous” in 10–20 years.

Fig. 13.1 Technology trends of the last 20 years
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So, the question arises: compared to other fields of technology (such as cars, 
houses, medical, etc.), why do we still use so few sensors in water, i.e. to monitor 
and control water quality in distribution systems? Shouldn’t every drop of water be 
controlled before consumption? Why is it that consumers accept such an evident and 
transparent deficit? To answer this and other questions, have a look at the wonderful 
Smart-Water book by Gustaf Olsson and Pernille Ingildsen [3] where they state: 
“Even if sensors are not new to water utilities, it is important to recognise that 
transforming a water utility to a “Smart Water Utility” is a fundamental cultural 
change of the organisation.”

13.1.2 Why Measure Water Quality Online—The Drivers 

As a general rule, the more dynamic a water system, the more important is the real-
time monitoring and control, as opposed to taking grab samples and conducting lab 
analysis in less dynamic systems. Besides dynamicity of the system, other drivers 
for online monitoring are: consumer’s health and safety (drinking water monitoring 
including security aspects [8], with special fragility in intermittently pressurized 
systems); system efficiency and cost reduction potential which includes automa-
tion and control applications; environmental impact of dynamic water systems, 
including plant emission monitoring or sewer management systems; research inter-
ests, which can be of scientific, investigative or documentary nature; and, last not 
least: digitalization of the water sector, which is driven by apparent buzzwords such as 
“smart water”, “big data”, “digital transformation”, “digital twin”, etc. The success 
of SWAN (Smart Water Networks Forum, www.swan-forum.com), representing a 
relevant cross-section through the global water industry, indicates that these actually 
are not only buzzwords anymore but time has come for “data-driven solutions in the 
water and wastewater industry”. 

Water quality sensors are the eyes into water bodies and water infrastructure, 
often connected via communication networks, streaming their measured data and 
other information into central data platforms. However, different types of sensors 
will be needed in the world of large and dense sensor networks; how will they 
distinguish from today’s state of technology? 

For a general overview of water quality topics, we recommend to consult [4]. For 
a more comprehensive overview on sensor technologies we recommend these three 
compilations: [5] gives a practical overview of technologies, applications and case 
studies, and the connected data base allows to search related information. Orellana 
et al. [6] is a bit older but still a valid and comprehensive overview of online sensors 
and their applications, and its validity proves how conservative the world of water is. 
The more recent [7] provides a comprehensive and complete overview with a focus on 
new technologies and gives a picture of how water quality monitoring could develop 
in the (near) future.

http://www.swan-forum.com
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13.1.3 Why Norms and Standards Are so Important 
for Operators 

Limits and standards for water quality are provided by international norms and stan-
dards, such as by the WHO [14]. However, this is one of the dilemmas of online water 
quality sensors: the specification of their “real” performance. Generally, sensors are 
specified by the manufacturer under narrow laboratory conditions and standards. 
Easily reproducible parameters such as signal-noise, signal linearity, signal-response, 
or measuring range can be promised by such specification; however, they have almost 
nothing to do with the application in a real-water environment, such as i.e. in raw 
waste water, where adverse conditions have bigger impact on the performance of 
sensors than most operators and even manufacturers are aware of. 

For higher acceptance by water operators and managers, the evaluation of the 
performance of sensors under standardized real-world conditions has been an impor-
tant task over the years. Several norms, standards and procedures were devel-
oped, such as ISO 15839:2003 [9], or UK-MCERT [10] or the US-EPA ETV [11] 
(unfortunately ended 2014). National standards can be found in many countries 
globally. 

Still, in reality, waters can change concentration and composition quickly, and 
resulting signal-concentration-ratios or matrix-related cross-sensitivities are almost 
impossible to mimic in a laboratory environment. From a manufacturer’s perspective, 
the effort of testing a sensor against these national and international norms is a 
risky challenge, as any certificate would only open one market, but the cost of such 
testing often outweighs the triggered commercial advantage. Especially for small 
manufacturers, the hurdle of national certification is disruptive. 

The acceptance of online methods for regulatory and compliance purpose is a slow 
process, which has not greatly advanced during the last 20 years, with exceptions 
such as amperometric free chlorine measurement by the US-EPA [20], and turbidity 
standards by ISO [22] and by US-EPA [23]. 

13.2 Water Quality Needs Data Quality 

An overview of the terminology used in the following chapter gives the ISO 15839 
[9] norm. Percentage numbers indicated here are based on experience and application 
data collected over the years by the authors and co-workers; evidence can be provided 
upon specific request.
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13.2.1 Reproducibility and Precision 

When repeating a measurement with the same instrument in the same medium under 
same conditions, the result should always be the same—then we can call the instru-
ment precise. Typical sources of “noise” are volumetric addition of reagents, oxida-
tion/reduction steps, pumping, timing, cross-talking, fouling, etc. Therefore, in order 
to achieve highest reproducibility, any instrument-internal sources of noise should 
be eliminated at first. 

Only simple, solid state instruments can perform at highest precision: Precision 
can be achieved at ±1% over long periods of time with a solid state, self-referencing, 
self-cleaning optical sensor. One special example is [25], Krycklan Research Catch-
ment portal https://data.krycklan.se/. A UV–Vis spectrometer was left in surface 
water over the winter. When taken out and its baseline checked, the baseline was 
perfectly at zero. After one year continuous operation without any intervention, the 
Total Organic Carbon (TOC_eq) was +/−1% of the lab. Such level of stability is 
reserved to solid state optical measurements. Figure 13.2 quite drastically confirms 
the superiority of a solid state optical sensor in terms of precision, compared to a 
“classical” oxidizing process analyzer. 

Both analyzers were installed in a groundwater well near the Danube river, under 
changing hydraulic conditions: The “noise” of the classic analyzer (green dots) is 
about 8 times higher than of the spectrometric sensor (red line). The spectrometric 
sensor can detect relevant micro-fluctuations where the analyzer can only see major 
trends, and some fluctuations after data filtering (if the noise is “white”). 

Fig. 13.2 Comparison of a UV–Vis spectrometer with process analyzer. LIFE99 ENV/A/403, 
Univ.f. Life Science, Vienna, AT [26]

https://data.krycklan.se/
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13.2.2 Accuracy and Error—Who Is Right, Who Is Wrong? 

“Accuracy” is a parameter that can be resolved by agreement: Every norm is an 
agreement and can be replaced by another, more efficient one, if all involved parties 
agree. 

Error is defined as the deviation of a “surrogate” measurement, i.e. of a sensor 
installed in the field, from a reference measurement following a norm. A small error 
indicates good accuracy. 

But is it so simple to tell who is right and who is wrong? 
In any accuracy/error analysis, the accumulated Total Error of the two compared 

Measurements (TEM) must be considered. Major error contributors are: Representa-
tivity of sample; sampling synchronization; transport and storage incl. stabilization; 
error of the reference measurement; calculation errors. All these errors accumulate 
in the reference measurement chain, while the online method is free of most of them. 
Typically, depending on measurand and conditions, 70–90% of the TEM derives 
from errors outside the laboratory. For organic carbon parameters such as TOC, an 
average error of ±5% of the measured value in a defined range can be achieved by 
a well trained team under good conditions, at one location over a controlled period 
of time, i.e. during a specific campaign (Fig. 13.3). 

Correlation between lab and online measurements was extremely good. The errors 
of both methods behaved very much like “white noise”, meaning that by doing 
more measurements, the correlation would always get tighter tangentially, as there 
is minimal systematic residual error on both methods respectively. The internal error 
of each method is expressed by the standard deviation, and the online method is 2.5 
times better than the reference method. The combined error can not be smaller than 
that of one method, therefore the combined standard deviation cannot be lower than

Fig. 13.3 Danube river monitoring, from LIFE99 ENV/A/403, Univ.f. Life Science, Vienna, AT 
[26]
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of the reference method. Often, the reference measurement’s TEM limits the quality 
of the correlation.

Such great performance can be celebrated in the scientific literature; but will 
cause frustration if established as the yardstick for “real-world” monitoring, after the 
campaign is over and the scientists have left the plant or project. Under real-world 
conditions, an error of ±10% should be considered very satisfying for totalizing 
organic carbon measurements. However, for parameters that i.e. involve solids, such 
as Total Suspended Solids TSS, or bio-oxidation, such as Biological Oxygen Demand 
(BOD_x), even such performance is hard to achieve under real-world conditions. 

13.2.3 The “Smart Water” Paradigm—A Plea 
for Comparability 

Parameters such as precision, accuracy, stability, linearity, etc., have established to 
qualify the performance of stand-alone probes in applications such as discharges into 
receiving water bodies. 

As one example, the corresponding author has developed an evaluation method 
and chart [27] in close vicinity to ISO 15839 [9], in co-operation with Conagua, 
the Mexican water authority. The evaluation chart contains a “Sensor Performance” 
score based on (a) Accuracy, (b) Drift/Bias, (c) Stability, (d) Response time, and 
(e) Availability; and an “Applicability” score describing fitness of a parameter for 
(a) compliance reporting, (b) pollution load invoicing, (c) spill detection; all this for 
evaluation of industrial emission monitoring systems. More information is available 
upon request. 

However, when operating many sensors in a network, “comparability” becomes 
the critical performance indicator. In a network of complex process analyzers, good 
comparability will hardly be achievable. To make such a network comparable, a 
substantial training- and quality assurance system needs to be established, which 
often goes beyond a reasonable cost-effect ratio. 

We need to re-think sensor qualification when we think “smart water”. But also 
for compliance monitoring and reporting, trend analysis, scientific research, and 
last not least, any fees upon discharge, comparability is even more essential than 
extreme local accuracy—which traditionally has been promoted by laboratories. 
Good comparability allows to set measurement values from several sensors on the 
same scale (a) over time and (b) over location, if all sensors are applying the same 
“precise”—but not necessarily “accurate”—measurement method. 

So, how can comparability be reached in sensor network applications? Only the 
most simple, reliable, precise and with that comparable sensors should be used. 
Solid-state sensors might not be super accurate in a sense as described above; but 
they are comparable—because they all behave the same way in the same medium. 
And only after comparability comes interpretability.
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13.2.4 Real-Time Data Validation 

Never enough effort can be invested into real-time validation of measured data; 
which is considered one of the major bottlenecks with broader implementation of 
water quality sensors. 

Over the last two decades, quite some research has been invested into tools for 
time series analysis. Examples are [28] who published a manual for—off-line—time 
series analysis. Horsburgh et al. [29] provides a functional introduction into the topic 
before inviting to use their open source software base https://github.com/ODM2/ 
ODMToolsPython as a starting point for off-line analysis and data validation. 

A well proven commercial product is the real-time data validation tool “vali::tool”, 
from s::can Messtechnik GmbH, Vienna, AT (www.s-can.at). It is a self-learning soft-
ware that runs on their local controller, analysing data streams from any connected 
sensors, predicting the most probable next value, detecting and even correcting 
anomalies such as inconsistent noise levels, outliers, sudden jumps, data gaps, and 
others. Figures 13.4 and 13.5 give examples of raw data time series together with 
validation results [30]. 

Fig. 13.4 Outlier detection: The algorithm estimates an upper and lower tolerance limit around 
the prediction for the next parameter value. Values outside the tolerance are outliers (marked with 
dashed circles, and ignored). The tolerance limits are automatically adapted to prediction errors 

Fig. 13.5 Noise detection: The algorithm measures deviations of the parameter values from a 
smoothed time series to estimate and predict the noise level. Deviations from typical noise levels 
are often an indicator of installation problems such as in this figure, where the elevated noise level 
after 04/18 was the result of the monitoring station partly falling dry

https://github.com/ODM2/ODMToolsPython
https://github.com/ODM2/ODMToolsPython
http://www.s-can.at
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13.3 Substances, Tools and Applications 

Investment into R&D of new sensing devices has exponentially grown over the last 
two decades, nevertheless, the way how we are monitoring water quality has not 
(yet) changed dramatically. Maybe with the two exceptions that (a) optical oxygen 
sensors took over the market (which didn’t very much change the reach of application 
of oxygen sensors), and (b) that real-time UV–Vis spectrometry became a broadly 
accepted method and tool. Some 20.000 UV–Vis sensors opened new sectors of water 
monitoring. Generally, field instruments became digital, (slightly) more intelligent, 
more practical to use, and more communicative. 

The organic carbon group still is the number one pollutant in many countries 
globally; in other countries, nutrients (nitrogen- and phosphorus–based) have taken 
the number one position; once this problem is more or less under control, concerns 
are focussing on micropollutants such as pesticides, and “emerging contaminants”, 
such as pharmaceutical residuals, hormonally active substances, microplastics, etc. 

Summarizing the most popular parameters, UV-spectrometry has established for 
turbidity, TSS, colour, organics, nitrate/nitrite, hydrogen sulphide, and event detec-
tion; fluorescence for algae (species), oil in water, and organics fractionation; fluo-
rescence and luminescence for dissolved oxygen; electrochemical sensors for pH, 
redox, ammonia, nitrate, and chloride; for total phosphorus/phosphate, as well as for 
organic nitrogen, we are missing real-world solid-state sensors. In the reminder of 
this chapter, we had to remove with regret parameters that should have been included, 
mainly pH and disinfectants such as chlorine, simply because of lack of space. 

13.3.1 UV–Vis Spectral Sensors 

We can group optical instruments by measuring principle: Light absorption (UV, 
Vis, NIR), emittance (fluorescence, luminescence), scattering (turbidity, TSS, 
flow cytometry), and vibrational scattering (Raman [108], MIR, IR). 

13.3.1.1 Instrumental Principles 

Many articles have been published about technology and applications of probe-type 
UV–Vis spectrometers. The related instruments and methods have established quite 
well, and found some acceptance in international and national norms. A comprehen-
sive overview of the technology, methods, and potentials can be found in [31, 32], 
more in [33–36]. 

Figure 13.6 illustrates the most popular substance groups that can be detected in 
the UV spectrum: Organic carbon compounds, single aromatic contaminants BTEX 
and phenols; ions (NO3/NO2, CrVI, HS−), and in the visible spectrum turbidity, 
TSS, and colour. An important feature is that due to the simultaneous measurement
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Fig. 13.6 Substance/groups in the UV–Vis spectrum 

of solids (and fractions thereof), a UV–Vis spectrometer can reliably distinguish 
between the particulate and the dissolved fractions of organics. 

A practical hint goes to operators of spectrometer probes: There is an estab-
lished attitude with operators to immediately calibrate a sensor when the displayed 
value deviates from expectation. This approach origins from the use of pH sensors, 
which need to be calibrated regularly due to aging of sensor components (membrane, 
electrolyte). If applied to a 2-beam submersible spectrometer, we would call this 
“emotional calibration” as it does not need to be calibrated due to its non-drifting 
measurement system, as illustrated in Fig. 13.7. 

Whenever a deviation from the expected value is being observed, calibration is not 
the right answer but will only overpaint a deviating status. The one important check 
with a spectrometer is to verify whether the measured UV–Vis spectrum is correct 
and linear, using distilled water or a zero filter, and a standard filter/liquid standard. 
If this is provided, the following points need to be checked in order of importance:

Fig. 13.7 Wear in the optical measuring path is being compensated by the internal beam



13 Smart Sensors for Smart Waters 305

1. Fouling on the optical windows (precipitation of minerals, attaching of oil and 
grease) 

2. Problem with installation (i.e. gas bubbles at windows) 
3. Problem with reference measurement (laboratory or quick test) 
4. Use of wrong calibration algorithm, “global calibration” algorithm not fit to 

describe the medium 
5. Substantial change of water composition, so the used calibration algorithm fell 

out of its validity 
6. Instrument malfunction 

“Classical” UV–Vis probes with high-resolution detectors and broad band UV 
light sources have found their niche and will remain useful for at least another two 
decades. The next generation, however, based on LED-array light sources, is going 
to open a bigger volume market. Prices will drop dramatically with volume, and UV-
LED technology will revolutionize the low-cost “smart water” market in the near 
future (Table 13.1). 

The first probe of the LED generation came from s::can Messtechnik GmbH. 
It was the only instrument on the market that combined 180° spectral absorption

Table 13.1 Comparing the 
main differences between two 
spectrometer-types 

High-resolution 
spectrometer 

LED-based 
spectrometer 

Dynamic range, abs ca. 2,5 ca. 1,8 

Resolution 254 pixel, fixed <10 pixel, 
variable 

Range, ca 200–800 nm 245–900 nm 
(≥230 nm) 

Light source Xenon LED-Array 

Detector fibre-optic high res. 
spectrometer (180°) 

Two 
integrating 
photodiodes 
(180°/90°) 

COD, TOC, DOC Yes Yes 

Nitrate, Nitrite Yes No 

Colour Yes Yes 

Single substance 
detection 

Yes No 

90° turbidity No Yes 

Anomaly and event 
detection 

Yes No 

Weight ca. 1100 g ca. 400 g 

Size (length) ca. 45 cm 25 cm 

Energy consumption Low Very low 

Market price, ca. e 7.000–12.000 3.000–6.000
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(1) Controller unit 
(2) Multi-LED array 
(3) Optical path 
(4) 180° and 90° photodiodes 

Fig. 13.8 An LED based spectrometer probe 

measurement with 90° scattering to comply to DIN 38404-3 [21] for UV  (SAC)  
measurement as well as ISO7027 [22] and EPA180.1 [23] for turbidity (Fig. 13.8).

13.3.1.2 Organic Carbon Matters 

“(Natural) organic matter”, “Dissolved Organic Matter”, “Total/Dissolved Organic 
Carbon”—all attempts to summarize a group of substances that have in common 
to be the source of all life on earth, but also can be a threat. They cover a wide 
range of substances and can be naturally water-born, naturally terrestrial born, or 
anthropogenic. 

The COD (chemical oxygen demand) is the most regulated pollution param-
eter globally, and limited in almost every effluent discharge norm. No direct toxi-
cological effect can be attributed to COD, as it summarizes a broad diversity of 
substances from harmless carbohydrates to i.e. highly toxic pesticides. The reason 
to limit organic loads is to not overstress the sequential ecological or technical water 
systems. EU 2000/60/EC [16] indicates in Annex VIII: [49] “Substances which have 
an unfavourable influence on the oxygen balance (and can be measured using param-
eters such as BOD, COD, etc.).” Eventual toxic effects, however, might rather occur

Fig. 13.9 Organic and inorganic matter by detectability, and principle of “matrix adaptation” 
(Weingartner based on [31])



13 Smart Sensors for Smart Waters 307

in the same matrix with organic carbon peaks, and therefore COD peaks should also 
be responded to due to toxicity suspect.

COD, Total Organic Carbon (TOC) or Biological Oxygen Demand (BOD) are 
the traditional totalizing parameters to measure—a certain portion of—the substance 
group, each of them with their advantages, limitations, and applications. There are 
several sensors for online and in-situ monitoring of those parameters. Amongst them, 
UV–Vis spectrometry can either be co-related to those traditional parameters, but 
also be applied for further fractionation of organics, and with that, goes far beyond the 
classical totalizing analysis. Due to the diversity of molecular structures of organic 
and mineral compounds detectable in the UV–Vis, this is a broad and quickly evolving 
field (Fig. 13.9). 

By what we commonly call “calibration”, we expand the domain of UV visible 
compounds into the domain of compounds that actually do not absorb light. This 
procedure expands the solid red frame “UV” to the dotted red frame “UV-calib.”, 
by just applying a factor. Actually, the term “calibration” is not correct here because 
“calibration” compensates the aging of sensors over time; instead we should use the 
term “matrix adaptation”. Substantial fluctuation of the organic matrix will have an 
influence on accuracy, and matrix adaptation will be needed in case of high accuracy 
expectation (Table 13.2).

Table 13.2 General overview of organic groups by detectability (Weingartner based on [31]) 

Substance group COD BOD TOC UV ALL 

Saturated compounds 1 1 2 0 2 

Aliphatic unsaturated hydrocarbons 2 2 2 1 2 

Aromatic compounds 1 0 2 2 2 

Acids 2 1 2 1 2 

Aldehydes, ketones 1 1 2 1 2 

Alcohols 2 1 2 0 2 

Phenolic compounds 2 1 2 2 2 

Aliphatic amines 1 1 1 0 2 

Aromatic amines 1 1 2 2 2 

N unsaturated heterocycles 0 0 2 2 2 

S unsaturated heterocycles 1 0 1 2 2 

Humic-like substances 1 1 1 2 2 

Total conversion 63% 42% 88% 63% 100% 

2: 90–100% conversion or high UV absorption, or UV absorption after photo-oxidation 
1: Partial conversion or partial UV absorbing compounds 
0: Non-detectable (no conversion or no UV absorption)



308 A. Weingartner and J. Raich

Measurement of TOC using strong chemical or photocatalytic oxidation is the 
most complete converter. However, UV-spectrometry is the only realistic method to 
be used on-line and unattended in the field at reasonable cost. It gives a comprehen-
sive and stable approximation if operated properly, to monitor most municipal and 
industrial effluents, and provides good agreement with TOC in surface-, ground-, 
and drinking waters—but sure has its limitation at largely fluctuating matrices.

It might be time to accept online “surrogate” methods as independent standards, 
and not just in reference to normed methods. All normative detection methods to 
monitor organic carbon have their limitations, do not reflect 100% of the organic 
carbon, and are not suitable for broad field use. The introduction of a “UV-spectral 
COD” standard would be just another convention, a useful, simple and comparable 
standard for “smart water” applications, always taking into account the limitations. 

As an alternative to detect abnormal organic composition and with that, potentially 
toxic spills, the use of the UV-spectrum as a “fingerprint” of the water matrix in a 
generic way is receiving more and more acceptance, such as in the India guidelines 
for industrial effluents [19]. Anomalies in the UV-spectrum compared to a trained 
baseline can serve as an alarm that can escalate immediate action, and/or trigger 
automatic samplers, in all kinds of waters [37–42, 99, 100]. 

13.3.1.3 Phenols, Phenolic Compounds, Phenol Index 

Due to the strong chromaticity of the aromatic ring, specific phenolic compounds can 
be individually assessed by UV-spectrometry, such as Alkylphenols, Chlorophenols, 
Nitrophenols, or Polyphenols. The total concentration can be used to characterise 
industrial wastewater discharges, expressed by the popular “phenol index”, as in 
ISO 6439:1990. However this analytical procedure is complex and not quantitative, 
as some phenolic compounds do not fully react. A simpler alternative for the rapid 
estimation of the “phenol index” is the UVSD method based on UV-spectrometry, 
as described in [32]. 

13.3.1.4 BTEX—Benzene, Toluene, Ethlybenzene, Xylene 

The expression BTEX is summarizing benzene and its alkyl derivatives toluene, 
ethylbenzene, and xylenes. Due to their aromatic structure and chromaticity, they 
can be directly detected and quantified by UV-spectrometry. Their UV-spectra are 
finely resolved and relatively expressive, so detection is possible even against a strong 
matrix (Fig. 13.10).
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Fig. 13.10 UV spectra of benzene, toluene, and ethylbenzene [from 31] 

13.3.1.5 Oil-In-Water, Hydrocarbons 

Oil, in all its forms and occurrences, is one of the globally most feared types of water 
pollution. It can result in harm to the aquatic environment, be toxic to water treatment 
plants, can cause health issues to humans, and will generate bad publicity. Therefore, 
in most countries of the world, the discharge of water contaminated with oil and all 
types of hydrocarbons to natural waters as well as to sewer systems is forbidden, or 
at least regulated. Thus, there is a need to monitor—and detect—(the absence of) oil 
in water, or specific fractions of it. 

In the EU, the dangerous substances directive 2006/11/EC [17] defined: “Persis-
tent mineral oils and hydrocarbons of petroleum origin”—which is redundant with the 
now in force EU 2000/60/EC [16] Framework Directive and 2013/39 [15] as amend-
ment. A direct toxicological effect cannot be attributed to Oil-in-Water, as it summa-
rizes a broad diversity of substances from rather harmless (but un-aesthetic) fat-and-
grease compounds to highly toxic PAHs, MTBE, etc. The toxicity profiles of several 
petroleum products are i.e. discussed in “Petroleum Products in Drinking-water” in 
WHO [12]. 

The detection and quantification of Oil-in-Water can be expressed i.e. as “Total 
Hydrocarbons”, “Oil-in-Water”, “Oil-and-Grease”, “Petroleum derived Hydrocar-
bons”, “Total Petroleum Hydrocarbons” (TPH), BTEX, PAHs, or others. The detec-
tion is normally defined by the method such as ASTM D3921-96(2011) [18], and/or 
by reference standards. A large portion of oil is contained in droplets and must be 
dissolved before analysis, thus is not directly accessible to in-situ sensors. Floating 
oil can be detected by relatively simple floating devices, looking at distinct differ-
ences of physical properties between oil and water such as the dielectric constant; 
conductivity; capacitance; multi-frequency acoustic properties, and others.
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Only the very small dissolved portion can be detected by in-situ optical sensors. 
It includes compounds such as BTEX, NPDs, organic acids and phenolics, often 
detectable both by UV–Vis spectrometry and fluorescence. An important limitation 
for both methods is that most aliphatic compounds are not detectable (see Fig. 13.9) 
because of a lack of chromophores. The more refined an oil, the less detectable it 
will be by direct optical methods. 

Quantification of Oil-in-Water by simple optical sensors would only be possible 
in a stable matrix, which is never the case in industrial, municipal or receiving waters. 
Therefore the given concentration values are to be considered indicative, confined 
to detect events and to alarm on high concentration of Oil in Water—at ppm, but 
not ppb level—and i.e. trigger the taking of a sample. Reliable real-time alarming 
on oil spills by simple optical methods, however, is an important contribution to 
pollution control, and should be implemented in all industries that have the potential 
of releasing oil/hydrocarbons with their effluents, and at all surface water intake 
infrastructure. 

13.3.1.6 Hydrogen Sulphide 

(Hydrogen) sulphide occurs both naturally and from human-made processes. It is 
associated with sewers and waste water treatment plants, manure-handling opera-
tions, pulp and paper operations, etc. Apart from toxic and smelling fumes, sulphide 
in aqueous form is corrosive and destroys water infrastructure. 

Only the HS- species can be detected by UV spectrometry, but not the H2S, which 
is the reason why at pH lower than 9, combined with fluctuating pH, the pH must 
be measured and results adjusted [95]. If pH is lower than 6 and/or constant, the 
standard calibration will be sufficient. UV-spectral monitoring became a standard in 
sewer projects to control chemical dosage for sulphide control [94]. 

13.3.1.7 Chromium VI 

Chromium is associated with negative effects for the environment and human health, 
sadly reflected i.e. in the horrible poisoning of ten-thousands of people around the 
India leather capital of Kanpur. Cr(VI) is a suspected carcinogen and causes allergic 
contact dermatitis at low concentrations. Acute and chronic damage to the aquatic 
environment, as well as to soils, plants, plant-eating animals and humans is observed, 
by further accumulation consequential to re-use of contaminated water in agricul-
ture. The ratio of chromium(III) to chromium(VI) varies widely, and relatively high 
concentrations of the dangerous (VI) species can be found locally in ground waters.
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For online field measurement, there is no reliable quantification down to the 
limit relevant for human health (50 µg/l) [13]. However, Cr(VI) can be detected by 
spectral sensors by its absorption peaks at ca. 270 nm and 370 nm. The distinguishing 
of Cr(VI) from overlapping compounds is not a simple task, which is why Cr(VI) 
must be considered a research parameter, but useful after individual local evaluation 
and calibration; and for alarming and triggering an auto-sampler. 

13.3.1.8 UV-Spectral Fractionation of Organics 

A very promising field of research is the correlation of UV-spectral features to organic 
fractions, classes or species and their characteristics such as chemical composi-
tion, molecular size, geo-origin, source discrimination, oxidation state, reactivity and 
biological degradability, but also their technological behaviour, i.e. during treatment 
and distribution. An advantage of in-situ UV–Vis spectrometry is that the technology 
is affordable, reliable and well proven, so the progress mainly depends on reliable 
reference analysis of organic fractions, and on intelligent algorithms to distil the infor-
mation from UV spectra. For further reading we recommend [44–49, 53]. [50] builds 
a bridge between UV-spectral and fluorescence fractionation of organics, and [66] 
give an overview of organic fractions as observed in diverse effluents (Fig. 13.11). 

Fig. 13.11 Clusters of 
organics defined by their 
DOC concentration versus 
UV-spectral slopes, which 
allows allocation of their 
origin [66]
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Table 13.3 Spectral gradients for “technological fractionation”, SA Water [107] 

Parameter Interpretation 

A254 Standard UV absorbance parameter 

A254/A202 Ratio of absorbencies at 254 and 202 nm, a measure of activation of 
NOM (can be affected by the presence of nitrate) 

d A290 
dλ

First derivative of absorbance at 290 nm, sensitive to the concentration 
of chlorine and NOM properties 

d2InA290 
dλ2

Second derivative of the logarithm at 290 nm; sensitive to chlorine 
concentration 

d2 A310 
dλ2

Second derivative of absorbance at 310 nm, a potential measure of 
chlorine concentration 

In A350 Logarithm of absorbance at 350 nm, sensitive to NOM concentration 
and activity 

d In A330−370 
dλ

Slope of logarithms of absorbance in the 330–370 nm region, expected 
to be a measure of the molecular weight of NOM and its activity 

ASl 
ASI = 0.56 ( A254−A272) 

(A220−A230) 

Absorbance slope index, expected to be a measure of the molecular 
weight of NOM and its activity 

13.3.1.9 Technological Fractionation 

For describing technical water applications, we suggest the term “technological frac-
tionation”, which allocates properties to identify and quantify organic’s technolog-
ically relevant behaviour, such as: Biodegradability, (filter) adsorbability, coagula-
bility, reactivity with chlorine to form disinfection-by-products, and others (Table 
13.3). 

Like for SA Water, such indicators can be extremely helpful for operators who 
try to optimize the design and operation of treatment plants and distribution systems. 
Further investigation and comparison to findings of other researchers at different 
water sources is encouraged, to evaluate and probably standardize some of these 
indicators to make them accessible and useful for water operators and managers. 
Concrete applications of technological fractionation are described in Sect. 13.4. 

13.3.2 “Indirect” Spectral Measurement 

13.3.2.1 Disinfection-By-Products (DBPs) and Their Precursors 

DBPs are a complex group of substances, with the group of Trihalomethanes (THMs) 
as the most regulated. They occur when a disinfectant reacts with organic matter,
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Fig. 13.12 Lake water “delta spectra” with increasing negative (!) absorption, starting after 5 min. 
reaction time [74] 

building “halogenated” organic molecules. Long term toxic (cancerogenic and muta-
genic) potential is attributed to this group, which is why the accepted limits are quite 
strict between 50 and 100 ppb globally. For operators with high and/or reactive TOC 
in their source water, it can be headache to maintain this level, and to keep a balance 
between hygienic safety and toxic risk. The dosage of disinfectant is normally kept 
high as a first priority to maintain hygienic safety, meaning that there can be phases 
of over-dose during periods of low TOC. During such phases, levels of DBPs can 
and often do go beyond allowed limits. 

The exact quantification of DBPs is reserved to the laboratory. Delta UV-
spectrometry can be an alternative for field monitoring: DBPs are not directly 
detectable in the UV spectrum, but the change of the organic matrix during oxidation 
is reflected by a reduced signal, which can be used by comparing spectra before and 
after oxidation (Fig. 13.12). 

Korshin [73] discovered this interesting phenomenon, and continued to develop 
methods for identification [74], while [71, 72] investigated the suitability of the 
parameter in full scale. Stéphanie and Caetano et al. [75] report of correlations better 
than 90% for THMs and haloacetic acids (HAAs), by using the established parameter 
of delta 272 nm. 

13.3.2.2 Phosphorus and Total Nitrogen 

Even if a method is “blind” for a target parameter, information could be implicit 
or hidden. That could be a “pattern” or “fingerprint” of measurable parameters of 
the catchment area that are correlated to the target parameter. Such extrapolation we 
would call indirect or implicit measurement.
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Fig. 13.13 Total nitrogen 
predicted by 
UV-spectrometry [76] 

Nitrogen-, carbon-, and phosphorus-compounds and suspended solids were target 
substances in long-term observations at the University of North Carolina [76]. 
Spectrometric sensors were operated in the river/marine/brackish environment, and 
samples taken, via an innovative sampling platform. 

DOC and NO3 always correlate well to lab measurements. The achieved correla-
tions indicate diligent work of all involved actors, and their use of optimized algo-
ithms. This is not unexpected because these parameters exhibit strong enough signal 
for differenciation against a fluctuating background matrix. 

Surprising is the correlation to total phosphorus and total nitrogen by spectrometry 
as shown in Figs. 13.13 and 13.14.

Fig. 13.14 Total phosphorus 
predicted by 
UV-spectrometry [76]
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Phosphorus is not visible in any part of the UV–Vis spectrum, neither is the organic 
part of total nitrogen. But how could the researchers establish reasonable models for 
these parameters, considering the extremely dynamic measuring situation influenced 
by a tidal and seasonal mix of river, brackish and marine waters? In case of nitrogen 
(TKN), it can be assumed that the concentration of organic nitrogen is relatively small 
in such application compared to the mineral nitrogen fraction (which is detected by 
spectrometry), so the introduced noise is not getting dominant. In case of phosphorus 
(TP), the relationship is more delicate, because it seems that phosphorus comes 
synchronized with substances that produce a distinct absorption signal in the UV– 
Vis spectrum, and with that, reflect the characteristics of the dynamic catchment. It is 
established that much of the total phosphorus TP will come attached to small particles 
and colloids and therefore will correlate to the visible part of the spectrum, which 
can at least partly explain the r2 of 73%. One could then argue that this relationship 
is accidental and not functional, just learning behaviour of the past while predictive 
quality remains fragile. However considering that the data spread over all seasons, it 
can be assumed that for this specific catchment, the correlation might be quite robust. 
For sure, the found algorithms will not be transferable to other catchments, but will 
require at least to be evaluated and validated, however, could be useful indeed.

These results receive further support by researchers working with real-time moni-
toring of solid-surface stormwater run-off, who also were able to establish prediction 
of substances that are invisible in the UV–Vis spectrum, such as phosphate or total 
nitrogen [67]. Carreres-Prieto et al. [43] established models based on data from 43 
WWTPs using genetic algorithms and found correlation of 74% for total nitrogen 
TN and 71% for TP (total phosphorus), using a cost efficient low resolution VIS 
spectrometer (380–700 nm). 

13.3.3 Light Scattering Technologies 

13.3.3.1 Turbidity and Particle Speciation 

The interest behind measuring turbidity is to know the concentration and weight 
of particles; after that, learn about the size of the particles and its distribution, and 
finally, about their form and shape. A detailed overview of the physical foundation 
provides [64]. 

ISO7027 [22] and EPA180.1 [23] are the standard methods to measure turbidity 
in drinking water in Europe and USA, respectively. The methods differ in several 
important details, which is why the results of both measurements are never 100% 
similar. Generally, EPA180.1 is a robust method but as it uses broad band white 
light, is prone to cross-sensitivity to colour; while ISO7027 uses a narrow band light
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source at 880 nm and therefore is robust against colour, but less sensitive to the 
smaller fraction of solids. 

The main problem with 90° scatter turbidity is that it is not linear to solids concen-
tration (TSS), and smaller particles are causing more 90° scatter per mass than big 
ones. The potential of 180° spectral scatter turbidity is in its linearity over a much 
wider range, because the turbidity spectrum—a 3rd order polynomial—adapts to 
concentration and particle size [68]. 

In Germany, the parameter AFS63 (particles between 0.45 and than 63 µm 
size) has established through DWA-A102/BWK-A3, for evaluation of stormwater 
discharges, based on the finding that most of the contaminating pollution into a 
receiving water is attached or adsorbed to this fraction [69]. Recently, this parameter 
received particular attention due to its correlation to microplastics concentration [70]. 
However, there is no established method yet to determine AFS63 online; UV–Vis 
spectrometry is a candidate offering features that can be compared to particle size 
distribution [68]. 

Turbidity sensors can be made extremely cost efficient and are already installed in 
every day appliances such as intelligent washing machines, and thus are candidates 
for “smart water” applications. Interesting is the overlap of turbidity with organic 
colloids in the range of 350 nm, which still uses affordable LEDs but provides more 
information than the isolated turbidity signal at 880 nm [43]. 

13.3.3.2 Refractive Index 

A microfluidic sensor by Optiqua https://optiqua.com/ uses refractive index spectra 
detected on a MEMS chip. It detects comparative deviations from a baseline and is 
can be inserted into water pipelines. 

13.3.3.3 Flow Cytometry 

Flow cytometry (FCM) is an important optical method to check the microbiolog-
ical composition of water, by counting, sorting, and characterizing the single cells; 
basically by shooting laser light onto a sample, and detecting light scatter and fluores-
cence. Applications are in water treatment, distribution, and reuse. Nearly 300 studies 
between 2000 and 2018 applied FCM to water quality assessment [109]. Automated 
and standardized FCM data collection and analysis methods are still missing, as well 
as standard methods and resources to support comparability of results.

https://optiqua.com/
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13.3.4 Fluorescence Spectroscopy 

Over the last decade, fluorescence spectroscopy received a lot of attention in the 
scientific world [56]. Focus has been on identification and classification of pollu-
tion, microbial/hygienic investigation, emerging contaminants detection, oil in water, 
algae, and some more, all of them related to fractionation/speciation. A technology 
trend has been 3D EEM (Excitation-Emission-Intensity) (Figs. 13.15 and 13.16). 

Fig. 13.15 Left: 3-D EEM 
graphs plot excitation spectra 
against emission spectra, 
with the third axis 
representing Raman scatter 
intensity (in RU Raman 
Units) represented by colour 
[53] 

Fig. 13.16 Exemplary comparison of two different water types: Creek water and WWTP effluent 
[62]



318 A. Weingartner and J. Raich

Table 13.4 Adapted from [62]: Overview of substance groups distinguishable by fluorescence 
indices 

Peak Wavelength nm Description 

A Ex260 
Em 380:460 

Terrestrial humic-like, high molecular weight, aromatic humic, 
hydrophobic acid fraction (HPOA); always high in wetlands and 
forested environments 

B Ex275 
Em310 

Tyrosine-like organic compounds, associated with amino acids and 
hydrophobic neutral fraction (HPON); indicates more degraded 
peptide material 

T Ex275 
Em340 

Tryptophan-like organic compounds, associated with amino acids, 
hydrophobic base fraction (HPOB), and hydrophilic acid fraction 
(HPIA); indicates less degraded peptide material 

C Ex350 / Em420:480 High molecular weight, humic-like compounds; high in terrestrial 
environments 

M Ex312 / Em380:420 Low molecular weight, marine humic-like compounds 

Chla Ex265 / Em696 Chlorophyll A 

I Ex 260 / Em 290 Due to Ibuprofen 

Peaks A, C and M represent humic-like, natural origin peaks which are known 
to be associated with aromatic C bonded structures in humic and fulvic acids, while 
peaks B and T are associated with microbial sources of organic matter, aromatic 
amino acids and other fluorescent compounds, and can be of natural or anthropogenic 
origin. Such “heat-curves” provide interesting images of organics composition and 
fractionation, and allow to visualise a complex matter. The coloured peaks represent 
classes of organics, and often co-relate with the fluorescence pairs of Table 13.4. 

Current topics in fluorescence research are: 

– Characterisation of natural organics [55, 63] 
– Characterisation, discrimination, speciation, and origin of waste water into 

receiving waters [54, 57] 
– Detection of microbial and faecal contamination including E. coli [60, 61] 
– Correlation of 3D-EMM to “emerging contaminants” and micropollutants [52, 

58, 59] 
– Detection of oil in surface waters, and its fractionation 
– Transfer of 3D-EEM fluorescence data to portable fluorimeters [62] and to UV– 

Vis spectral sensors [50]. These optical methods are based on the same opto-
chemical principles, so the results of the more complex laboratory method might 
be useful to “calibrate” the more cost efficient field instruments. 

Some research needs are: 

– For field fluorescence probes, researchers use different wavelength pairs for 
the same claimed index/substance class, so a good starting point would be to 
standardize, to make results comparable.
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– One should be careful with the transfer of encouraging results from lab spiking 
experiments to field fluorimeters for determination of demanding parameters such 
as faecal contamination or “emerging substances”, often in the ng/l range. Back-
ground fluorescence in real waters fluctuates at a much higher level than the signal 
from the target parameter, preventing detection of those parameters. 

– UV spectra contain information similar to excitation-emission pairs, or in other 
words, what absorbs, also fluoresces. UV spectrometry is less selective but more 
stable against changes of the background matrix due to a broad coverage of the 
optical spectrum for compensation. UV spectrometers should be deployed side 
by side to fluorimeters, to assess which of the technologies is more suitable in 
which type of application. 

– Standards for quantitative interpretation of visually identified 3D-EMM classes 
are still missing, even if there are many attempts to standardise by charac-
teristics such as organic chemistry (fulvic, humic, hydrophilic, hydrophobic), 
aromaticity, biochemical class (carbohydrates, proteins, lipids, thiols), age and 
oxidation status, origin, some physical properties, and others. 

– Quantitative interpretation would make 3D-EMM really useful for water managers 
and operators, but until then, they would rather consider 3D-EMM a qualitative 
or comparative method. 

13.3.4.1 Optical Oxygen Based on Fluorescence/Luminescence 

Fluorescence based optical DO (dissolved oxygen) sensors have taken over the 
market, in process control as well as in environmental applications. Reason is 
their long-term stability and minimal maintenance needs. The traditional Clark-type 
electrochemical sensor will survive only in niche segments. 

Although it could be expected that optical DO probes will be comparable in their 
performance, stability, and cost, there are quite remarkable differences: 

(1) Zero oxygen measurement: Shortcut nitrogen elimination processes are 
becoming more and more popular in waste water treatment, and DO probes are 
crucial for process control close to the zero oxygen level. These processes are 
more likely to produce NO (nitric oxide) and N2O (nitrous oxide) than conven-
tional processes. Researchers found that some optical DO probes suffer dramat-
ically from cross-sensitivity to the produced NO, displaying a strong offset— 
in the ppm range—when there actually was zero oxygen in the medium [89]. 
The suffering probes were based on the luminescence principle, measuring 
the excited state lifetime, such as the Hach LDO (Loveland,CO), and are not 
recommendable for the low oxygen range in the presence of NO. Probes that 
are using the fluorescence (absolute intensity) principle, such as the INSITE 
(Slidell, LA, USA) Model 10 did not suffer from this cross-sensitivity, and 
were accurate down to zero DO concentration.
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(2) Maintenance: The luminescence probes need to have their membrane caps 
replaced bi-annually, and are not to be exposed to direct sunlight; routine cali-
bration is not foreseen between membrane cap changes. For the fluorescence-
intensity type of probes, there is no replacement parts at all, and they appear 
to be maintenance free for several years; routine calibration is not foreseen at 
all. 

13.3.5 Electrical Conductivity 

Conductivity is only being mentioned here because it is maybe the only one wide-
spread sensor today that can be considered established, accurate, comparable, long 
term reliable, almost maintenance free, and affordable, both by investment and by 
operation costs. It can be useful in many applications, and can even be correlated to 
other, more expensive parameters such as salinity, or sometimes even COD. 

Electrical conductivity reflects the ability of a liquid to conduct electricity, and is 
displayed in Siemens/cm. It is a measure for the total ions in the medium, but it has 
little significance for detection of pollution or toxicity, therefore must be considered 
an indicative parameter. However, it can show general trends and deviations of water 
quality, and can, especially if combined with other simple parameters such as pH 
and temperature, indicate problems with processes or water treatment steps. In some 
industries such as metal, plating, leather, and mining, it can be a good indicator for 
problems in case of high peaks, and it can support other sensor’s results in case of 
such high deviations. 

Even if probably the reach of interpretation is not very far, we always prefer to 
work with a solid set of reliable conductivity data over time than doing retrospective 
guesswork on a fragile set of i.e. ISE data. 

13.3.6 Ion Selective Electrodes (ISE), Sensors and Probes 

Due to the importance of ISE probes for the control of wastewater plants and environ-
mental applications, we give it more space here. To start with a concluding remark: 
The potential of the technology still has not been fully appreciated and developed 
until today, although a lot of research has been invested during the last two decades. 

The range of substances detectable by ISE spans from the nitrogen species NH4 

(ammonia), NH3 (free ammonia) and NO3 (nitrate) over chloride, iodide, fluoride, 
potassium, sodium, up to some heavy metals. While NO3 an NO2 can be measured 
by UV-spectrometry, NH4 and NH3 do not absorb UV light, and thus can only be 
detected by ISE. 

During the 1980s and 1990s, the reputation of ion selective ammonium sensors 
had suffered as not being reliable enough for control applications. After encouraging 
publications by some researchers [85–87] indicating satisfaction with ISE ammonia
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Fig. 13.17 Schematic of the 
ISE measurement 
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sensors, the manufacturers jumped on and started to design and market a new gener-
ation of those probes around this publicity; which remained, however, technically 
quite similar as before, mainly adding some improvements for better handling, and 
creating consumables business. The selectivity of the membranes as a critical factor 
improved only by a small margin, and is still overpainted by the noise of batch-
to-batch manufacturing quality and applicational challenges, thus was not a game 
changer. 

The principle is an amperometric measurement of the potential created by the 
target ion across a ion-specific solid or liquid membrane (the ionophore), against the 
potential on the reference electrode (Fig. 13.17). The electrical potential (in mV) 
depends on the ion’s concentration, according to the NERNST equation; on digital 
sensors, the non-linear signal-concentration equation (mV ≥ mg/L) is calibrated and 
stored on board of the probe. 

Of several, the two main methodical limitations are pH-dependency of the 
measured species, and cross interference from other ions, or specificity. The measure-
ment itself is quite reliable today, the membranes are selective and rather robust, and 
interferences from other ions are not a big problem in “normal” waters [88]. However, 
to widen the range of applications, some manufacturers added a second ion-selective 
sensor to compensate for the main interfering ion (potassium for ammonium cations, 
or chloride for nitrate anions), plus a pH sensor. With introduction of additional 
sensors, also sources of error including the “human factor” were introduced. Those 
high-end systems now need to be kept clean, checked and calibrated for two ISE elec-
trodes, one pH sensor, and one reference electrode. Not a trivial task that can only 
be recommended in specific applications, such as at the lowest end of the concen-
tration range (<1 ppm); and/or where pH is relatively high AND fluctuating; and/or
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where the ionic composition is fluctuating. Due to the additional maintenance effort, 
it became a common practise to deactivate compensating electrodes. 

Also the detection of free ammonia (NH3), the fish-toxic species in environmental 
applications, is possible, but a pH sensor must be added to distinct the species. 
Combining a UV-spectral sensor with an ISE probe, Total Inorganic Nitrogen (NO3 

+ NO2 + NH4; in Germany: N_gesamt) can be indicated. 

13.3.6.1 Practical Experience with ISE Probes 

In general, ISE sensors are less robust than optical sensors. They need regular “ccc” 
(cleaning, calibration, consumables). When combining ISEs with optical sensors 
in monitoring stations, maintenance of the ISE probe will define the frequency of 
service visits, and with that, the cost of operation. When used for plant control, the 
satisfaction level is often higher, because maintenance is a must otherwise control 
will run out of control [5]. 

The ISE probes as offered by the major manufacturers today are fit for reliable 
measurement, even if still rather complex and delicate. There is a wide range of 
experiences in the records of the s::can GmbH service department, from one large US 
WWTP where NH4 measurement was accurate over 3 years without the sensor ever 
leaving the water; to the influent of some smaller WWTPs in Italy that never could 
leave the NH4 sensor alone longer than one week during the summer period. The 
finding there: While flow in the sewer system was minimal during summer draught, 
local industries cleaned their infrastructure, using highly concentrated detergents 
and solvents—which, when arriving at the plant in almost undiluted concentration, 
quickly damaged the membranes and poisoned the electrolyte. In small systems, 
such events can become dominant. Also, some plants struggled during these toxic 
periods. In that way, sensor malfunctions can even be used to catch spills, not only 
to achieve longer service times, but to protect the plant. 

Calibration: Whenever unexpected deviation from a reference value is observed 
with an ISE probe, calibration should be done as the very last step, only after all other 
sources of malfunction have been checked according to a Standard Maintenance 
Procedure (SMP). 

We disclose here a “secret table” of potential malfunctions to be checked, an 
empirical ranking after 15 years of designing, manufacturing and servicing ISE 
probes: 

1. Conditioning / adaptation of electrodes to the ionic matrix done sufficiently 
(12 h)? 

2. Fluctuating ionic matrix and interferences / stable calibration will be difficult 
3. Mechanical stress to membranes / avoid pressure air cleaning if you can, it can 

be very abrasive 
4. Chemical stress to membranes by solvents or detergents / check occurrence in 

small sewer systems
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5. Rhythmically “jumping” values / electrical noise, “wandering currents” from 
nearby machines / check electrical connections and grounding 

6. Reference electrode drifting – often ignored / check, calibrate, use non-salt-
bridge variant 

7. Quick aging and/or poisoning of electrolyte / demanding application, very high 
or very low mineralised media 

8. Problem with reference lab measurement or quick test 
9. Electrode storage conditions unfit, or shelf life exceeded 

Another practical observation: The highest cost (risk) is unplanned maintenance, 
and with that, the time consumed for investigation of error causes. The highest 
satisfaction with ISE probes is with operators who are able to minimize unplanned 
maintenance by designing, establishing and training SMPs, to lead service staff 
through a step-by-step procedure to eliminate or reduce the “guessing-time”. 

Companies such as s::can Messtechnik GmbH provide (graphical) representation 
of those deviations, also offering simple tests, to help the operator to identify the 
problem. Next logical step would be to convert these tools into self-detecting algo-
rithms, and let the probe itself find out (a) whether there is a problem (b) what might 
cause the problem (c) how it can be cured. And with this, finally be “intelligent”.

Table 13.5 Simple cost comparison between optical and ISE nitrate measurement 

ISE NO3 Optical NO3 

Cost/year Cost/year 

CAPEX incl. 
accessories, installation 
and start-up 

e 600 6.000 e e 1100 11.000 e 

Consumables e 700 1 NH4 + 1/3 
reference 
elec. 

e 50 Cleaning 
system parts 

Check and 
clean 

e 720 Weekly 
15 min 

e 180 Monthly 
15 min 

Calibrate e 120 3-monthly 
30 min 

e 0 Never 

Exchange and 
deep check 

e 120 yearly 1 h e 120 Yearly 1 h 

Total h/yr Total 16 h/yr Total 4 h/yr 

Labour cost 60 
e/h 

Purchase, over 
10 yrs 

27% e 600 76% e 1100 

Labour cost 42% e 960 21% e 300 

Consumables 31% e 700 3% e 50 

e 2260 Total 
cost/yr 

e 1450 Total 
cost/yr
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A simple cost comparison between optical and ISE nitrate measurement in Table 
13.5 unveils a surprising economic advantage for the optical measurement. Surprising 
because the initial purchase price is substantially higher, but along 10 years of owner-
ship, the cost is almost 40% lower. While purchase is the main cost portion for optical 
probes, labour is the main cost for ISEs, however will depend on the application, and 
on competence of staff.

13.4 Turning Data into Information—Some Monitoring 
and Control Applications 

13.4.1 Control of Waste Water Processes 

The very first commercial applications of online water quality sensors were control 
applications at wastewater treatment plants (WWTPs), as the efficient control of 
treatment processes without having “eyes” in the process is difficult. Blower control 
by oxygen concentration was the pioneer application, starting at German treatment 
plants in the 70ies of the past century. Advanced or short-cut nitrogen removal 
processes today aim at minimizing energy consumption, without external carbon 
source, and minimizing the greenhouse gas production [84]. Examples are ammonia 
feed-back control [82, 83], control of sequencing batch reactors SBRs [81, 93], 
control of Anammox/Demon processes [77–80, 82, 83], nitrogen species incl. nitrate 
for effluent control [85, 90, 91], and nitrogen species, COD, TSS and sulphide for 
sewer control and management [92, 94, 95]. 

One important difference to other sensor applications is that the proper functioning 
is mission critical once the sensor is integrated into process control: A drifting sensor 
will cause a drifting process, loss of efficiency, or even compliance failure. In other 
applications, such sensor will not cause immediate problems and a malfunction 
might only be noted retrospectively. Consequentially, sensors for real-time control 
are generally more appreciated than those that are used i.e. for compliance monitoring 
[5]. With such lack of incentive, maintenance receives lower priority, and sensors are 
more prone to malfunction. 

On the other hand, perfect accuracy is not a must for control applications, but 
stable, drift free measurements that well reflect the dynamics of the process in real-
time are. 

Even if sensors are getting more and more stable and reliable, they will never 
be perfect. Therefore, for control applications, research has to focus on real-time 
detection of any malfunctions by smart algorithms (with drift detection being still 
the main challenge), corrective algorithms, preventive maintenance, and efficient 
operator communication.
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Fig. 13.18 Delta spectro-metry for profiling UV-spectral changes along a surface water treatment 
plant [51] 

13.4.2 Delta Spectrometry for Process Control 

Two on-line spectrometers are placed before and after a treatment step; the differ-
ence (delta) spectrum [37] opens a new perspective, as it allows to closely track 
minimal changes of water composition along the treatment step, and gives a more 
comprehensive picture than “classical” single parameters (Fig. 13.18). 

Without deep diving into analysis here, the delta spectra along the treatment 
profile illustrate the effect of each treatment step respectively. Delta spectra can be 
used directly to standardize the treatment target for each step, and control the process 
by tracking deviations from it. A special spectrum is the negative one (red), post-
ozonation, which is explained by the reduction of chromophores when oxidizing the 
larger organic molecules, which helps to predict Disinfection-Byproduct precursors 
[73]. 

13.4.3 Prediction of Assimilable Organic Carbon (AOC) 
by Delta Spectrometry 

AOC is a term to assess the biostability of waters, and it is closely related to the 
organic composition. Standard Method 9217 [24] is used for AOC determination. 
UV–Vis spectrometry has been tested to extract information related to biostability 
[49–51]. AOC is related to small molecular weight compounds with strong repre-
sentation of the proteins class. It has been estimated in drinking water as a small 
fraction of 0.1–9% of the TOC [96]. Regarding limitations for growth of microor-
ganism, heterotrophic bacteria did not increase when AOC was <10 µg/L, and water 
is considered biologically stable when AOC is <50 µg/L [96], referring to Kaplan 
and v.d. Kooji.
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Fig. 13.19 Correlation between predicted AOC based on delta spectra, and laboratory AOC [96] 

During oxidation/ozonation, the NOM macromolecules such as humic and fulvic 
acids are being cracked into smaller ones, and the availability of AOC and with that 
reactivity increases. This is especially important in drinking water networks that are 
operated without residual disinfectant. The resulting changes are visible in the UV-
spectrum and allow the estimation of changes in AOC concentration along ozonation, 
pellet softening, and GAC filtration, at Amsterdam Waterworks [96] (Fig. 13.19). 

Laboratory analyses of AOC concentration and UV–Vis delta spectra were corre-
lated to develop algorithms that predict the change of AOC from the delta spectra 
along the treatment process. The relation could be established for the entire treatment 
process, and less strongly, for individual treatment steps. 

13.4.4 Predictive or Feed-Forward Control (FFC) 

Predictive control systems are of great advantage when the raw water quality fluc-
tuates strongly. Based on historical data and experiments, a starting model is being 
established to predict the optimum amount of chemical to be added or other treatment 
options to achieve the treatment target. A sensor array provides real-time informa-
tion about the actual water matrix, and the model predicts the optimum dosage or 
treatment. The dosing pump or actuators are triggered by this information. Ideally, 
there is a feed-back loop from product water sensors. This way, over- as well as 
under-treatment is avoided, and the use of chemicals, energy and other operating 
materials are optimized. The model can be self-learning and constantly improving, 
to avoid drift and erratic behaviour—a “digital twin” of the process (Table 13.6).
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Table 13.6 An overview of FFC applications along a surface water treatment plant, see also 
Fig. 13.18 

Source water blending Prediction, control and neutralization 

Coagulation control Selection of best fitting coagulant and flocculant chemicals and 
combinations 

Prediction of chemicals demand 

Optimized dosage 

Feed-back control for backup strategy 

Documentation of finished water quality 

Oxidation (Ozone, AO, etc.) Predict, optimize and control dosage 

Filter Monitoring and control 

GAC Prediction of breakthrough 

Optimization of reactivation 

Membrane filters Prediction and reduction of membrane fouling [105] 

Selection of best membranes 

Monitoring and prediction of break-through 

Optimization of cleaning process and used chemicals 

Disinfection Chlorine demand prediction and control 

Disinfection By-products prediction and minimization 

Safeguard and prove hygienic control 

13.4.5 Feed Forward Coagulation Control (FFCC) 

A good overview on coagulation control basics and applications is given by US-
EPA [102]. Typically, operators are used to adjust the coagulant dose once per day, 
sometimes based on manual jar tests, and thus accept periods of overdose; under-
dose is rare in the real world as operators tend to adjust at the “safe side”. Main 
classical parameters are turbidity (NTU) and organics (T/DOC). Reduction of DOC 
is a bottleneck to reduce disinfection by-product (DBP) formation potential, often 
difficult because the dissolved organics need to be motivated to form flocs before 
they can be settled or filtered. Reductions of 30–50% would be satisfying, while 
turbidity should be reduced almost completely [103]. 

FFCC would be the “golden standard” in dynamic systems (river intakes) but still 
is rarely implemented. The advantages are: Better and more regular water quality; less 
chemical consumption because there is no overdosing; less residuals, e.g. less residual 
aluminium (Alzheimer-suspect) in product water; reduced organic substances; less 
energy for mixing, pumping, aeration, backwash; less sludge; OPEX reduction. 

The UV–Vis spectrum provides a comprehensive picture of water quality, and, 
together with innovative algorithms, can be used in a non-correlated fashion, as a 
whole “fingerprint” of the medium. FFCC based on UV–Vis-spectra has established 
in some countries such as Australia [101], New Zealand [104] and UK.
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13.4.6 Prediction of Chlorine Demand and Feed Forward 
Chlorine Control 

Prediction of chlorine demand is an extremely valuable parameter and part of 
any feed-forward control strategy. It has been investigated for several years at the 
Australian Water Quality Centre in South Australia, with interesting results [5, 
106, 107]. Chlorine demand is predicted based on spectral gradients (and with 
that, organic composition) as suggested in chapter “Technological fractionation”. 
Figure 13.20 shows a good fit between laboratory und prediction. The online measure-
ment indicates micro-fluctuations that cannot be seen by manual sampling and lab 
analysis. 

In Fig. 13.21, a sudden drop of chlorine demand was registered at around 2am, 
and it was noted that the water flow was reduced during that period. Slower plant flow 
resulted in better water quality by reduction of organic carbon content, and with that, 
less chlorine demand. In a conventional system, the dosing system would adjust the 
dose via a feed-back control loop based on chlorine residual at the outlet (red line), 
which would come 20 min. later than when using the chlorine demand predictor which 
detects the drop in demand in real-time and adjusts dosage immediately. Chlorine 
overdosing is prevented. 

Fig. 13.20 Chlorine demand 
predicted (pink) versus 
laboratory [106] 

Fig. 13.21 Chlorine dosing 
[107]



13 Smart Sensors for Smart Waters 329

13.4.7 Industrial Emissions Monitoring 

Today, only a small proportion of industrial pollution events globally are being 
detected in real-time. Reason is that real-time monitoring—i.e. of organics—is a 
rare exception in industrial discharges, and if installed, equipment is rarely main-
tained properly, and if maintained properly, it is often not streaming data into a living 
real-time alarm system. 

Manual sampling procedures are not suitable to detect such events because it is 
very unlikely that an official person will be at site taking a sample right when such 
event is happening. Because of being blind during the event, no counter-measures 
can be taken in real-time to minimize the consequences. Therefore, the often catas-
trophic impact for human health and environment resulting from a toxic spill can 
only be documented in retrospective, if at all. In addition, the regular discharge of 
polluting and toxic loads into water bodies is a constantly growing stress to the 
environment, especially because permits are typically given case by case, neglecting 
the accumulative nature of discharges along a water body. The accumulative nature 
of non degradable substances such as heavy metals in water-related compartments 
such as sediment, soil—via irrigation—and plants is often not well understood and 
not regulated, and, right in this moment, is building up at a fatal speed in “quickly 
developing (and not well controlled) economies”. In order to overcome the massive 
impact of industrial discharges into the environment, some countries have started 
implementation of ambitious industrial monitoring programs, with India monitoring 
about 10.000 industrial effluents for water quality. An overview gives https://www. 
cpcb.nic.in/ocems6/, the categorization of industries in [97]. 

The basics of these programs are at the sensor and parameter level. The (non-
published but available upon request) study [98] is meant to give some answers to 
the question: Which parameters/pollutants should be measured in which industries, 
how can they be measured, and where to set realistic limits. The focus is set on online, 
solid-state, heavy-duty, optical or electrochemical sensors, because only such sensors 
will work in industrial applications, surviving aggressive media and negligence by 
operators. 

With regard to “monetary reflection” of the polluting discharge, there are typically 
two components: Regular billing of discharged load, typically in kg or tons per time 
period, such as in many European countries; and fines for violation or substantial 
exceed of compliance limits, such as in Korea or India. An innovative approach, i.e. in 
Germany and France, is to translate substance concentrations into “pollution-units” 
(“Schadeinheiten” SE), so substances can be compared on the same scale regarding 
their polluting impact. In such a system, i.e. 20 mg/l COD polluting impact would 
equal to 0,001 mg/l Mercury, or 0.01% The polluter-pays-principle is being requested 
by the EU and international authorities.

https://www.cpcb.nic.in/ocems6/
https://www.cpcb.nic.in/ocems6/
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13.5 Trends 

13.5.1 IO(W)T—The Internet of (Water) Things 

Innovation in the water industry seems to be driven by buzz words such as “smart 
water”, “big data”, “digital transformation”, “IoT—internet of things”, etc. The inte-
gration of water quality sensors into the IoT is one mega trend happening right 
now. After about 15 years of “smart water” discussion, this trend might still be 
more industry-pushed than customer-demand-pulled, but, following ongoing market 
research [1], there is enough indicators that customer demand is taking over. 

It is not hard to predict that every sensor will have an I.P. address, will be connected 
to the “cloud”, and will talk to many other devices via the same interface. It seems a 
clear track, with advantages for operators and consumers, but it is still a long way to 
go, because in an industrial environment, conditions are demanding, from security 
questions over energy consumption to protocol standardization. 

13.5.2 Digital Twin (DT) 

The DT working group https://www.swan-forum.com/digital-twin-h2o-work-group/ 
inside the SWAN forum defines DT as follows: “A DT can be defined as an actively 
integrated, accurate digital representation of our physical assets, systems, and treat-
ment processes with a constant stream of data pairing from the physical twin for 
continuous calibration …. More concretely, a DT for a water utility is a combination 
of modelling software that utilizes data from multiple sources and usually across 
multiple departments and expertise.” 

13.5.3 Sensors for the People 

Water of safe quality should be provided in a controlled manner to each citizen of 
the world. There is no justification that even today, millions of people drink water of 
doubtful quality. Technology is needed to monitor water quality in an extremely cost 
efficient and reliable manner. Optical sensors, especially if based on LED technology, 
have the potential to be integrated into any devices that are near to the point of use, 
such as valves, pumps, water meters, even faucets, and with this become ubiquitous.

https://www.swan-forum.com/digital-twin-h2o-work-group/


13 Smart Sensors for Smart Waters 331

13.5.4 Soft Sensors—Mining the Wealth of Water Data 

Today’s sensors and sensors packages produce huge amounts of data, such as 
highly resolved UV–Vis or fluorescence spectra, fingerprinting water quality at high 
temporal and spatial density. To condense this information into single parameters to 
be able to compare with “classical” laboratory parameters is an unnecessary waste. 
Why TOC, when fractionation of organics is possible with the same instrument? 
Why TSS, when classification of particle size is possible? 

There is a huge potential in re-directing research towards better exploitation of 
data, mining of so far hidden information, use of redundancy of information for 
quality assurance, use of swarm intelligence in sensor networks to predict system 
performance and reaction, focus on baseline training and event detection, on tech-
nological fractionation for process control optimization, on better understanding of 
historical data, changes and trends in watersheds, to prepare our water system for 
the impacts of climate change, and more efficient management and maintenance of 
an expensive infrastructure. 

The data are already being produced every day, all around the world, and are 
waiting to be mined. Owners and operators of sensors could take more advantage of 
their investment, get more insight into their water processes, and use that insight to 
more efficiently manage a most valuable resource—if scientists and manufacturers 
only provided them suitable algorithms and tools. 

On the business side, there is a lot of room for start-ups to develop (self-learning) 
algorithms, tools, and apps to validate sensor health in real-time, detect anomalies, 
and even take corrective action. 

13.6 Practical Deficits—The Urgent Wish List 

– Make existing sensors better 

We can claim that we do not need novel sensing technologies at the time being, but 
we need the existing sensors to become easier to use, more reliable, better integrated, 
and more affordable. Amongst others, we need more efficient and intelligent self-
cleaning systems, and more robust electrodes. 

But compared to modern consumer electronics such as smart phones, water quality 
sensors appear to be old-fashioned and laid back. This is to be explained with the 
generally conservative character of the water industry, managing a fragile medium 
that needs to accomplished without taking a risk, but also with the relatively small 
R&D budgets of the manufacturers. However, there will be a massive cross-diffusion 
of hard and soft technologies from the consumer market into the water sensor market 
(cheap LEDs as just one example), so that modern sensors will be much more 
powerful, especially on the software side. Young operators are living in a digital world 
today and are used to simple and comfortable user interfaces and powerful commu-
nication; they are tired to accept a world of analogue (or baroque-style-digital) tools
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in their professional environment. They want to have simple to use apps, powerful 
controllers and interfaces, huge data storage, web servers on board, I.P. address and 
the internet protocol, Bluetooth for smartphone-to-sensor communication, local data 
evaluation and training options, and features implemented that make sensors and 
data more reliable—and their life easier. 

– Make sensor infrastructure better 

Maybe we should go back to what we had expected when we planned a sensor 
purchase, and actually make them do what we had expected, by improving the 
installation and integration infrastructure. In that context, the (hard and soft) envi-
ronment and infrastructure accommodating sensors deserves more focus and better 
design, which is a shared task for manufacturers, system integrators, consultants, and 
operators. 

– Standard Maintenance Procedure (SMP) Apps 

Standards for quality control and quality assurance (QA/QC) of sensors should be 
condensed into standardized maintenance procedures (SMPs), ideally synchronized 
across the industry. The lack of SMPs is considered a main bottleneck with broader 
acceptance and wider use of water quality sensors. They should be simple to follow 
and self-explaining, so they can survive in the rough world of water operators. Ideally, 
SMPs would be implemented into Apps that actively guide the operator through all 
procedures, and with this also can become a part of an asset management and QA/QC 
systems. 

– A SIMPLE solid state online phosphate sensor 

– Reliable online sensors for microbiological parameters. 

13.7 Conclusions 

The authors assume that today, the purchase price of sensors is not anymore 
preventing their broad deployment. However preventive is indeed the wide spread 
opinion that (a) the cost (and effort) of sensor operation is too high, and (b) measured 
data are not reliable enough. Some say, sensors should be more intelligent, self-
monitoring and error-detecting, and communicate all information about their well-
being to the operator via a digital interface. Even if this contains some truth, we think 
it is not ideal to accept all today’s shortcomings of sensors and their infrastructure 
and communicate all this to the control room. This would only further overload the 
already stressed operators, and make sensors even less interesting for them. Instead, 
manufacturers should eliminate the shortcomings at the root, by designing more 
reliable sensors, more enduring quality, better installation infrastructure, but also
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intelligent, corrective algorithms that improve data quality on-board without oper-
ator intervention. By solving these tasks on the sensor level, the task of integration 
into any network can be more easily accomplished via conventional digital interfaces. 

Then, consumables do not have to be as expensive as they often are today, and the 
attempt to apply the “printer-cartridge” model to the water sensor market increases 
the cost of operation to such level that a broader implementation is not feasible. Also, 
the idea to make users dependent of highly specialised experts and “service contracts” 
caused mistrust (“doesn’t this work without service contract?”), and prevented from 
enthusiasm. 

In the end, only such sensors will be fit for “smart water” applications that are intel-
ligent, extremely reliable, and self-sufficient, allow to be operated and maintained 
in a planned routine mode at minimum maintenance intervals and with minimum 
operator communication, so that corrective interventions would be a rare exception, 
and cost of operation would be minimized. 

The best sensor is the one that the operator forgets, but enjoys a rich and reliable 
data stream, just as rich and reliable as the water stream from her tap. 
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Chapter 14 
Catchment-Based Water Monitoring 
Using a Hierarchy of Sensor Types 

Joyce O’Grady, Ciprian Briciu Burghina, and Fiona Regan 

Abstract The design of optimal monitoring networks at catchment level is both a 
challenge and an opportunity in the smart city era. New knowledge, information and 
services can be built by integrating diverse multimodal data streams, at scales appro-
priate to inform effective decision making. To this end a comprehensive, integrated 
hierarchical platform is ultimately required for fusing, gathering and analysing large 
volumes of data. Such workflows could include hydrological and geospatial data, 
land-use and activity data, remote data from aerial and space-borne platforms and 
in-situ data from both fixed and mobile platforms. In this context, this chapter aims 
to provide insight into how the future catchment monitoring platforms might look 
like and to synthesize and review recent technological progress. Emphasis is placed 
on the realisation of fit-for-purpose cost effective catchment monitoring programmes 
with immediate opportunity for implementation and state-of-the art emerging tech-
nologies are discussed in this context. In the first part, commercially available in-situ 
sensor technologies are reviewed to provide a starting point for users in the critical 
sensor selection process. A classification is provided based on operation principle 
while drawbacks and benefits are presented. Practical considerations, relating to 
monitoring requirements, deployment strategy, and cost are discussed to aid practi-
tioners in the design of water quality monitoring networks. In the second part, aerial 
and satellite remote sensing platform are reviewed and constrains and technolog-
ical limitations are presented. Examples of successful use of combined monitoring 
approaches are discussed with an emphasis on early warning and forecasting of pollu-
tion events. Technological gaps that should be filled to achieve an ideal catchment 
observation system are identified. 
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14.1 Introduction 

Catchments can be extremely complex systems, where the quality and quantity of the 
water is influenced by biological, chemical, physical, ecological and environmental 
factors [1]. A catchment area for water is usually defined as the area of land around a 
lake, river or some form of water body [2, 3]. Catchment monitoring is important as it 
facilitates sustainable management of the area. It also highlights problems or threats 
concerned with the area [4]. Monitoring systems are put in place to better understand 
the key drivers influencing the quality of the water bodies and land surrounding the 
catchment and help develop best management practices. 

Monitoring water quality is of local and global interest and is driven by legislation 
such as the Water Framework Directive (WFD) [5] in Europe, the Clean Water Act 
[6] in Canada, the Australian Water Act [7] and the US Clean Water Act [8] in the  
United States. In order to obtain more information about a catchment, monitoring 
and sampling must be carried out as frequently as possible. In-situ instrumentation 
overcomes the problem of frequency by providing long-term intensive observation, 
sampling and collection of data. The effective monitoring of water quality parameters 
has a profound impact on the overall quality of a catchment area [9]. A number of 
aquatic systems and organisms are dependent on the quality of the water for survival 
[10, 11]. 

The design of water quality monitoring networks (WQMNs) comprises scien-
tific, economic, legal and technical considerations and remains a critical challenge in 
both developed and developing countries. WQMNs can be classified in three admin-
istrative types: driven by legislation and regulation (routine monitoring), decision 
support (early warning and forecast) and pollution source identification [12]. In terms 
of limitations, WQMNs are constrained by financial resources (for implementation 
and operation), instrumentation and technology, accessibility to site and administra-
tive and legal considerations [13]. Critical design parameters for WQMNs include 
the monitoring locations, monitoring frequency and the water quality indicators and 
these key parameters are often optimised to address network drivers and constrains 
[14]. Long term in-situ sensing platforms have been used for water quality moni-
toring over the past two decades [15, 16] and the technology has been in a ‘growing 
stage’ since 2013 [13]. The instruments employed provide real-time, periodic and for 
the most part reliable data. Through in-situ sensor monitoring, out-of-specification 
(OOS) parameters can be instantly identified and managed [17, 18]. The design of 
WQMNs is closely related to the modelling approaches and an effective water quality 
modelling platform needs a well deployed WQMN. Recent developments combine 
data-driven models and physical process based models with network design models 
to improve performance [13]. In addition, recent years have seen the rapid develop-
ment of aerial and satellite remote sensing [19] and Geographic Information System 
(GIS) techniques. Remote sensing techniques allow uniform data collection across 
large areas and the datasets are often times open source. In catchment monitoring, 
remote sensing is mainly used for capturing land use and land change over time and 
combined with in-situ WQMNs provide a cost effective solution. Although remote
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sensing contributes promising outputs and offers a replacement to traditional field 
sampling [20], limitations concerning the accuracy of the products obtained exist, 
with ground truth data often required to validate observations [21]. Therefore, there 
is added value in combining remote sensing with other monitoring technologies to 
provide more accurate and reliable data. Hierarchical sensor networks, combining 
multiple data streams could potentially disrupt the barrier for comprehensive catch-
ment monitoring. To this end, a hierarchal framework for comprehensive monitoring 
at catchment scale is proposed (Fig. 14.1), and includes hydrogeological and geospa-
tial data, in-situ data from both fixed and mobile platforms, remote data from aerial 
and space-borne platforms and modelling. In-situ instrumentation and remote moni-
toring platforms stand out due to the rapid technological developments taking place 
and provide an immediate opportunity for implementation and the realisation of 
fit-for-purpose cost effective catchment monitoring programmes. 

In this context, this chapter aims to provide a review of commercially available 
in-situ sensor technologies for water quality monitoring with an emphasis on state-
of-the art emerging sensors. Practical considerations, relating to sensor selection 
process, deployment strategy and cost are discussed to aid practitioners in WQMN 
design. In the second part, aerial and satellite remote sensing platform are discussed

Fig. 14.1 A hierarchy of 
sensing approaches can 
provide a complete and 
reliable monitoring system 
for a catchment
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and a review of hierarchical approaches combining multimodal data sets at catchment 
level is provided.

14.2 In-situ and Remote Instrumentation 

14.2.1 In-situ Instrumentation 

A wide range of sensors exist for water monitoring which allow both in-situ and 
on-site operation. Portable test kits or instruments often complement or validate data 
for in-situ sensors or are used to provide spatial resolution. Such instruments aid 
in pollution source tracking and quick screening of water samples, and are more 
available for bio-chemical parameters which are inherently challenging to monitor 
using in-situ sensors [20, 21]. However, they cannot provide data in real-time and at 
sufficient temporal frequency. Coupled with the need for personnel to carry out the 
work, they are less desirable than the in-situ sensors and won’t be covered in this 
chapter. Autonomous sensors on the other hand provide real-time or near-real-time 
information at high frequency, which in turn facilitates decision support in real-time. 
In addition, they provide extensive baseline data and an improved understanding of 
water quality changes and trends. From an application point of view sensors can be 
classified as hyperspectral and multispectral radiometers, acoustic sensors (velocity 
and sound), hydrometric sensors (gauge, water level, flow) and water quality sensors. 
This section aims to summarise only the main commercially available water quality 
sensors and provide a list of available technologies which is by no means exhaustive. 

Based on the sample measurement principle, in-situ water monitoring instrumen-
tation can be broadly classified in two main categories: sample-draw and interface 
(Table 14.1). Sample-draw sensors rely on transfer of the sample from the outside 
environment into the sensor. Sample processing steps, including filtration, mixing 
with on-board stored reagents or incubation to pre-defined temperatures are carried 
out prior to the detection step or during detection. The analyte detection and quantifi-
cation is achieved in strictly controlled conditions to achieve good analytical perfor-
mance. Such systems widely known as wet-chemistry based sensors or analysers are 
particularly successful for species and analytes that are challenging or impossible 
to measure using interface based sensors. They are commonly used for nutrients 
[24] including nutrient speciation, faecal indicator bacteria [25] and algal toxins 
[26] (Table 14.1). Wet-chemistry based sensors are in in general more expensive 
and bulkier than their interface based counterparts (ie. ion selective and optical) but 
they provide better accuracy, precision and resolution [27]. With recent advance-
ments in microfluidics and integrated optoelectronics they are becoming smaller and 
more power efficient for dissolved nutrient species [28] although systems capable 
of sample digestion (i.e. for phosphorus fractionation) still require high power and 
extensive maintenance.
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Table 14.1 Commercially available water quality sensors and instrumentation for in-situ applica-
tion 

Sensor Parameter Analysis 
time 

Manufacturer Reference 

Sample draw sensors 

Nutrients HydroCycle-PO4 SRP RT Sea-Bird 
Scientific 

https:// 
www.sea 
bird.com/ 

PHOSPHAX 
Sigma 

SRP, TRP 10 min Hack Lange 
GmbH 

https://de. 
hach.com/ 

Alyza IQ NH4 
+ RT WTW a 

Xylem brand 
https:// 
www.xyl 
emanal 
ytics. 
com/en 

Amtax SC NH4 
+ 0–15 min Hack Lange 

GmbH 
https://de. 
hach.com/ 

Faecal 
indicators 

AlertSystem E. coli, 
coliforms or 
enterococci 

1–12 h Fluidion SAS http://flu 
idion.com/ 
en/pro 
ducts/alert-
system-2 

ColiFast Alarm coliforms, E. 
coli 

2.5–15 h ColiFast AS https:// 
www.col 
ifast.no/pro 
ducts/ 

ColiMinder® 
CMI-02 

GUS activity 15 VWMS 
GmbH 

https:// 
www.col 
iminder. 
com/ 

BactControl GUS, GAL 
activity 

75 MicroLAN 
B.V 

http:// 
www.mic 
rolan.nl 

Toxicity iTOXcontrol Toxicity 
monitoring-
Vibrio fischeri 
light emission 

NS MicroLAN 
B.V 

http:// 
www.mic 
rolan.nl 

Algae Toximeter 
II 

Toxicity 
monitoring 
using green 
algae 

NS Bbe 
Moldaenke 
GmbH 

https:// 
www.bbe-
moldaenke. 
de/en/ 

Algae ALGcontrol Algae speciation NS MicroLAN 
B.V 

http:// 
www.mic 
rolan.nl

(continued)

https://www.seabird.com/
https://www.seabird.com/
https://www.seabird.com/
https://de.hach.com/
https://de.hach.com/
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https://www.xylemanalytics.com/en
https://www.xylemanalytics.com/en
https://www.xylemanalytics.com/en
https://de.hach.com/
https://de.hach.com/
http://fluidion.com/en/products/alert-system-2
http://fluidion.com/en/products/alert-system-2
http://fluidion.com/en/products/alert-system-2
http://fluidion.com/en/products/alert-system-2
http://fluidion.com/en/products/alert-system-2
https://www.colifast.no/products/
https://www.colifast.no/products/
https://www.colifast.no/products/
https://www.colifast.no/products/
https://www.coliminder.com/
https://www.coliminder.com/
https://www.coliminder.com/
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http://www.microlan.nl
http://www.microlan.nl
http://www.microlan.nl
http://www.microlan.nl
http://www.microlan.nl
http://www.microlan.nl
https://www.bbe-moldaenke.de/en/
https://www.bbe-moldaenke.de/en/
https://www.bbe-moldaenke.de/en/
https://www.bbe-moldaenke.de/en/
http://www.microlan.nl
http://www.microlan.nl
http://www.microlan.nl
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Table 14.1 (continued)

Sensor Parameter Analysis
time

Manufacturer Reference

PhycoSens Chl a, BGA, 
GA, Diatoms, 
cryptophyceae 

NS Bbe 
Moldaenke 
GmbH 

https:// 
www.bbe-
moldaenke. 
de/en/ 

Interface sensors 

Multiparameter 
sondes 

YSI EXO-series C, T, D, pH, 
ORP, fDOM, 
BGA, Rho, 
NO3

− (optical), 
Chl a, DO, 
Turb, NH4 

+ 

RT YSI, a Xylem 
brand 

https:// 
www.ysi. 
com/exo 

Sea-Bird 
HydroCAT-EP 

C, T, D, pH, 
Turb, Chl a, DO 

RT Sea-Bird 
Scientific 

https:// 
www.sea 
bird.com/ 

DS5X, HL7 C, T, D, pH, 
ORP, BGA, 
Rho, NO3

− 

(ISE), Chl a, 
DO, Turb 

RT Hydrolabs https:// 
www.hyd 
rolab.com/ 

Eureka 
Trimeter™ 

C, T, D, pH, 
OPR, DO, Chl 
a, BGA, Rho, 
Crude & refined 
oil 

RT Eureka http://rsh 
ydro.ie/eur 
eka-m-20. 
html 

Proteus C, T, D, pH, 
OPR, DO, 
Crude & refined 
oil, Try, CDOM 

RT Proteus 
Instruments 
Ltd 

https:// 
www.pro 
teus-instru 
ments.com/ 

MIDAS CDT+ C, T, D, pH, 
OPR, DO, Chl a 

RT Valeport https:// 
www.val 
eport. 
co.uk/ 

Single/multi 
wavelength 
absorption, 
scatter and 
fluorescence 
probes 

Spectro::lyser V3 Turbidity, Chl a, 
TOC, DOC, 
BOD, Temp 

RT S::can GmbH https:// 
www.s-can. 
at/products 

Nitratax Plus SC NO3
− RT Hack Lange 

GmbH 
https://de. 
hach.com/ 

SUNA V2 NO3
− RT Sea-Bird 

Scientific 
https:// 
www.sea 
bird.com/ 

ECO-FLNTU-RT Turb, Chl a RT 

SeaOWL UV-A Crude oil, Chl a RT

(continued)

https://www.bbe-moldaenke.de/en/
https://www.bbe-moldaenke.de/en/
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https://www.hydrolab.com/
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http://rshydro.ie/eureka-m-20.html
https://www.proteus-instruments.com/
https://www.proteus-instruments.com/
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https://www.seabird.com/
https://www.seabird.com/
https://www.seabird.com/
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Table 14.1 (continued)

Sensor Parameter Analysis
time

Manufacturer Reference

VLux series BGA (PC/PE), 
Try, Chl a, b, c,  
Turb, CDOM, 
BTEX, PAH, 

RT Chelsea 
Technologies 

https://che 
lsea.co.uk/ 

EnviroFLU, 
matrixFlu VIS, 
nanoFLU 

Chl a, PC, Rho, 
CDOM, PAH 

RT TriOS Mess-
und 
Datentechnik 
GmbH 

https:// 
www.trios. 
de/en/ind 
ex.phpTTurb, TpH Turb, pH RT 

NICO, LISA, 
OPUS 

NO3
−, NO2

−, 
SAC254, TOC 
etc 

RT 

OBS501 Turb RT Campbell 
Scientific 

https:// 
www.cam 
pbellsci. 
com/ 

C3, CP6 T, D, Try, Rho, 
fDOM, crude 
and fine oil, PC, 
PE, Chl a, 

RT Turner 
Designs 

https:// 
www.tur 
nerdesigns. 
com/ 

PhytoFind Algae speciation RT 

Hyperion series Turb, Chl a, PC, 
Rho 

RT Valeport https:// 
www.val 
eport. 
co.uk/ 

Algal Torch BGA, Chl a RT Bbe 
Moldaenke 
GmbH 

https:// 
www.bbe-
moldaenke. 
de/en/ 

FluorProbe Algae 
speciation, Chl 
a 

NS-not specified, RT-real-time, SRP-soluble reactive phosphorus, TRP-total reactive phosphorus; 
GUS-β Glucuronidase, E. coli marker enzyme; GAL- β Galactosidase (total coliforms marker 
enzyme); BGA-blue green algae; GA-green algae; Chl a,b,c-Chlorophyll a,a,b,c; C-conductivity, T-
temperature, D-depth (derived from pressure); ORP-oxidation reduction potential; DO—dissolved 
oxygen, Try—tryptophan, Rho-Rhodamine; NO3

−—nitrate; CDOM-chromophoric dissolved 
organic matter; Turb—turbidity; PC—phycocyanin; PE- phycoerythrin; TOC-total organic carbon; 
BOD—biological oxygen demand; PAH-polycyclic aromatic hydrocarbons; BTEX-benzene, 
toluene, ethylbenzene and xylene, Fdom—fluorescent dissolved organic matter

A second category of sensors rely on measurements carried out at the interface 
with the environment and they are available for an extensive range of parame-
ters. From a measuring principle perspective, they can be grouped in electronic 
sensors (i.e. temperature, conductivity and pressure), optical sensors (measuring 
scatter, absorption and fluorescence) and hybrid sensors. In addition to the elec-
tronical or optical detection, hybrid sensors leverage gas diffusion membranes or 
selective analyte recognition membranes to achieve selectivity. Common examples

https://chelsea.co.uk/
https://chelsea.co.uk/
https://www.trios.de/en/index.php
https://www.trios.de/en/index.php
https://www.trios.de/en/index.php
https://www.trios.de/en/index.php
https://www.campbellsci.com/
https://www.campbellsci.com/
https://www.campbellsci.com/
https://www.campbellsci.com/
https://www.turnerdesigns.com/
https://www.turnerdesigns.com/
https://www.turnerdesigns.com/
https://www.turnerdesigns.com/
https://www.valeport.co.uk/
https://www.valeport.co.uk/
https://www.valeport.co.uk/
https://www.bbe-moldaenke.de/en/
https://www.bbe-moldaenke.de/en/
https://www.bbe-moldaenke.de/en/
https://www.bbe-moldaenke.de/en/
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include the membrane-based optical dissolved oxygen sensors and the ion selective 
electrode sensors. To date, the power horse of environmental monitoring has been 
the multiparameter sonde (Table 14.1). These sensors bring together a multitude of 
probes in a modular plug and play design, where in addition to the conductivity, 
temperature and depth (CTD) probes (provided as fixed in the configuration), users 
can select a wide range of hybrid or optical probes to suit their application. Among 
the most widely used parameters are turbidity, DO and Chl a, although with recent 
advancements, NO3

− optical probes are now available (see YSI EXO series, Table 
14.1).

The plug & play design offered by these sensors suits a wide range of monitoring 
needs, the same sonde can be used to address different monitoring requirements by 
simply replacing the probes. An added advantage of measuring multiples parameters 
in the same unit is that for example temperature compensation is directly applied to 
fluorescent signal, producing more accurate measurements. High-end sondes have 
now up to 7 available ports which allows monitoring of a wide range of parameters 
simultaneously. The main draw-back of multiparameter sondes is the higher capital 
cost and the overall ownership cost required to keep them operational which limits 
the spatial distribution often times needed in monitoring programmes. Hybrid probes 
that reply on membranes tend to have a lifetime of up to 2 years and incur additional 
costs for replacement and service [29]. 

Another class of environmental sensors that are recently getting traction are the 
optical sensors. The main advantage of these sensors is the simple measurement prin-
ciple, which relies on the interaction of ultra violet (UV), (visible) VIS an infrared 
(IR) radiation with matter. These sensors use absorption, fluorescence or scatter to 
detect a wide range of parameters (see Table 14.1). Progress in this field has been 
mainly catalysed by light emitting diodes (LEDs) becoming increasingly available 
in the UV region, cheaper, more reliable and powerful and by new smaller, more 
performant and cheaper photodetectors. Optical sensors are slowly replacing their 
ISE counterparts mainly due to stability over time, robustness, longer lifetime, and 
lower costs but also due to the wide range of parameters that are optically active. By 
far the most employed optical parameter in environmental monitoring is turbidity. 
The measurement of turbidity is split into two basic methodologies: turbidimetry, in 
which the degree of transmission of light is determined, and nephelometry, in which 
the degree of light-scattering is determined [30, 31]. Both principles are derived 
from mathematical models for real world observations. In case of turbidimetry, the 
principles reply on Beer-Lambert laws while for nephelometry many theories and 
models have been developed to describe a range of scattering processes, and these 
models are mostly derived from Mie theory [30]. Most turbidity probes rely on 
light scatter, although some use light transmission. Another category of frequently 
used optical probes are the fluorometers, which are now commercially available for 
a range of parameters (see Table 14.1). Fluorometers have been traditionally used 
for Chl a measurement but are now available for a range of other pigments like 
PC, PE and for algal speciation. Fluorescence signals are known to be affected by 
temperature, turbidity, pH, quenchers and ionic strength and interpretation of such 
data has to be carried out with caution. If for Chl a probes, most manufacturers
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recommend site calibration (i.e. validation with Chl a extracts) for other parameters 
is inherently more difficult and often times not possible. Fluoremeters operating in 
the UV region are even more susceptible to errors particularly due to overlapping 
absorption and emission bands from multiple dissolved and particulate components. 
Example of species absorbing in the UV region and emitting in the UV–VIS include 
marine and terrestrial humic like material, crude oil (PAHs), refined oil (BTEX), a 
range of amino acids like tryptophan (Try) often linked to bacterial contamination 
and biological oxygen demand (BOD) and CDOM (chromophoric dissolved organic 
matter)/fDOM (fluorescent dissolved organic matter). To differentiate between the 
different species, fluorometers use multiple excitation/emission wavelengths finely 
tuned for the analyte of interest and some apply signal correction algorithms for 
interferences like background fluorescence or turbidity. In general measurements 
based on fluorescence where the emission of light is measured at a wavelength 
different than the excitation wavelength, are sensitive and specific. The last measure-
ment principle used by the optical probes relies on absorption derived from light 
attenuation. Such probes perform single- or multi- wavelength sensing in the UV to 
IR spectral regions and rely on data processing via wavelengths based algorithms 
and partial-least-square regressions to calculate nutrient concentrations for example 
[32]. Example of such sensors include, Spectro::lyser or nitro/multi::lyser (Scan:: 
Messtechnik GmbH, Austria), TriOS NICO, (TriOS Mess- und Datentechnik GmbH, 
Germany), SUNA V2 Nitrate Sensor (SeaBird Scientific) or Nitratax Plus SC (Hack 
Lange GmbH), Table 14.1. 

14.2.2 Practical Consideration for In-situ Sensing 

14.2.2.1 Sensor Deployment Infrastructure and Platforms 

Multiple deployment platforms exist for in-situ instrumentation and are classified 
in fixed and mobile. Fixed platforms include buoys and mini buoys (for lakes, 
coastal and transitional water bodies applications), floating pontoons, bridges, subsea 
moorings and purposely build structures to anchor or fix the instrumentation on the 
river/lake/sea floor or banks. Such platform provides monitoring at fixed location and 
can be accompanied by untended vertical profilers for water column profiling. One 
limitation of such platforms is the power demand as most rely on on-board power 
or solar panels, hence the instrumentation selection process is constrained by power 
requirements. Another option is the use of water monitoring stations, traditionally 
used for rivers and lake monitoring. Such stations are connected to the power grid and 
the water sample is pumped and circulated through a measurement tank within the 
station. The instrumentation is either submersed in the tank or samples from the tank 
(for example, wet chemical analyser). Main advantages of such monitoring stations 
are that they can accommodate many sensors and instrumentation that are otherwise 
not rated for outdoor operation and provide better security and access to site. A 
comparable approach is the development of mobile monitoring stations which offer
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the best of both worlds. Such an example is provided in Germany, were fully equipped 
mobile trailers are used to monitor agricultural catchments and provide both spatial 
flexibility and a tool for rapid deployment in emergency situations [33]. Overall, 
fixed monitoring platforms offer excellent temporal resolution, but the spatial reso-
lution is limited by the number of sensors or sensor nodes. Mobile platforms on 
the other hand provide good spatial resolution and allow mapping of water bodies 
with high accuracy. Mobile platforms can be classified in surface vehicles, buoyancy 
engine vehicles and thruster-driven subsurface vehicles [34]. Autonomous surface 
vehicles can support small to medium payloads and use wind, solar and wave-power 
to extend endurance. Buoyancy engine platforms include drifters and gliders. These 
platforms have very low power requirements due to their small size, and use low 
power payloads and instrumentation but provide long endurance missions and are 
heavily employed in ocean observations [34]. The last category is thruster-driven 
subsurface vehicles, which are typically propeller driven. 

14.2.2.2 Monetary Cost 

Water managers are concerned with the quantity and quality of water and how poli-
cies and infrastructure can be implemented to improve or maintain ecosystem health 
and protect human wellbeing. A key component of managing water resources is 
monitoring and reporting in which case sensors and instrumentation play a critical 
role. The design of any monitoring network is driven by the monitoring objectives 
(present and future) and available resources (human and monetary). The cost of 
WQMN infrastructure using in-situ sensor largely remains high and is often times 
prohibitive. Critical design parameters for WQMNs include the monitoring locations, 
monitoring frequency and the water quality indicators. Limited financial resources 
require a small number of monitoring stations but on the other hand the WQMN must 
cover large enough areas. From the design point of view, four main methods exist 
for WQMNs including: topological, multivariate statistics, geostatistical, informa-
tion entropy and were recently reviewed [13]. Optimisation methods using multiple 
criteria can be employed to minimise network cost and maximise reliability, coverage 
and detection probability [13]. In terms of the water quality indicators, monitoring 
stations or nodes can include multiple parameter instrumentation which tends to be 
higher cost, or lower cost single parameter sensors. The nodes in the network that 
measure simple parameters like turbidity provide the analytical data but are also used 
as proxies or surrogates for water quality changes and provide management support 
at a reduced cost. Such monitoring networks adopt a more complex hierarchical 
architecture, and nodes are assigned different priority levels [35]. 

With a growing environmental sensor market and new state of the art optical 
sensor available for a wide range of parameters, sensor performance is a critical 
in the selection process. Emerging sensors which have not been fully validated and 
tested in environmental applications rely on verification by third parties. This includes 
mainly published peer-reviewed scientific literature coming from academia but also 
from independent organisations. The Alliance for Coastal Technologies (ACT) for
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example provides verification reports on performance testing of emerging technolo-
gies in operational environments [36]. Another limitation of water monitoring sensors 
to date is biofouling, which in turn affects the integrity of the data and increases oper-
ational costs [37]. Biofouling is the build-up of any unwanted biological matter on a 
surface, biofilms are created by micro and macro-organisms [38]. The ACT has esti-
mated that up to 50% of operational budgets are attributed to biofouling, depending 
on location and season. Established and emerging antifouling strategies have been 
reviewed recently and it was concluded that there is no ideal solution available, but 
rather a combination of multiple approaches driven by monitoring application [37]. 
To minimise WQMN operational cost the selection of sensors with robust proven 
antifouling protection is critical. 

14.2.3 Remote Instrumentation 

In recent years the application of using remotely sensed data for environmental water 
quality monitoring has increased [39]. Remote sensing can be defined simply as a 
sophisticated method of gathering, detecting, and monitoring the physical charac-
teristics of an area without coming into contact with it. It enables detailed informa-
tion of the monitored area to be collected at a distance. Remote sensing facilitates 
the measurement of the reflected and emitted radiation of the area using cameras 
that can collect the remotely sensed images [40]. Remote sensing data is gener-
ally used to monitor water qualitative parameters such as secchi disk depth, Chl a, 
temperature, TOC, total suspended matter (TSM), turbidity, conductivity, CDOM, 
suspended solids (SS) and sea surface salinity [41] (see Table. 14.2). The increase 
in spatial resolution has coincided with spectral resolution producing high quality 
images providing information from 10 to 100 square meters [42]. This range in 
resolution is suitable for a number of applications and studies, such as land-cover 
classification, water quality monitoring and species assemblages, conservation and 
planning management. Remote sensing applications are capable of capturing data 
by means of multispectral and hyperspectral images. Multispectral imaging enables 
the capture of light from a narrow range of wavelengths in the electromagnetic spec-
trum. These wavelengths are generally separated out using filters on the multispectral 
instrument. Hyperspectral imaging is similar to multispectral in a way that it is able to 
collect and analyse information from wavelengths within the electromagnetic spec-
trum, it can produce a spectrum for every pixel in a collected image. Multispectral 
and hyperspectral imaging differ in the number of bands they have and the narrow-
ness of the bands. To produce high resolution images provide the user to “see the 
unseen” [43] hyperspectral imaging is used. Hyperspectral imaging is generally used 
for agricultural, ecological, atmospheric and oceanography applications. 

Although remote sensing contributes promising outputs and offers a replacement 
to traditional field sampling enabling, fast, temporal, spatial and frequent observa-
tions [20], it still deals with some limitations concerning the accuracy of the products
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Table 14.2 List of common water quality parameters and their remotely sensed method of 
monitoring. Adapted from [44] 

Sensor Parameter Spatial resolution Units References 

Satellite 

MODIS Dissolved oxygen 1 km mg/L [45, 46] 

Landsat 
MODIS 

Total organic 
carbon 

Landsat 30 m 
MODIS 250–500 m 

mg/L [47] 

Landsat 
SPOT 

Total suspended 
matter 

Landsat 30 m 
SPOT 20 m 

mg/L [48] 

Landsat 
MERIS 

Turbidity Landsat 30 m 
MERIS 300 m 

NTU [49, 50] 

CHRIS Proba satellite Conductivity 17 m μs/cm [51, 52] 

Landsat Colour dissolved 
organic matter 

30 m mg/L [53] 

Aerial 

Airborne imaging 
spectrometer for 
applications (AISA) 

Chlorophyll-a 2 m mg/L [40] 

Airborne scanning low 
frequency microwave 
radiometers (SLFMRs) 

Sea surface 
salinity 

100 m PSU [54, 55] 

obtained, data continuity, excess tools and software for atmospheric correction (scat-
tering and absorption effects, cloud cover etc.) and the precision of the results [20, 21]. 
Therefore, there is added value in combining remote sensing with other monitoring 
technologies to provide more accurate and reliable data. 

14.3 Hierarchical Approach to Monitoring 
Catchment-Based Problems 

To successfully carry out water monitoring in catchments a hierarchy of sensing 
approaches should be employed to overcome the main challenges associated with 
water monitoring [56]. The use of an hierarchical monitoring system will help 
bridge the gaps of certain monitoring platforms. Enabling real-time, high resolu-
tion data, maintaining the quality of the water and prediction of threats. To do this, 
different monitoring technologies can be integrated and combined with informa-
tion and communications technology (ICT) and advanced data analysis and machine 
learning (ML), to provide long term datasets to help manage, protect and facilitate 
smart decision-making processes required to effectively monitor a catchment area 
[57]. In-situ sensing platforms provide rapid, robust and reliable environmental moni-
toring. They provide near real or real-time analysis of environmental water pollution 
parameters, allowing many data points to be gathered at high temporal frequency.
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Common commercial sensors for water monitoring measurements include temper-
ature, pH, turbidity, dissolved oxygen, Chl a, and salinity are frequently deployed 
in catchments. Many studies incorporate these devices to ground truth data obtained 
from remote sensing applications. Remote sensing facilitates the measuring of the 
reflected and emitted radiation of the area using cameras that can collect remotely 
sensed images without coming into contact with the observed area [58]. The combi-
nation of using different types of sensing technologies for catchment monitoring has 
been reviewed in the literature within the last decade. The most common catchment-
based water monitoring reviews are concerned with applications including harmful 
algal blooms, nutrient fluxes, sediment and erosion, flooding and changes in water 
level. 

14.3.1 Combinations of Sensor Types to Monitor Pollution 
Events 

Harmful algal blooms (HABs) are a major concern in both coastal and inland water 
catchments [59–61]. The monitoring HABs has been carried out by a vast number 
of sensing systems [62–64]. A number of studies have demonstrated the use of 
remote sensing platforms as well as in-situ sensors to detect, measure and characterise 
different algae populations, basing their measurements on Chl-a levels. Most in-situ 
sensors are used to measure chlorophyll levels by means of autonomous platforms, 
whereas remote sensing applications such as airborne and satellite sensors typi-
cally use ocean colour and hyperspectral imagery to determine and measure bloom 
biomass [65, 66]. The use of remote sensing applications using satellite sensors such 
as MODIS-MERIS facilitate the capture of high resolution hyperspectral imagery of 
areas where Chl-a is highly concentrated [67]. The use of in-situ sensing platforms 
can often include detection of certain parameters such as temperature which can 
highlight an onset effect in the level of Chl-a and therefore emphasizing the need for 
some water parameters to be measured in real-time [68]. The need for higher reso-
lution imagery for monitoring of smaller inland lakes, estuaries, rivers and bays is 
essential. This is where satellite sensors such as the Landsat series can offer solutions. 
The Landsat series is equipped with an onboard thematic mapper (ETM) that facili-
tates a spatial resolution of 30 m. Demonstrating the need for a hierarchical approach 
to catchment based monitoring where more than one monitoring technology can be 
used in a study to improve data collection and information obtained [69] (see Table 
14.3). 

In terms of an hierarchical approach to monitoring, there has been surge towards 
remote sensing applications for rural catchment areas. Technology such as satellite 
(Landsat, Sentinel, MERIS and MODIS) and airborne imagery sensors (drones with 
red, green and blue (RGB) cameras, LiDAR and CASI) provide information from 10 
to 100 square meters [42]. These show advantages for catchment monitoring because 
of the level of information and data that can be obtained that would be impossible



354 J. O’Grady et al.

Ta
bl

e 
14

.3
 
Su

m
m
ar
y 
of
 c
at
ch
m
en
ts
 s
tu
di
es
 u
si
ng

 a
 c
om

bi
ne
d 
ap
pr
oa
ch
 to

 w
at
er
 q
ua
lit
y 
m
on

ito
ri
ng

 

Si
te

W
at
er
bo
dy

C
at
ch
m
en
t 

po
llu

tio
n 
ev
en
t 

Se
ns
or

Pa
ra
m
et
er
 o
f 
in
te
re
st

R
ef
er
en
ce
s 

R
em

ot
e 
se
ns
in
g

In
-s
it
u 
se
ns
in
g 

L
ak
e 
C
hi
ve
ro
, 

Z
im

ba
bw

e 
L
ak
e

H
A
B
s

M
O
D
IS

Fi
el
d 

m
on

ito
ri
ng

—
m
ul
tip

ar
am

et
er
 

pr
ob
e 

C
hl
 a

[8
6]
 

L
ak
e 
C
hi
ve
ro
 

an
d 
M
an
ye
m
a 

L
ak
e

H
A
B
s

L
an
ds
at
 5
–7
 (
T
M
 a
nd
 

E
T
M
 +

 ) 
Fi
el
d 

m
on

ito
ri
ng

—
m
ul
tip

ar
am

et
er
 

pr
ob
e 

T
U
R
B
, T

P,
 C
hl
-a
 a
nd

 
T
SM

 
[8
7]
 

Po
ya
ng
 R
iv
er
, 

C
hi
na
 

R
iv
er

H
A
B
s

M
E
R
IS

W
E
T
L
ab
s 
E
nv
ir
on
m
en
ta
l 

C
ha
ra
ct
er
iz
at
io
n 
O
pt
ic
s 

E
C
O
-F
L
 s
en
so
r—

flu
or
om

et
er
 

C
hl
 a

[8
8]
 

L
ak
e 
E
ri
e

L
ak
e

H
A
B
s

R
es
on
on
 P
ik
a 
II
 

hy
pe
rs
pe
ct
ra
l i
m
ag
er
 

an
d 

X
yl
em

 E
X
O
2 

so
nd

e—
m
ul
tip

ar
am

et
er
 

C
ya
no

ba
ct
er
ia

[8
9]
 

N
or
w
ay
, 

N
or
w
eg
ia
n 
fj
or
d 

Fi
sh
 f
ar
m

N
ut
ri
en
t p

ol
lu
tio

n 
C
W
ol
f—

re
m
ot
el
y 

op
er
at
ed
 v
eh
ic
le
 

In
-s
it
u 
U
ltr
av
io
le
t S

pe
ct
ro
m
et
er
 

(I
SU

S)
 a
nd
 S
ub
m
er
si
bl
e 

U
ltr
av
io
le
t N

itr
at
e 
A
na
ly
ze
r 

(S
U
N
A
) 

N
O
3
− 
di
sc
ha
rg
e

[1
7]
 

A
da
pt
ed
 f
ro
m
 [
44
]



14 Catchment-Based Water Monitoring Using a Hierarchy … 355

to capture from another platform. However, constraints regarding data availability, 
accuracy of obtained products, software, tools, leave gaps where other technologies 
from different tiers in the hierarchical approach can be used to complete the data 
set. Producing a monitoring system that can provide temporal, spatial and frequent 
data collection [20, 21]. Stauffer et al. [70] demonstrated a combined approach to 
monitoring which includes different hierarchical levels of technology [70]. The study 
was carried out Lake Erie, USA and investigated the spatial and temporal variability 
of HAB’s using airborne hyperspectral imagery incorporation with an autonomous 
sensing device (Xylem EXO2 sonde) and periodic sampling, highlighting the impact 
that incorporating a hierarchical approach can have on the collection of validated 
data (Table. 14.3). An overabundance of nutrient levels has been shown to negatively 
impact catchments and the aquatic ecosystem present in that body of water [71]. 
Typically for many case studies examining nutrient fluxes in rural catchments the 
two main methods of monitoring are in-situ sensing and traditional sampling. An 
emergence of autonomous underwater vehicles (AUV) for nutrient monitoring has 
shown promise (Table 14.3). This has been demonstrated by Eichhorn et al. [17] 
as a tool to detect NO3

− discharge in Norwegian fjords near fish farms [17]. The 
study used AUVs to measure nutrient levels and discovered a high level of NO3

− in 
the surface waters, resulting from the likely discharge from fish farms and in flow 
from other surrounding rivers. The incorporation of satellite and in-situ sensing plat-
forms would have provided more evidence based results on pollution sources and 
other contaminants, as highlighted in a study carried out by Japitana et al. [20]. The 
latter study by Japitana et al. used remote sensing combined with GIS technology to 
extract the physical and spectral characterised essential in water quality catchment 
monitoring [20]. The study used different monitoring techniques to obtain hyper-
spectral images (satellite sensing), on-site measurements (WSN-based sensors) and 
the development of digital elevation modelling dataset (GIS).

The transport of sediment into different waterways can have a major influence on 
the quality of water within a catchment [72]. This is mainly due to the build-up of 
suspended solids in the bed of a lake/river which can have an overwhelming effect 
on the on the quality of the water and inhabitants of that waterbody [73]. Many 
agricultural catchments are impacted by SS and pollutants entering the water [74]. 
A hierarchical approach to monitoring can be used in the reduction or in some cases 
the mitigation of water bodies that exceed the normal levels of SS. 

Climate related extreme weather event frequencies, intensity, and geographic 
distribution is considered a major driving force behind flooding rains, coastal 
flooding, storm surges, and hurricanes [75, 76]. Research into the prediction and 
monitoring of flooding events has escalated in recent years. Early warning fore-
casting for extreme weather events are emerging, which provide catchment managers 
with information to help manage a catchment area. Traditional rain gauges are no 
longer fit for purpose in a monitoring scenario where the need for more data is crit-
ical again illustrating the opportunity to implement a hierarchical sensing approach 
[77]. In recent years the research into flood risk assessment models have shown 
the need for other monitoring systems to validate the findings [78–80]. Two meso-
scale catchment areas (Gard and Ardèche) in the South-East of France were used
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to determine the causes of flash flooding over a four year period [81]. This case 
study demonstrated the combined use of both continuous and adaptive monitoring 
techniques to capture enough data to support the findings of the model. The incorpo-
ration of drone technology into catchment monitoring applications facilitates rapid 
and repeated sampling of inland waters that may be difficult to access by personnel 
or by boat, it also reduces the cost involved with the deployment of boats [82, 83]. A 
study in central Italy used drone technologies to measure water level and the datasets 
obtained were validated using standard values and employed Ground Control Points 
(GCP) as references [39]. The drones were used to obtain hyperspectral images to 
measure the water level, in addition to in-situ sensing platforms such as water level 
loggers as reliable for data comparison. The need to ground truth the data from hyper-
spectral imagers on drones is important, therefore the requirement of another type 
of monitoring technology is advantageous. The limitations surrounding the opera-
tion of drone systems are concerned with flight path access and permission (shared 
with manual manned aircrafts), flight range (limited acreage), climate conditions, 
regulations in different countries and the cost [84]. 

A good verification of a hierarchical monitoring framework was illustrated by 
McGrane et al. 2017 on the River Ray, UK [85]. This work combined the use of 
in-situ and spatial land monitoring for the development of a hydrological model 
(TETIS). The model was used to determine different water sources in sub catchments 
and investigate the differences in hydrological elements across contrasting land-use 
during extreme storm events. 

14.4 Conclusions 

With increasing environmental pressure due to global climate change, increases in 
global population and the need for sustainable obtained resources, water resources 
management is critical. Water monitoring networks and their designs are fundamental 
to the management of catchments and the first step steps in providing early warning, 
forecasting and baseline data to stakeholders. 

This chapter summarises the principles, methods and technologies that have been 
applied to measure water quality, observation of land use/land change and environ-
mental impacts on catchments. To be fit-for-purpose, monitoring has to be carried 
out in a cost effective way and allow implementation at larger spatial scales. Rapid 
developments of in-situ water quality monitoring instrumentation and remote sensing 
(aerial and satellite) have the immediate potential to catalyse progress towards cost 
effective sensor networks at catchment scales. Hierarchical monitoring approaches 
using sensor networks from different layers, combining multiple data streams could 
potentially disrupt the barrier for comprehensive catchment monitoring. In the era 
of data driven models, increased data collection and its availability from in-situ and 
remote sensors is critical for the development of novel artificial intelligence (AI) and 
ML methods which in turn will provide more effective models and data treatment 
algorithms.
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In-situ sensing instrumentations plays a central role and is becoming increas-
ingly used and implemented. Technological development in the field is progressing 
rapidly and a shift towards optical sensors is clearly noticed. The main advantages of 
these type of sensors that fundamentally work on simple principles like fluorescence, 
scatter and absorption are the capital and operational costs, life-time, availability for 
a wide range of parameters and fouling protection. Wet-chemistry based sensors are 
used traditionally where analytical precision and accuracy is required and where no 
alternative sensors exist (i.e. nutrients speciation, faecal indicator bacteria) while 
multiparameter sondes still remain the powerhouse for environmental applications. 
It is likely, the future will see lower cost sensors, increasingly specialised and easier 
to integrate and maintain. To date however, optical sensors have the highest potential 
for immediate uptake and integration into new WTQNs or scale-up of existing ones. 
The use of proxy and surrogate parameters for water quality changes is projected to 
increase as they can offer real-time management support at a reduced cost. Combined 
with new data analytics platforms and historical data this type of sensors can provide 
the spatial resolution needed at catchment scale. 

The use of a combined approach to water quality monitoring for different pollution 
events has been demonstrated in this chapter. It highlights how using more than one 
sensor type can be used to better understand the needs of the catchment and to prevent 
further deterioration of a catchment area, by investigating indicators or point sources 
causing pollution events. It also discussed the different combinations commonly used 
to monitor specific water quality parameters. While the use of remote data presents 
significant new opportunities, it is not without challenges; namely, array, volume and 
complexity of data, requirement for in-situ and other data to inform interpretation, 
availability of suitable workflows and access to computational resources. 

In summary this chapter investigates the advantages and limitations of associated 
with the development of tiered monitoring hierarchical systems and how they can be 
employed to catchment monitoring programmes. A key scientific question remains 
and centres on how to gather, fuse and subsequently analyse large volumes of multi-
dimensional data from conventional earth observations sources as well as emerging 
sensor platforms to generate new insights and information. 
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Chapter 15 
Spectral Induced Polarization (SIP) 
Imaging for the Characterization 
of Hydrocarbon Contaminant Plumes 

Adrián Flores-Orozco and Matthias Bücker 

Abstract We review the application of the Spectral Induced Polarization (SIP) 
imaging method to delineate the geometry of hydrocarbon contaminant plumes and 
monitor the effect of remediation measures. In the first two sections, we present a brief 
introduction into the SIP method and discuss the electrical properties of the rocks 
and soils. In the third section, we offer a detailed revision of the literature to illustrate 
the broad range of electrical properties of fresh and mature contaminant plumes. In 
the fourth and fifth section, we discuss challenges and good practices for collection, 
processing and interpretation of SIP imaging data, and illustrate these steps with a 
real-case example regarding the characterization of a benzene plume. Along this case 
study, we demonstrate how the occurrence of benzene in the dissolved plume and 
in free-phase changes the electrical conductivity and polarization properties of the 
contaminated subsurface materials. A second case study deals with SIP monitoring 
results obtained along the injection of zero-valent iron particles for the remediation 
of a TCE (Trichloroethylene) plume. This example illustrates the advantages of the 
SIP method to evidence changes in the pore-space, such as clogging and fracking, 
which may affect the effectivity of remediation measures. 

15.1 Spectral Induced Polarization (SIP) Imaging 

Induced polarization (IP) refers to a geophysical method, which quantifies the 
capacity of rocks and sediments to conduct electrical current and accumulate elec-
trical charges. To carry out an IP measurement, a pair of electrodes (e.g., metallic 
bars) is used to inject an electrical current into the ground, while another pair of
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electrodes is used to measure the resulting voltage (Fig. 15.1a). IP measurements 
can be collected in time domain (TDIP) by measuring decaying voltages directly 
after a direct current is shut off (Fig. 15.1b); or in frequency domain (FDIP) by 
injecting a sinusoidal current and voltage readings, typically in the frequency range 
between 10 MHz and 10 kHz (Fig. 15.1c). TDIP data is commonly expressed in terms 
of the transfer resistance (R, given by the voltage-to-current ratio) and the integral 
chargeability (m, given by the integrated voltage decay). In FDIP, the measurements 
are expressed in terms of a complex-valued electrical impedance (Z ), characterized 
by a magnitude (|Z |, corresponding to the voltage-to-current ratio, or transfer resis-
tance |Z | = R) and the phase shift between the current and the voltage. The use of 
sinusoidal currents at different frequencies results in an impedance spectrum. This 
approach, which evaluates the frequency dependence of the electrical properties, is 
referred to as spectral induced polarization (SIP). 

Under certain conditions, SIP data can be extracted from TDIP measurements 
(e.g., Fiandaca et al. [22]), especially if TDIP measurements are conducted with 
different pulse lengths (for current injection and the recording of the integral charge-
ability), this conversion yields good results. Based on this idea, the DAS-1 (from 
Multi-Phase Technologies, MPT) is a measuring device, which permits the collec-
tion of both TDIP and FDIP data. Other instruments, e.g., the latest Terrameter LS2 
from ABEM, digitize the full voltage decay (also known as “full wave form”) at high 
sampling rates. If used in conjunction with suitable modeling algorithms, spectral 
parameters can be inverted directly from the full-waveform TDIP data. Although this 
approach has shown to yield good results under certain conditions, only the repetition 
of FDIP measurements at different frequencies or TDIP measurements with different 
pulse lengths enables a direct determination of the frequency-dependent electrical 
properties of the subsurface. A detailed comparison of TDIP and FDIP methods, with 
a particular emphasis on the spectral content can be found in the studies by Flores 
Orozco et al. [27], Maurya et al. [53], and Martin et al. [52]. For a comprehensive 
introduction into the SIP method we refer to Sumner [73] and Binley and Slater [7].

Fig. 15.1 Induced polarization (IP) measurement setup and wave forms. a Four-point measurement 
including a transmitter dipole for current injection, and a receiver dipole for voltage measurement. 
The distribution of the electrical current depends on the electrical resistivity of the subsurface 
materials. b For time-domain (TDIP) measurements, a square wave signal is injected into the ground; 
depending on the capacitive properties, the transient voltage signal is related to the charging and 
de-charging of the subsurface materials. c In frequency domain, (FDIP) these capacitive properties 
lead to a phase shift between alternating current and voltage signals
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SIP imaging data are collected using tens to hundreds of electrodes and usually 
comprise hundreds to thousands of individual quadrupole (4-electrode) measure-
ments. By varying the position of such quadrupoles along a line or surface, infor-
mation on the lateral variation of electrical properties is gained. The total size of the 
electrode array, together with the electrical properties of the subsurface, control the 
depth of investigation of the measurement. In general, larger layouts gain information 
from deeper areas, while measurements with small separations between electrodes 
increase the resolution of near-surface data. However, conductive materials may 
channel the current flow limiting the sensitivity of the method to deeper areas. In order 
to reconstruct SIP images, measured transfer resistance and phase data are interpreted 
using inversion algorithms, which compute 2D sections—or 3D volumes—revealing 
the spatial variation of the electrical properties in the subsurface.

Here, we will limit ourselves to the discussion of results computed with 
smoothness-constraint inversion algorithms. This widely used inversion strategy 
favors the generation of electrical images with rather smooth transitions between 
regions of contrasting electrical properties. Kemna [44] and Binley and Slater [7] 
provide a revision on the inversion of TDIP and FDIP measurements. The open-
source algorithms provided by Rücker et al. [63] and Johnson and Thomle [8] 
place well-established codes for the inversion of TDIP, FDIP and SIP datasets to 
the disposal of a broad audience. These algorithms have been used for the character-
ization of contaminated sites or the monitoring of groundwater remediation measures 
and permit using different inversion strategies, for instance, a frequency regulariza-
tion to enhance the consistency of SIP imaging results at different frequencies [37, 
41], a spatio-temporal regularization scheme for the inversion of monitoring data 
sets [21, 42, 46], or the use of a-priori information, such as structural constraints, to 
evaluate the performance of permeable reactive barriers of known geometry [70]. 

15.2 Electrical Properties of Natural Media 

In the subsurface, electrical currents are mainly carried by the motion of ions 
through the electrolytic pore fluid. While most solid constituents of geologic mate-
rials can be considered electrically insulating (except for some metallic and other 
rare, conducting minerals), the mineral-electrolyte interface is covered by a conduc-
tive electrical double layer (EDL). The EDL (see Fig. 15.2a) forms due to the usually 
negative surface charge of the mineral and consists of two sections, (i) the Stern or 
fixed layer of counter-ions (cations) absorbed to the grain surface and (ii) the diffuse 
layer characterized by an increased concentration of counter-ions (cations) and a 
reduced concentration of co-ions (anions) compared to the undisturbed electrolyte. 
Driven by the electrical field imposed by the measuring device, ions in the electrolyte 
migrate along interconnected pathways in the water-filled pore space and ions in the 
EDL along interconnected surfaces (Fig. 15.2b). The amount of charges transported 
by these two conduction mechanisms known as electrolytic and surface conduction, 
respectively, controls the electrical conductivity (σ ) of soils and rocks. In geophysics,
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Fig. 15.2 Electrical properties of the mineral-electrolyte interface. a The usually negatively 
charged mineral surface is covered by an electrical double layer (EDL) consisting of the inner 
Stern and the outer diffuse layer. Across the diffuse layer, ion concentrations transition from their 
perturbed values at the mineral surface into the equilibrium concentration in the electrolyte. b Elec-
trical conduction mechanisms including matrix conduction (often negligible), surface conduction, 
and electrolytic conduction. c Schematic sketch of the polarization of the EDL around a spherical 
grain: The application of an external electrical field leads to a redistribution of charges along the 
surface, the EDL polarizes 

this property is often expressed in terms of the electrical resistivity ρ = σ −1, the  
inverse of conductivity. Materials with highly charged surfaces and a large internal 
surface area, such as clay, often stand out with a high electrical conductivity (low 
resistivity). For further details we refer to Revil and Florsch [60], Kemna et al. [45], 
Bücker and Hördt [13], Bücker et al. [12]. 

Besides a considerable increase in conductivity, the EDL gives rise to the charge-
ability assessed by TDIP or the phase shift assessed by FDIP measurements. Driven 
by the external electrical field, the ions of the EDL accumulate on one side of the 
mineral grain and deplete at the other side. As soon as the external field is switched off 
(when the current injection is interrupted), diffusion forces redistribute the polarized 
charges within the EDL. This polarization and its relaxation result in the secondary 
voltage observed in TDIP or the phase shift in FDIP. As they do not only provide 
information about the conduction of current (i.e., migration of charges), but also 
information about the capacity of the subsurface to store charges (i.e., polarization 
of the EDL), IP methods offer additional complementary information compared to 
the resistivity method alone. 

The bulk electrical conductivity of most natural media (except for metallic 
minerals or graphite) strongly depends on the conductivity of the pore fluid (σ f ). 
The porosity (θ , the ratio of pore volume to total volume) and the water satura-
tion (S, the ratio of the water-saturated pore volume to the total pore volume) play
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also an important role. Based on measurements on a large number of samples, [4] 
proposed an empirical model establishing a relation between these properties and 
the bulk conductivity of a material, which is widely used for hydrogeological and 
environmental investigations: 

σel = θ m Sn σ f 

In this equation, also known as Archie´s law, m and n are the cementation factor and 
the saturation exponent, respectively. The first is related to the connectivity between 
pores, while the second quantifies changes in the conductivity when replacing pore 
water by a non-conducting or fluid or gas. Both exponents are fitting parameters that 
need to be experimentally determined for each type of material. Since it has been 
established, many investigations have demonstrated the applicability of Archie´s law 
to a wide range of rock and soil samples, as well as for different temperatures and 
chemical compositions of the pore water (see Glover [35]; and references therein). 
Nonetheless, in its original form, Archie´s law does not hold for materials charac-
terized by a large internal surface area and highly charged surfaces, such as clays, 
microbial cells, nanoparticles, organic matter, and in some cases contaminants. In 
these materials, surface conduction (σs) along the EDL plays a dominant role, which 
is not taken into account in Archie´s law. Moreover, as discussed above, charges in 
the EDL polarize, which causes a frequency dependence of the electrical conduc-
tivity. To take both surface conduction and the associated polarization of charges into 
account, Archie’s law can be expanded by adding a complex frequency-dependent 
surface conductivity σ ∗s (ω): 

σ ∗(ω) = θ m Sn σ f + σ ∗ 
s (ω) 

Here, ω = 2π f is the angular frequency (in rad/s) associated to the frequency 
( f , in Hz) of the measurement. Complex-valued conductivities are convenient to 
calculate amplitude and phase of an alternating current together: The complex-valued 
surface conductivity σ ∗s , for instance, can be expressed in terms of its real component 
(σ 's), which mostly describes Ohmic conduction or charge motion in-phase with the 
driving voltage, and its imaginary component (σ ''s ), which quantifies the polarization 
properties or out-of-phase charge motion. By substituting σ ∗s = σ 's + i σ ''s , where 
i = 2

√−1, into the equation above, we can split the bulk conductivity of a material 
into a real part 

( 
σ '

) 
and an imaginary part 

( 
σ ''

) 
: 

σ ∗(ω) = σ ' + i σ '' = 
[ 
σel + σ ' s (ω) 

] + i σ '' s (ω), 

Note that the real component contains contributions of electrolytic and surface 
conductivity, while the polarization is only related to the surface conductivity (σ ''s ). 

The SIP response of materials with one dominant polarization mechanism and a 
well-defined relaxation time scale (i.e., the time needed to establish the polarization 
of the material) is characterized by a well-pronounced peak in the phase (or imaginary 
conductivity) spectrum and an increase in the magnitude (or real conductivity). Such
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a behavior can often be approximated by fitting relaxation models. One of the most 
widely used models for this purpose is the Cole–Cole model, which in terms of 
complex conductivity can be written as [57]: 

σ ∗(ω) = σ0 

[ 
1 + m(iωτ )c 

1 + (i ωτ )c (1 − m) 

] 
= 1 

ρ∗(ω) 

Here, σ0 denotes the electrical conductivity at the low-frequency limit; m is the 
chargeability (between 0 and 1), which quantifies the amplitude of the polarization 
effect; τ = (2π fc)−1 is the relaxation time, which is inversely proportional to the 
critical frequency ( fc), where the polarization peak is observed, and roughly propor-
tional to the characteristic length scale of the polarization (e.g., the grain size or 
other important textural parameters); and c is a dispersion constant, which controls 
the broadness of the relaxation peak and roughly reflects the distribution of rele-
vant relaxation times. The use of such relaxation models allows to reduce the rich 
information contained in highly resolved SIP data to a smaller number of relevant 
parameters. For further details, we refer the reader to Pelton et al. [57], Binley and 
Slater [7]. 

15.3 Electrical Properties of Contaminated Soil 

Contaminants miscible in groundwater commonly tend to increase the real compo-
nent of the electrical conductivity. Hence, geophysical electrical methods such as 
the electrical resistivity tomography (ERT), have been widely used in the last years 
for site characterization. For instance, conductive anomalies resolved through ERT 
have been used to image the leakage and migration of landfill lixiviates (e.g., De 
Carlo et al. [16]; Tsourlos et al. [74]; Soupios and Ntarlagiannis [71]; Nguyen et al. 
[55] and references therein). The accumulation of metallic ions or an increase in 
pH can also result in conductive anomalies; thus, ERT has been used to map heavy-
metal contaminant plumes, acid mine drainage and other contaminants related to 
mine-tailings (e.g., Placencia-Gómez et al. [58]; Wang et al. [77]). 

Hydrocarbon contaminants comprise a broad range of organic compounds such 
as chlorinated hydrocarbons (CHCs), polycyclic aromatic hydrocarbons (PAHs), 
aromatic hydrocarbons (e.g., the BTEX group: benzene, toluene, ethyl benzene and 
xylene), and phenols. These compounds are immiscible in water and represent some 
of the most important contaminants affecting soil and groundwater in Europe. Labo-
ratory studies have demonstrated that fresh hydrocarbon contaminants effectively 
behave like electric insulators and that increasing their volumetric content in soils 
results in an increase of the electrical resistivity [17]. Hence, initial field studies 
demonstrated the applicability of the ERT method to delineate the geometry of fresh 
hydrocarbon-contaminant spills based on the detected resistive anomalies [6, 43, 64]. 

Like every indirect method, ERT methods suffer from the ambiguity in the inter-
pretation of the resistivity values alone. IP or SIP methods for site characterization
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respond to the necessity to gain further information and thereby reduce ambiguities 
in the interpretation. E.g., a conductive anomaly could either represent dissolved 
contaminants (e.g., landfill lixiviates) or simply reflect an elevated clay content in 
the host rock; resistive anomalies may indicate a fresh hydrocarbon spill or simply be 
related to unsaturated material or tight consolidated rock. By additionally analyzing 
the capacitive properties of the subsurface, or the induced polarization effect, the 
responses associated with the geology and those of the contaminants can often be 
discriminated better. 

Especially in the case of hydrocarbon contaminants, various studies have revealed 
the sensitivity of SIP measurements to both chemical changes in the impacted ground-
water and the geometry of the remaining water-filled pore space. The displacement 
of pore water by hydrocarbon contaminants modifies the geometry of the water-filled 
pore space and thus, the frequency dependence of the complex conductivity. These 
geometrical changes often result in a variation of the relaxation time (τ ), which is 
known to be sensitive to the textural parameters of the material [45, 60]. Further-
more, hydrocarbons are organic compounds and as such may modify the chemical 
properties of the grain surfaces and thus the electrical properties of the EDL, which 
control the polarization response. 

Olhoeft [56] carried out the first SIP measurements on soil samples impacted 
by organic waste and petroleum. His study revealed an increase in the conductivity 
phase (φ), which he attributed to interactions between the organic compounds and 
the surfaces of the solid constituent of the soil. This observation has prompted a 
large number of follow-up investigations over the last three decades, where the SIP 
response of a variety of organic compounds has been further evaluated in laboratory 
experiments. In summary, these investigations revealed that the polarity of the organic 
compounds as well as the hydrocarbon saturation mainly control the measured SIP 
response. 

15.3.1 Hydrocarbons in Soils: Polar and Non-polar 
Compounds and Their SIP Response 

Hydrocarbon contaminants are non-aqueous phase liquids (NAPL) that are—for 
practical reasons—classified into light NAPLs (or LNAPLs), which are less dense 
than water and float on the groundwater table, and dense NAPLs (DNAPLs), which 
are denser than water and sink down within the aquifer. In terms of electrical prop-
erties, the polarity of an organic contaminant, defined by its molecular electrostatic 
potential, is much more relevant than its density. “Non-polar” hydrocarbons form 
isolated droplets within the water filled pores because they lack ionic or polar groups 
to be attracted by the surrounding mineral surfaces (see Fig. 15.3a). They are also 
referred to as “non-wetting” hydrocarbons, considering that the pore water is in direct 
contact with the grain surface (i.e. water is the fluid wetting the grains). In contrast, 
“wetting” hydrocarbons do contain polar compounds and readily attach to the grain
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Fig. 15.3 Schematic sketch of the variation of the polarization magnitude with the contaminant 
concentration for a non-wetting and b wetting hydrocarbons 

surfaces (see Fig. 15.3b), i.e., the liquid hydrocarbon is in direct contact with the 
grains. In this context, the wettability refers to the affinity of a specific NAPL for the 
soil surface [2]. 

In laboratory measurements, Schmutz et al. [65] observed a decrease of both 
real and imaginary conductivity (σ ' and σ '') with increasing volumetric content 
of non-wetting hydrocarbon (see Fig. 15.3a). At the same time, the phase (φ ≈ 
σ ''/σ ') increased with increasing volumetric content of non-wetting hydrocarbon. 
The critical frequency of the polarization (frequency at which the peak is observed) 
was found at low frequencies between 1 mHz and 1 Hz. In a similar study with non-
wetting oils (e.g., paraffin and sunflower oil), Schmutz et al. [66] found contradictory 
trends, while Ustra et al. [75] also reported a negligible polarization in the low 
frequencies in columns experiments with toluene. Revil et al. [61] extended these 
experiments to investigate wetting oils and observed a decrease in φ as well as an 
increase in σ ' with increasing oil volumetric content (see Fig. 15.3b). These results 
suggest that the introduction of a wetting oil, which—partly or entirely—covers 
the soil mineral surface, facilitates ion migration (increase of σ ') rather than the 
accumulation and polarization of charges (decrease of φ). Schwartz et al. [67] and 
Schwartz and Furman [68] argue that the decrease in the polarization magnitude is 
a consequence of the adsorption of organic molecules to the mineral surface and the 
release of inorganic ions to the bulk electrolyte, resulting in an increase in σ ', and a 
decrease in both parameters expressing the polarization effect (φ and σ ''). 

Bücker et al. [10] recently proposed a mechanistic model to understand the 
SIP response of wetting and non-wetting hydrocarbon contaminants. Based on a 
membrane polarization model [13], they do not only take the hydrocarbon concen-
tration into account, but also the surface charge at the hydrocarbon-water inter-
face, as well as the geometrical configuration of water and hydrocarbon. They 
predict a decrease of σ ' and φ with increasing hydrocarbon saturation irrespective 
of whether the hydrocarbon is wetting or non-wetting. Non-wetting hydrocarbons
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with highly charged surfaces yield an increase of the conductivity magnitude with 
hydrocarbon saturation and a slight increase of the phase at intermediate hydrocarbon 
concentrations as sketched in Fig. 15.3a. 

15.3.2 Electrical Properties of Mature Hydrocarbon Plumes 

While pure hydrocarbons behave as electrical insulators, many studies on aged 
hydrocarbon-contaminated soil and rock materials have revealed high electrical 
conductivity values. This apparent contradiction has been resolved by attributing 
the increased conductivity to the effect of biotic and abiotic transformations of the 
contaminants and the accumulation of metabolic products in the pore water (e.g., 
Atekwana and Atekwana [5]; and references therein). 

Hydrocarbons are electron donors and can be degraded by different bacterial 
strains [19, 33, 34]. This biodegradation depends on the adaptation of microorganisms 
to available electron acceptors and the respective energy yield. Differences in the 
energy efficiency of aerobic and anaerobic respiration and the successive depletion 
of electron acceptors leads to a sequence of redox reactions: After the oxygen is 
consumed by oxidizing bacteria (aerobic respiration), nitrate-reducing or denitrifying 
bacteria are responsible for the most effective anaerobic respiration, followed by 
manganese and iron reducing bacteria; and lastly sulfate-reducing microorganism. In 
absence of inorganic electron acceptors besides carbon dioxide (CO2), methanogesis, 
as a last step in the sequence of redox reaction, still permits the degradation of a 
variety of hydrocarbon contaminants [34, 47, 51]. Flores Orozco [32] and Flores 
Orozco et al. [31] have shown the sensitivity of the SIP imaging method to variations 
in the redox-status of the subsurface, thus, its potential to delineate redox zonation 
in contaminant plumes. 

Besides the transformation of the hydrocarbon contaminant, the microbial activity 
results in the accumulation of metabolic products, such as carbonic acids, dissolved 
nitrate, iron or manganese in the surrounding groundwater, which in turn may result in 
the precipitation of minerals such as iron sulfides (e.g., Mewafy et al. [54]). Hence-
forth, the term “mature” plume refers to contaminant plumes undergoing such a 
biogeochemical transformation. The time required to reach such maturity depends 
on the availability of indigenous microorganisms and electron acceptors and varies 
largely between sites. 

As stated above, the release of metabolic products often results in an increase 
of pore-water salinity around mature plumes and explains the conductive anomalies 
observed in ERT images (e.g., Atekwana and Atekwana [5]). An increasing pore-
water salinity may also increase the polarization response (σ '') in SIP surveys, (e.g., 
Revil and Skold [62]; Hördt et al. [39]). However, laboratory studies indicate that 
this increase is only observed up to a certain salinity threshold and that σ '' values 
decrease at even higher ionic concentrations (e.g., Weller et al. [78]; Hördt et al. 
[39]). Based on their membrane polarization model, Hördt et al. [39] attribute this
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maximum behavior to the salinity-dependent variation of the double-layer thickness 
at the mineral surface. 

The stimulation of microbial activity by contaminants as carbon source also results 
in the accumulation of microbial cells and the formation of biofilms. Thus, the 
observed increase in both σ ' and σ '' in mature plumes has also been attributed to 
the electrical properties of microbial cells, which have a surface area and a surface 
charge similar to clay minerals [3], or the weathering of grains, which is enhanced 
by the release of carbonic acids during microbially mediated reactions [1]. Recent 
studies suggest that the precipitation of electrically conducting minerals, such as iron-
sulfides, following the activity of iron- and sulfate-reducing bacteria could explain 
the observed increase in both components of the complex conductivity σ ∗ [2, 54]. 
Electrical conductors permit the flow of current through electronic conduction (i.e., 
by the movement of electrons), which is often related to much higher conductivi-
ties than in the case of electrolytic and even surface conduction. Accordingly, the 
charges on the electrical conductor also polarize and increase the SIP response. For 
more details on this so-called electrode -polarization, see Bücker et al. [11, 14] and 
Revil et al. [59]. 

The vast number of laboratory data and accompanying modeling studies discussed 
above indicates a high sensitivity of the SIP method to both changes in the chemical 
composition of the pore water and changes in the pore-space geometry. Based on 
these findings, the SIP method appears to be a promising technique for site charac-
terization and the monitoring of contaminant transformation. However, to date, only 
few studies investigate the SIP response at the field scale in detail. To fill this gap, in 
the following sections, we present SIP field data and show that the obtained imaging 
results clearly indicate the method´s suitability for the characterization of a range of 
different hydrocarbon contaminants even under real-world field conditions. 

15.4 Field Procedure and Data Processing 

As noted above, laboratory studies indicate that hydrocarbon contaminants can cause 
significant contrasts with respect to electrical conductivity and polarization prop-
erties of the subsurface. However, to date only few studies have addressed the 
actual frequency dependence of the electrical response of hydrocarbon plumes in 
the field. The application of the SIP method at the field scale faces multiple chal-
lenges including instrumentation and survey design, data processing and inversion, 
as well as the interpretation of the imaging results. 

In order to illustrate these challenges, we present exemplary raw data and imaging 
results of a SIP survey conducted on the grounds of a former hydrogenation plant, 
where groundwater is impacted by high concentrations of benzene. Benzene is a 
non-polar and non-wetting hydrocarbon with a saturation concentration of 1.79 g/L 
(at 15 °C). The lithology at the study site consists of three layers (from top to bottom): 
(1) backfill material with a thickness of approx. 2 m, (2) a sandy to gravely unit with a 
thickness of approx. 9 m hosting the aquifer, and (3) a layer of clay and lignite, which
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limits the aquifer downwards. During the survey, the groundwater table was located 
at a depth of −8 m. The SIP profile was centered at the zone, where high benzene 
concentrations > 2.2 g/L in groundwater indicated free-phase benzene. Contaminant 
concentrations decreased towards both ends of the profile. 

To minimize the distortion of readings by anthropogenic noise due to pipes, storage 
tanks, power lines, or other subsurface installations, the SIP survey was conducted 
on the bottom of a trench, after the removal of the backfill material. 37 stainless 
steel electrodes were installed with a unit electrode spacing of 2.5 m (resulting in a 
total profile length of 90 m). The electrical impedance measurements were collected 
with a SIP256C (from Radic Research), using an actual sinusoidal waveform at 15 
logarithmically equidistant frequencies between 0.07 and 1,000 Hz. The electrode 
configuration was a dipole–dipole “skip-3”, which means that the separated current 
and potential dipoles had a length of 4 times the unit electrode spacing (3 electrodes 
skipped between the poles). 

One of the challenges regarding spatially resolved SIP field measurements is 
related to the adverse effect of polarized electrodes: The circulation of a current flow 
through a grounded electrode results in redox reactions at the surface of the metallic 
bar that might result in a remnant polarization affecting the quality of subsequent 
voltage readings [18, 48, 79]. Here, this issue was resolved by designing the dipole– 
dipole measuring protocol in such way that voltage measurements with electrodes, 
which have previously been used for current injection, were excluded. In other words, 
the voltage measurements were always collected with electrodes ahead of the current 
dipole. 

Figure 15.4 shows the frequency dependence of the SIP raw data in terms of 
apparent conductivity magnitude (σapp) and phase (φapp). The apparent conduc-
tivity magnitude is computed from the measured impedance magnitude as σapp = 
(|Z |k)−1 , where the geometrical factor k accounts for the geometrical configuration 
of the electrode layout; φapp is equal to the measured phase. These apparent quantities 
do not represent a true image of the spatial variation of the electrical conductivity in 
the subsurface, which can only be obtained after the inversion of the data. However, 
they do permit a first visualization and assessment of the overall response including 
the frequency dependence of the electrical properties. The frequency dependence of 
the apparent conductivity of selected quadrupoles along the SIP profile in Fig. 15.4 
(last row) shows different behaviors, which can roughly be attributed to three units: 
(1) the unsaturated soils on the top assessed by shallow measurements (center of 
the profile, short separation between current and potential dipole); (2) the free-phase 
contaminant or source zone (center of the profile, intermediate dipole separation); 
and (3) the plume of dissolved contaminants (first and last dipoles of the profile, 
intermediate dipole separations). 

The steep increase of the phase values at frequencies > 100 Hz evidences another 
challenge of SIP data acquisition in the field: In small-scale (i.e., cm to dm range) 
laboratory data, a similar increase is often related to Maxwell–Wagner polarization 
processes (e.g., Revil et al. [61]), which reflect the polarization of interfaces between 
two or more materials of varying conductivity but may not be confused with polar-
ization processes in the EDL, which are observed at lower frequencies. In contrast,
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Fig. 15.4 SIP raw data collected over a benzene plume. a Lithology of the study area and b 
Schematic representation of a pseudo section including the selected pixels for the analysis of the 
raw data spectra. c to i pseudo sections representing the measured impedance phase values (φapp), 
with the diamonds indicating the selected quadrupoles for the analysis of the raw data spectra. Raw 
data spectra for the selected quadrupoles expressed in terms of j the magnitude of the apparent 
conductivity (σapp) and  k the apparent phase (φapp). The steep increase of φapp at high frequencies 
indicates electromagnetic (EM) coupling effects.
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high-frequency SIP measurements collected with large electrode layouts as usually 
used in the field (10 to 100 s of meters) are mainly affected by electromagnetic (EM) 
coupling, which comprises both inductive and capacitive effects along the cables 
connecting the measuring instrument with the electrodes. Phase readings affected by 
inductive EM-coupling increase linearly with acquisition frequency, ground conduc-
tivity and the square of the cable length [23, 24]. Hence, inductive coupling likely 
becomes important in the case of mature plumes, due to the expected increase in the 
bulk electrical conductivity, as discussed above.

Sometimes, EM-coupling is argued to be negligible at frequencies < 10 Hz (e.g., 
Kemna et al. [45]). However, unshielded multicore cables, such as those typically 
used for resistivity surveys, may provoke significant EM coupling in SIP data even 
at frequencies as low as 1 Hz. Therefore, Flores Orozco et al. [23] recently recom-
mended the use of shielded cables to minimize inductive coupling due to cross talking 
between cables, and to improve the overall quality of SIP readings. The SIP256C 
measurement device used in this field-data example follows an alternative approach: 
Voltage readings are digitized directly at the electrode, which largely reduces cross 
talking between cables (e.g., Martin et al. [52]). Even though, the steep increase of 
φapp at frequencies >100 Hz (Fig. 15.4k) is a clear indication of a significant EM 
coupling. Besides adjustments to the instrumentation, different techniques have been 
suggested for the de-coupling of the data during processing (e.g., Pelton et al. [57]). 
Because their applicability is limited and taking into account that laboratory exper-
iments have mainly revealed a significant frequency dependence in hydrocarbon-
impacted sediments below 10 Hz, we hereafter only discuss the results collected at 
frequencies <200 Hz. 

The pseudo sections in Fig. 15.4 are constructed by plotting the values of φapp 

below the midpoint of the respective quadrupoles and at “pseudo” depths, which are 
proportional to the total quadrupole length (or dipole separation). Considering that 
subsequent quadrupole readings along the profile measure overlapping volumes of 
the subsurface, pseudo sections are expected to vary gradually in both lateral and 
vertical direction. Thus, abrupt changes between neighboring points of the pseudo 
section indicate outliers or erroneous measurements (see Flores Orozco et al. [23]). 
Such outliers and erroneous measurements need to be removed before the inversion, 
otherwise structures in the resulting images may be generated that are only related 
to noise in the data and not to subsurface properties (also referred to as inversion 
artifacts). The pseudo sections in Fig. 15.4 vary smoothly at all frequencies. A slightly 
increased variability in the values is observed at large pseudo depths, corresponding 
to readings with large separations between current and potential dipole, which are 
affected by a poor signal-to-noise (S/N) ratio. 

The above analysis of the pseudo-section visualizations permits a qualitative iden-
tification of outliers and erroneous measurements, but strongly depends on the expe-
rience of the user. A more quantitative approach is based on the analysis of the 
difference between normal and reciprocal readings. Here, reciprocal readings refer 
to measurements of the same quadrupole but with interchanged current and voltage 
dipoles. Initially proposed for ERT measurements by LaBrecque et al. [49], this 
method is based on the principle of reciprocity, which states that (theoretically)
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normal and reciprocal measurements should be identical. Thus, a statistical analysis 
of the normal-reciprocal misfit can be used to quantify random error in the data. The 
occurrence of large misfits between normal and reciprocal readings is also useful to 
identify outliers or systematic sources of error, which might e.g. be related to a poor 
galvanic contact of the electrodes with the ground. The applicability of the normal-
reciprocal analysis to FDIP and TDIP data has been documented in various studies 
(e.g., Slater and Binley [70]; Flores Orozco et al. [24, 28]). However, the collection 
of reciprocals at all frequencies of a SIP survey would be challenging considering 
that measurements at frequencies <5 Hz are related to long acquisition times. Hence, 
we recommend to collect reciprocals down to at least at 1 Hz and use the analysis of 
normal-reciprocal misfits to establish thresholds values (for injected current, voltage, 
and φapp) that permits filtering of the low-frequency data, in case that the collection 
of reciprocals is not possible due to time constraints. The collection of reciprocals 
at high frequencies is also recommended to discriminate between EM coupling and 
other sources of error. 

In the present case, the analysis of the normal–reciprocal misfit was conducted 
at all frequencies individually resulting in relative and absolute errors of 5% and 
1 ., respectively, for the impedance magnitude and a constant absolute error of 
5 mrads for the impedance phase. Independent inversions of single-frequency data 
converged to a weighted root mean square error (RMSE) of 1.0 ± 0.05, meaning that 
the obtained model explains the data within these error bounds. 

Independently from the chosen approach, the use of a consistent (and ideally quan-
titative) methodology for the processing of the data is critical to warrant the compa-
rability of inversion results for data collected at different frequencies (e.g., Flores 
Orozco et al. [24, 31]). Furthermore, poor processing might lead to the creation of 
inversion artifacts. Accordingly, an inadequate identification of erroneous measure-
ments and outliers might have a large influence in the inverted imaging results; thus, 
leading to an inadequate site characterization and hindering a more detailed analysis 
of the frequency dependence. 

Instead of carefully processing the raw data, the consistency between inversion 
results obtained at different frequencies can also be enforced during the inversion. The 
use of spatial and frequency regularization schemes (e.g., Günther and Martin [37]) 
permits to impose an expected spectral response, such as a Cole–Cole relaxation, 
during the simultaneous inversion of data collected at different frequencies. However, 
an adequate processing of the raw data has been demonstrated to minimize the 
impacts of cultural noise in IP monitoring results [26] as well as to provide better 
results than the use of (multiple) regularizations (e.g., Lesparre et al. [50]). 

15.5 Interpretation of Field-Scale SIP Imaging Results 

The inversion results of SIP data collected along one measurement line consist of 
2D sections revealing both lateral and vertical changes in the electrical properties of 
the subsurface. If data was collected along several parallel lines or with electrodes
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Fig. 15.5 SIP imaging results expressed in terms of the real (a, b, c)  and imaginary (d, e, f) 
component of the complex conductivity (σ ∗), as well as their ratio expressed by the phase (φ ≈ 
σ ''/σ ') for data collected at two different frequencies (g, h, i). The spectral response of the electrical 
parameters (j, k, l)  for selected areas, which are indicated by black boxes in the electrical images. 
The position of the electrodes along the surface (black circles), the groundwater level (dashed line), 
and the limit of the aquifer (solid line) are indicated, too 

distributed over a grid, a 3D inversion can be carried out to obtain a 3D model of 
the subsurface. The results are usually expressed in terms of the complex resistivity 
(ρ∗) or its inverse, the electric conductivity (σ ∗). In either case, the complex quantity 
can be visualized in terms of real and imaginary components, or as magnitude and 
phase. In Fig. 15.5, we present the imaging results of the data collected at the benzene-
contaminated site in terms of real (σ ') and imaginary (σ '') conductivity as well as 
conductivity phase (φ) at low (0.078 Hz) and high (125 Hz) frequencies, respectively. 
Because σ ' >> σ '' and thus |σ ∗| ≈ σ ', the magnitude image is practically equal to 
the real part image and not shown here for brevity. 

The real part of electrical conductivity (σ ') reveals two main units (Fig. 15.5a–c): 
(i) an uppermost layer with low conductivities (< 10 mS/m) associated with the unsat-
urated soils and (ii) a second, more conductive layer, which extends from 7.5 m down-
ward and corresponds to the saturated sediments of the aquifer. A highly conductive 
anomaly (up to 25 mS/m) is located at the position of the benzene in free phase, 
i.e. the source zone, and corresponds with the expected signature of a mature plume 
undergoing degradation. The known lithological contact with the clay-rich formation 
at 11 m depth is not easily identified at both ends of the geoelectrical section, but 
may be inferred from the maximum depth of the conductive anomaly at its center. 
As expected from the flat frequency response of the σapp raw data, no significant 
differences exist between low and high frequency σ ' images. As discussed above, 
the high values in σ ' are likely related to the accumulation of metabolic products, 
which increase the salinity and thus the electrolytic conductivity of the pore water. 

The polarization properties of the subsurface are expressed in terms of both the 
imaginary conductivity σ '' (Fig. 15.5d–f) and the conductivity phase φ (Fig. 15.5g–i) 
to permit a direct comparison with laboratory results (e.g., Schmutz et al. [61]; Revil
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et al. [65]). The σ '' and φ images clearly reveal contrasts between unsaturated and 
saturated materials as well as between the benzene in the dissolved plume and in free 
phase. The lowest polarization response is observed at the center of the section within 
the saturated zone, where high contaminant concentrations indicate the presence of 
free-phase benzene. At the same time, σ '' and φ values in the plume first increase 
with the distance to the source area and then slightly decrease towards both ends of 
the profile. 

Similar observations, i.e., a slight increase of the polarization response with 
increasing contaminant concentration in the plume and a largely reduced polarization 
within the source area, have been reported earlier by Flores Orozco et al. [27] from a 
BTEX-contaminated site. Bücker et al. [10] attributed this behavior to the geometrical 
configuration of the contaminant within the pore space. In their model, the polariza-
tion response of non-wetting hydrocarbons increases with increasing concentration 
but strongly decreases as soon as the contaminant droplets of neighboring pores 
become continuous across the connecting pore throats. 

Besides the clear response of free-phase benzene and the associated plume at 
intermediate depths, there are two more features of the polarization images (i.e., 
σ '' and φ), which are worth mentioning. Firstly, the uppermost layer (first 2 m) 
shows large heterogeneities with respect to both σ '' and φ, which are likely related 
to anthropogenic structures still in place after the removal of the backfill material. 
Secondly, the high-frequency images show a strong increase below 5–10 m depth, 
which most likely reflects the strong polarization response of the clayey formation 
confining the aquifer at depth, due to polarization of the Stern layer or membrane 
polarization mechanisms (e.g., Revil and Florsch [60]; Bücker et al. [26]). 

As expected from the flat frequency response of the σapp raw data, the spectral 
variation of σ ' is weak within all three zones of interest (see Fig. 15.5j). At the  
same time, the spectral variation of σ '' and φ (see Fig. 15.5k andl) of free-phase 
benzene (source zone), plume and aquiclude are readily distinguished: Particularly 
the increase of both parameters at low frequencies (<1 Hz) seems to be characteristic 
for the plume of dissolved benzene, while the response is much lower and eventually 
flattens out in the source zone and aquiclude. It is worth mentioning that a similar 
behavior, i.e. an increase in the polarization with increasing benzene concentra-
tions has also been observed in laboratory measurements on non-polar hydrocarbon 
compounds (e.g., Schmutz et al. [66, 65, 67]; Deceuster and Kaufman [20]; Shefer 
et al. [69]; Blondel et al. [9]) 

At intermediate frequencies (at 2 Hz) a phase peak appears in all four spectra 
(Fig. 15.5k and l), which we therefore interpret as the characteristic response of the 
background material. Most probably, this peak is related to the fine-grained fraction 
as it is most pronounced within the clayey aquiclude and weaker within the sandy to 
gravely aquifer. At higher frequencies, the response is increasingly affected by EM 
coupling, which makes the interpretation difficult. 

A comparison of the apparent electrical conductivity in Fig. 15.4 with the inverted 
complex conductivity image in Fig. 15.5 reveals that the general trends regarding the 
frequency dependence of the electrical parameters are visible in both data and inverted 
model parameters. This is particularly important, as in the approach chosen here, the
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inversions are carried out independently for each frequency and no regularization is 
used to enforce spectral consistency of the inverted models. 

While the results presented here are based on a multi-frequency measurement, 
recent investigations propose to retrieve the spectral variation of σ ∗(ω) from full-
wave form TDIP data (e.g., Fiandaca et al. [22]). This approach also improves the 
investigation of contaminated sites compared to a pure ERT survey or the use of 
integral chargeability values [40, 53]. However, the TDIP data is fitted to a relax-
ation model, the selection of which strongly predetermines the possible frequency 
dependencies of σ ∗(ω). As the present case study illustrates, properties such as 
chemical composition of groundwater (here, contaminant concentration and fluid 
conductivity), biogeochemical processes as well as the pore-space geometry have a 
large and likely site-specific influence on the electrical response. In particular, the 
complex interplay of these properties may result in spectral responses consisting 
of multiple relaxations, the recovery of which might be challenging for full-wave 
form inversion approaches. Therefore, we stress that the collection of SIP data in the 
frequency domain is the most direct way to evaluate the frequency dependence of 
the electrical properties of subsurface materials. 

Flores Orozco et al. [25] demonstrated the use of coaxial cables to collect high 
quality SIP data in a site impacted by a jet fuel spill. The results in that study are 
consistent to those presented in Fig. 15.5. In their study, Flores Orozco et al. [25] 
also reveal variation in the frequency dependence of the complex conductivity in 
imaging data sets collected in clean sediments, the plume of dissolved contaminants 
and close to the source zone, where free-phase oil is trapped within the pore space. 
The interpretation of SIP results was confirmed through laser induced fluorescence 
(LIF) loggings. Clearly the analysis of the frequency-dependence in the polariza-
tion response provides an improved site characterization than those investigations 
conducted solely with DC-resistivity methods, or single-frequency IP. 

15.6 Monitoring of Nanoparticles Injections 
for Groundwater Remediation 

To illustrate the applicability of the IP method as a monitoring tool, e.g., to accom-
pany the application of remediation measures, we present here imaging results 
obtained along the injection of micro-scale iron particles. The measurements were 
collected inside an industrial area, where groundwater is impacted by chlorinated 
aliphatic hydrocarbons (CAHs), especially TCE (chlorinated ethane) released during 
the production of solvent-based paints. TCE is polar hydrocarbon, which is denser 
than water (DNAPL). The injection of reactive nano- and micro-scale particles into 
the subsurface is a promising approach for the in-situ degradation of pollutants as 
it reduces remediation times and can be applied to areas not accessible by common 
remediation techniques (e.g., Grieger et al. [36] and references therein). A variety of 
techniques has been proposed for the remediation of CAH plumes, yet, it is beyond the
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scope of this chapter to discuss these techniques and the accompanying changes in the 
electrical properties in detail. Nonetheless, the following case study demonstrates the 
sensitivity of the complex resistivity to different chemical processes as needed for an 
improved delineation of subsurface processes compared to the resistivity magnitude 
alone. 

The study area can be described by three main units (from top to bottom): (1) 
a shallow aquifer comprised of gravel and sand with a thickness of ca. 4.5 m, (2) 
an aquiclude composed by clay-rich sediments (between 4.5 and 8 m depth), and 
(3) a deep aquifer composed of coarse sand and gravels. A schematic representation 
of the site is presented in Fig. 15.6a. The remediation targeted the deep aquifer, 
where guar-gum coated micro-scale zero-valent iron particles (GG-mZVI) [76] were  
injected between 10.5 and 8.5 m depth in 0.5 m steps, starting at the deepest position 
(see Fig. 15.6a). Each injection step had a duration of 15 min and aimed at delivering 
20 kg mZVI at low pressures. During the injections it took another 15 min to relocate 
the pump and collect IP data. 

IP measurements were collected during the relocation of the pump at a single 
frequency (1 Hz) using 24 stainless steel electrodes with a separation of 1 m. The 
profile was centered at the position of the injection well. For further details, we refer 
to Flores Orozco et al. [30]. Baseline imaging results obtained from data collected 
one day before the GG-mZVI injection reflect the known three-layered geology 
(Fig. 15.6a). A noticeable anomaly characterized by high σ ∗ values corresponds to

Fig. 15.6 Contaminant concentrations and imaging results for baseline measurements collected at 
a TCE-impacted site prior to the injection of guar-gum coated micro-scale zero-valent iron (GG-
mZVI). a schematic representation of the lithological units at the site and the protocol used for the 
injection (Inj.) of the GG-mZVI, and b reported concentrations of TCE in groundwater samples 
collected before subsurface amendment. Complex conductivity imaging results expressed in terms 
of the real c and imaginary d components as well as the conductivity phase e. The horizontal solid 
lines indicate the position of the aquiclude, the dashed line indicates the depth of the groundwater 
table during the IP survey, and the black dots along the surface the electrode positions. Figure 
modified from [30]
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the plume of dissolved TCE observed e.g., in Fig. 15.6b (concentrations in ground-
water − 1 mg/L). The lack of information about TCE concentrations within the clay-
sand aquitard is due to the practical limitations of direct site-investigation methods, 
for instance based on the extraction of groundwater samples, which cannot be carried 
out in low permeable formations. The increase in conductivity observed in Fig. 15.6c 
may again reflect the maturity of the organic contaminant. Besides, as a polar hydro-
carbon, TCE might also result in highly charged surfaces of the hydrocarbon phase as 
modelled by Bücker et al. [10], explaining the increase in the polarization response. 
Similar responses have also been observed in TDIP investigations on other CAHs 
contaminated materials [15, 38, 40, 72].

The monitoring results presented in Fig. 15.7 reflect the absolute change between 
the baseline image and the images obtained after each injection step. Both conduc-
tivity magnitude and phase reveal an increase in the deep aquifer as the injection 
proceeds. This is the expected effect of the amendment of GG-mZVI, as the stabi-
lizing solution is more conductive than the local groundwater and the coated iron 
particles are expected to cause a strong electrode-polarization response. Beside the 
changes in the deep aquifer, even larger changes (>50%) can be observed within 
the shallow sediments, a few meters above the injection points. These unexpected 
changes indicate the migration of particles along vertical flow paths. Such prefer-
ential flow paths are due to fractures created during the injection that resulted in an 
off-target delivery of the particles. Geochemical data obtained from the analysis of 
cores recovered after the injection confirmed the migration of particles and stabilizing 
solution to shallow areas through fractures. Additionally, properly delivered particles 
in the deep aquifer can be related to the positive changes in both IP images between 
8 and 10 m depth. Likely due to the enzymatic consumption of the guar-gum coating 
upon the arrival in the targeted aquifer, the bare metallic particle develops a strong 
electrode polarization response. On the contrary, the particles delivered off-target in

Fig. 15.7 Absolute temporal changes in the IP imaging results computed as the differences between 
baseline and time-lapse data after each particle injection. IP parameters are expressed in terms of 
conductivity magnitude (top) and phase (bottom). Spatial variations in the IP response are related 
to the accumulation of: bare particles in the deep aquifer close to the injection points (indicated by 
“x”) and coated GG-mZVI delivered off-target into the unsaturated zone. The dashed horizontal 
lines represent lithological contacts and the solid line the groundwater table
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the unsaturated zone and shallow aquifer are still coated by the guar-gum; thus, the 
metallic surfaces are not in direct contact with the electrolyte, hindering the devel-
opment of electrode polarization. A more detailed discussion can be found in Flores 
Orozco et al. [30]. Additionally, monitoring results obtained along the injection of 
nano-scale Goethite particles by Flores Orozco et al. [29] demonstrates the abilities 
of electrical monitoring to delineate clogging of the pore space following the injec-
tion of nano-Goethite particles, which in turn resulted in fracking and daylighting, 
i.e., particles flowing to the surface.

15.7 Summary and Conclusions 

The two case studies illustrate that using the SIP method improves the charac-
terization of contaminated sites compared to resistivity methods alone. While the 
conductivity magnitude (i.e., resistivity) is mainly sensitive to lithological changes 
and variations in the fluid conductivity, the polarization properties assessed by the 
SIP method are sensitive to the presence of immiscible fluids, such as hydrocarbon 
contaminants, to the resulting changes in the pore-space geometry, and the accu-
mulation of metabolic products accompanying the natural transformation of organic 
contaminants. The polarization effect can be expressed in terms of both the imagi-
nary component and the phase of the complex conductivity. Moreover, an analysis of 
the frequency dependence of these polarization properties can provide further infor-
mation for the interpretation of the imaging results. In particular, we highlighted the 
possibility to measure comparable responses not only under well-controlled condi-
tions in the laboratory but also in field-scale investigations. Even though the obtained 
results are promising, further field investigations are needed to fully understand 
the electrical response of contaminated subsurface materials. Despite the lack of a 
universal law linking contaminant concentration and electrical parameters, the SIP 
method can already be considered a practice-proven technique to delineate changes 
in the subsurface accompanying remediation techniques with a spatial and temporal 
resolution much higher than obtained with conventional sampling-based methods. 
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Chapter 16 
Direct Current Electrical Methods 
for Hydrogeological Purposes 

Enzo Rizzo and Valeria Giampaolo 

Abstract The climate change has dramatically decreased the useful freshwater 
resources so raising the probability of severe droughts. Near-surface geophysics 
uses the investigational methods of geophysics leading to their massive use in all 
scientific sectors (geology, hydrogeology, engineering, archaeology, environmental 
problems). Moreover, the increasing challenge of quantifying extractable, econom-
ically viable, potable water supplies has led to the definition of a new subdiscipline 
of hydrology known as hydrogeophysics. Direct current (DC) electrical methods 
are probably the most widely used near surface geophysical techniques for environ-
mental investigations. DC methods are increasingly used in different approaches to 
cover a larger field of applications. In hydrogeological applications, the electrical 
resistivity distribution can provide important information that allows to characterize 
the heterogeneity of the aquifers and soil, to reconstruct the geometry of the aquifers 
and/or waterproof, to study the relationships between freshwater and seawater, or 
from groundwater different salinity. 

Keywords DC · Electrical resistivity · Conductivity · Hydrogeological 

16.1 Introduction 

In the last decades rapid increase in population and climate change related phenomena 
have dramatically increased the exploitation of freshwater resources so raising the 
probability of severe droughts. Nowadays, the need for clean groundwater resources 
is driving improvements of methods able to provide quantitative information on 
groundwater quantity and quality. 

Near-surface geophysics is largely exploited to study the subsoil and all the 
phenomena connected with it, such as the hydrogeological aspects. In the last years,
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near-surface geophysical techniques have had significant technological advances, 
by eliminating the gap between data quality/quantity and resolution and leading 
to their massive use in all scientific sectors (geology, hydrogeology, engineering, 
archaeology, environmental problems). 

Groundwater geophysics is a common topic in the last 30 years and it is connected 
to the use of near-surface geophysical techniques to support groundwater investiga-
tion. The ever-increasing need for groundwater detection and characterization has 
translated into using subsurface imaging to meet the demand. Many of the earlier 
approaches were concentrated on using geophysics to define lithological boundaries 
and other subsurface structures. These interpretations were mainly qualitative, but 
many attempts are now made to gain quantitative information about the subsurface. 

The increasing challenge of quantifying extractable groundwater resources is a 
major factor driving this growth and has led to the definition of a new subdiscipline 
of hydrology known as hydrogeophysics [14, 73]. 

Direct current (DC) electrical methods are probably the most widely near-surface 
geophysical techniques used for environmental investigations. This is due to different 
factors: (1) subsurface electrical properties are often well correlated to physical and 
chemical properties of fluids within the pore space (e.g., saturation and salinity) 
and lithologic properties (e.g., porosity and clay content) [40]; (2) the theoretical 
concepts are relatively straightforward; (3) field measurement techniques are highly 
scalable, allowing investigations to depths from tens of centimeters to hundreds of 
meters; (4) instrumentation is relatively low cost and straightforward to operate; and 
(5) data analysis techniques have matured—robust data inversion tools, for example, 
are widely available [11]. 

DC resistivity methods have been developed in the early 1900s, however, only in 
the late 1970s, the arising of new modelling tools [32, 33, 55] led to the development 
of modern electrical resistivity tomography (ERT). 

Nowadays, ERTs have been used to study 3D and even 4D systems. Moreover, 
time-lapse methods have been increasingly employed as a means of studying dynamic 
processes (e.g., tracer tests, groundwater clean-up, saline intrusion in the coastal zone, 
etc.). 

In the 1980s, multi-electrode measurement systems were introduced, further, by 
the mid-to the late 1990s, the use of multi-measurement channel hardware have 
allowed to reduced survey time. 

Nowadays, DC methods are increasingly used in different approaches to cover a 
larger field of applications: from samples measurements in the lab (e.g., [18, 85]), to 
measurements in one or between several boreholes (e.g., [27]), across water bodies 
[36], and 3D or 4D monitoring with time-lapse imaging or with permanent surveys 
(e.g., [58, 91]). 

DC methods enable the estimation of the spatial distribution of the electrical resis-
tivity of the subsurface as a weighted average of the electrical properties of its mineral 
grains, liquid, and air. In hydrogeological applications, the electrical resistivity distri-
bution can provide important information for characterizing the heterogeneity of the 
aquifers and soil, to reconstruct the geometry of the aquifers and/or waterproof,
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Table 16.1 Effect of 
physicochemical properties of 
subsoil on the measured 
electrical resistivity parameter 

Factors Effect on electrical resistivity 

Water saturation increase Decrease 

Electrolyte salinity increase Decrease 

Porosity increase (water-filled 
voids) 

Decrease 

Fractures number increase 
(water-filled) 

Decrease 

Electrolyte temperature 
increase 

Decrease 

Porosity (air, gas, and oil-filled 
voids) 

Increase 

Fractures number increase (air, 
gas, and oil-filled) 

Increase 

to study the relationships between freshwater and seawater, or from groundwater 
different salinity. 

As summed in Table 16.1, electrical resistivity is sensitive to porosity, hydraulic 
conductivity, fluid content, and salinity [13, 15, 25, 27, 48, 81]. Because these physic-
ochemical properties can be modified by the presence of contaminants and biodegra-
dation activity, electrical resistivity variations can provide information about the 
contamination state of subsoil [3]. 

16.2 Definition and Hydrogeological Context 

Direct current (DC) electrical methods are probably the oldest and most used tech-
niques for non-invasive geophysical investigations. These methods are essentially 
based on the measurement of an electric field, artificially created in the ground, by 
means of suitable electrodes devices aimed to determine the subsoil spatial electrical 
resistivity distribution (ρ, Ωm) or its reciprocal, electrical conductivity (σ , Sm−1). 

The physical basis of the method is Ohm’s Law, which states that that in an 
electrical circuit, the current I (A) passing through a conductor between two points 
is directly proportional to the difference in electric potential V (V) and inversely 
proportional to the resistance of the material R (Ω) between the two points: 

V = I R. (16.1) 

The resistance R depends on the path length l (m) of the current flow, the cross-
sectional area A (m2) that the current flows through and the resistivity ρ (Ωm) of the 
material: 

R = ρ 
l 

A 
. (16.2)
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The resistivity describes only the intrinsic resistive properties of the material to 
the flow of charge carriers and is not affected by the geometry of the sample. It 
corresponds to the resistance of a sample 1 m long with a constant cross-sectional 
area for current flow that is 1 m2. 

In heterogeneous grounds, current flows toward regions with high conductivity 
however, at room temperature, the subsoil behaves as insulator, while, electric charge 
is nearly always carried by ions, dissolved in water, which can be found almost 
everywhere in the ground. The higher the water content inside interconnected pores 
of the rock, the higher the ion content of the water and the more conducting the rock. 

In the 1942, Gustavus E. Archie published the first study concerning the integra-
tion of the electrical resistivity and hydrogeological characteristics of the subsoil. 
According to Archie’s law [1], there is a quantitative relationship between the elec-
trical resistivity of the bulk formation (ρb), the electrical resistivity of pore water 
(ρw), the effective porosity (φ), and the degree of saturation (Sw): 

ρb = ρwφ−m S−n 
w (16.3) 

where m and n are material constants and empirically derived [66, 79]. Archie estab-
lishes that the exponent m (cementation index) ranged from 1.3 for unconsolidated 
sands to approximately 2.0 for consolidated sandstones. The saturation index n is 
usually larger than the cementation index, because as saturation decreases, the water 
films surrounding the grains become thinner and the conducting paths become more 
tortuous. The term φ−m is called formation factor (F). It represents an intrinsic 
measure of material microgeometry, and it is often assumed to be an indicator of the 
hydraulic tortuosity. 

Archie’s formula is considered valid for medium- to coarse-grained sediments, 
where the grain surface conductivity (reciprocal of resistivity) can be considered 
negligible. Equation 16.3 is frequently used to estimate hydrocarbon saturation in 
‘clean’ sandstones and other relatively permeable reservoir rocks in the oil industry. 

On the contrary, the contribution of grain surface conductivity becomes important 
when small grain sizes dominate the lithology and/or when clay minerals are present. 
In this case, it is necessary to modify Archie’s law to include the electrical resistivity 
contribution due to grain surface (ρs) [92]: 

ρb = aρwφ−m S−n 
w + ρs . (16.4) 

Starting from this relationship, the DC electrical resistivity methods have received 
a great attention on the possibility to define the correlations with the hydraulic prop-
erties, such as the water content (θ ), hydraulic conductivity (K), and transmissivity 
(T ). In general, hydraulic conductivity was estimated by using empirical relationship 
site specific or Kozeny’s equation [49] in combination with Archie’s law.
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The validity of Archie’s equation was verified in many papers [1, 2, 39, 50]. 
However, in the case of carbonate rocks characterized by primary, secondary (frac-
tures and faults), and conduit porosity, the validity of Archie’s law has been ques-
tioned [96]. Moreover, the used ρ-K relationships were unable to fully capture the 
substantial heterogeneity present in the carbonate aquifers where hydraulic conduc-
tivity depends on fracture intensity, offset and spacing, fracture network connectivity, 
and aperture distributions [47, 72]. 

16.3 Measurement Setting 

The basic principle of DC electrical method is to inject a current (I, A) into the 
subsoil by using two current electrodes A (or C1) and B (or C2) and after to measure 
the potential difference ΔV (mV) through two other electrodes M (or P1) and N (or 
P2) on the ground surface. In this way it is possible to measure the subsoil electrical 
resistivity by: 

ΔVMN  = IAB  R (16.5) 

where, ΔVMN (Volt) is the measured voltage between electrodes M and N, IAB (A) 
is the injected current between electrodes A and B, and R (Ω) is the resistance of the 
material through which the current flows. 

As the potential between M and N, the current introduced through A and B, and the 
electrode configuration are known, the resistivity of the ground can be determined; 
this is referred to as the “apparent resistivity” (Ωm): 

ρa = Kg 
VMN  

IAB  
. (16.6) 

For a homogenous, flat earth, the apparent resistivity represents the true resistivity 
of the subsurface, while, for inhomogeneous and anisotropic media, ρa is defined as 
the ratio between the measured value of the parameter in question and its theoretical 
value in a homogeneous and isotropic medium of unit resistivity [52]. 

Therefore, in real cases, inverse methods must be applied to turn from the apparent 
resistivity to the true spatial distribution of the resistivity. 

Kg (m) is called geometric factor; it depends on electrodes geometry (array) and 
can be calculated from the different electrode spacing (Fig. 16.1) by  

Kg = 2π 
[( 

1 

AM 
− 

1 

BM  
− 

1 

AN 
+ 

1 

BN  

)]−1 

. (16.7) 

There are different electrode configurations (Szalai and Szarka 2008): they have 
advantages and disadvantages, therefore the choice is based upon the sensitivity of the
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Fig. 16.1 The injection 
electrodes (AB) and the 
potential ones (MN) and the 
equipotential line 
distribution 

device, the vertical and horizontal variations in resistivity, the depth of investigation, 
the data horizontal coverage, and the signal strength (Fig. 16.2; Table 16.2). 

Due to the fact that the electrical resistivity method is sensitive to both elec-
trolyte and solid-fluid interface chemistry, its application has recently increased for 
geoenvironmental investigations, including the hydrogeological purposes. Earlier 
explorations made use of 1D (VES) method [7, 46], nowadays the VES method has 
been replaced by Electrical Resistivity Tomography (ERT) with 2D and 3D data 
interpretations [4, 54, 77]. 

In general, DC resistivity surveys can be performed in a wide range of config-
urations (Table 16.3), whose choice will depend mainly upon the objectives of the 
survey and site access and instruments constraints [11]. 

Fig. 16.2 Most common electrode arrays and their sensitivity patterns for 2D resistivity surveys. 
C1 and C2: current electrodes, P1 and P2: potential electrodes. In Pole-Pole, C2 and P2 must be 
placed at a distance that is more than 20 times the C1-P1maximum separation. In Pole-Dipole, 
C2 must be placed at a distance that is more than 5 times C1-P1 maximum separation. Letters a 
and n control the electrodes spacing and dipoles maximum separation, respectively. Modified from 
Dahlin and Zhou [28]
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Table 16.2 Comparison of the most common electrode arrays for 2D surface-based surveys 

Array Geometric factor Vertical and 
horizontal 
variations 

Depth of 
investigation 

Horizontal 
coverage 

Signal 
strength 

Pole-Pole Kg = 2π a Poorly sensitive 
to both 
horizontal and 
vertical 
structures 

0.867a ++++ + 

Pole-Dipole Kg = 4πa More sensitive to 
horizontal 
changes (i.e. 
vertical 
structures) 

0.519a (n = 
1) 
3.247 (n = 
8) 

++ ++ 

Dipole-Dipole Kg = 
πn(n + 1)(n + 2)a 

Very sensitive to 
horizontal 
changes (i.e., 
narrow vertical 
structures) 

0.416a (n = 
1) 
2.236 (n = 
8) 

+++ ++ 

Wenner α Kg = 2π a Good in 
resolving vertical 
changes (i.e., 
horizontal 
structures) 

0.519a + ++++ 

Schlumberger Kg = π n(n + 1)a Moderately 
sensitive to 
horizontal (at 
low “n” values) 
and vertical 
structures (at 
high “n” values) 

0.519a (n = 
1) 
3.247 (n = 
8) 

++ +++ 

Multigradient Kg = 
f (X A, XB, XM, XN  ) 

A 
non-conventional 
array with a good 
sensitive to 
vertical and 
horizontal 
changes. It is a 
mix between 
Schlumberger 
and 
Dipole-Dipole 

0.529a (n = 
1) 
3.8 (n = 9) 

+ + + + +  

16.3.1 Unconventional DC Field Configuration 

Nowadays, the availability of generalized modelling tools permits full flexibility in 
electrode configuration, not just using surface-based electrodes. The main need is 
providing higher informative data at depth.
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Table 16.3 Conventional ground surface geoelectrical configuration 

Configuration Description Use Image 

VES Determination 
of 1-D 
resistivity 
variation along 
a vertical 
profile (no 
lateral 
variations) 

Water table 

(https://geofisicaargentina.com/vertical-ele 
ctrical-sounding.html) 

Map Determination 
of 2-D 
resistivity 
lateral 
variations at a 
predetermined 
depth of 
investigation 

Archaeology 

[24] 

Azimuth Four-electrode 
measurements 
(typically 
Wenner or 
Schlumberger) 
made at 
different 
orientations, 
centered on a 
single point 

Jointed and 
faulted systems 

(https://www.agiusa.com/blog/azimuthal-
method-electrical-resistivity-methods-
part-9) 

[60] 

(continued)

In the Mise-à-la-masse method a current electrode (A) is placed in a borehole 
at depth, while the other current electrode (B) is placed at a great distance (ideally, 
infinite). The potential distribution is measured by receiving dipoles (M and N) posi-
tioned at different points on the soil surface. Usually, the Pole–Pole configuration is 
preferred; this explains its early popularity. However, the interpretation of results can

https://geofisicaargentina.com/vertical-electrical-sounding.html
https://geofisicaargentina.com/vertical-electrical-sounding.html
https://www.agiusa.com/blog/azimuthal-method-electrical-resistivity-methods-part-9
https://www.agiusa.com/blog/azimuthal-method-electrical-resistivity-methods-part-9
https://www.agiusa.com/blog/azimuthal-method-electrical-resistivity-methods-part-9
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Table 16.3 (continued)

Configuration Description Use Image

Square array Four electrodes 
(two potential 
and two current 
injection) 
define a square 
which is turned 
15 degrees 
around its 
center point for 
each 
measurement 

Preferential 
flow paths in 
fractures 

(Hydrogeosite Laboratory data, 
CNR-IMAA) 

TOMO 
2D/3D 

Determination 
of lateral and 
vertical 
resistivity 
variations 

Groundwater 
characterization 
and monitoring 

[21] 

DERT It is generally 
used to 
increase 
resolution for 
deeper target 
(investigation 
depth > 200 m) 

Deep 
groundwater 
resources 

[ 69] 

be challenging without suitable modeling tools and when sensitivity to geoelectrical 
contrasts is limited. Examples of mise-a‘-la-masse application areas include mineral 
exploration (e.g., [9, 56]), geothermal application (e.g., [6]), and hydrogeological 
applications [8, 58, 63].

Borehole electrical resistivity tomography (Fig. 16.3b–e) consists of apparent 
resistivity measurements using plate or cylindrical electrodes in one, two or more 
boreholes, placed in contact with the host soils/rocks or with the formation fluid. 
First applications were described by Shima [78] and Zhou and Greenhalgh []. 

Geological setting of the study area and logistical aspects, such as ensure the 
electrical contact between electrodes and the surrounding media, influence the ways 
of installing electrodes into the subsurface. In dry holes, for example, mud, sand, 
or concrete grout may be used to backfill the boreholes and completely cover the 
electrodes; if groundwater is close to the surface, a watertight electrical cable can 
be simply lowered into the measurement boreholes verifying that the electrodes lies 
entirely below the water table [62].
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Fig. 16.3 Schematic of possible uses of boreholes for electrical imaging. a The mise-a‘-la-masse, 
b single borehole, c borehole-to-surface, d cross borehole, and e cross borehole with surface. A, B, 
M, and N are electrodes, D is borehole depth, S is borehole separation. D/S > 1.5. Modified from 
Binley [11] 

Single-borehole electrode arrays (Fig. 16.3b) are generally rarer [57, 87]. In order 
to improve the sensitivity pattern, surface electrodes arrays can be used. Borehole-to-
surface surveys (Fig. 16.3c) could be advantageous when used with varying surface 
azimuthal arrays to assess anisotropy, for example, in fractured environments. 

A cross-borehole electrical resistivity tomography (Fig. 16.3d) allows to identifies 
lateral and vertical resistivity variations in the area between two or more boreholes. 

Cross-hole ERT is characterized by higher resolution at depth compared to the one 
associated to the surface surveying [15]. However, the costs of the survey are larger 
if new boreholes are required and the ratio between boreholes depth and separation 
should be >1.5 otherwise sensitivity is reduced (Fig. 16.3e). 

Moreover, uncertainties in the electrodes positions and the contrast existing 
between the resistivity of the soil/rock formation and that of the boreholes backfill 
material or fluid must to be carefully considered in order to avoid images strongly 
contaminated by artefacts [62, 93]. Finally, the electrode shape itself becomes impor-
tant if the electrode spacings are of comparable magnitude, i.e., length/spacing > 0.2 
[74].
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Nowadays, the cross-hole ERT has become very common in environmental inves-
tigations for the study of the vadose zone, to quantify the hydraulic conductivity 
spatial distribution, and to obtain information on the spatial variability of solute 
transport processes [13, 19, 26, 27, 41, 45, 65, 80, 81, 94]. Moreover, cross-hole 
measurement techniques allow to more readily detect anisotropy compared to surface 
measurements. 

A less common cross-borehole approach is the use electrodes installed along 
horizontal boreholes, or along mine/tunnel for surface to tunnel and tunnel to tunnel 
imaging [29, 51, 76, 89]. 

Recently, Rizzo et al. [70] and Guerriero et al. [42] demonstrated the useful-
ness of 3D surface to tunnel ERT methodology with electrodes located on surface 
and along underground natural tunnel (karts cave), to increase electrical resistivity 
imaging resolution between the underground structure and the topographic surface 
(see Sect. 5.2). This method is potentially well-suited for imaging fracture zones and 
therefore it can be used for monitoring groundwater flow and geochemistry directly 
inside karst aquifers. 

16.4 Modelling and Inversion 

Data from 2-D imaging surveys are normally presented as a pseudo-section of 
apparent resistivity (Fig. 16.4). Measurements with larger electrode separations 
sample deeper portions of the earth, lines at 45° angles are drawn from the mid-
points of the current and potential electrode pairs and the datum is plotted at the 
intersection of these lines. In case of pole transmitter or receiver, the 45° lines are 
drawn directly from the electrode location. The pseudo-section does not provide an 
accurate image of the subsurface distribution of resistivity, it just allows to visualize 
plotted measured data. 

The translation of geoelectrical measurements to geoelectrical properties requires 
the use of inversion tools. The data processing software handles importing,

Fig. 16.4 Surface 2-D 
electrical imaging 
pseudo-section for 
Dipole-Dipole array. Each 
survey level corresponds to a 
different dipole separation 
(n). From Tucker et al. [88]
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Table 16.4 Most common 
commercial and open- source 
available software for 
electrical resistivity data 
inversion 

Commercial software Link 

Res2DInv, Res3DInv www.geotomosoft.com 

ERTLab www.geostudiastier.it 

ZondRes2d www.zond-geo.com 

EarthImager 2D and 3D www.agiusa.com 

Open-source software Link 

pyGIMLi www.pygimli.org 

R2, R3t and the python GUI 
ResIPy 

www.es.lancs.ac.uk/people/ 
amb/Freeware/Freeware.htm 

SimPEG www.simpeg.xyz 

E4D www.e4d.pnnl.gov/Pages/ 
Home.aspx 

filtering, error modelling of geoelectrical data and makes use of the codes for 
modelling/inversion of data, including time-lapse data analysis.

Generally, modelling/inversion codes are finite element based and admit the 
incorporation of complex topography and modelling of bounded regions [11]. 
They allow full flexibility of electrode allocation, helpful, for example, in borehole 
electrode-based surveys. 

Nowadays, there is an increasing availability of open-source codes which are able 
to provide both users and developers access to comment and advance codes, allowing 
contributions from multiple developers (Table 16.4). 

The inversion procedure typically involves five steps: 

• the check of data quality; 
• the generation of computational meshes; 
• the exploitation of a priori information; 
• the prediction of measurement responses on a given model (forward step); 
• the correction of the model to achieve a better fit (inversion step). 

Forward modelling is used to compute the apparent resistivity response for a given 
geoelectrical structure of the subsurface. Typically, the measurements are composed 
of a set of resistances (or apparent resistivities) from a given electrode configuration. 

Although technically a low-frequency alternating current is used and inductive 
and capacitive effects are typically ignored, the governing equation is: 

∇ ·  (−σ∇V) = I · (δ(r − rA) − δ(r − rB)). (16.8) 

Here, ∇ V represents the electric potential, σ is the subsurface electrical conduc-
tivity, and I · (δ(r − rA) − δ(r − rM )) are point current sources from the electrodes 
located at positions rA and rM (one electrode acts as current source, and the other 
as current sink).

http://www.geotomosoft.com
http://www.geostudiastier.it
http://www.zond-geo.com
http://www.agiusa.com
http://www.pygimli.org
http://www.es.lancs.ac.uk/people/amb/Freeware/Freeware.htm
http://www.es.lancs.ac.uk/people/amb/Freeware/Freeware.htm
http://www.simpeg.xyz
http://www.e4d.pnnl.gov/Pages/Home.aspx
http://www.e4d.pnnl.gov/Pages/Home.aspx
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To formulate the inverse problem, the considered distribution of electrical proper-
ties is discretized into elements or cells. Then, the inverse problem involves finding 
a model m which, using the forward calculation according to Eq. 16.8, reproduces 
data d to the specified level of uncertainty. 

Many inverse problems in geophysics can be solved by minimizing an objec-
tive function containing data weighting (Wd), model relative smallness (λ), and 
smoothness or flatness (Wm). In 2D, this is described by: 

m̃ = min 
m 

{
(F(m) − d)T Wd (F(m) − d) + λ(m − m0)

T Wm(m − m0)
}

(16.9) 

where F(m) are some particular forward models F depending on parameters m, m0 

is a reference model to which we believe the physical property distribution should 
be close. Often m0 is chosen to be a constant average value. Parameter λ controls the 
balance between fitting the data and satisfying model smallness in the solution. Wd 

is a data weight matrix; applying such weights permits the differential weighting of 
poor and good data, while Wm is a matrix containing information about prior criteria 
(relative smallness, flatness, Smoothness, etc.). 

Solving Eq. (16.9) can be done using a variety of approaches: gradient descent; 
Newton’s method; quasi-Newton method; Levenberg-Marquardt algorithm; Occam’s 
method. Each of them has its advantages and drawbacks depending on the problem 
size, degree of non-linearity, speed of forward model computations, etc. 

Key to any of these methods are a starting model, minit , where begin our iterations 
and progress downhill to the local minimum and the Jacobian or sensitivity matrix, 
J = J(m), where: 

Ji, j = 
∂di 
∂m j 

. (16.10) 

For more details about the inverse methods, see among others Friedel [35], Binley 
and Kemna [15], Binley [11], Cardarelli and De Donno [17], Binley and Slater [16]. 

16.5 Field Applications 

In this paragraph, we describe the hydrogeological field application of some ground 
surface and borehole electrical resistivity survey. In Sect. 5.1, a multi-temporal cross-
borehole electrical resistivity survey was carried out during a tracer test experi-
ment. Moreover, two unconventional applications are shown: (1) cave-surface elec-
trical resistivity survey for karst aquifer assessment in Sect. 5.2; (2) deep electrical 
resistivity tomography survey for deep groundwater studies in Sect. 5.3. For  the  
three examples, the whole geoelectric processing, i.e., data analysis, inversion using 
different inversion softwares, and appraisals, is shown.
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16.5.1 Cross-Hole Electrical Resistivity Tomography 
for High Resolution Image of a Confined Aquifer 

Sustainable management of groundwater resources required detailed information 
on subsurface conditions. Several work have shown the capability of cross-hole 
electrical resistivity method for providing high-resolution images of hydrogeological 
structures at depth and detailed assessment of dynamic processes in the subsurface 
environment, such as fluids migration [22, 34, 61, 86]. This is particularly true if 
electrical resistivity imaging method is applied in an automated, time-lapse manner, 
using modern data acquisition systems and processing techniques. 

In this case study, a saline tracer injection experiment was monitored using multi-
temporal cross-hole electrical resistivity tomography (CHERT) measurements. The 
Montalto Uffugo test site (Calabria, Italy) represents a valley of recent formation with 
alluvial, conglomeratic, and sandy deposits [37, 67, 71, 84]. In particular, the site is 
characterized by the presence of a main confined aquifer while a shallow perched 
aquifer is present during part of the year. The main aquifer hydraulic conductivity is 
in the order of 10−6 m/s [37, 84]. 

In 2009, to obtain a higher resolution image of the test site through cross-hole 
ERT measurements, two new piezometers (P1 and P2) were drilled, reaching a depth 
of 55 m, and instrumented. The distance between the holes is approximately 10 m 
(Fig. 16.5). 

In order to carry out cross-hole ERT, a cheap geoelectrical system was realized 
ad-hoc, comprising two series of 24 plate steel electrodes (5 cm high and 2 m spacing) 
connected to multichannel cables. 

The installation phase consisted of attaching electrodes and cables to the PVC 
casing. Then, the instrumented casing was lowered smoothly into the ground. At a 
final stage, the space between the electrodes and the walls of the hole was filled by 
a gravel grout. Electrodes were connected to Syscal pro resistivity meter which, in 
turn, was connected to a PC, allowing to acquire electrical resistivity data and to 
control them in real time. 

In 2011, At Montalto Uffugo test site, 400 L of saltwater solution (100 g/l of 
NaCl) were injected into the confined aquifer through the B1, while 1 l/s of water 
was pumping in the B9, in order to create a water flux longitudinal compared to 
boreholes P1-B5-P2 (Fig. 16.6a). 

The first cross-hole electrical resistivity survey was performed in natural flow 
conditions. A total of 1836 measurements were taken with reciprocal (swapped 
current and potential electrodes) measurements. Prior to the experiment, the piezo-
metric levels and the water electrical conductivity were also measured directly in 
P1, B5, and P2 down to −40 m (Fig. 16.6b, c). The mean electrical conductivity 
of water was 798 μS/cm. During the first 7 days of tracer injection, geoelectrical 
measurements were made every 4 h, while in the following period (up to 1 month 
after tracer injection) cross-hole ERT data were collected twice daily. 

Reciprocal measurements allowed the estimation of measurements errors. Then, 
the apparent resistivity values have been inverted using the R2 code [10] based on
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Fig. 16.5 Phases of installation of borehole electrodes for geoelectrical measurements at test site 

the widely used Occam’s approach of deGroot Hedlin and Constable [31]. The area 
under investigation was parameterized using a 2D quadrilateral mesh made by 30 × 
66 elements, covering a region of 128 m × 221 m to account for current flow towards 
infinite boundaries. Within the 2D mesh, element sizes in the x-directions increase 
away from the boreholes,in the (vertical) z-direction, element sizes increase with 
depth below the bottom of the boreholes. The resistivity image obtained, compared 
with test site stratigraphy, is shown in Fig. 16.7a. The RMS error was lower than 
2.7%. 

Time-lapse electrical resistivity imaging (Fig. 16.7b) allows to delineate plume 
evolution showing evidence for a prevalent horizontal transport pathway under 35 m 
depth. Figure 16.7 highlights that the salt plume follows a complex pattern influenced 
by the hydraulic conductivity and dispersivity parameters of the area. In particular, 
the electrical imaging indicates tracer transport through the deepest portion of aquifer 
B in an area characterized by resistivity values between 60 and 130 Ωm (saturated 
sands), while the most resistivity portion of the aquifer is interested with a certain
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Fig. 16.6 a Tracer test experiment at Montalto Uffugo test site. (A) Shallow aquifer, heterogeneous 
gravels in a silty sand matrix; (B) shale; (C) main aquifer, silty sands alternated to conglomerate 
and clay lenses; (D) shale. B1-11 are boreholes. P1-2 are piezometers for cross-hole ERT. b Water 
electrical conductivity (normalized at 20 °C) monitored in P1, at 30 m depth. c Water electrical 
conductivity logs (normalized at 20 °C), measured 15 days after the salt injection (14/07/2011), in 
boreholes B5 and P2. Modified from Giampaolo et al. [37] 

Fig. 16.7 a Cross-hole electrical resistivity tomography acquired at test site in natural flow 
conditions. b Images of resistivity change relative to a pre-tracer condition in term of ρr = 1 
− (ρt /ρ0)
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delay. This may be associated to the presence of a clayey matrix that surrounds the 
resistive crystalline fragments, characterized by lower hydraulic conductivity values.

16.5.2 Cave-Surface Electrical Resistivity Tomography 
for Karst Aquifer Assessment 

Karst landscapes are valuable sources of clean water for potable use, irrigation, and 
power generation due to the exceptional water quality and quantity. At the same 
time, karst areas are very vulnerable and dynamic environments therefore, there is 
the need of innovative methodologies application for their investigation. 

Nowadays, karst areas are very difficult environment for any geophysical explo-
ration; selection of the best-suited geophysical method is not always easy due to the 
highly variable and unpredictable target characteristics. In so complex karst systems, 
geophysical methods from the surface can only give partial information due to a low 
resolution for deeper target. 

In order to overcome this problem, this case study introduces a new 3D geoelec-
trical approach for karst system study, i.e., “cave-surface” electrical resistivity tomog-
raphy (ERT), which allows an improvement of the deep resolution compared to 
surface ERT. The application of this new methodology in the Castel di Lepre under-
ground laboratory (CNR-IMAA, municipality of Marsico Nuovo, Basilicata region, 
Italy) is described, where a natural cave was used as horizontal well for performing 
surface-cave ERTs [42, 70]. This approach permitted speleologists to install inside 
the karstic cave some still electrodes (n.24) connected to multichannel cables. The 
remaining part of the electrode lines (24 electrodes) was installed on the karst 
mountain, in order to have a cross disposition between the cave and the top of the 
mountain. 

Castel di Lepre underground laboratory (Fig. 16.8a) is constituted by Castel di 
Lepre cave and an abandoned railway tunnel built in the early twentieth century, 
active until the 1960. The railway tunnel has a total length of 1229 m. The carbonate 
rock covers over the tunnel ranges in thickness from 0 to 240 m depending on the 
topography (Fig. 16.8d). Castel di Lepre cave has a total length of 1848 m and 
a depth of 146 m from the entrance. Furthermore, ponds and waterfalls are present 
(Fig. 16.8c). In the cave, a small river is well detected, and a tracer test was performed 
in the cave to study where the water feeds the spring in the valley. The tracers were 
detected in the Monaco Santino spring (Paterno village) after 16 h. 

From a geological point of view, Castel di Lepre is a carbonate massif (Maddalena 
Mt.) characterized by the outcrops of stratified and fractured carbonate rocks [30]. 
Large karstic conduits characterized only a small portion while, based on the hydro-
dynamic and geochemical data collected at the sources, water flows mainly through 
a series of smaller fractures in less karsified areas. Therefore, faults and fractures 
networks represent the main water circulation routes (Fig. 16.8b). As a result, the 
cave and the tunnel intersect some flow paths in the karst unsaturated zone [70].
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Fig. 16.8 a Google Map image of the Castel di Lepre karst area, b geological section cross the 
karst cave, c the main underground features along the karst cave, d the entrance of the underground 
karst laboratory along an old railway tunnel [42] 

The characterization of this karst system is not simple; therefore, it is important to 
develop new technological strategies that can improve the subsoil information in such 
karst context. The geophysical techniques are good candidates as they require a non-
invasive approach, high resolution, and good depth of penetration. In this case study, 
the presence of a tunnel and a cave offers an advantageous perspective to monitor a 
karts aquifer, from the inside, improving the knowledge of the fluid circulation in a 
carbonate rock formation. 

In order to obtain the distribution of high-resolution electrical resistivity between 
the cave and the surface topography, a 3D cave-surface ERT was acquired using 24 
electrodes installed along the underground natural cave in the cave and three surface 
lines with 24 electrodes on the Castel di Lepre mountain (Fig. 16.9a). To ensure the 
electric contact between electrodes and the cave rock, 24 little holes were drilled, 
and a bentonite mud was used (Fig. 16.9b). The electrode spacing was 20 m. A 96 
channel Syscal pro resistivity meter and a battery were placed near the cave entrance, 
in order to inject the current and to measure the drop of potential. GPS technology 
was used to derive the 3D position of each electrode on the ground surface. Three 
2D ERTs of the cave-surface type were acquired using an ad-hoc array. In total, 7900 
apparent resistivity data were measured (Fig. 16.9c). 

The first elaboration step consisted of processing the apparent resistivity data 
considering measurements errors and topographic correction. 

To obtain a 3D resistivity distribution of the karst area over Castel di Lepre 
cave, cave-surface apparent resistivity data measured were inverted using ERTLab 
(Geostudi Astier srl and Multi-Phase Technologies LLC). ERTLab is an inversion 
software that provides full three-dimensional resistivity modelling and inversion. 
A mesh with 30.000 tetrahedral cells, a mixed boundary condition (Dirichlet and 
Neumann), and a starting homogeneous apparent resistivity of 200 Ωm were used.
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Both a core and a boundary mesh were generated to accommodate boundary condi-
tions (16.9d). A 5% standard deviation estimate for noise was assumed to invert 
electrical resistivity data sets with a robust inversion. 

Figure 16.10a shows the final 3D resistivity model of the subsoil between the 
cave and the ground surface that obtained the best error (<5%). Electrical resistivity 
ranges from 1 to about 10,000 Ωm. It can be observed that, in correspondence of the 
electrodes placed in the cave, there is a strongly resistive layer (>600 Ωm) consistent 
with the cave itself filled by air. The central portion is characterized by relatively 
low resistivity values (<500 Ωm), while, in the upper part, a higher resistive layer is 
found again (>600 Ωm). 

A 3D images of resistivity can more simply be visualized by 3D contouring of 
iso-resistivity volumes [70]. In Fig. 16.10b, the resistivity data set is displayed with 
iso-resistivity volumes using the threshold value ρ < 150 Ωm. 

In this representation, the transparency function is defined by electrical resistivity 
threshold values, ρ1 (ρ < ρ1). In the range ρ > ρ1, data are rendered as transparent, 
while only the data in the interval ρ < ρ1 are shown. The choose of a valuable 
threshold calibration is a very delicate task because by lowering the threshold value, 
not only the visibility of the main anomaly is raised, but also that of the smaller 
objects and noise increases. On the other hand, this kind of visualization allows the 
resistivity anomalies to be better emphasized and correlated with the geological, 
structural, and hydrogeological features of the investigated area. It is hypothesized 
that the volume with ρ < 150 Ωm could be associated to the saturated carbonate rock,

Fig. 16.9 a Electrodes layout on the ground surface with respect to the trace of the cave (red line), 
b electrodes and cable installation inside the cave by Castel di Lepre speleological group, c 3D 
electrical resistivity data measured, and d mesh for electrical resistivity data inversion [70]
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Fig. 16.10 a 3D electrical resistivity distribution, b iso-resistivity volumes using the threshold 
value ρ < 150 Ωm [70] 

where a more intense rock fracturing state allows the water circulation. However, 
it is possible to observe sub-vertical surfaces in the contact areas of the different 
volumes that could be associated with the presence of tectonic structures like faults, 
which can be correlated with the main ones located inside the cave.

16.5.3 Electrical Resistivity Tomography for Deep 
Groundwater Studies 

The electrical resistivity tomography (ERT) is mostly applied for shallow application 
to solve environmental, engineering and geological problems. Recent technological 
improvements in data acquisition and processing let this method to reach deeper 
investigation depths down to 4 km depth [5, 38, 64, 83]. 

As introduced by Hallof [43], the basic principle of the Deep Electrical Resistivity 
Tomography (DERT) method is the use of physically separated systems for current 
injection and the voltage measurements. 

Nowadays, even if the Deep Electrical Resistivity Tomography (DERT) method is 
considered a proper geophysical approach for deep hydrogeological targets (>200 m), 
it is not a common system for deep groundwater studies as demonstrated by the 
presence of few examples reported in the literature [69, 75, 82]. 

This case study describes the challenging activity carried out by Hydrogeosite 
laboratory research team, where deep electrical resistivity tomographies (DERT) 
were used for hydrological purposes in the Agri Valley basin in the Basilicata region, 
Italy (Fig. 16.11). This basin is characterized by higher seismic hazard and it is the 
most important area in Europe for onshore oil production. In recent times, the area 
was characterized by dense urbanization causing an exponential increasing of water 
demand for agriculture and farming practices. 

The main goal of deep geoelectrical investigation was to improve the reconstruc-
tion of the complex geometry of the basin by delineating the deep boundary between 
the quaternary alluvial deposits (thickness > 500 m) and the pre-quaternary basin,
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Fig. 16.11 Agri Valley geological map with the location of deep electrical resistivity surveys [68] 

the Mesozoic-Tertiary carbonates, where deep groundwater resources are present 
(Fig. 16.11). 

DERTs were acquired through a new deep multichannel system designed and 
built at the Hydrogeosite Laboratory of the CNR-IMAA (Fig. 16.12). In detail, long 
stainless-steel current electrodes (AB) are connected by a long monopolar elec-
tric cable to a transmitting station constituted by a transmitter, a voltage regulator, 
and an external power system. This energizing system can inject into the ground a 
time-domain (50% duty cycle) square-waveforms current signal, with a maximum 
energizing current of 20 A (Fig. 16.12b). Furthermore, the voltage measuring system 
consists of potential electrodes (MN) connected to a multichannel receiver system 
composed by remote multichannel datalogger and a GPS antenna, radios connected 
to a personal computer, which can simultaneously record several generated voltage 
signals (mV), timing, and geographic position (Fig. 16.12a). 

The elements of innovation of this device consist in the possibility of expanding 
and adapting the system to the most varied logistical conditions and recording a 
greater amount of data in less time, to significantly reduce the survey times. 

In detail, 6 DERTs (A-F), 2 km long and 1 km depth, were acquired along 
transversal sections of the Agri Valley basin [23, 67, 71]. Moreover, a DERT profile 
of about 21 km and an investigation depth of about 1 km was acquired along the 
longitudinal section of the Agri Valley basin (G-G'). This last geoelectrical survey 
lasted about 1 month [68]. As a technical advice, this kind of acquisition needs a
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Fig. 16.12 New DERT device system. Receiver (a) and transmitter (b) units are physically 
separated. Current and potential signal measured in real-time (c) 

group of 5/6 people distributed among dataloggers for voltage recordings and the 
energizing system. 

Current and potential electrodes were arranged with dipole–dipole (DD) electrode 
configuration so that the distance between the measuring electrodes and the current 
ones can be limited only by the sensitivity of the instruments and the background 
noise. This is the reason why it is more suitable for deep investigations (>200 m) 
that cannot to be reached with other quadripolar configuration. 

Considering the great distances between current and potential dipoles, the success 
of the methodology is related to a good amplitude of the current signal (3–20 A) and 
the duration of voltage recordings for the extraction of useful signal from the noise. 

Therefore, the first step of measured data analysis (Fig. 16.13) consists in 
comparing the acquired current signals (A) and the drop of potential data (mV), to 
define the same timing. The following steps consist of spike removing, de-trending 
analysis (to remove the natural trend that enveloped the data, see Fig. 16.13b), FFT 
analysis to convert the voltage signal from its original time domain to a represen-
tation in the frequency domain. In particular, the amplitude of voltage signal in the 
frequency domain defines the amount of the drop of potential at current transmission 
frequency (Fig. 16.13d). 

Then, the inversion of resistance values, calculated using Eq. 16.5, were carried out 
using ZondRes2D software (Zond geophysical software), for the DERT longitudinal 
profile (335 data) to the valley. Moreover, the complete dataset (882 data) was inverted 
by 3D ERTLab software. 

3D inversion used a mesh with more than 300,000 tetrahedral cells (200 × 200 
× 50 m3), a mixed boundary condition (Dirichlet and Neumann), and a starting 
homogeneous apparent resistivity of 100 Ωm. A 2% standard deviation estimate for 
noise was assumed to invert the data. The inversion time lasted about 1 h.
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Fig. 16.13 Data analysis: a an example of the original potential difference (mV) data set; b polyno-
mial type trend that was removed; c application of Fourier analysis to an example of signal recording 
with a good signal-to-noise ratio; d the peak at the energization frequency. Modified from Rizzo 
and Giampaolo [68] 

Figure 16.14 shows the result of the 3D and 2D DERT, in both cases the investi-
gation reached a depth > 1000 m below ground level. It is possible to observe a large, 
relatively conductive area (<100 Ωm) distributed along the whole valley. Higher 
resistivity zones (>300 Ωm) are observed alternating with relatively conductive areas. 

Alluvial deposits and the pre-quaternary substrate are characterized by a strong 
resistivity contrast allowing to highlight the complex geometry of the basin. The new 
data highlights that the thickness of the sedimentary filling varies considerably, both 
in the transverse and longitudinal directions, reaching thicknesses of over 1 km. 

16.6 Conclusions 

The demand for better information on groundwater quality and quantity develop-
ments and how best to equitably manage them is increasing worldwide. This should 
force enhancements in methods to gather data on groundwater use and quality [53].
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Fig. 16.14 a The 3D electrical resistivity image of Agri Valley obtained by ERTLab inversion 
software. b The misfit graph of the last interactions (n.4). c 2D DERT longitudinal image of Agri 
valley. From Rizzo and Giampaolo [68] 

Although modelling is indispensable to understanding past and present conditions 
of groundwater, the relative inaccessibility of aquifers and the complexity of subsur-
face processes also makes the integration of geological, geochemical, hydraulic, and 
near surface geophysical data indispensable. 

Among other near surface geophysical techniques, direct current (DC) electrical 
methods are widely used for hydrogeological investigations because the subsoil elec-
trical resistivity distribution is sensitive to textural properties, temperature, porosity, 
hydraulic conductivity, water content, and solute concentrations (see Sect. 16.2). 

Published studies have underlined the objectives where DC electrical methods are 
more adapt: (1) hydrogeological mapping, (2) hydrogeological parameter estimation, 
and (3) monitoring of hydrological processes [12]. 

DC electrical methods can be applied at a wide range of laboratory and field scales, 
and surveys may be made in arbitrary geometrical configurations (for example, on the 
soil surface and down boreholes, see Sect. 16.3). ER surveys can be performed from 
the Earth surface, in 2D mode using co-linear electrode arrays or in 3D mode, using 
areal distributions of electrodes. Cross-hole DC electrical imaging, with electrodes 
installed in two or more horizontal or vertical boreholes, is also widely applied. 

Nowadays, a wide choice of codes (paid and open source) and solving approaches 
are available for data inversion. Each of them has its advantages and drawbacks
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depending on the problem size, mesh settings, and speed of computations (see 
Sect. 16.4). 

DC electrical methods have been demonstrated for: 

• investigation of pore aquifers, 
• mapping of fracture zone and karst aquifers, 
• determination of groundwater quality (saltwater intrusions), 
• assessment of hydraulic properties of soils and aquifers (porosity, hydraulic 

conductivity, water content), 
• determination of aquifer vulnerability, 
• mapping of contaminated sites, contaminant plume identification, both vertical 

and horizontal distribution including monitoring changes over time. 

In particular, the hydrogeological interpretation of a controlled tracer test 
described in the first case study (Sect. 5.3.1) identifies the potential value of electrical 
imaging in groundwater studies: in fact, the proposed cross-hole electrical resistivity 
method results to be capable to track, in real time and with high resolution, deep 
plumes phenomena (contaminants or salt intrusions). Quantification of transport 
parameters at a study site may be possible by integrated geophysical a relatively 
small number of direct measurements samples. 

Geophysical techniques can be considered as important methodologies for the 
characterization of karst environments. Section 5.3.2 describes a new way to use 
geoelectrical technique for karstic environments, exploiting the concept of cross-
hole in horizontal wells (cave-surface), the only way allowing us to have an excellent 
spatial resolution in the karts critical zone. The results obtained are very good, high-
lighting that the new experimentation was successful; in fact, the electrical resistivity 
data acquired with this new technique show a 3D model with high spatial resolu-
tion and optimal data quality. The success achieved during this experimental phase 
certainly represents the beginning of an analysis to be carried out in the same area, 
also exploiting an old railway tunnel for a 3D electrical resistivity study of Castel di 
Lepre karst area. 

Moreover, the possibility to easily export this methodology in other countries 
represents an added value. In fact, worldwide abandoned railway tunnels could 
be an important point of observation to monitor karst aquifers, where important 
groundwater resources are sited. 

Finally, the filed application in Sect. 5.3.3 shows a useful case study for identifying 
possible deep aquifers using Deep Electrical Resistivity Tomography (DERT). 

The individuation of deep groundwater source is not an easy task. Deep wells are 
expensive therefore information are generally sparse, usually available at distances 
ranging from hundreds to thousands of meters. In this case study, 3D DERT allows 
us to individuate low resistivity zones corresponding to alluvial deposits where shal-
lower aquifers are present. On the contrary, deep high resistive areas are linked to 
carbonates where deep groundwater resources may be presents. 

Despite the benefits extensive electrical resistivity datasets can provide to aquifer 
characterization efforts, at now, some limitations still exist. Uncertainty related to
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field data collection and inversion, can be associated with uncorrect interpreta-
tion/analysis of ERT results. For example, choosing a particular collection array 
and settings instead of another may yield different outcomes. Moreover, 2D imaging 
is still preferred to 3D one because of its simplicity in fieldwork and lower modelling 
effort [44]. The use of different inversion software and algorithms can produce 
different outputs. Interpretation is also an inherently critical component of ER 
data analysis, therefore the integration with other geophysical observations methods 
should be considered [20, 90]. 
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Chapter 17 
Digital Soil Mapping Using Drone-Borne 
Ground-Penetrating Radar 

Kaijun Wu and Sébastien Lambot 

Abstract A drone-based ground-penetrating radar (GPR) is introduced for digital 
soil mapping in this chapter. The radar system is lightweight and consists of a hand-
held vector analyzer (VNA), a computer stick, and a differential GPS for positioning. 
A power bank is used to provide electricity for the whole radar system. A smartphone 
or tablet controls the radar and GPS measurements remotely. Full-wave inversion is 
used to retrieve the soil dielectric permittivity from the soil surface reflection, hereby 
to estimate volumetric soil water content through a petrophysical relation. The radar 
works in the frequency domain, and data processing is carried out in the time domain 
to focus on the surface reflection only. A look-up table (LUT) is pre-calculated to 
reduce the processing time during inversion, formulated as a least-squares prob-
lem. Soil moisture maps are generated by kriging interpolation. We present several 
examples of soil moisture maps produced in agricultural fields in Belgium. 

Keywords Ground-penetrating radar · GPR · Drone · Full-wave inversion · Soil 
moisture mapping 

17.1 Introduction 

Soil qualities affect daily life of human-being indirectly or directly. Characteriza-
tion of the shallow subsurface is essential for agriculture, hydrology, meteorology, 
environment science etc. Generally, soil carries and circulates nutrients and water 
for crops, and serves as a reservoir of biodiversity [1–3]. Infiltration and runoff of 
rainfall depend largely on soil properties [4], and it is helpful to forecast some natural 
disasters like floods, landslides and droughts etc. Climate change regulating can be 
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conducted by soil due to its carbon cycle function, and soil affects climate patterns 
by sequestrating carbon or greenhouse gases [5, 6]. Besides providing with a large 
amount of food and necessities, soil is capable of restricting pests and diseases for 
humans, animals and plants, and monitoring the epidemic risk [4, 7]. In addition, 
field-scale soil water content information like soil moisture maps provides guided 
reference for irrigation which helps to save water resources. 

From the perspective of geophysics, time-domain reflectometry (TDR), electri-
cal resistivity tomography (ERT), electromagnetic induction (EMI) and ground-
penetrating radar (GPR) have been the most widely used sensors for soil properties 
characterization. EMI operates in much lower frequencies (e.g., 0.3–30 kHz) than 
GPR (10 MHz to 10 GHz). TDR measures dielectric constant by inserting electrode 
probe into the medium and observing the reflected waveform, but it suits for small-
scale characterization. ERT determines subsurface resistivity from multiple measure-
ments of electrical resistance using electrodes with varying locations and spacing. 
EMI and GPR equipments can be contactless and, therefore, fixed on vehicles for fast, 
high-resolution and large-scale soil properties characterization and mapping [8–11]. 
GPR has demonstrated to be a useful technique not only for soil surveys, but also for 
road inspection [12–15], tree trunk imaging [16–18], buried objects detection [19, 
20], etc. 

Soil moisture is usually related to the dielectric permittivity through petrophysical 
relationships like Topp’s [21], Ledieu’s [22] models, etc. For GPR with medium/air-
coupled antenna(s), the dielectric permittivity can be generally obtained from (1) 
electromagnetic (EM) wave propagation velocity in the medium, and (2) surface 
reflection amplitude. Borehole GPR, fixed-offset or multi-offset measurements like 
common midpoint (CMP) and wide angle reflection and refraction (WARR) provide 
EM wave velocity information [23–27]. More details about multi-offset GPR can 
be found in a review of Forte and Pipan [28]. Average envelope amplitude (AEA) 
method or early-time signal analysis focus on changes of the first arrival signals in 
terms of amplitude, shape and duration, resulting from variations soil properties like 
dielectric permittivity and conductivity [29–33]. Both the surface reflection method 
and full-wave inversion can be conducted using off-ground GPR systems with a 
single antenna acting as transmitter and receiver at the same time, which makes the 
radar system and measurement configuration much simpler. Lambot et al. [34] and 
Lambot and André [35] introduced a full-wave radar equation that is especially valid 
for wave propagation in three-dimensional planar layered media. This radar equation 
accounts for the radar source and antenna effects, including antenna-medium inter-
actions. So it importantly permits to get rid of the antenna internal reflections and 
transmissions, hereby to retrieve dielectric permittivity accurately through full-wave 
inversion. One practical advantage of full-wave inversion compared with the surface 
reflection method is that a priori knowledge of antenna height is not required [36]. 

The application of electromagnetic methods for underground exploration using 
aerial platforms like airplanes and helicopters have been proven to be very useful [37– 
41]. Nowadays, the booming of unmanned aerial vehicles (UAVs) or drones provides 
an enjoyable lifestyle for human and numerous possibilities of development for 
various fields thanks to their features such as low-cost, easy-controlled, lightweight,
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high-effective and so on [42–44]. Considering the loading capacity of drones, radar 
systems to be used have to be as light as possible. Though there are still some 
technical challenges, using GPR on drone has been drawing more and more attention 
in recent years, and an increasing number of relevant researches and their results 
are presented in literature and scientific conferences. When it flies at a relatively 
low altitude of 0.5 m, a GPR system composed by two antennas (transmitter and 
receiver) and a Software Defined Radio technology has been used on drone to find 
out 0.2 m depth underground landmine-shaped objects containing enough content 
of metallic material, and could even distinguish true and false targets [45]. Ludeno 
et al. [46, 47] proved the potential of radar imaging though drone technologies. 
Experiments and results of Garcia et al. show that a vehicle-drone bistatic GPR 
configuration using synthetic aperture radar algorithm provides a high resolution 
subsurface images for the purpose of landmines and Improvised Explosive Devices 
detection [48, 49]. Sipos and Gleich [50] propose a compact Stepped Frequency 
Continuous Wave GPR radar with two Vivaldi-horn antennas for landmine detection. 
Noviello et al. [51] achieved a high resolution radar imaging for targets with different 
geometric shapes and properties. However, few research in publications is about 
drone-GPR for soil properties characterization. The drone requires a lightweight 
radar system and air-coupled measurement, but lots of commercial GPR radars are 
either too heavy or not well adapted for drone applications. To this concern we need 
to have small system or devices. For data processing, a full-wave inversion proposed 
by Lambot et al. permits to model radar signal and filter antenna effect out from 
raw data through a radar equation [34, 35], hereby to retrieve medium properties. 
This method is fast, and requires only a simple measurement configuration. More 
importantly, as the forward model is full-wave, it is theoretically optimal in terms 
of accuracy and processing automation, and it has been used for soil permittivity 
characterization and mapping successfully [8, 9, 52, 53]. With full-wave inversion, 
Wu et al. [54] proposed a lightweight frequency-domain GPR and used it for soil 
moisture mapping, thereby demonstrating the concept that it is possible to combine 
the drone and GPR technology for fast and high-resolution mapping of soil properties. 
On the whole, the drone-borne GPR and full-wave inversion are capable of making 
soil moisture mapping fast and precise, thanks to (1) the application of drones, (2) 
the radar equation accounting for the antenna and 3D propagation in planar layered 
media so that inversion is accurate, and (3) a LUT being used to greatly reduce 
processing time and to make minimization robust. In this chapter, we describe our 
drone-borne GPR system and processing, and we show several soil moisture mapping 
examples performed in agricultural fields in Belgium. 

17.2 Methodology 

The method we use for soil properties characterization with drone-GPR is full-wave 
inversion. For this application, full-wave inversion is conducted simpler in the fol-
lowing measurement conditions, on which drones manage to be applied: (1) zero-
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Fig. 17.1 Inversion flowchart of drone-borne GPR for soil moisture mapping. ω denotes the angular 
frequency, indicating that the radar measures in the frequency domain, t is the time indicating that 
data being processed in the time domain. b is the parameter vector, depending on the parameters 
being set for forward models. Topp’s model [21] is used to obtain the volumetric water content θ from 
the relative dielectric permittivity εr . The soil moisture map is generated by kriging interpolation 

offset configuration. Namely, there is only one antenna to be used as transmitter 
and receiver at the same time, which greatly lighten the whole GPR system. (2) 
air-coupled measurements. With the radar equation proposed by Lambot et al. [34], 
antenna effects are filtered out of the recorded signals and inversion is performed on 
the Green function. 

On the whole, the data processing procedure is shown in Fig. 17.1. b is the param-
eter vector. Modeled data is pre-computed and stored in a LUT for fast and robust 
inversion. Topp’s model [21] is used to obtain the volumetric soil water content θ 
from the relative dielectric permittivity εr . Other relationships can also be used [55]. 
More detail is given in the following sections.
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17.2.1 Radar Equation 

The radar equation of Lambot et al. is used for antenna calibration by calculating 
antenna transfer functions (i.e., calculating g∗

11(t) from raw data S(ω) in Fig. 17.1) 
[34, 35]. In radar antennas, there are variations of impedance between the radar ref-
erence plane where the field is measured and the antenna aperture. These variations 
lead to infinite multiple reflections and transmissions inside the radar-antenna sys-
tem. These reflections also make the antenna free-space response different from zero. 
In addition, they cause multiple reflections between the antenna and the medium, 
which are particularly significant in near-field conditions (antenna-medium cou-
pling). These phenomena produce unwanted signals appearing in the recorded radar 
data. Radar measurements can be described with the radar equation of Lambot et al. 
[34] and Lambot and André [35]. The generalized antenna model relies on solution 
of the 3-D Maxwell’s equations, and it in particular accounts for the interactions 
between the antenna and planar layered medium. The radar equation can be there-
fore used (1) to filter out antenna effect and (2) to evaluate antenna performances 
with antenna characteristic functions. 

In general, the model can be depicted using a block diagram as represented in 
Fig. 17.2. It assumes that there are a set of infinitesimal electric dipoles acting as the 
source, and the receiver consists of an equivalent set of points. This assumption is 
resulting the fact that the scattered field distribution over the antenna aperture is not 
always uniform but depends on the antenna-medium distance and medium properties. 
Complex and frequency-dependent global reflection and transmission coefficients 
are used to describe the wave propagation between the radar reference plane and 
these source/field points. The general form of the radar equation is expressed in the 
frequency domain as Eq. (17.1) as [35]. 

S(ω) = 
b(ω) 
a(ω) 

= Ri (ω) + Ts
(
IN − G0 Rs

)−1 
GTi (17.1) 

with 
Ti =

[
Ti,1(ω) Ti,2(ω) · · ·  Ti,N (ω)

]T 
(17.2) 

Ts =
[
Ts,1(ω) Ts,2(ω) · · ·  Ts,N (ω)

]
(17.3) 

Rs = diag
([
Rs,1(ω) Rs,2(ω) · · ·  Rs,N (ω)

])
(17.4) 

G = 

⎡ 

⎢⎢ 
⎢ 
⎣ 

G11(ω) G12(ω) · · ·  G1N (ω) 
G21(ω) G22(ω) · · ·  G2N (ω) 

... 
... 

... 
GN1(ω) GN2(ω) · · ·  GNN  (ω) 

⎤ 

⎥
⎥ 
⎥ 
⎦ 

(17.5)
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Fig. 17.2 Linear block diagram for near-field antenna-multilayered system, representing the trans-
mitting and receiving antenna model. It permits to describe wave propagation between the radar 
reference plane, point sources, and field points [35] 

and 

G0 = 

⎡ 

⎢⎢⎢ 
⎣ 

G0 
11(ω) G0 

12(ω) · · ·  G0 
1N (ω) 

G0 
21(ω) G0 

22(ω) · · ·  G0 
2N (ω) 

... 
... 

... 
G0 

N1(ω) G0 
N2(ω) · · ·  G0 

NN  (ω) 

⎤ 

⎥⎥⎥ 
⎦ 

(17.6) 

S(ω) is the radar signal measured by a VNA. The incident and scattered field a(ω) and 
b(ω) are, respectively, the received and emitted signals at the VNA reference plane. 
The global reflection coefficient Ri (ω), also being called the return loss, corresponds 
to the antenna free-space response. Ti,.(ω) and Ts,.(ω) are the global transmission 
coefficients for fields incident from, respectively, the radar reference plane onto the
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Fig. 17.3 Linear block diagram for far-field antenna-multilayered medium system, representing 
the far-field antenna model, and it describes wave propagation between the radar reference plane 
and the source or field points [34] 

source point and the field point onto the radar reference plane. Rs,.(ω) is the global 
reflection coefficient for fields incident from the layered medium onto the field point, 
and it accounts for infinite wave reflections between the antenna and medium. G ..(ω) 
and G0 

..(ω) denote the layered medium Green’s functions. IN is the N -order identity 
matrix, so N is also the number of source and field points under consideration. The 
number of source and field points to be used somehow depends on the distance 
between antenna aperture and medium, while at this moment, there is not a specific 
rule to define this number, except for the so-called far-field conditions. Usually, 
N = 8 performs well in most near-field conditions. 

When N = 1, it becomes a far-field model depicted as in Fig. 17.3, and expressed 
as Eq. (17.7), in which we define T (ω) = Ts,1(ω)Ti,1(ω) as the transmitting-receiving 
response function. Generally, if the distance between the antenna and the medium 
is over 1.2 times of the maximum dimension of antenna aperture, it is considered 
as a far-field model [56]. A geometrical sketch is shown in Fig. 17.4. In far-field 
conditions, it is assumed that the field is homogeneous over the antenna aperture, 
which results in N = 1 in Eq. (17.1). Only its amplitude and phase change with 
frequency and the layered medium of interest. Hence, Eq. (17.1) reduces to: 

S(ω) = 
b(ω) 
a(ω) 

= Ri (ω) + 
Ts(ω)G11(ω)Ti (ω) 
1 − G11(ω)Rs(ω) 

(17.7) 

From the radar measurements S(ω), the Green’s function can be analytically 
calculated as: 

G11(ω) = S(ω) − Ri (ω) 
T (ω) + S(ω)Rs(ω) − Ri (ω)Rs(ω) 

(17.8) 

In addition, it is worth to note that there are two ways to get the transfer function 
Ri (ω), (1) conducting a set of radar measurements above a flat surface with known
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Fig. 17.4 Geometrical sketches of a near- and b far-field conditions. The determination of near-
or far-field depends on the antenna dimension and the distance between the antenna aperture and 
the layered medium 

properties like a large metal sheet or water surface, and then solving a linear system 
of equations with these data, or (2) measuring in free space conditions, so that when 
G11 = 0, Ri (ω) is equal to S(ω). The measurement in free space is easy to be done 
with a drone-radar by flying sufficiently high, so that the soil reflection amplitude 
becomes lower than the noise level. These two Ri (ω) results could be a further 
checking for antenna calibration. 

17.2.2 Green’s Function 

We use the Green function to calculate forward models (i.e., g11(b, t) in Fig. 17.1). 
The Green’s function is a solution of Maxwell’s equations for EM waves propagation 
in multilayered media [57]. The model configuration is shown in Fig. 17.5. 

The spatial-domain Green’s function is define as: 

G.. = 
1 

8π 

+∞{

0 

G̃..(kρ)kρdkρ (17.9)
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Fig. 17.5 Model 
configuration of the 
three-dimensional N -layered 
medium. S is the source [34] 

where G̃(kρ) is the spectral Green’s function, and computed as: 

G̃..(kρ) = [J0(kρρ)(
[0 RTM  

0 

σ0 + j ωε0 
− 

j ωμ0 RT E  
0

[0 
) 

− J2(kρρ)cos(2θ)(
[0 RTM  

0 

σ0 + j ωε0 
+ 

j ωμ0 RT E  
0

[0 
)]e−2[0h0 

(17.10) 

where ω is the angular frequency and j = 
√−1. J0 is the first kind zero-order 

Bessel’s functions, and J2 is the second. ρ and θ are the distance and angle in 
the xy-plane between the field and source points. h0 is the distance between the 
source/receiver points and the first medium interface. σ0, ε0 and μ0 are, respectively, 
the electrical conductivity, the dielectric permittivity and the magnetic permeability 

of the upper half-space layer (free-space in our case). [0 =
/
k2 ρ − k2 denotes the 

vertical wavenumber, in which k2 = ω2μ(ε − ( j σ/ω)). RTM  
n and RTM  

n are the global 
TM-mode and TE-mode reflection coefficients at interface n (n = 0, . . . ,  N − 1), 
and defined as Eqs. (17.11) and (17.12). 

RTM  
n = 

r T M  
n + RTM  

n+1e
−2[n+1hn+1 

1 + r T M  
n RT M  

n+1e
−2[n+1hn+1 

(17.11) 

RT E  
n = 

r T E  
n + RT E  

n+1e
−2[n+1hn+1 

1 + r T E  
n RT E  

n+1e
−2[n+1hn+1 

(17.12)
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r T M  
n = 

(σn+1 + j ωεn+1)[n − (σn + j ωεn)[n+1 

(σn+1 + j ωεn+1)[n + (σn + j ωεn)[n+1 
(17.13) 

r T E  
n = 

μn+1[n − μn[n+1 

μn+1[n + μn[n+1 
(17.14) 

r T M  
n and r T E  

n denote the local plane wave TM and TE mode reflection coefficients. 
Therefore when n = 0, RTM  

0 and RT E  
0 are the transverse magnetic (TM) and trans-

verse electric (TE) global reflection coefficients of all reflections and multiples from 
all multilayered interfaces. 

17.2.3 Full-Wave Inversion 

The inverse Fourier transform is used to obtain g11(t) for both modeled and measured 
data: 

g11(t) = F−1{G11(ω)} =  
1 

2π 

∞{

−∞ 

eiωt G11(ω)dω (17.15) 

The inverse problem is defined with the least-squares formulation, and the objective 
function is defined as: 

φ(b) =
(
g↑∗ 

11 (t) − g↑ 
11(b, t)

)T (
g↑∗ 

11 (t) − g↑ 
11(b, t)

)
(17.16) 

where g↑∗ 

11 (t) is the measured Green’s function vector in the time domain with vari-
able t being time. g↑ 

11(b, t) including the parameter vector b is the modeled Green’s 
function. The up arrows indicates that those are the upward electric fields. Parameter 
vector b = [h0, εr ], where h0 is the distance between antenna phase centre and soil 
surface, and εr is the relative dielectric permittivity of the half-space medium (soil 
in this case). In the forward modeling, besides these two variables, magnetic perme-
ability μm for each layer is constant as in free space, and electrical conductivity σ 
can be neglected according to the operating frequency range [36]. The modeled GPR 
signals g↑ 

11 are pre-computed and stored in a LUT, and the two variables lead to a 
2D LUT in this study. The benefit of performing inversion in the time domain is that 
inversion can focus on the surface reflection only, by defining a maximum time for 
the considered waveform. The petrophysical relation of Topp et al. is used to estimate 
the volumetric soil water content based on the relative dielectric permittivity εr as 
Eq. (17.17) [21]. Finally, soil moisture map is generated by kriging interpolation. 

θ = −5.3 × 10−2 + 2.92 × 10−2 εr − 5.5 × 10−4 ε2 r + 4.3 × 10−6 ε3 r (17.17)
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17.3 Surface Soil Moisture Mapping in Agricultural Fields 

The drone we used is an X8 model from RCTakeOff (Overijse, Belgium). It has 4 
arms with 8 motors and propellers. It can lift a charge up to 5 kg for a flight time of 
about 20 min, depending on the flying conditions. The radar consists of a microcom-
puter with homemade control application packages written in C++ and Javascript, a 
smartphone for remote control, a differential GPS for positioning, a handheld VNA, a 
half-wave dipole with an aperture of 50 cm operating in the 235–334 MHz frequency 
range, and a power bank for providing electricity to the whole radar system. The 
microcomputer connects to a wifi hotspot made by the smartphone, so users can con-
trol radar measurement remotely through the user interface, and preset measurement 
parameters like operating frequency range and steps, and project information. Mea-
sured data is stored on an SD card and data are subsequently processed on another 
computer. The drone-GPR is shown in Fig. 17.6. 

Fig. 17.6 Half-wave dipole antenna and radar mounted on the drone
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Fig. 17.7 Time-domain representation of radar measurements in a bare agricultural field. a Mea-
sured signal s11 (raw data). b Filtered signal g11 

The measurements were conducted over a bare agricultural field in Walloon 
Region, Belgium. The antenna transfer functions were determined from radar mea-
surements performed at different heights over a lake as reference medium. For the 
measurements, the operating and processing frequency range were fixed as 235– 
334 MHz with a step of 1 MHz, and about 4–5 measurements were acquired per sec-
ond. Flying height is around 4–8 m above the soil. For the electromagnetic model, 
soil roughness can be neglected within these low frequencies as roughness ampli-
tude was relatively small compared to the wavelength following Rayleigh’s criterion. 
Parameters are fixed as: 

h0 =
[
3.00 3.01 3.02 . . .  11.99 12.00

]T 
m 

εr =
[
3.0 3.5 4.0 . . .  24.5 25.0

]T 

leading to a 2-D LUT of size 901 × 45. 
Figure 17.7 represents an example of the application of the radar equation 

Eq. (17.7) to filter out antenna effects from drone-borne GPR data acquired over 
the ground surface. s11 is raw data measured by VNA, and it contains a lot of reflec-
tion within antenna itself with large amplitude at early time, which overwhelms the 
surface reflection. Whereas in the filtered signal g11, only the soil surface reflection 
is visible. Figure 17.8 shows the calibrated and measured Ri , in which the measured 
curve is obtained in free space conditions (drone flight at relatively high altitude). 
The calibrated and measured Ri correspond well within the frequency range of 235– 
334 MHz, Ri is less than 0.5, corresponding to a voltage standing wave ratio (VSWR) 
less than 3.
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Fig. 17.8 Magnitude and phase of calibrated and measured feedback loss Ri 

Figure 17.9 gives examples of objective functions and corresponding optimal fits 
with two different flying heights. From both examples, it is observed that the radar 
signal is more sensitive to h0 than to εr . In addition, in the fitting example in Fig. 17.9b 
of the data from lower height, the measured and modeled signals agree better than in 
Fig. 17.9d. This is due to the damping of the soil surface reflection amplitude with 
increasing height in relation to the limited signal-to-noise ratio related to the low-
power radar system (effective dynamic range of about 70 dB). Hence, flying height 
should be as small as possible. In particular, higher is the frequency, lower should 
be the flying height for a given signal-to-noise ratio. 

The result is presented in Fig. 17.10, including the corresponding elevation map 
and soil orthophotography. We used the DJI Phantom 4 Pro for the elevation and 
orthophotography acquisition. The flying height is 90 m, and the resolution of the 
surface model is about 5 m. The elevation map was obtained from aerial drone pho-
tographies using photogrammetry, and was processed using Agisoft Metashape soft-
ware. Figure 17.11 shows the soil water content distribution and its semivariogram. 
The soil moisture values fall well within the possible values of soil moisture, and the 
spatial correlation of soil moisture reaches about 25 m.



430 K. Wu and S. Lambot

Fig. 17.9 Objective functions and fitting examples of full-wave inversion with different measuring 
heights (4.5 m for (a, b), 7.6 m for (c, d)) 

17.4 Summary and Perspectives 

We have developed a new drone-GPR technology for fast and high-resolution digital 
soil mapping is achieved. The GPR system is lightweight, and the measurements can 
be controlled remotely. Full-wave inversion focused on he surface reflection in the 
time domain is applied to retrieve soil dielectric permittivity, hereby to get the soil 
water content. Besides these satisfying results, there are still some challenges to be 
addressed. A automatic drone flying mode is needed, in which the drone should fly 
following the field terrain, to make the distance between antenna and soil surface 
minimal for optimal signal-to-noise ratio. The incidence angle might affect inver-
sion results due to the inherently non-uniform radiation pattern of the antenna. This 
research opens promising applications in precision agriculture, e.g., for optimizing 
irrigation.
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Fig. 17.10 The agriculture field result: a soil moisture map, b digital elevation map, and c soil 
orthophotography. Coordinates are in WGS72/UTM zone 31N (m)
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Fig. 17.10 (continued) 

Fig. 17.11 The agriculture field: a soil moisture distribution, and b corresponding semivariogram
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Chapter 18 
Seismic Methods for Aquifer Analysis: 
The Basso Livenza Case Study 

Umberta Tinivella, Michela Giustiniani, Stefano Picotti, and Flavio Accaino 

Abstract In the last decades, many efforts have been dedicated to improve direct 
and indirect methodologies to study and monitor the aquifers. In particular, seismic 
method was successfully applied for this purpose. In this work a case study in the 
North East of Italy is described, for which seismic data were acquired and analyzed 
to characterize an aquifer system. All the phases of the experiment are illustrated, 
from the choice of the acquisition parameters to the final interpretation. Both 2D and 
3D data were acquired in different seasons in order to define any possible seasonal 
variation. In order to obtain detailed petrophysical information, amplitude preserving 
processing, advanced tomographic imaging and Amplitude Versus Offset procedures 
were used. This analysis enabled to estimate the petro-physical properties of the 
subsoil and to locate a deeper aquifer not yet identified, as confirmed by a subsequent 
new well. The discovered aquifer, at 480 m depth, has been proved to be suitable for 
capturing for domestic purposes. 

18.1 Introduction 

Indiscriminate use of water and poor protection of resources pose dangers to future 
generations even in areas where water is plentiful. The combined challenges of 
population growth, pollution and climatic changes add urgency to this problem. 

In the last decades, the scientific community has spent many efforts to improve 
direct and indirect methodologies applied in engineering and environmental inves-
tigations and, in particular, to study and monitor the aquifers (i.e., [57]). The use 
of the seismic method has become more frequent due to its cost-effectiveness and 
suitability in near-surface investigations [28, 50]. In particular, by recording both 
P- and S-wave data, it is very efficient in determining the properties of subsurface 
[25–27, 34, 36, 50, 65, 66]. The seismic method has been used in several geological 
contexts, such as on Quaternary deposits and on various hydrogeological studies of
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tunnel valley aquifers in USA and Canada (i.e., [4, 45, 46, 50, 63]) and Northern 
Europe [33, 35, 42] as well as in esker characterization in Canada [8, 19, 20, 50, 
51, 56], in Finland [5, 14, 41] and in the Alpine range [15]. In addition, the seismic 
method has been applied in urban environments [13, 25–27, 36] and in the shallow 
subsurface imaging of transport routes [40, 48]. In particular, the seismic reflection 
technique did not become technically or economically viable in the field of shallow 
hydrogeology until the 1980s. In the next decades, this technique has been applied 
to many hydrogeological problems with varying results. Bachrach and Nur [7] have  
clearly shown the relation between the water table and its seismic image, as well as 
the seismic response of the subsurface under different wetting and draining situa-
tions. Cardimona et al. [16] and Whiteley et al. [69] have shown good examples of 
seismic surveys to map shallow aquifers. Bradford and Sawyer [12] and Giustiniani 
et al. [25, 26] have illustrated that pre-stack depth migration can significantly improve 
quality and accuracy of the seismic image for hydrogeologic purposes. The relation-
ship between lithological properties and body wave velocity has been explored, for 
many years, as a means of indirectly characterizing porous aquifers (i.e. [61]). In 
existing literature, different approaches have been proposed: in some cases the water 
table level is attributed to specific compressional wave velocity (VP) values [30, 31, 
53, 72], in others, the hypothetical aquifer layer is identified by the ration between 
VP and shear wave velocity (VS; [18, 43, 59, 61]), Poisson’s ratio [26, 37] or water 
seismic index that is theoretically derived from the propagation of VP in 2D or 3D 
models of water table surfaces in unsaturated–saturated interfaces [29]. In addition, 
more complex theory-based approaches exist, which derive from the principles of 
the elastic wave propagation within saturated and unsaturated porous media [22]. 
These approaches require a preliminary and detailed knowledge of the lithological 
sequences of the site under investigation. 

The high resolution seismic reflection method provides important information 
about the variations in bedrock topography and about continuities and thicknesses of 
sedimentary units, which control groundwater formation and flow patterns. Seismic 
interpretation of the sedimentary sequences can be used to estimate the continuity 
of different units and extrapolate them outside the seismic profiles. 

In this context, the European Commission supported several projects in order to 
define a protocol to characterize aquifers by using integrated methodologies. The 
“Water-bearing characterization with integrated methodologies—CAMI” project 
(LIFE04 ENV/IT/000500), based in the Torrate di Chions area of north-east Italy 
(Fig. 18.1), was designed to support the Water Framework EU Directive by using a 
new integrated approach to assess and manage a water-basin area. It aimed to become 
a model to be transferred to other river basin areas. The project developed and tested 
a method of combining works across a range of different scientific disciplines to 
identify ways to achieve better sustainability in water resources exploitation. This 
purpose entails detailed investigation into the characteristics of the hydro-geological 
district and then an evaluation of the impact of human activity. 

The CAMI project was designed mainly to (i) assist planning of water resources for 
different uses (civil, agricultural, industrial), (ii) provide evaluation methods for the 
impact of new industrial and civil settlements on water resources, (iii) model ways of
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Fig. 18.1 Location Map of the 2D and 3D seismic data acquired in the frame of the CAMI project 

quantifying groundwater, and (iv) provide data for research into management of water 
ecosystems. The experience of the CAMI project is very useful to future analysis 
of aquifers. Here, we reported the results obtained from the application of seismic 
methodology to characterise aquifers, underlining advantages and disadvantages of 
the method. 

18.2 Seismic Acquisition 

The cost of a water catchment systems for aquifers exploitation can be significant, 
especially for the high drilling costs. In order to reduce these costs, it is useful to 
carry out geophysical surveys to define the geometry of the aquifer system in depth 
and to extract the petrophysical characteristics of the subsoil. This approach allows 
to define the best location for extraction wells, avoiding poorly productive wells. 

The first step of defining a seismic acquisition for an aquifer study is to collect 
all the information already existing on the investigated area, such as geology, petro-
physical characteristics of the sediments, and typology and depth of the aquifer. On 
the basis of this information, geophysical investigations will be planned and carried 
out to obtain all the missing information for defining the aquifer and to determine the 
characteristics of the catchment well. The available information can be used to build
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an initial 3D geophysical model to simulate a seismic acquisition. The modeling 
is necessary to optimize the seismic acquisition configuration in order to have the 
appropriate characteristics, i.e. a sufficient resolution and coverage, in particular to 
detect the shallower aquifer, and adequate offset to correctly define the seismic veloc-
ities in depth. The same approach should be adopted to simulate both P- and S-wave 
data acquisition. 

In the frame of the CAMI project, this procedure was successfully applied (i.e., 
[27]). An initial 3D geophysical model was built and used to simulate a seismic data 
acquisition and to create a synthetic shot gather, as shown in Fig. 18.2. In this case 
the initial geophysical model was built by using the stratigraphy of several water 
catchment wells present in the study area and the information from some seismic 
sections acquired in the frame of the Italian CROsta Profonda (CROP) Project (i.e., 
[44, 55]). Information not available in this area, such as S-wave velocity, density 
and quality factors of both P and S waves, were defined either using values present 
in the literature for similar geological formations or by using empirical equations 
[10, 49, 54]. The model included alternating water-saturated gravel layers and clay 
impermeable layers, where the latter are characterized by lower velocities as proved 
by laboratory measurements [10]. 

After the modeling and the analysis of the synthetic data, a field test to confirm 
the goodness of the acquisition parameters is indispensable. The field test allows also 
to define the source characteristics, such as the best sweep, if the Vibroseis is used 
as source, and to investigate the random and the coherent noise (ground roll). If the 
adopted source is dynamite, it is indispensable to define the amount of explosive to

Fig. 18.2 Left: The synthetic 3D seismic model of the aquifer system. The seismic simulation was 
carried out along the line AB. Right: The simulated seismogram of a shot ensemble recorded at 
the surface: the vertical particle-velocity component is represented with a dominant frequency of 
80 Hz. The events of interest are the reflections from the second layer (red and green) and from the 
fourth layer (blue and purple), and the refraction related to the second layer (sky-blue). Modified 
after Giustiniani et al. [27]
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obtain an adequate resolution and investigation depth. The shot depth has also to be 
carefully defined in order to avoid a strong ground roll.

The main recording parameters that must be defined are: acquisition cable 
length, inter-trace interval, time sampling and record length. The adopted acquisition 
parameters for the 2D data acquisition are summarized in Table 18.1. 

In this case study, an asymmetric pattern configuration was adopted, with a 
maximum offset of 300 m and 1000 m to the left and to the right of the shot, respec-
tively. Shot and receiver intervals have been chosen in order to obtain an adequate 
coverage for both the shallower and deeper aquifers. This choice was made in order 
to obtain information about the velocity of the shallower structures. For this purpose 
we have used refracted events which, in order to obtain reliable results, require 
conjugated profiles. An offset of 300 m allows for investigating 100 m in depth. 

After the definition of the acquisition parameters it is essential to plan the acqui-
sition from the time point of view. In this case, it is necessary to acquire the same 
dataset in two different seasons, in order to identify the variations of the seismic 
parameters as a function of the seasonal variations of the aquifer. Another factor that 
should be considered is the complexity of the investigated area from a geological 
and petro-physical point of view. This evaluation is important to choose if 2D lines 
are enough or if it is necessary to carry out a 3D survey. In the case of a 3D survey, a 
modeling to define the distance between in-line, cross-line and shot distance should 
be performed to obtain a homogeneous coverage inside the investigated area. 

In this case study, two 3D seismic acquisitions in two different areas were done 
(Fig. 18.1). The first one of about 0.4 km2 and the second one of 0.6 km2. In each 
area, two surveys in two different seasons, in spring (March) and in summer (July), 
were carried out. The geometry acquisition of the two cubes is characterized by 
a line spacing (in-line) and receiver interval of 18 m. The source interval and the 
shot line spacing (cross-line) are of 18 m and 36 m respectively. In order to obtain 
adequate binning coverage a bin size of 9 m × 9 m was adopted [27]. Unfortunately, 
despite this, the two cubes are characterized by differences in the coverage due to 
environmental problems that strongly influenced the seismic acquisition. 

18.3 Seismic Analysis 

18.3.1 Traveltime Reflection Tomography and Modeling 
in Depth 

Two sets of parameters usually characterize a seismic earth model in depth: the 
interval seismic velocities and the interfaces geometry. The estimation of these 
parameters with high accuracy represents a challenging task for seismic exploration. 
The subsurface seismic imaging is finally realised by the pre-stack depth migration, 
which migrates, using the final velocity field, the seismic data into a depth section. 
More reliable is the velocity field supplied to the migration algorithm, more realistic
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will be the depth imaging. Seismic tomography represents a versatile tool for esti-
mating the interval velocity field and the depth of the interpreted horizons. Compared 
to the conventional velocity analysis, it allows a better definition of the vertical and 
lateral velocity variations, which is considerably important for a reliable reconstruc-
tion of the real subsurface structures. In this case study, we employed two methods 
to build the velocity-depth aquifer model, schematized in Fig. 18.3: the traveltime 
reflection tomography for the two 2D profiles (panel a), and the modeling in depth 
technique for the 3D cubes (panel b). 

The first method reconstructs the velocity-depth structures by performing a tomo-
graphic inversion of reflected arrival traveltimes picked on the pre-stack seismic 
data. Several algorithms are available; here, the adopted tomographic algorithm, the 
CAT-3D software [68], is based on a procedure involving the simultaneous iterative 
reconstruction algorithm [58, 64] and the minimum-time ray tracing [9]. The algo-
rithm estimates the velocity field and the reflector structure in sequence, from the 
shallowest to the deepest horizon. The model consists of voxels, in which the velocity 
is assumed vertically constant, and whose base and top define the interfaces. For each 
horizon an iterative procedure is used, starting from a constant velocity within the 
layers and horizontally flat interface (Fig. 18.3a). At each iteration, the picked travel 
times of the reflected events are first inverted in order to update the velocity model. 
Then, the new interfaces are estimated, following the principle of minimum disper-
sion of the reflected points [17]. The travel time residuals associated to each reflected 
event is then converted to depth by using the velocity field updated in the first step 
of any iteration. The inversion proceeds by simultaneous iterative adjustments of the 
velocity field and the depth of the interfaces. The loop ends when the variations of the 
resulting model with respect to that of the previous step are sufficiently small. This 
occurs when the dispersion of the estimated reflection points reaches a minimum, 
so that the reconstructed interface geometry does not vary considerably anymore. At

Fig. 18.3 Flow-chart of the traveltime reflection tomography a andmodeling in depth  b procedures. 
After Giustiniani et al. [26, 27]
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the end of the inversion, a chi-squared test to the picked and computed traveltimes 
is applied, to evaluate the reliability of the tomographic model [71].

The second method consists in an iterative updating procedure for refining and 
improving an initial model in depth, involving pre-stack depth migration, residual 
move-out analysis and seismic reflection tomography. The software adopted in this 
work is the Paradigm® GeoDepth® package, and the applied modelling flow-chart is 
shown in Fig. 18.3b. The initial model generally consists in an horizontally layered 
structure with laterally invariant velocities, or in a partially refined model obtained 
from other techniques and information. Residual move-out analysis uses semblance 
sections computed vertically or along interpreted horizons on a depth migrated 
section, to find the residual errors in the computed interval velocity field. If the 
velocity field has been estimated with sufficient accuracy, then the common image 
gathers (CIGs) derived from the pre-stack depth migration using this model should 
exhibit a flat sequence of events (i.e., [62]). Any error in interval velocities and/or 
reflector geometries should give rise to a residual move-out along the distribution of 
events on the CIGs (i.e., [39]). The degree of no-flatness of the reflection events on 
the CIGs is a measurement of the error in the model, and residual move-out analysis 
identifies the correction required to flatten the reflection events (i.e., [67]). Tomog-
raphy is then performed, following the grid- and/or horizon-based approach, to refine 
the velocity-depth model. It uses residuals as input and attempts to obtain a better 
model by minimizing the errors in the velocity field and horizon geometry. According 
to the flow-chart in Fig. 18.3b, a new pre-stack depth migration is performed using 
the velocity field derived from the tomographic inversion. 

At each iteration, both velocity and reflector geometries are updated, until the two 
sets of parameters reach a good degree of stability. Generally, stability is achieved 
when the CIGs exhibit a flat sequence of events, and the velocity-depth model is 
consistent with the depth image. Therefore, the result of modelling updating needs 
to be verified for consistency with the seismic data (i.e., the final imaging section) and 
examined for any remaining residual move-outs to decide whether or not to continue 
with the iterations of tomographic update (i.e., [70]). The main consistency checks 
are the following: 

1. Overlay the depth horizons from the updated model onto the image section 
derived from pre-stack depth migration and note if they coincide with the 
reflectors associated with the layer boundaries included in the model. 

2. Compute the residual move-out semblance spectra from the CIGs at selected 
locations after the model update and compare them with those before the update. 

Consistency may be achieved with only a few iterations when the initial residual 
move-outs are small.
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18.3.2 2D Seismic Data 

The analysis of seismic data for aquifer characterisation is finalised to extract geomet-
rical and petrophysical information. To better explain the procedure for aquifer char-
acterisation, we report here the experience gained in the frame of the CAMI project 
(i.e., [25–27, 47]). 

As already mentioned 2D seismic data was acquired to optimise a later 4D survey 
(i.e., 3D survey repeated in time) with the purpose of monitoring the changes occur-
ring in the aquifers between different seasons. The 2D raw seismic data quality was 
satisfactory, despite the ground-roll. The reflections related to the presence of the 
aquifers are evident from 0.03 to about 1.1 s, while the refractions are not always 
detectable because of velocity inversions caused by the alternance of permeable 
and impermeable layers [10]. The processing was focused to enhance the signal-
to-noise ratio and to increase the vertical resolution; the ‘true-amplitude’ approach 
was adopted in order to preserve the relative amplitudes of the reflected energy [70], 
essential to perform amplitude versus offset (AVO) analysis [38, 60]. After editing 
the traces showing a persistent level of noise, a band-pass filter was applied to atten-
uate the low and high frequency noise and a 50 Hz notch filter to suppress the power 
line noise. After a spherical divergence correction, the data were deconvolved using 
a 200 ms length predictive deconvolution operator with a gap of 8 ms and a white 
noise level of 1%. To attenuate the ground-roll, a trimmed mean dynamic dip filter 
was applied on the shot ensembles [32, 70]. The ground-roll removal greatly facili-
tate the picking of the reflected events used for the tomographic inversion. Then, a 
surface consistent residual static correction, using the tomographic velocity field, was 
calculated and applied to attenuate the effects due to strong shallow lateral velocity 
variations, due to the presence of soft plough, harder untilled land and roads. This 
correction improves the results of the tomographic technique, which is based on the 
ray theory. Explained in the previous paragraph, seismic tomography is more reliable 
than the standard stacking velocity analysis methods [11, 12]. 

Hence, the tomographic velocity fields, converted from interval to root-mean 
square (RMS) velocity, were used to stack the data, after the application of an external 
mute function to remove the stretched direct arrivals. During the processing, the 
amplitude spectrum should be checked in order to prevent any possible modifica-
tions, as required by the AVO analysis. A time-variant filter and F-X deconvolution 
were applied to the post-stack data to further increase the signal-to-noise ratio and 
the lateral continuity of the signal [70]. The final 2D stacked sections are reported in 
Fig. 18.4, showing the good correlations between the main reflections at the inter-
section of the seismic lines. The seismic sections show the presence of two principal 
aquifers at about 30 and 180 m depth, respectively.
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Fig. 18.4 The correlation between the 2D acquired seismic lines. After Giustiniani et al. [26] 

18.3.3 3D Seismic Cubes 

The quality of the 3D raw data was satisfactory, despite the ground-roll. Similarly to 
the 2D dataset, the reflections of interest are evident from 0.1 s to about 1 s, while the 
refractions are not always detectable because of velocity inversions caused by the 
alternation of impermeable and water filled permeable layers [10]. The processing 
was focused to enhance the signal-to-noise ratio and to increase the vertical reso-
lution for the AVO analysis, as already explained for the 2D seismic data. After 
editing the traces showing a persistent level of noise, we applied a 20–160 Hz band-
pass filter to remove the low- and high-frequency noise. After applying a spherical 
divergence correction using the seismic velocity field obtained from the imaging 
procedure, a predictive deconvolution was applied with a 120 ms operator length 
and a lag of 5 ms. A white noise level of 1% was added to stabilize the procedure. In 
the study area, the lateral variation of lithological composition in the shallow subsur-
face layers causes strong shallow lateral velocity variations. Thus, we performed a 
surface consistent residual static correction using the velocity field obtained from 
the iterative updating procedure, as described in the previous section. The obtained 
velocity fields, converted from interval to RMS velocity, were used to stack the data, 
after the application of a muting function to remove the stretched direct arrivals. A 
time-variant filter and F-X deconvolution was then applied to the post-stack data to 
further increase the signal-to-noise ratio and the lateral continuity of the signals of 
the different interfaces.
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18.3.4 AVO Analysis 

The pre-stack data analysis underlines the presence of AVO effects associated with 
lithologic changes and/or the presence of fluids at high pressure [61]. In fact, P-wave 
velocity depends on both fluid and solid properties and the S-wave velocity depends 
mainly on the solid properties. To obtain the sections showing the normalized change 
in P- and S-wave velocities, we linearized Zoeppritz’s equations using the Aki-
Richards method [6]. This approach considers the linearization of the equations with 
respect to the P-wave velocity reflectivity (mainly influenced by the near offsets, RVP), 
the S-wave velocity reflectivity (mainly influenced by the medium-large offsets; 
RVS) and the density reflectivity (related to the very large offsets; Rρ). Although 
in theory the solution for all three reflectivities is attainable, in practice, because 
of numerical reasons (e.g., matrix stability, limited aperture, noise and incomplete 
amplitude recovery), Rρ estimation is unstable. Therefore, the density is represented 
empirically in terms of P-wave velocity by using the Gardner formula [24] and AVO 
is solved for the RVP and the RVS parameters only. Then, the AVO inversion process 
calculates the elastic earth variables, obtaining two sections in the time domain 
that show the normalized change in P- and S-wave velocities. Recalling that the 
P-wave velocity depends on both fluid and solid properties and the S-wave velocity 
depends mainly on the solid properties, the joint analysis of the AVO sections provides 
information about the nature of the main reflections (i.e., [38, 60]). If a reflection is 
present in both sections, it is mainly caused by a change of the solid properties at 
the interface, i.e., by a lithologic change. On the contrary, if a reflection is identified 
only in the P-wave reflectivity section, the contrast of P-wave velocity without any 
change of the S-wave velocity can be justified assuming fluid content changes at the 
interface (i.e., [1, 2]). 

18.4 Results 

18.4.1 2D Depth Models 

The final tomographic P-wave velocity model of Line 2 (Fig. 18.1), obtained using 
the traveltime reflection tomography (Fig. 18.3a), is reported in Fig. 18.5b as an  
example of seismic results. The high resolution of the acquired seismic data allowed 
the recovery of the thickness of the two aquifers (layers 2 and 4). The dominant 
frequency of the first 400 ms is about 80 Hz that implies an average picking error 
of ±6 ms. This error is equivalent to about half wavelet cycle, and causes a mean 
deviation in the velocities inside the two aquifers of about ±15 m/s. The tomographic 
velocity model (Fig. 18.5b) evidences the presence of a velocity inversion between 
the fourth (second aquifer) and fifth layer. Moreover, the two shallow aquifers are 
nearly flat and show noticeable lateral velocity variations with a maximum excursion 
of about 600 m/s, whereas the structures of the deeper reflectors are more irregular.
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Fig. 18.5 Prestack depth migration a and final tomographic P-wave velocity model b of the Line 
2. The vertical solid line indicates the intersection between Line 1 and Line 2. Modified after 
Giustiniani et al. [25] 

For these reasons and in order to improve the quality of the depth seismic imaging, 
a pre-stack depth migration is necessary. The horizons of the final depth migrated 
profile show a good lateral continuity (Fig. 18.5a). Comparing the migrated sections 
and the velocity models of the two lines at their intersection, a good correlation both 
for the depth of the reflectors and layer velocities has been found [25, 26]. 

18.4.2 3D Depth Models 

The results of the 2D seismic analysis was indispensable to define a preliminary 
subsurface geometry [25, 26], to analyse the seismic response of the aquifers and to 
plan and optimise a subsequent 4D survey [47]. As already mentioned, two different 
areas called A (about 0.4 km2) and B (about 0.6 km2) were investigated (Fig. 18.1). 
In each area, we carried out two surveys: the first one in March 2006 acquiring two 
cubes called CubeA-spring and CubeB-spring, respectively, and the second in July 
2006 obtaining the CubeA-summer and CubeB-summer. The 2D velocity models of 
analysed lines obtained by using tomographic inversion were interpolated to build a 
3D velocity model, adopted as an initial model for depth modelling of 3D seismic 
data.
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The final tomographic P-wave velocity models of Cube A and Cube B, acquired 
in the spring season and obtained using the modeling in depth procedure (Fig. 18.3b), 
are represented in Fig. 18.6b,d. In this case, as already mentioned, the initial model 
was the 3D interpolated velocity field obtained from the tomographic inversions 
of the 2D seismic lines (Fig. 18.5; Giustiniani et al. [27]). We refined the model 
and performed the 3D pre-stack depth migrations using the commercial package 
Paradigm® GeoDepth®, as described above. During each iteration, we carried out a 
residual move-out analysis, for all the identified horizons, by picking the coherences 
on the semblance profiles, and a tomographic update was performed. After the third

Fig. 18.6 3D prestack depth migrations of the Cube A a and the Cube B b using the corresponding 
final tomographic velocity models c and d, respectively. All the cubes correspond to the spring 
season. Modified after Giustiniani et al. [27]
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iteration, the model reached a good accuracy, because the events on the CIGs were 
nearly flat and the depth horizons showed a good consistency with the corresponding 
reflectors on the image section. Figure 18.6a,c shows the resulting 3D pre-stack 
depth migrations of Cube A and Cube B, respectively. The vertical resolution is 
satisfactory and we notice that two high velocity layers are evident at about 270 m 
and 460 m, respectively, which could be associated with deeper aquifers. The cubes 
are sectioned to show the good lateral continuity of the reflectors. Only the spring 
cubes are shown, because the summer cubes are very similar [27]. The difference 
in the P-wave velocity values between the spring and summer velocity models is 
less than the estimated velocity error. Assuming for the first two aquifers an average 
picking error of about ±6 ms, the resulting average velocity deviation inside the 
two aquifers is about 2%. For the deeper aquifers, the velocity error increases and 
it could be estimated to be about 5% for this inversion algorithm. The resolution 
and lateral continuity of Cube B is better, because of the higher coverage. For this 
reason, other two layers were identified and picked between the two shallow aquifers. 
In the chaircut of the migrated Cube B (Fig. 18.6c) a lateral amplitude inversion in 
the shallow layers is evidenced (with a circle). This feature may be due to lateral 
changes in the lithology or to a fault.

18.4.3 AVO Inversions 

The inputs of the amplitude inversion are: (1) the data processed following a true-
amplitude scheme, (2) the acquisition geometry used to apply a correction for 
source and receiver directivities, and (3) the velocity model obtained by the tomo-
graphic inversion (i.e., [60]). The velocity model allows calculating the ray path and 
converting the offsets to angles of incidence. We analysed the amplitude variations 
versus angle of incidence and obtained sections of both P- and S-wave velocity reflec-
tivities. The ratios between the P- and S-wave reflectivities are related to the Poisson’s 
ratio and, consequently, to the fluid content (i.e., [3]). After a qualitative comparison 
of the reflectivity sections, a quantitative method was applied to interpret the AVO 
results. We evaluated the ratio between P and S reflectivity, as shown in Fig. 18.7a. 
The two main aquifers are identified by the strong Poisson ratio variation. We blanked 
the area where the AVO inversion is not reliable, i.e., the areas where the curve fitting 
is suspect, due to noise or insufficient aperture. Note also the high contrast at about 
500 m depth, related to a lithologic change and interpreted as an unknown aquifer, 
as discussed in the next section. Finally, we evaluated the cross-plots of P and S 
velocity versus reflectivity (Fig. 18.7b), to verify if different petrophysical charac-
teristics versus depth can be detected along the seismic profiles. To this end, we 
selected two areas where the coverage is high enough to guarantee a reliable AVO 
inversion, i.e., between common depth points 200–400 and 800–1000 (Fig. 18.7a). 
To detect different trends, we considered the following depth intervals (Fig. 18.7a: 
(1) shallow part (between 0 and 16 m; black colour); (2) first aquifer (between 16 and 
40 m; red colour); (3) layer between the two main aquifers (between 60 and 140 m);



450 U. Tinivella et al.

Fig. 18.7 a P to S wave velocity reflectivity section; b P- versus S-wave velocity reflectivities at 
selected common depth point (CDP) intervals selected in panel A. Black colour: between 0 and 
16 m. Red colour: between 16 and 40 m. Green colour: between 60 and 140 m. Blue colour: between 
150 and 250 m. Magenta colour: between 360 and 450 m. After Tinivella et al. [61] 

green colour; (4) second aquifer (between 150 and 250 m; blue colour); (5) depth 
greater than 250 m (between 360 and 450 m; magenta colour). In the crossplot, two 
main trends have been identified: one between 0 and 40 m depth and a second one 
until 500 m. In both of these depth intervals, the two main aquifers can be recognized 
because of anomalous trends. 

The AVO analysis was applied on the 3D seismic dataset by using the procedure 
already explained for the 2D seismic data. The reliability of the result depends on the 
seismic data quality and on the coverage. As well as travel-time tomography, also 
AVO analysis is not able to detect any seismic response difference between the two 
seasons. As already observed in the analysis of 2D seismic data (Giustiniani et al. 
2008), the comparison between P- and S-wave reflectivities confirms that the top of
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each aquifer is well evident, confirming that the seismic interface is mainly generated 
by lithological changes, with a minor contribution from the fluid condition changes. 

18.4.4 Petrophysical Properties 

The 2D and 3D velocity models were interpolated in order to obtain a complete 3D 
model of the study area by using a commercial software. We assumed a cell size of 
20(x) × 20(y) × 25(z) m and a number of cells equal to 198, 211, and 23 along the 
three directions, respectively. The data were interpolated by using the inverse distance 
algorithm [21, 23]. The inverse distance method is a weighted average interpolator 
that can be either an exact or a smoothing interpolation. We applied the interpolator 
module to all data sets obtaining velocity, density and porosity distribution. 

In order to extract petrophysical characteristics of the subsurface, the 3D interpo-
lated velocity model was translated in terms of density, by using the Gardner rela-
tionship [24], and porosity, supposing the density of the matrix equal to 2600 kg/m3 

and that one of the water equal to 1000 kg/m3 [61]. 
The analysis of 3D interpolated velocity models shows that the shallowest confined 

aquifer is characterized by a density of about 1900 kg/m3 and a porosity of about 
36–40%. The second aquifer, located at about 180 m depth, is well imaged because it 
shows a higher porosity (equal to about 32%) with respect to the upper layer, which 
is characterized by a porosity of about 28%. Note that the deeper aquifer presents 
a porosity of about 33%. Regarding the density, the deep aquifers are characterized 
by a density of about 2100 kg/m3. The results are reported in Figs. 18.8, 18.9 and 
18.10, where the depth ranges from 0 to 550 m. The 3D models indicate that the

Fig. 18.8 3D velocity (m/s) models after the interpolation. After Tinivella et al. [61]
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Fig. 18.9 3D density (kg/m3) model after the interpolation. After Tinivella et al. [61] 

Fig. 18.10 3D porosity (%) model after the interpolation. After Tinivella et al. [61]

area has variable characteristics, with strong lateral velocity variations that suggest 
changes in the interface geometry and the aquifer system thickness. The analyses of 
these data indicate an increase of porosity and the thickness of aquifers northwards.
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18.5 Discussion 

The results obtained from the analysis of the seismic data show that the seismic 
method is a very useful tool to identify the lithological changes and the geometry of 
a multilayered aquifer system. In the case study here presented, the seismic acquisi-
tion was optimised by using numerical wave simulations of synthetic seismograms, 
based on the seismic parameters obtained from well information. The 2D and 3D 
seismic imaging identify four aquifers at different depths. In addition, the 3D velocity 
cubes, obtained from the tomographic inversion and from the analysis of the CIGs, 
showed that the seasonal variations are minimal and within the error of the tomo-
graphic inversion procedure. This highlights that the investigated aquifers have a 
fairly constant flow throughout the year, especially the deeper ones. 

A reflector was identified at about 480 m depth and interpreted as the top of an 
unknown aquifer, in accordance with high resistivity values detected by the time 
domain electromagnetic method [52]. In light of this evidence, a drilling was subse-
quently carried out up to the depth where, from the analysis of the geophysical data, 
the presence of an aquifer was assumed. Therefore, from the point of view of identi-
fying new aquifers, the result obtained from the project can be defined as excellent. 
The comparison between the stratigraphy identified during drilling and the seismic 
imaging has also shown that the aquifers are well identifiable on the seismic data. 
Furthermore, this comparison has also highlighted the goodness of the interpreta-
tion, derived from the various analyses carried out on the seismic data (AVO and 
tomographic analyses). 

The results obtained from the AVO analysis confirm the presence of the shallow 
aquifer (at about 30 m) and the deeper one (at about 180 m). In particular, the cross-
plots of the P-versus S-wave velocity reflectivities show different trends, which are 
related to fluid contents and lithologic changes. 

The 3D velocity models, obtained from the interpolation of 2D velocity models 
and 3D velocity cube, suggest that the second aquifer could be characterized by 
strong lateral variations [47]. The thinning in the southern part is in agreement with 
the hydrogeological data. In fact, a water well, drilled about 20 years ago, showed 
the absence of the deeper aquifer in the southern part. 

On the basis of the seismic data results, a 510 m deep well was drilled, which 
verified the real consistency of our 3D models. Figure 18.11 shows a transversal depth 
section of the Cube A, overlapped to the corresponding interval velocity section, 
together with the well stratigraphy and the down-hole velocity log. There is an 
excellent correspondence between the horizons picked on the migrated section and 
the main discontinuities reported in the well stratigraphy, except for some slight 
discrepancies, which could be due to the distance between the well and the survey 
area (about 200 m). The two high velocity layers at about 270 and 480 m correspond in 
the well stratigraphy to two deep aquifers. Those aquifers were unknown because the 
catching wells are limited to depths of about 200 m. Moreover, Fig. 18.11 shows the 
good correlation between the down-hole velocity log and the interval velocity section 
for aquifers 2 and 3. The four aquifers indicated on the well stratigraphy correspond
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Fig. 18.11 Correlation of the well stratigraphy with a transversal section of Cube A. The velocity 
section is overlapped to the seismic migrated section. The dashed violet lines identify the picked 
horizons on the depth seismic section. Giustiniani et al. [27] Modified from 

to high interval velocity values, which are mainly related to the lithological variation. 
In fact, the velocity is affected mainly by three factors: (1) the matrix, (2) the pore 
fluid and (3) the pore pressure. In our case, as shown in Fig. 18.11, aquifer layers 
are composed of sand and gravel, while the adjacent layers are mainly composed of 
water saturated sandy clays. Note that, because of compaction effects, clay velocity 
increases with depth. It is well known that, for unconsolidated sediments, sandstones 
are characterized by higher velocities than shales [54]. Moreover, the pore fluid in 
overpressure conditions, slightly reduces the seismic velocity [61]. So, the combined 
effect is the increase of the seismic velocity in correspondence of the aquifers. 

18.6 Summary 

The application of 2D and 3D seismic methods is a useful tool to define aquifers 
geometry and petrophysical characteristics, enabling to identify lateral variations in 
underground bodies and to extend information obtained from the well stratigraphy, 
when available. Unconventional analysis of seismic data, including “true amplitude 
processing”, is essential for the geometrical and petrophysical characterization of 
shallow and deep aquifers that allow to obtain very useful information regarding the
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Table 18.1 2D acquisition 
parameters and source 
characteristics. 

Source MiniVib IVI T2500-linear sweep 
10–150 Hz-length sweep 12 s 

Receiver 10 Hz geophones—receiver interval: 
5 m  

Shot interval 10 m 

Record length 3 s—after cross-correlation of acquired 
data with pilot trace 

Time sampling 1 ms  

presence of fluids and lithological changes. A detailed velocity model is fundamental 
to obtain the geometry of the underground bodies by using the pre-stack migration in 
depth that improves the image of the subsoil. However, it should be noticed that the 
seismic data cannot detect the overpressure seasonal variations in confined aquifers. 
On the other hand, simultaneous analysis of P- and S-wave data is an excellent tool for 
the petrophysical characterization of the subsoil, but it requires specific conditions 
to achieve these purposes, such as adequate planning and accurate data acquisition. 
In conclusion, the seismic methodology is a useful tool for aquifer characterization. 
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Chapter 19 
Multi-geophysical Field Measurements 
to Characterize Lithological 
and Hydraulic Properties of a Multi-scale 
Karstic and Fractured Limestone Vadose 
Zone: Beauce Aquifer (O-ZNS) 

Céline Mallet, Clara Jodry, Arnaud Isch, Gautier Laurent, Jacques Deparis, 
and Mohamed Azaroual 

Abstract The deciphering of the coupled processes that govern the transfers of 
mass and heat within the vadose zone is recognized as a complex issue. In this 
context, an observatory of transfers in the vadose zone (O-ZNS) has been imple-
mented near Orléans (France). By combining multiscale laboratory and field experi-
ments using various monitoring techniques, this observatory will improve our knowl-
edge regarding water flow and contaminant transport throughout the 15–19 m highly 
heterogeneous vadose zone. To image the lithological and hydraulic properties of its 
heterogeneous facies, we adopted a multi-geophysical monitoring strategy in order 
to overcome the limitations of each individual geophysical method. This approach 
includes surface, borehole, and well multi-geophysical measurements. Preliminary 
investigations undertaken since 2017 leads to an effective and complete character-
ization of the vadose zone including (i) a lithological description of the geolog-
ical facies, (ii) the identification of local heterogeneities (karsts, fractures, silicified
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layers) whose density increases with depth, and (iii) an estimation of the water 
content variations within the vadose zone. This whole set of results constitutes a first 
base to ongoing joint inversion that should lead to a refined characterization of the 
petrophysical and transport properties of the vadose zone column. 

19.1 O-ZNS Project 

19.1.1 Generalities 

The Vadose Zone (VZ) extends between the soil surface and the water table and is of 
critical importance for the preservation and management of groundwater resources 
because of its control on transfers of water and contaminants down to the aquifer 
i.e. saturated zone [1, 2]. Developing novel strategies for the characterization and 
monitoring of coupled processes at stake in the VZ is thus crucial to improving our 
knowledge of mass and heat transfers. However, the complexity of the heterogeneous 
lithologies and multi-scale structure of the VZ leaves a lot of unknowns leading to 
difficulties for interpreting their hydraulic and transport properties. 

In this context, an Observatory of transfers in the VZ (O-ZNS) is under devel-
opment within an agricultural field at the heart of the Beauce region, in Villamblain 
(Centre-Val de Loire, France—Fig. 19.1 and described in Chap. II.2. by Abbar et al. 
[3]. O-ZNS offers a unique support for observing and quantifying the mass and heat 
transfers throughout the VZ of a vulnerable limestone aquifer. This observatory is 
developed thanks to an exceptional well (20 m-deep and 4 m-diameter—black circle 
in Fig. 19.1) and surrounding boreholes (blue and red dots in Fig. 19.1). This config-
uration makes it possible to combine observations over a wide range of spatial and

Fig. 19.1 Localization of the O-ZNS site and its organization with the well (black circle) and the 
six boreholes (in red for the ones from 2017 and blue for the most recent ones from 2020) used for 
this study
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temporal scales. Measurements combine focused hydrogeological and biogeochem-
ical monitoring techniques together with geophysical imaging. The main objectives, 
the localization, borehole details, and the instrumentation strategy of the O-ZNS plat-
form are presented in a companion chapter [3]. For this study, we mainly consider 
three cored boreholes (B1–B3 in red in Fig. 19.1) drilled in spring 2017. Newer bore-
holes, drilled in spring 2020 and denoted B5–B7 (displayed in blue in Fig. 19.1), are 
also shown and used for direct log imagery.

19.1.2 HydroGeophysical Approach for Subsoil 
Characterization 

Geophysical methods have been developed for characterizing underground 
microstructural, petrophysical, and transport properties, including karst properties, 
within the VZ [4]. Considered individually, these methods have specific limitations 
in terms of resolution and depth of observation but they also have their specific 
interest. For example, surface-based seismic methods are adapted to detecting hori-
zontal objects [5], electrical method to characterizing fluid saturation and behavior 
[6], electromagnetic methods for identifying karst and factures, and inferring water 
content [7, 8], microgravimetric methods to detect deeper heterogeneities that could 
be hydrogeological anomalies and to estimating water storage [9]. 

Coupled geophysical approaches and joint inversion have been developed to 
broaden physical description, range of resolution, and depth of observation [10– 
12]. For example, fracture density characterization is enhanced by coupling seismic 
and electric methods [13]; aquifer storages are better monitored when crossing gravi-
metric and electromagnetism [14]; seismic characterization of shear zone is much 
more accurate when coupled to electromagnetism [15]. More recent approaches 
couple geomechanical, geological, and geophysical data to improve models and 
recover meaningful hydrological and reservoir properties at various scales [16–19]. 
However, these methods, while based on model development, are still needing exper-
imental laboratory and field validations [13, 20, 21]. Improvements are still underway 
to balance the uncertainties between each field and those related to the petrophysical 
relationships linking geophysical and hydrological quantities [22–25]. 

There are recent large-scale field hydro-thermo-geophysical experiments that 
tested coupling models and push forward our knowledge on subsoil characteriza-
tion and on fluid flow within the VZ [26–30]. These studies, performed under more 
or less controlled conditions and more or less blind soil structure, highlighted the 
importance of being able to couple field hydraulic experiments to geophysical field 
and laboratory characterization. It is in this lineage that O-ZNS takes place. Indeed, 
the challenge posed by the characterization of the hydraulic and transport properties 
of the VZ calls for a coupled multi-geophysical approach. It will provide a multi-scale 
characterization of the VZ facies in the context of highly heterogeneous lithological 
and hydraulic properties [31]. In addition, it is expected to provide exceptional study
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outlooks with time monitoring, coupled measurements and joined interpretations and 
inversions. The full and specific O-ZNS geophysical strategy based on the state-of-
the-art applied to a VZ of a limestone aquifer is presented in Sect. 19.2, following 
the lithology and structure description. 

19.1.3 Overall Lithology 

In this section and the following, a description of the VZ facies and the site hetero-
geneities are presented giving a general view of the geological structure. The litho-
logical description of the Beauce limestone aquifer is displayed on Fig. 19.2. It has 
been depicted from direct core observations taken from B1-3 [31] and complemented

Fig. 19.2 Lithology of the VZ interpreted from direct core observations and log imagery in six 
boreholes (B1-3 and B5-7)
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with log imagery from B5-7 boreholes. The global formation presents a heteroge-
neous altered/karstified limestone facies, with a macro- and micro-porosity, cracks 
and fractures.

From the surface down to 25 m deep, the following facies identified as part of the 
Pithiviers limestone formation were observed: 

– 0–1.5 m: silt loam soil typical of the Beauce region [32]. 
– 1.5–7 m: highly heterogeneous incoherent limestone presenting intense alter-

ation (i.e., fractures, weathering, oxidations), powdery limestones, clay lenses, 
calcareous sand interbeds, and few thin massive, but still altered and karstified, 
limestone facies (the blue altered limestone rock displayed on the log in Fig. 19.2). 

– 7–20 m: massive and altered limestone rock presenting heterogeneous fracture 
density (especially after 15 m deep). 

– 20–25 m: interbeds of silicified limestone and pluri-centimetric silica cherts. Some 
rare silicified zones are observed in the previous layers (below 18 m deep) but not 
recurrently thus not appearing in the log. 

The whole column is developed on a semi-permeable layer of white clay that was 
identified as part of the “Molasses du Gâtinais”. The bottom of this layer has not 
been reached by the boreholes but its thickness regionally ranges from 1 to 2 m. 

The water table level is not depicted on the lithological log. It usually varies 
between 18 and 20 m deep, with historical variations from 14.5 to 22.5 m deep [31, 
33]. For each of the result presented in this paper, the depth of the water table was 
measured from the O-ZNS boreholes and is presented in the corresponding section. 

19.1.4 Geological Structures Characterization 

Optical log imaging (May 2020, B5 to 7, Fig. 19.3) provide a clear view of the 
largest heterogeneities (dm to m scale) that can be found along the VZ of the O-ZNS 
experimental site. Different types of porosity (cracks, pores, fractures, karsts) are 
observed in the limestone rock facies with an increasing occurrence of karstification 
and fracturation with depth. 

Drill core pictures (Fig. 4a) and 3D reconstruction by photogrammetry of a core 
sample (Fig. 4b) illustrate the complex and multi-scale (mm to cm) smaller hetero-
geneities such as macro-pores, clasts, and cracks. Figure 4a also illustrates the facies 
described in Sect. 19.1.2 with first, the soil, followed by the highly heterogeneous 
incoherent limestone (with a thin layer of massive limestone) and the limestone rock, 
more or less altered and fractured. 

At a lower scale, Fig. 5a presents optical microscopic views of massive limestone 
rock taken between 11 and 14 m deep. We observe mechanical and chemical micro-
heterogeneities as cracks developing inside grains (intragranular cracks), oxidation 
and dissolution-recrystallisation of the calcite [26]. The lowest scale of scanning 
electron microscopy (SEM) highlights the micro porosities (Fig. 5b).
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Fig. 19.3 Imagery of B5 at different depths highlighting the variety of heterogeneities (macro-
pores in red, clasts in green, macro-cracks/fractures in dark blue, karsts in light blue, lithological 
interfaces in yellow) 

Fig. 19.4 a Pictures of cores from B1 (70 cm each) taken in the four facies presented in Fig. 19.2. 
b 3D reconstruction of a core sample taken from B7 at 11 m deep 

To summary the multi-heterogeneities, Table 19.1 gives their ranges of length and 
aperture measured following a vectorization method [35, 36] and observed on these 
figures and in the whole work of Aldana [34]. Note that for the fractures the upper 
size is yet unknown and will be determined with future field imagery investigations.
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Fig. 19.5 a SEM observation of micro-porosity in limestone rock from B2 at 9.7 m deep. b Polar-
ized microscopic observation of calcareous matrix showing oxidation and intra-granular crack, from 
B2 at 11.1 m deep. Modified from [34] 

Table 19.1 Classification of heterogeneities observed on log imageries, core samples (as in 
Fig. 19.4) and microscopic observations (Fig. 19.5 and [37]) 

Length Aperture 

min max min max 

Spherical pore or clast 5 μm 60 mm 

Crack 1 mm 10 cm 1 μm 6 mm  

Fracture 10 cm Unknown >cm Unknown 

Karst 5 cm 30 cm 1 cm 5 cm  

19.2 O-ZNS Geophysical Strategy 

19.2.1 Interest of a Multi-geophysical Approach 

As introduced in Sect. 19.1.2, coupling geophysical methods broadens the phys-
ical description, the range of resolution and depth of observations, as suggested by 
Fig. 19.6 which presents all methods used during O-ZNS preliminary investigations. 

Specific advantages and drawbacks of the four methods used for this study are 
detailed below:

– Nuclear Magnetic Resonance (NMR) monitors the electromagnetic signal 
produced by water bodies in response to oscillating magnetic perturbations [40, 
41]. As this method directly relates to the water content, it is primarily used to 
estimate hydraulic properties of the VZ [40]. NMR also provides different scales 
of observation with surface (SNMR or MRS [7]), borehole, and recently, surface-
to-borehole measurements [41, 42]. Development of multi-channel instruments 
has also allowed to access from 1 to 2D and 3D measurements [43]. Although the 
poor signal to noise ratio limits this method [42], it has proven its efficiency for 
limestone VZ and karstic aquifer characterization [7, 44, 45].
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Fig. 19.6 Comparison of depth of investigation and spatial resolution of geophysical methods: 
GPR, ERI, Seismic, NMR, and Gravimetry. Adapted from Fan et al. [38], authors’ experiences and 
other synthetized data (e.g. [39]) 

– Seismic refraction methods [46–48] are best applied to the characterization of 
tabular objects such as soil layers or horizontal cracks [5]. They also provide 
insights into water saturation for groundwater modeling [46] or into deep forma-
tions [39]. Seismic interpretation can be complex, even unsolvable when crossing 
blind zone (i.e. velocity decrease in function of depth) [47]. However, as satura-
tion increases P and S-wave anisotropy [48], it may allow to better characterize 
the presence of fluid. 

– Electromagnetic methods [6, 49] such as DC Electrical Resistivity Imaging (ERI) 
[50] and Ground Penetrating Radar (GPR) [49, 51, 52] depend on many factors, 
including salinity, water content, cation exchange capacity and porosity of the 
material [53, 54]. Although these methods can be applied to the monitoring of the 
water content, for example in agriculture [55] and the VZ of calcareous environ-
ments [56], the interpretation of direct current resistivity data alone is particularly 
complex because it is often impossible to separate the so-called volume contri-
bution from that of the phase interfaces (conduction of electrical double layer) 
[57]. While GPR gives high resolution, in conductive environment, it presents 
a small penetration depth [58]. Since these two methods (ERI and GPR) have 
complementary resolution, they are often coupled together [59].
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19.2.2 Overview of the Measurements Made on O-ZNS 
Experimental Site 

Surface measurements 

The area around the O-ZNS experimental field has been historically studied with 
early observation conducted by INRAE and BRGM since the 1990s [7, 32, 55] and 
more recently by ISTO as part of several projects. From that time, electrical map and 
electrical resistivity tomography have been made together with SNMR measurements 
(monitoring 1999–2000 and 2017) on a field located in close proximity (1 km south) 
of O-ZNS experimental site [7]. 

Since the beginning of O-ZNS project surface investigations have been conducted 
including: 

– 1D and 2D SNMR in January 2019. 
– 2D ERI in 2017, 2018 and 3D in April 2019. 
– 2D seismic in October 2018. 

Finally, in August 2020 a multi-geophysical monitoring campaign has been carried 
out that included 2D seismic surface, 3D ERI, 3D SNMR and gravimetry mapping. 
These full data sets, coupled to the borehole measurements performed at the same 
time (Table 19.2) will be joined in a global inversion for future contribution and 
will complement the initial characterization of the VZ functioning undertaken since 
2017. 

Borehole measurements 

In addition to surface measurements, the same methods have been employed in 
boreholes when applicable (Table 19.2). Note that due to wave attenuation (i.e. high 
conductive subsurface zone), GPR measurements are only feasible in borehole and 
cross-hole fashion. 

Future equipment and measurements 

The instrumentation strategy of the O-ZNS project is briefly detailed in the Chap. 
II.2. by Abbar et al. [3] with the description of few hydrogeological monitoring solu-
tions under consideration and the installation of fiber optic sensors. Indeed, contin-
uous measurements are planned for monitoring purposes, including three distributed 
fiber optic sensors (temperature-DTS), strain-DSS and acoustic-DAS) installed in a 
continuous and permanent loop along B5, 6 and 7 boreholes. In addition, in the same 
boreholes, seismic and GPR monitoring are planned as well as the implementation 
of vertical electrical resistivity devices to continuously monitor the conductivity of 
the VZ materials. 

Further geophysical equipment are expected once the well is in place: seismic 
measurements, composed by 60 triple geophones with a natural frequency of 100 Hz 
and a seismic well source; GPR antennas placed on the inside on the well to commu-
nicate with the surrounding boreholes; gravimetry and muon measurements from 
inside the well. From the wall of the well itself, lateral slanted boreholes will be
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Table 19.2 Borehole measurements on O-ZNS experimental site. B4 and 8–9 are presented in 
Abbar et al. [3] (Chap. II.2.) 

Method Borehole Date Made with 

Log B1–4 03–2017 Iduna-Soleo Diameter, electric conductivity, 
γ-γ 

Log B1–4 03–2017 Iduna-Soleo Diameter, trajectory, imaging 
(low resolution), γ-ray 

Log B1–4 05–2017 Iduna-Soleo Neutron-neutron 

GPR B1–3 01–2019 BRGM-EOST Cross-hole: 3 panels 

Log B5–9 05–2020 Semm Logging Diameter, electric conductivity, 
trajectory, imaging, γ-γ, 
neutron-neutron, γ-ray 

GPR B5–8 08–2020 BRGM Borehole and cross-hole (6 
panels) 

Log B6–7 09–2020 Semm Logging γ-γ, neutron-neutron (cased 
hole) 

Log B5–8 09–2020 NMRSA NMR 

Log B5–8 09–2020 Geosciences Montpellier γ-ray, magnetic susceptibility, 
electric conductivity, 
physico-chemical parameters 
(pT, Eh, pH), PS in a single 
borehole 

Seismic B5–8 10–2020 BRGM Cross-hole (P and S-wave) 

drilled at various depths containing further geophysical equipment such as Time 
Domain Reflectivity (TDR) probes (communicating with surface probes and GPR 
antenna fixed in the lateral wall) to measure permittivity, polarizable and unpolariz-
able electrodes for DC electrical resistivity and spontaneous potential measurements 
respectively. 

19.2.3 Protocols of the Measurements Presented in This 
Study 

Even though all scales of NMR survey are applied at O-ZNS site, this chapter focusses 
on a Surface Nuclear Magnetic Resonance (SNMR) survey, performed in January 
2019, which consisted in four soundings aligned in half-over lapping square loops 
along a North-West profile using coincident transmitter and receiver loops (Fig. 7a). 
The loops are of 20 × 20 m side with two turns to concentrate our investigation 
on the superficial part of the aquifer. Thanks to the multi-channel NMR system 
NumisPoly®, a synchronous reference loop was placed nearby to mitigate the noise. 
Indeed, this loop was placed far enough to avoid the NMR signal and close enough 
to register the same ambient electromagnetic field as the measure loop. Note that a
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Fig. 19.7 Surface field measurements presented in this study. a NMR loops of Jan. 2019. b Seismic 
lines of Oct. 2018. c Electric lines of Apr. 2019 

preliminary measurement using a pair of eight-shape loops [60] proved the O-ZNS 
site to have low level of noise. 

The pulse frequency was 2034 Hz according to the Larmor Frequency, which is the 
precession of the magnetic moment, in Central France at the date of measurements 
(January 2019). Each sample contains 200 records (commonly called stacks) of 24 ms 
length sampled at 19.2 kHz and include a band-pass (16 Hz) and Notch filter. The 
measurements comprised 10 pulses with a maximum pulse moment of 3.500 A-ms. 

The post-processing is based on previous analyses defining ambient noise between 
100 and 200 nV [61]. The NMR inversion has been done thanks to SAMOVAR® 

software based on the Tikhonov regularization method [40] and resistivity of the 
subsurface obtained by the ERI inversions (see below). 

Surface seismic measurements performed in October 2018, consisted in two lines 
(S1 and S2) measuring P-wave velocity and crossing the O-ZNS site (Fig. 7b). The 
two perpendicular lines of 144 m were equipped by Z-component geophones (with 
natural frequency of 14 Hz) spaced by 1 m. According to the profile length, this 
spacing ensures a depth of observation up to the limestone rock located at 20 m 
deep. The shots were made by a 5 kg hammer every  4  geophones starting at 0.5 m 
after the first geophone, for both lines. The first arrival times were inversed using 
RAYFRACT® software [62, 63] in order to obtain 2D spatial variations of P-wave 
velocity. During inversion process, the Eikonal equation is solved numerically by a 
finite difference method approach [64, 65]. 

Electrical Resistivity Imaging (ERI) performed in April 2019 consisted in a direct 
3D acquisition of 288 electrodes. Specifically, it is composed by six linked 3D 
profiles made of 48 electrodes with an electrode spacing of 2.5 m and an inter-
line spacing of 5 m thus covering a total area of 117.5 × 25 m. Acquisition was 
carried out with a Syscal Pro® using two configurations. The first one has 7574 
quadrupoles of dipole–dipole type. The second configuration is composed of 5130 
gradient-type quadrupoles. Both include ×1 quadrupoles for each line and ×2 inter-
line quadrupoles. The measurement sequences include electrical resistivity as well 
as induced polarization. The same parameters have been applied to each configu-
ration and comprise an injection time of 2000 ms, semi-log chargeability sampling
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(not shown here), a standard deviation of 5% on 3–10 stacks and requested injec-
tion and reception voltage of 50 mV–800 mV respectively. Finally, both datasets 
were merged and processed (filter on reception voltage) to obtain a number of 9295 
inverted measurements. Inversion of apparent resistivity values used BERT software 
[66] with a lambda regularization equal to 20, a L-curve optimization and with L1 
norm (robust inversion). The model grids contain 83,866 cells and inverse model 
contain 44,510 cells. After 6 iterations, the Chi2 value is equal to 1.50 and 1.46 
and the Root Mean Square (RMS) is equal to 5.46% and 0.21% respectively for 
Resistivity and IP measurements. 

The Ground Penetrating Radar (GPR) was performed in January 2019, and 
acquired with a ProEx GPR system (Malå Geosciences). We used Malå 100 MHz 
borehole antennae, with a sampling frequency of 1000 MHz and time-window of 
240 ns. All measurements were stacked 128 times. Acquisition consists in 3 Zero 
Offset Profile (ZOP) between B1-2; B2-3; and B3-1. The ZOP profiles can be thor-
oughly investigated as providing a 1D log view as depth between each borehole. 
ZOP profiles consist in simultaneously descending the transmitting antenna and the 
receiving antenna in two different boreholes. The measurement step is equal to 50 cm. 
The data were processed using a zero phase 40–180 MHz band-pass filter with an 
Automatic Gain Control (AGC) time equalization. It is used only for picking first 
arrival. A final stage consists in picking of the first arrivals. Knowing the distance 
between two boreholes, the picking of the first arrival was transformed in apparent 
relative permittivity (εr) [67]. 

19.3 O-ZNS Preliminary Characterization 

19.3.1 Surface Results 

Figure 8a presents resistivity issued from the 3D electrical survey at 5 m deep. 
Resistivity map highlights two different anomalies with lower (A1) and higher (A2) 
resistivity than background. Considering that at 5 m deep, we are in the strongly 
altered limestone layer, the A1 anomaly is considered here as an incoherent limestone 
with high content of clay while A2 anomaly is assimilated to calcareous sand or 
altered limestone rock with low content of clay. Initially, O-ZNS main well was 
supposed to be located on the A1 heterogeneity (cf., grey circle on Fig. 8a). Following 
this first characterization, the well has been moved to the black circle in order to 
include this area in the monitoring as well as the representative background area. 

Note that due to resolution limitations of the method, we are not sensitive to the 
apparition of the water table. Indeed, in the presence of water, resistivity should 
decrease. The fact that a decrease in resistivity value was not observed is due to our 
field protocol and inversion process that put forward the first ten meters instead of 
deepest points. The idea of this first characterization is indeed to accurately describe 
the spatial variations between the surface and 10 m-deep.
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Fig. 19.8 a Electric resistivity observed on the 2D surface at 5 m-deep. Black and grey circles 
are the O-ZNS well localization and the initially planned one, respectively. b ERI-2 and ERI-5 
profiles. On ERI-2 profile, B3 and B4 (a pressiometric borehole, located in the middle of B1, 2, 3 
and presented in Abbar et al. [3]—Chap. II.2.) are shown [68]. Resistivity scale is for both figures. 
The water table level is indicated from our piezometric data at the date of the ERI measurement 

19.3.2 2D Profiles 

ERI-2 and ERI-5 profiles depicted on Fig. 8a, also taken from the 3D ERI, are shown 
on Fig. 8b. ERI-2 profile further illustrate A1 heterogeneity. Indeed, it goes from the 
sub-surface (around 1–2 m deep) to 12 m deep. Both profiles recover the three main 
geological facies identified on the core samples during the lithological description, at 
a lower resolution but at a larger scale. The first layer of soil (0–1.5 m deep) presents 
an electric resistivity of 20.m. It is followed by the heterogeneous altered limestone 
facies, from 2 to 7 m deep, with an electric resistivity around 120.m apart from A1 
patch. Under this depth, the electric resistivity increases up to 500.m down to 25 m  
deep. Chargeability is not shown here, but locally, the A1 heterogeneity goes up to 
almost 6 mV/V [68]. Due to this higher chargeability, we confirm that this layer and 
the A1 anomaly are filled by clayed materials. 

Figure 19.9 introduces S1 and S2 profiles (Fig. 7b) and their respective P-waves 
velocities obtained in October 2018. Again, these surface measurements confirm 
the three facies succession with values under 500 m/s for the silt loam soil, from 
500 to 1200 m/s for the altered limestone facies between 1.5 and 7 m deep, and an 
increasing velocity up to 3500 m/s for the massive and altered limestone rock. Apart 
from that, this investigation was not able to detect any other feature. Note that raw 
data showed high discrepancy and anisotropy for the altered limestone facies that 
have been smoothed out here by the inversion process. 

19.3.3 Electrical, GPR, and NMR Profiles 

The electric borehole sounding performed in March 2017 (Figs. 8b and 10a) shows 
an almost constant resistivity value from 1.5 to 7.0 m deep ranging from 40 to 60
. m with a slight increase to 100 . m at 2 m deep. Below this layer, the log gives
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Fig. 19.9 a P-wave velocities obtained on both seismic profiles made in October 2018. b Two 
vertical velocity log extracted from S1 profile (lithologic log are recalled along depth) 

Fig. 19.10 Geophysical profiles with respect to depth: a electrical resistivity. b cross-hole profile 
from GPR measurements. c NMR water content and T2* (as defined by [41]) obtained from the 
NMR sounding [68]. On every figure the water table level is indicated by a blue line. On the left 
part a simplified lithological log is added (from Fig. 19.2) with the soil formation followed by the 
incoherent limestone and the massive rock facies with an increase of fracturation from 15 m deep
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an important accuracy about the distribution of the electric resistivity compared to 
the ERI with a high resistive layer ranging mostly from 100 to 300 . m with some 
values going up all the way to 900 . m between 15 and 17 m deep.

Radar profiles of the GPR monitoring campaign conducted on January 2019 are 
presented on Fig. 10b. In our range of possible observations, we represent the results 
with ZOP cross-hole profiles between B1, 2 and 3. It appears that from 1 to 7 m deep, 
and due to significant wave attenuation (i.e. low resistive area), the GPR results are 
almost constant with a permittivity of 13.5. It decreases up to a permittivity of 11.5 
at 11 m-deep and stay almost constant. We finally observe at 17 m-deep a jump of 
permittivity that could be due to the influence of the water table revealing a capillary 
fringe. However, it cannot be assessed without further studies coupled to fracturation 
and macro-permeability measurements. 

NMR 1D profile with  T2* [40] is shown on Fig. 10c for the loop sq20-4 (Fig. 7a) 
with significant NMR water content variations. Between the surface and 5 m deep, 
NMR water content shows a decreasing trend from 5 to 1% with highest content 
observed for the soil. Between 5 and 8 m deep, water content increases rather abruptly 
from 1 up to 6%. Then, between 8 and 20 m deep, the NMR water content uniformly 
increases from 2% up to the water table where it reaches a value of 7%. 

19.4 Discussion 

19.4.1 Geophysics for Microstructure and Lithology 

We compared here two different scales of observation for electrical and seismic 
measurements, to specify the O-ZNS lithology (laboratory scale of seismic data can 
be found in [37]). 

Both ERI and seismic data, and lithological observations agree, highlighting three 
main layers including a silt loam soil, a heterogeneous incoherent and altered lime-
stone, and a massive and altered/fractured limestone rock. Facies by facies we can 
add some specifications to these lithology and microstructures: 

– In the first two facies (from 0 to 1.5 and from 1.5 to 7.0 m deep), the almost 
constant borehole resistivity is interpreted in terms of interleafed materials with 
high content of clay and silt. This result is in good agreement with the direct 
core observations (Sect. 19.1.4). The transition at 1.5 m-deep between soil and 
incoherent limestone is not accurate between electric and seismic measurements 
showing the importance of coupling these data. Indeed, as seen on the seismic 
log extracted between B1 and 3 (Fig. 9b orange curve), the transition is observed 
at 3 m deep. Although, this transition is highlighted by a slight ERI increase, but 
observed at 2 m-deep. The locally more important chargeability in A1 anomaly 
(<1.5 mV/V in the overall layer and up to 3 mV/V in A1 [68]) confirms the 
presence of clay in these overall facies. We also noted a slight decrease of electric 
resistivity in the lower part of this unit showing its higher clay content compared
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to the upper part. Here again we show the importance of comparing seismic data 
to any other as this anomaly is not observed on the seismic log extracted at this 
location (Fig. 9b green curve) 

– In the same layer, lithological log shown a thin layer of altered limestone rock 
around 4.5 m deep (Fig. 19.2). It should imply a local increase of electric resistivity 
and seismic velocities that are, however, not observed. This could be due to the 
layer that is too thin or thus too diffuse to be seen or, for the electrical data, to 
the method itself that is controlled by the less resistive surrounding material (A1 
anomaly) that “hides” high resistive small inclusion [69]. 

– In the massive and altered limestone rock facies, from 7 to 20 m deep, a huge 
discrepancy (increasing after 15 m) was observed on the electrical log. This 
discrepancy is consistent with the variations observed on laboratory seismic 
measurements and during geomechanical tests [35]. It highlights an important 
degree of fracturation, becoming even more important after 15 m deep. In a 
companion laboratory study [39], the microcrack density has been estimated at 
around 0.3, with some local maximum up to 0.5 above 15 m deep. This is in good 
correlation with the observed fracturation on the core samples (Fig. 19.4) and 
the lithological log (Fig. 19.2). This increasing fracturation shown a limitation of 
the field seismic method. Indeed, it should be linked to a wave velocity decrease 
that cannot be observed by refraction methods. However, we still observe a slow-
down of velocity increase with depth. On the other hand, we can see that electric 
resistivity data taken alone couldn’t see this fracturation increase (except from its 
discrepancy). Indeed, the resistivity values are almost constant with no particular 
variations around 15–17 m-deep. 

– Finally, for both ERI and seismic surface measurements, an increase was observed 
particularly between 17 and 20 m deep where silicified limestone rocks have been 
identified on direct core observations. However, due to the low resolution of these 
methods at that depth from surface investigations, no conclusion can be given 
regarding the extent of this silicified layer. 

As a summary, 3D ERI and seismic surface methods have a lower resolution at 
greater depth but give an overview of the different lithological facies and spatial 
heterogeneities that brought us to revise the location of the well. The log measure-
ments give us a better resolve of depth resistivity that match the direct core observa-
tions. Finally, we highlight the importance of coupling these two methods to depict 
both clay anomalies and fracturation increase that could be seen with a single method. 

19.4.2 Hydrogeophysics: A Powerful Solution for Monitoring 
the Water Content in the Vadose Zone 

As part of the first characterizations carried out within the framework of the O-ZNS 
project, recent studies have focused on the simulation of water flow along the hetero-
geneous VZ of the Beauce limestone aquifer [33]. Ten undisturbed cored samples
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representative of the VZ facies (2–20 m deep) were extracted from B1 to 3. The 
hydraulic properties (water retention and hydraulic conductivity) of these samples 
were determined in the laboratory [31]. A 23 m deep VZ profile composed of thirteen 
layers was reconstituted in HYDRUS-1D software [70] for B2. The hydrodynamic 
parameters of each layer were obtained using the RetC software [71] and by fitting 
the experimental hydraulic properties with the van Genuchten’s expression (water 
retention curve) [72] and a statistical pore connection model (hydraulic conductivity 
curve) [73]. The simulation of water flow within the VZ profile was performed over 
a 54 years period (1966–2019) considering the meteorological and water level data. 
It allows us to compare our field geophysical measurements and interpretations to 
the water content values simulated at the same date (Fig. 19.11). 

Looking at the extreme water content variations between the minimum (WTLMIN 

=−22.45 m on 26/08/1992) and maximum (WTLMAX =−14.84 m on 18/05/2001)

Fig. 19.11 Volumetric water content values:aSimulated at the dates corresponding to the minimum 
and maximum water table levels. b Field NMR data compared to simulations at the same date
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water table level, we observe that the water content of the deepest part of the VZ 
is relatively stable. Indeed, the most significant changes between the two profiles 
were observed between 0 and 7 m deep (>0.10 cm3/cm3 and up to 0.23 cm3/cm3). 
Inversely, the least significant changes between the two profiles (<0.05 cm3/cm3) 
were observed below 7 m (Fig. 11a). This first observation asses the average geolog-
ical interpretations highlighting the soil and the incoherent limestone facies above 
7 m deep followed by the massive and altered limestone rock facies down to the 
water table.

On Fig. 11b, experimental water content measured on core samples in the labo-
ratory were compared to simulations made at the same date [31]. This figure also 
compared the experimental NMR water content profile obtained from the surface 
NMR sounding sq20-4 made on 25/01/2019 (from Fig. 10c) and water content simu-
lated by HYDRUS-1D (based on hydraulic properties measured in the laboratory) at 
the same. At this stage of O-ZNS first characterization, we do not have the means to 
define petrophysical relations and thus link quantitively ERI and GPR to the water 
content (but it is currently under process). Still, we use the data presented in Fig. 19.10 
A and B to qualitatively improve our discussion, knowing that we have to stay careful 
because these data were not measured at the same date as the SNMR. 

Between 0 and 7 m deep, the NMR results displayed much less water storage than the 
simulated profile. Although it has been shown that the model slightly overestimated 
laboratory experimental water content (Fig. 11b orange results) [31], this difference 
is still important. It can be explained by the weak capability of NMR to detect water 
in materials with high proportions of clay and/or silt [7] that is largely present at these 
depths. Indeed, in this layer GPR data is not often measurable (Fig. 10b) due to the 
low resistive area representative of a clayed zone. This is coherent with preliminary 
studies made within the framework of the O-ZNS project that have shown that the 
majority of the VZ materials located from 0 to 5 m deep had high proportions of clay 
and silt, ranging from 13 to 26% and from 32 to 53%, respectively [31]. 

In the thin sub-layer around 5 m deep, NMR results are slightly closer to those 
obtained with HYDRUS-1D. As highlighted by the visual examination of the undis-
turbed cored samples [31], this could be attributed to the calcareous sand intervals 
observed between 5 and 6 m deep and/or to the altered limestone rock observed 
at around 5 m deep in the VZ profile (Fig. 19.2). Indeed, these geological facies 
displayed much lower clay and silt proportions than the other VZ materials allowing 
the NMR to detect more precisely their water content [6]. Note that, NMR results of 
the other loops demonstrated the same global variations of the water content along 
the VZ profile. It seems coherent with the ERI variations (Fig. 10a) highlighting here 
a decrease in the resistivity (even so this comparison has to be considered carefully 
because these two measurements haven’t been made at the same date). This obser-
vation could indicate the presence of a more clayey facies, but also the presence of 
a calcareous layer with low values of water content. The second option is in good 
agreement with the simulated values of water content (Fig. 11b orange results) and 
NMR results. Thus, our interpretation for this thin layer is the presence of a massive
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calcareous zone presenting a high porosity due to fracturation and alteration with 
low water content at the date of the measurements. 

Between 8 and 23 m deep, NMR water content measured in the massive and 
altered limestone rock facies ranged from 0.020 to 0.085 cm3/cm3. These results 
were consistent with those obtained by Legchenko et al. [7] during surface NMR 
sounding conducted between 26/04/1999 and 15/03/2000 at a few hundred meters 
from O-ZNS study site. The simulated values were also relatively close, although 
always higher, than the experimental water content and SNMR results (Fig. 11b). As 
observed by Legchenko et al. [7], and with this field data, it is worth noting that the 
NMR sounding did not allow to detect precisely the water table level (measured at 
−18.92 m on 25/01/2019) because of the limited resolution of the method or maybe 
because of the presence of a potential capillary fringe as seen by the GPR data. 

19.5 Conclusion 

Throughout this chapter, we proposed a multi-geophysical monitoring approach 
in order to characterize the lithological and petrophysical properties of a highly 
heterogeneous vadose zone of a vulnerable limestone aquifer. 

Taken individually, electric, electromagnetic or seismic measurements are not 
able to fully describe the various sizes and scales of fractures and karsts present at 
different depths. Therefore, O-ZNS geophysical strategy relies on coupled methods. 
Altogether, geophysical imaging, made from the surface as well as in boreholes, 
makes it possible to obtain valuable information on lithology as well as about the 
variations of the water content within the VZ. Especially, SNMR preliminary results 
illustrates the impact of the presence of facies with low proportions of clay and silt on 
the variations in water content along the VZ. GPR highlights the possible presence of a 
capillary fringe and the water table level, with the increasing of permittivity observed 
from 17 m deep. ERI draws attention to the presence of layers with high proportions of 
clay and high water content identified between 4 and 7 m deep. Seismic measurement 
describes variation in the lithology with depth and also gives an estimation of the 
crack density at the laboratory scale. 

With our first crossed interpretations, we have clearly shown that the results 
obtained with geophysical soundings can be coupled to laboratory hydraulic proper-
ties measurements and numerical simulations, and lithological description made on 
undisturbed core samples. This comprehensive set of results lead to a significantly 
enhancement of possible interpretations. 

However, further studies are still needed for quantitatively linking the measured 
geophysical parameters to petrophysical and transport properties of the vadose 
zone. Ongoing work is focused on the joint inversion of data obtained through 
multiple surface and borehole geophysical soundings (NMR, GPR, ERI, Seismic, 
and Gravimetry) conducted in August 2020. In addition, it is planned to carry out
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laboratory investigations to accurately apply Topp and Archie’s laws to quantita-
tively describe the water content from the already presented GPR and electric data 
[74–76]. Then, added to fracture and connected karst imagery from the seismic data, 
it is finally expected to obtain the overall in-situ permeability. Furthermore, larger 
scale investigations based on the O-ZNS well and surrounding boreholes will ensure 
complementary scales of observation and couplings of methods to reduce uncertain-
ties and better image the VZ heterogeneities. To do so, it is planned to compare 
the surface well imagery (acquired during the well digging) to our multi-geophysical 
methods. The comparison of this whole set of data between them and with the hydro-
geological measurements conducted in parallel should improve the estimation of the 
variations of the water content through the whole porosity (matrix and fractures) of 
the VZ. This will help for the characterization of the transport properties of its highly 
heterogeneous facies by building on 3D multiphase reactive transport models. 
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Chapter 20 
Measuring the Dielectric Properties 
of Soil: A Review and Some Innovative 
Proposals 

Iman Farhat, Lourdes Farrugia, Julian Bonello, Charles Sammut, 
and Raffaele Persico 

Abstract In this contribution the main electromagnetic techniques exploited for 
the measurement of the dielectric permittivity of a material under test (MUT) are 
resumed, with particular emphasis on the technique of the Time Domain Reflec-
tometry (TDR). In this framework, we propose also an innovative multilength TDR 
strategy, in order to achieve more information on the MUT, even at single frequency. 
This can help for the measure of the dispersion law of the materials, that can be a 
sort of signature of that material with respect to its moisture content and possibly 
with respect to the inclusion of some polluting substance melted in it. 

Keywords Dielectric permittivity · TDR 

20.1 Introduction 

Soil water content (SWC) is an important parameter in relation to phenological and 
biophysical processes, as e.g. seed germination, healthy plant growth and of course in 
order to optimise crop yield. SWC also affects water infiltration and the spreading of 
possible polluting substances. For these reasons, accurate and reliable quantification 
of SWC is necessary for several applications in agriculture, and in particular for an 
optimal irrigation that limits as much as possible the waste of water.
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Time domain reflectometry (TDR) is a technique that allows an indirect measure of 
the water content in the soil because it is sensitive to the dielectric permittivity which 
is affected by the water content in the soil. There are semi-empirical relationships 
between dielectric permittivity and water content in the literature, the most famous 
of which is the polynomial relation introduced by Topp et al. [1]. Indeed, establishing 
the physico-chemical relationship can enable a calibration of the relationship for the 
soil at hand, thus extracting a reliable correspondence with SWC. 

In this contribution we will focus on measurements of the electromagnetic char-
acteristics of the soil (namely the complex permittivity, also accounting for the elec-
trical conductivity). In particular, we will expose the main techniques based on guided 
waves and eventually focus on TDR measurements, because a TDR device can be 
deployed in the field more easily than other methodologies. 

Soil might also present some magnetic permeability. We will not focus on this 
because it is a relatively rare occurrence, but it is worth outlining that a TDR tech-
nique can also be able to reveal possible magnetic properties of soil [2]. Custom-
arily, these are not much related to the water content but rather to the presence of 
iron minerals, such as magnetite or maghemite [3], or possibly to some polluting 
substances containing iron (it is thought that varnishes of some fertilizers might 
create magnetic anomalies but at this stage we have not found any published works 
specifically devoted to testing or disproving this hypothesis). 

TDR probes are mainly used in the time domain [4] but processing in the frequency 
domain is possible through the Fourier transformation of the measured data. More-
over, the analysis that is proposed in this chapter will be based on the reflection coef-
ficient, which is not always the quantity directly measured. However, this quantity 
can be retrieved by separating, in time domain, the incident and reflected contribu-
tions to the electromagnetic signal and then consider the ratio of their spectra in the 
frequency domain. 

That said, the innovative proposal that is discussed in this contribution makes 
use of multi-length TDR probe measurements where, at each frequency, information 
is gathered by means of multiple TDR probes of different lengths. In this way, the 
dispersion law of the material can be retrieved (or at least tested if some a-priori 
hypothesis is assumed) and consequently more information can be deduced about 
the water content that, for a given type of soil, should correspond to a given disper-
sive behaviour. In other words, after calibrating a given type of soil, an anomalous 
dispersion could correlated to the presence of some unforeseen substance present in 
the soil, apart from water. 

20.2 Technologies for the Measurement of Dielectric 
(and Possibly Magnetic) Properties of Soil 

Several methods can be exploited for retrieving the dielectric permittivity of the soil 
based on a TDR signal. We will make use of a numerical modelling to retrieve the



20 Measuring the Dielectric Properties of Soil: A Review … 487

dielectric characteristics of a material under test (MUT) versus frequency. The molec-
ular structure of the MUT meaningfully influences its permittivity. Consequently, any 
discontinuity present in the volume interested by the electromagnetic radiation will 
have an effect on its measured permittivity. For this reason, a TDR equipment can 
provide an indirect measurement of electromagnetic characteristics of the MUT. The 
latter are correlated to its molecular structure. Therefore, TDR can present an alter-
native method if the characteristics of interest are not easily evaluated directly. In 
particular, TDR can be exploited to evaluate SWC. TDR is a cheap and qualitatively 
good method for the measurement of the dielectric permittivity and SWC of the 
MUT and offers the valuable possibility to perform the measurements in the field 
instead of in a laboratory setting. This is a meaningful advantage with respect to 
other methods requiring transportation of MUT in order to measure moisture as well 
as dielectric and/or magnetic properties [5]. Moreover, TDR measurements in the 
field makes it possible to achieve a continuous and non-destructive evaluation versus 
time of the moisture in the soil. Further studies are somehow recommended in order 
to enhance the accuracy of TDR spectroscopy and related signal processing in the 
optimal frequency range, exploiting in particular TDR as a tool for the evaluation of 
SWC in presence of spurious affecting factors. The next section proposes an overview 
of the most common strategies for characterizing a MUT with respect to its elec-
tromagnetic properties [6]. Afterwards, a new TDR technique for the measurement 
of the dielectric and magnetic properties of a MUT for a wide range of applications 
will be proposed [7]. 

20.2.1 Electromagnetic Methods of Measuring Permittivity 

This section discusses widely used methods for measuring the permittivity and 
permeability of low conductivity materials. According to microwave theory, material 
characterisation methods are classified broadly as either non-resonant or resonant. 
These methods are often used in parallel as non-resonant techniques provide electro-
magnetic properties data over a frequency range whilst resonant methods are often 
used to obtain accurate dielectric properties of a material at a single frequency or 
at several discrete frequencies. Therefore, initiating both methods together enables 
precise knowledge of material properties over a wide frequency range. This can 
be implemented by modifying the general knowledge of the properties over the 
frequency band retrieved from non-resonant methods while accurately ‘pinning’ the 
results at several discrete frequencies obtained from resonant procedures. In the 
following, an overview of transmission/reflection-based measurement methods for 
the electromagnetic characterisation of materials is discussed.
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20.2.2 Resonant Methods 

Resonant techniques (involving resonators or resonant-perturbation methods) are 
more accurate in comparison to non-resonant techniques and are particularly suitable 
when the losses are low or negligible. 

The method of the resonator (also called the method of the dielectric resonator) is 
quite common for the measure of high dielectric permittivities (Cohn and Kelly 1966) 
in non-magnetic (μ = μ0 = 1.2566 × 10−6 H m−1) and low-loss media (Krupka 
et al. 1994), as well as in anisotropic MUTs (Geyer and Krupka 1995). Moreover, the 
dielectric resonator method can also be exploited for measuring both the permittivity 
of dielectric materials and the surface resistance of conducting materials. In this 
kind of measurements, the MUT plays the role of a resonator within a microwave 
circuit. Both dielectric permittivity and loss tangent of the MUT are retrieved from 
the frequency of resonance and the quality factor of the resonator (Kobayashi and 
Tanaka 1980). In particular, a configuration for this kind of measurements is shown 
in Fig. 20.1, where the MUT is inserted between two metallic plates. 

The resonant properties are worked out from the properties of the dielectric 
cylinder, assuming knowledge of the properties of the metallic plates. The tech-
nique is based on the TE011 propagation mode in the structure with no transverse 
component of the electric field with the MUT. Consequently, a small gap between 
the MUT and the plates will not affect the results significantly. 

On the other hand, resonant-perturbation methods rely on a sample of MUT 
inserted into a resonator. This influences the resonant frequency and quality factor of 
the resonator, and thus, the electromagnetic properties of the MUT can be retrieved 
from these changes. Three main kinds of resonant perturbation technique exist,

Fig. 20.1 Schematic of a cylindrical dielectric sandwiched between two conducting plates as used 
in the resonator technique
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Fig. 20.2 Cylindrical cavity 
(TM010 mode) for 
measurement of material 
properties using the 
resonant-perturbation 
method 

respectively labelled as cavity shape perturbation, wall-loss perturbation, and mate-
rial perturbation. Customarily, cavity shape perturbation is exploited to adjust the 
resonant frequency of a cavity, whereas material perturbation (also referred as cavity-
perturbation method) is employed for measurements in low-loss materials. The wall-
loss perturbation method, instead, is more often exploited to measure the surface 
resistance of conductors. In this method, the cavity walls are partially replaced by 
the MUT.

Depending on the focus of the measure on dielectric or rather magnetic charac-
teristics of the MUT, in the framework of the cavity perturbation method, the MUT 
might be inserted either into an antinode of the electric field or into an antinode of 
the magnetic field. Figure 20.2 shows the situation when the MUT is placed at a 
point (A), where the electric field is maximum and the magnetic field is minimum. 
In this case, the focus of the measure is on the dielectric characteristics of the MUT. 
Instead, if the sample of MUT is placed at B (a point of minimum for the electric 
field and a point of maximum for the magnetic field) the measure is focused on the 
magnetic properties of the MUT. 

To sum up, the two physical phenomena at the basis of the material characterization 
in the microwave frequency range are the propagation (for non-resonant methods) 
and the resonance (for resonant methods). The application of these methods is based 
either on field approach or on a line approach. The field approach involves the 
analysis of the distributions of the electric and magnetic fields, whereas the line 
approach makes use of equivalent microwave circuits. 

20.2.3 Non-resonant Methods 

The non-resonant methods deduce the properties of materials relying on the char-
acteristics of travelling electromagnetic wave velocities in the material and their
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impedance. According to electromagnetic wave propagation theory, when propa-
gating from one medium to another, the characteristic (intrinsic) wave impedance 
and the wave velocity change, resulting in a partial reflection of the electromag-
netic wave from the interface between the two media. Hence, measurements of the 
reflection and transmission coefficients from and through such an interface provide 
information related to permittivity and permeability and consequently these can be 
correlated to other properties of MUT. Non-resonant techniques are subdivided into 
reflection and transmission/reflection methods. Reflection methods retrieve the prop-
erties of the material based on the calculations of the reflection coefficient from the 
sample and, in a transmission/reflection procedure the coefficients are calculated 
based on reflection from and transmission through the sample. In principle, non-
resonant methods are designed so as to direct the electromagnetic energy towards 
a material and then sample the reflected waves from, and/or transmitted through, 
the material. All types of transmission lines can be used for implementing this tech-
nique, the most popular being coaxial lines, hollow metal waveguides, dielectric 
waveguides, planar transmission lines, and free space (although not a transmission 
line) [6]. 

20.2.3.1 Reflection Methods 

In these methods, the properties of the MUT are retrieved from the reflection coef-
ficient at a defined reference plane where the electromagnetic waves are incident. 
There are two types of reflection methods for material property characterization: 
open-circuit reflection, referred to as the open-reflection method and short-circuit 
reflection (shorted reflection method). In principle, a reflection method can only 
retrieve one parameter, either permittivity or permeability. Coaxial lines are often 
used to conduct measurements with the reflection method over broad frequency 
bands. 

For the open-reflection method, the outer conductor at the open end often termi-
nates into a flange to provide suitable capacitance and ensure repeatability of sample 
loading [8]. This measurement fixture is referred to as the coaxial dielectric probe 
and is illustrated in Fig. 20.3. It is based on the assumptions: (a) that MUT is nonmag-
netic, (b) that the electromagnetic field does not stray beyond the non-contacting 
boundaries (the flange) of the probe, (c) that the thickness of the sample is much 
larger than the aperture diameter of the open-ended coaxial probe, and consequently, 
(d) that the material is sufficiently lossy [6]. 

For the shorted reflection method which involves a shortcircuit terminating one of 
the probe ends, the MUT is usually electrically short and it is often used to measure 
magnetic permeability [9, 10]. In this method the permittivity of the sample is not 
sensitive to the measurement and in the calculation of magnetic permeability, the 
permittivity is often assumed to be that of free space ε0 = 8.854 × 10−12 F m−1. 
Figure 20.4 illustrates the coaxial short circuit reflection for two scenarios (i) and 
(ii), where the MUT is inserted into or at the end of the coaxial line.



20 Measuring the Dielectric Properties of Soil: A Review … 491

Fig. 20.3 Coaxial open-circuit reflection method, showing the electric field penetrating the MUT 

Fig. 20.4 Coaxial short circuit reflection methods

In particular, the MUT in the transmission line method is inserted inside the line 
as depicted in Fig. 20.5. It is based on the variation in the characteristic impedance 
of the transmission line section loaded with the sample from that of the line without 
the sample. This difference results in special transmission and reflection properties
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Fig. 20.5 A material sample 
fitted inside a transmission 
line 

at the interfaces which can allow extraction of the permittivity and permeability from 
the sample-loaded cell [11, 12]. This method is widely used in measurement of the 
permittivity and permeability of low conductivity materials and can also be used in 
the measurement of the surface impedance of high-conductivity materials [13].

Techniques for measuring dielectric properties involve a combination of precise 
instruments, test fixture to hold the MUT, software to retrieve complex permit-
tivity and permeability parameters and display the results. The instruments used for 
dielectric measurement depend on the frequency band of interest and include vector 
network analysers, impedance analysers and LCR meters that can provide accurate 
results over frequencies ranging from a few Hz up to 1.5 THz. The methods that apply 
non-resonant techniques, such as coaxial probe, parallel plate, coaxial/waveguide 
transmission lines, are shown in Fig. 20.6. 

In the transmission-line theory, the line approach is used in the analysis of trans-
mission structures by means of equivalent circuits, and the propagation of equivalent 
voltage and current along transmission structures [6]. 

On the basis of transmission line theory, the values of the real part, ε', and of 
the imaginary part, ε'', of the relative dielectric permittivity can be determined by 
measuring the phase and amplitude of reflected microwave signal from a sample 
which could be composed of either a solid or a liquid material (unlike resonant-
perturbation methods, which apply only to solid samples). The validity of this method

Fig. 20.6 Summary of non-resonant material measurement methods



20 Measuring the Dielectric Properties of Soil: A Review … 493

Fig. 20.7 Model of the transmission line showing one element consisting of series impedance 
.Z = R1.z + jωL1.z and shunt admittance .Y = G1.z + jωC1.z 

relies on the measurements obtained from detectors and this necessitates calibration 
of the line using materials of known dielectric constant.

20.2.4 Transmission Line Method 

In transmission line theory, the line is represented by a cascade of distributed elements 
of length .z << λ, each consisting of an L-C network with series inductance (L) and 
resistance (R) per unit length, and capacitance (C) and shunt conductance (G) per 
unit length (Fig. 20.7). 

Transverse electric and magnetic (TEM) waves require a guiding structure of at 
least two separate conductors [14]. Transverse electric (TE) waves, without an electric 
field component in the propagation direction, and transverse magnetic (TM) waves, 
without a magnetic field component in the propagation direction can propagate along 
single-conductor hollow waveguides [6]. 

The most well-known methods to determine the permittivity and permeability of 
a material sample are the Nicolson-Ross-Weir (NRW) (Nicholson and Ross 1974) 
and the Baker-Jarvis (BJ) iterative method [15]. Both methods are based on the 
measurement of the reflection and transmission coefficients in a transmission line 
or a waveguide embedded in or filled with the MUT. Different methods have been 
developed to convert the measured reflection coefficient to permittivity [16, 17]. 
However, this process is generally done automatically by software embedded in the 
VNA [18]. 

20.2.4.1 Open-Ended Coaxial Probe 

The open-ended Coaxial Probe technique is a method that employs a coaxial line 
equipped with a tip that senses the signal reflected from the investigated material 
(see Fig. 20.3). The permittivity and dielectric loss are calculated from the phase and
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amplitude of the signal reflected from the end of the open-ended coaxial line inserted 
into the sample. This technique is valid for materials with loss factor greater than 
1 across frequencies from 400 MHz to over 100 GHz, depending on the probe in-
use. It is widely used for broadband permittivity measurements of liquids. However, 
MUT inhomogeneity and bubbles formed between the end of the coaxial probe and 
the sample can cause errors. The open-ended coaxial probe measurement set-up is 
shown in Fig. 20.8 while the probe cross-section is shown schematically in Fig. 20.1. 
This measurement method involves an open-ended coaxial probe (truncated section 
of a transmission line) being immersed in a liquid or put in contact with the surface of 
a semi-solid material. This is connected to a vector network analyser (VNA), which 
is controlled by a computer. The VNA emits an EM field which propagates through 
the coaxial probe. The VNA inputs an RF signal over a selected frequency range and 
the reflected signal is sampled and compared with the incident signal to obtain the 
complex reflection coefficient, from which the complex permittivity of the MUT is 
extracted. The fields emanating from the tip of the probe are referred to as fringing 
fields and are considered to reside in a half-infinite plane. For this reason, the MUT 
should completely encompass the region defined by the fringing fields. 

Two distinct techniques are mainly used to retrieve the corresponding MUT 
permittivity from the measured S11; lumped-element equivalent circuit models and 
full wave formulation techniques. The latter are known to provide more accurate 
permittivity values but are more computationally demanding. The equivalent circuit 
method is more computationally efficient, however, it is only accurate for a limited 
range of frequencies and permittivity values. In this method, the discontinuity at the 
coaxial probe/material interface is modelled as a lumped-element equivalent circuit 
[19]. Various conversion algorithms have been developed over the years, such those 
outlined in Fig. 20.9. These models use knowledge of both the reflection coefficient 
and the permittivity of different known materials to first solve the system admittance 
and then the permittivity of other unknown materials. A typical antenna used for 
these measurements is presented in Fig. 20.9c, manufactured by Keysight. 

The first method for examining the open-ended coaxial probe was proposed by 
Marsland and Evans and dealt with the coax as an antenna in transmission mode 
[20]. This drove to a 5th order equation in the permittivity εm . The same two authors 
proposed a simplified solution by neglecting the radiation conductance. This requires

Fig. 20.8 Open-ended coaxial probe technique experimental setup
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Fig. 20.9 The slim form probe with its a radiating antenna equivalent circuit model, b capacitive 
equivalent circuit model, and c dimensions (Keysight slim form probe) 

just 3 calibrations (open, short, load—distilled water) and drives toward a 1st order 
relationship in the permittivity εm to be looked for.

A second method was published by Stuchly and Stuchly [21]. Essentially, it 
consists of a simplified version of the previous model of Marsland and Evans, 
achieved by neglecting the radiating conductance. 

Such an approximation was licit due to the fact that the radiating conductance can 
be assumed quite smaller than the impedance associated to the capacity if the radius 
of the inner conductor is a small fraction of the wavelength. According to the model 
of Stuchly and Stuchly, a calibration procedure can be done exploiting ad open, short 
and a liquid load. The latter usually being distilled water. 

20.2.4.2 Mathematical Reflection Model 

In this section we describe the case of a transmission line composed of perfect electric 
conductors and embedded in (in the case of a multi-filar line) or filled up with (in the 
case of a coax) a MUT, possibly lossy. In particular, we made use of the reflection 
coefficient recorded for 3 kinds of loads according to Farhat et al. [7]. In particular, 
we solved the problem through a least square matching between a transmission line 
model and full wave data. The data referred to a coaxial probe partially filled up 
with the MUT, and the 3 loads were a short open and a matched load. The reference 
plane for the calculation of the reflection coefficient is placed just before the MUT, 
as shown in the schematic of Fig. 20.10. 

The schematic of the three terminations with the MUT filling a coaxial line section 
of length L whose relative complex permittivity, relative complex permeability, and 
characteristic impedance are εr , μr , and Zl2, respectively, is now described. The 
reflection coefficient (S11) at a reference plane x = −L , and the termination point is 
at x = 0. The characteristic impedance within the region −L ≤ x ≤ 0 which is filled 
with the MUT is Zl2 = 

/
μr 

εr 
Z0l2 , where μr and/or εr are complex if the medium 

is lossy and are real if the medium is lossless. The reflection coefficient of a wave 
incident at x = −L from the air-filled side is given by 

Γ = 
Z−L − Z0l1 

Z−L + Z0l1 
, (20.1)
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Fig. 20.10 Schematic of the S11-parameter and the input impedance of the sample-loaded 
transmission line, energised from the left 

where Z0l1 is the characteristic impedance of the air-filled transmission line before 
the section, which is to contain the MUT, and Z−L is the impedance of the termination 
at x = 0 transformed through the MUT to the reference plane at x = −L . Thus, for 
the short-circuited transmission line, the input impedance is given by 

Z−L = j Z0l2 
μr 

εr 
tan

(
k0

√
μr εr L

)
, (20.2) 

where k0 is the wavenumber in free space. 
For the transmission line terminated with an open circuit, the input impedance at 

x = −L is 

Z−L = −  j Z0l2 
μr 

εr 
cot

(
k0

√
μr εr L

)
. (20.3) 

Finally, the impedance at x = −L when the transmission line is terminated with 
a matched load is
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Z−L = 
/

μr 

εr 
Z0l2 

1 + j
/

μr 

εr 
tan

(
k0

√
μr εr L

) 
/

μr 

εr 
+ tan

(
k0

√
μr εr L

) . (20.4) 

The reflection coefficient at x = −L reference plane when the line is terminated 
with a short circuit can be reformulated using Eqs. (20.1) and (20.2): 

Z−L =
/

μr 

εr 
Z0l2 

1 + j
/

μr 

εr 
tan

(
k0

√
μr εr L

) 
/

μr 

εr 
+ tan

(
k0

√
μr εr L

) ; (20.5) 

Γshort(−L) = 

( 
Z0l2 

/
μr 

εr 
− Z0l1 

) 
+ exp 

( 
−2 j 2π f L  

C0 

√
μr εr 

)( 
Z0l2 

/
μr 

εr 
+ Z0l1 

) 

( 
Z0l2 

/
μr 

εr 
+ Z0l1 

) 
− exp 

( 
−2 j 2π f L  

C0 

√
μr εr 

)( 
Z0l2 

/
μr 

εr 
− Z0l1 

) . 

(20.6) 

Similarly, the reflection coefficient of the transmission line when terminated with 
an open circuit, can be obtained from Eq. (20.6) by substituting from Eqs. (20.3) and 
(20.1): 

Γopen(−L) = 

( 
Z0l2 

/
μr 

εr 
− Z0l1 

) 
− exp 

( 
−2 j 2π f L  

C0 

√
μr εr 

)( 
Z0l2 

/
μr 

εr 
+ Z0l1 

) 

( 
Z0l2 

/
μr 

εr 
+ Z0l1 

) 
− exp 

( 
−2 j 2π f L  

C0 

√
μr εr 

)( 
Z0l2 

/
μr 

εr 
− Z0l1 

) . 

(20.7) 

The reflection coefficient when the line is terminated by a matched load is 
determined by substituting Eq. (20.4) in (20.1), giving: 

ΓLoad(−L) = 

( /
μr 
εr 

+ 1 
)( 

Z0l2 

/
μr 
εr 

− Z0l1 

) 
− exp 

( 
−2 j 2π f L  

C0 

√
μr εr 

)( 
Z0l2 

/
μr 
εr 

+ Z0l1 

) 

( /
μr 
εr 

+ 1 
)( 

Z0l2 

/
μr 
εr 

+ Z0l1 

) 
− exp 

( 
−2 j 2π f L  

C0 

√
μr εr 

)( 
Z0l2 

/
μr 
εr 

− Z0l1 

) , (20.8) 

where Z0l2 is the characteristic impedance of the transmission line in the case of void 
before inserting the MUT. Z0l1 is the intrinsic impedance of the transmission line in 
the part preceding the MUT. The permittivity and permeability in propagation media 
are different from those is free space, and they are usually expressed respectively 
as products εr ε0 and μr μ0, where εr and μr represent the dimensionless relative 
permittivity and relative permeability, respectively. In lossy isotropic media, εr is 
complex and can be expressed as 

εr = ε' − j ε'', (20.9) 

where ε' and ε'' are positive and in general frequency dependent. Similarly, for media 
with magnetic losses, μr is complex, and can be expressed as
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μr = μ' − j μ'', (20.10) 

where μ' and μ'' are positive and in general, frequency dependent. 

20.2.4.3 Coaxial and Bifilar Lines, S-parameters and the TEM Mode 

The coaxial line has a centre conductor concentric with an outer conductor. The outer 
radius of the inner conductor is here denoted by a and the inner radius of the outer 
conductor by b, as shown in Fig. 20.11. Apart from the propagation factor, if a TEM 
wave propagates into an infinite coaxial cable, the electric and magnetic fields are 
given (in cylindrical coordinates) by 

Er = 
V exp(− jkz) 

r ln b a 
; (20.11) 

Hφ = 
I exp(− jkz) 

2πr 
. (20.12) 

The exponential exp(− jkz) is the propagation factor and k is the wavenumber. The 
other components of the electric and the magnetic fields are zero in the fundamental 
mode. 

The ratio between the transverse components of the electric and magnetic fields is 

the wave impedance and is equal to
/

μ 
ε , where μ and ε are respectively the magnetic 

permeability and the dielectric permittivity of the medium through which the wave 

propagates. In free space, this quantity is equal to ζo = 
/

μ0 

εo 
= 377 .. In any other 

homogeneous medium, this quantity can be expressed as
/

μ 
ε = ζo 

/
μr 

εr 
, making 

use of the dimensionless complex relative dielectric permittivity and magnetic 
permeability of the medium. So, dividing Eq. (20.10) by (20.11), 

Er exp(− jkz) 
H.exp(− jkz) 

= ζo 
/

μr 

εr 
= 

V 

I 

2π 
ln b a 

, (20.13) 

Fig. 20.11 Geometry of the 
cross-section of a coaxial 
cable, where a and b are 
respectively the inner and 
outer conductor diameters
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The ratio V/I at any point along an infinitely long or a matched transmission line 
is the characteristic impedance of the line since there are no reflections and the wave 
propagates in one direction. So, Eq. (20.13) gives the intrinsic impedance of a coaxial 
cable as 

Zcoax = ζo 
/

μr 

εr 

ln b a 
2π 

. (20.14) 

The factor ζo 1 2π in Eq. (20.14) is a constant equal to about 60 .. In this contribution 
we will focus on non-magnetic media, so that (20.14) reduces to 

Zcoax = ζo √
εr 

ln b a 
2π 

. (20.15) 

In the case of a bifilar line, and again in the case of non-magnetic media, the 
intrinsic impedance is instead given by 

Zbif_line = ζo √
εr 

ln d r 
π 

, (20.16) 

where, according to Fig. 20.12, d is the distance between the centres of the two rods 
of the transmission line and r is the radius of the rods (assumed equal). 

As shown, the impedance depends on the characteristics of the medium through 
which the wave propagates, which constitutes the basis for retrieving the electro-
magnetic characteristics of the medium itself. However, the direct measurement of 
the intrinsic impedance is not practical because a matched load would be needed and 
this is difficult to obtain inside the medium. The quantities more easily measurable 
are the S-parameters, related to the impedance along the line away from the termi-
nation, as well described in [14]. The S-parameters are measured over a particular 
frequency range using a network analyser and usually mathematical techniques like 
de-embedding are applied to extract the S-parameters that characterize the material 
properties. The point at which the calibration is performed is called the calibration 
plane. Figure 20.12 shows the incident and reflected waves that contribute to the 
S-parameters. 

As electromagnetic waves, swept over a specified frequency, range pass from 
Port 1 to Port 2 (Fig. 20.13), they encounter the test material surface, where part of 
the energy is reflected with the reflection coefficient Γ12 and the rest of the energy

Fig. 20.12 Geometry of the 
cross-section of a bifilar 
transmission line
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Fig. 20.13 Schematic representation of incident, reflected and transmitted waves resulting from 
RF input at port 1. The reflection and transmission coefficient subscripts indicate the order in which 
the boundaries between the two media are traversed by the wave 

is transmitted with the transmission coefficient T12 into the sample of MUT. The 
transmitted wave travels for a distance L inside the material to encounter the second 
boundary, where it is partly reflected back into medium 2 (the MUT) with reflec-
tion coefficient Γ23 while the remaining energy is transmitted with coefficient T23, 
and so on. Considering only the first internal reflection on the right-hand boundary 
(Fig. 20.11), the S-parameters for reflection and transmission can be expressed as 
follows:

S11 = Γ12 + T12T Γ23T T21 + T12T Γ23T Γ21T T23T T21, (20.17) 

where T = e− jk  L  and k is the propagation constant in the material under test (MUT) 
[14] and L is the length of the sample of MUT. Similarly, S21 can be written as 

S21 = T12T T23 + T12T Γ23T Γ21T T23 + T12T Γ23T Γ21T T23. (20.18) 

The wave experiences a change in characteristic impedance as it encounters 
different media along its path. 

The problem is in general one of retrieving the complex dielectric permittivity 
and magnetic permeability from the S-parameters. A finite electrical conductivity of 
the MUT is accounted for within the imaginary part of the permittivity. One method 
to retrieve the characteristics of the MUT is to extend the ports on either side in order 
to include the walls of the MUT directly and measure the S-parameters. However, 
this approach is prone to error as extending ports to very small lengths might not 
yield accurate results. Combining both port extension and a de-embedding technique 
usually leads to more accurate results. 

For materials with and without losses, the relationship between the material 
characteristics and S-parameters (in particular, for the TEM propagation mode) is 
provided by:
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kL  = cosh−1 

( 
1 − S2 11 + S2 21 

2S21 

) 
. (20.19) 

In the case of a TDR probe, often we do not have the possibility to measure all 
the S-parameters because we have physical access only to one port. In these cases, 
what can be measured is the reflection coefficient ., related to the S-parameters by 
the following relationship: 

Γ = S11 
1 − S21T 

. (20.20) 

However, in this situation we cannot measure S21. The reflection coefficient has to 
be calculated with reference to the composition of the line beyond the MUT which 
constitutes the termination of the probe. For a line shunted just at the end of the 
sample of MUT (it is often the case of a coaxial TDR probe), the expression is 

Γ (−L) = γ (εr ; f ) = 

(
Zl01 √

εr 
− Zl2 

) 
− 

(
Zl01 √

εr 
+ Zl2 

) 
exp 

( 
− j 4π f 

co 

√
εr L 

) 

(
Zl01 √

εr 
+ Zl2 

) 
− 

(
Zl01 √

εr 
− Zl2 

) 
exp 

( 
− j 4π f 

co 

√
εr L 

) . (20.21) 

In Eq. (20.21), Zl01 is the intrinsic impedance of the empty line that is to host 
the MUT [see Eqs. (20.15) and (20.16)] with unit relative permittivity. Z12 is the 
intrinsic impedance of the line before the reference plane at z < −L , and c0 =

1 √
ε0μ0 

= 2.9979 × 108 ms−1 is the propagation velocity of electromagnetic waves 
in free space. 

Similarly, if the line is truncated just at the end of the sample of MUT (it is 
customarily the case in a bifilar or a three-filar TDR probe), the reflection coefficient 
is provided by 

Γ (−L) = γ (εr ; f ) = 

(
Zl01 √

εr 
− Zl2 

) 
+ 

(
Zl01 √

εr 
+ Zl2 

) 
exp 

( 
− j 4π f 

co 

√
εr L 

) 

(
Zl01 √

εr 
+ Zl2 

) 
+ 

(
Zl01 √

εr 
− Zl2 

) 
exp 

( 
− j 4π f 

co 

√
εr L 

) . (20.22) 

Whatever the case, the relative permittivity εr = ε'
r − j ε'

r ' is retrieved with a 
least-squares minimisation of a cost function provided by the square norm of the 
measured reflection coefficient data minus the modelled data [2, 7]. 

The diversity needed to provide the sufficient amount of information is practically 
often provided by data gathered at several frequencies. However, the use of multi-
frequency data implicitly assumes that the MUT is not dispersive or follows a pre-
assigned dispersion law. In fact, permittivity is in general a function of frequency and 
therefore, additional data at different frequencies increases the number of unknowns. 
Alternatively, a multi-length probe approach was proposed (Persico et al. 2018), 
where at each frequency the information is provided by the reflection coefficient
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measured with different lengths L of the MUT sample. The underlying assumption 
here is that the different samples of MUT have the same dielectric properties. 

20.3 Results 

In this section, some results with simulated data will be presented. The data were first 
simulated according to a transmission line model terminating with an open circuit, 
then full wave data in free space were considered as a preliminary case. The data 
refer to a bifilar line, so that the multi-length data correspond to varying rod lengths. 
Here, we consider the case of five lengths, as a simplified example of previous work 
(Persico et al. 2018), where 21 lengths had been considered. 

The considered TDR system is a bifilar line open at the end. In Fig. 20.14 shows 
a simulation of the real and imaginary parts of the reflection coefficient. The data 
refers to a lossless case with Zl01 = 250 . (this might correspond e.g. to r = 3mm  
and d = 24.13 mm (Fig. 20.12), that are realistic values). The relative permittivity 
of the medium is set as a constant equal to 6, and the rods of the probe are 40 cm 
long. The considered frequency band ranges from 200 to 1000 MHz, and the intrinsic 
impedance of the line before the MUT is frequency independent and equal to Zl2 = 
100 .. As can be expected and confirmed in Fig. 20.14, the real and imaginary parts of 
the reflection coefficient vary periodically with frequency [see Eqs. (20.21)–(20.22)]. 
These results are analogous to those achieved with a shorted coaxial cable, where 
comparisons with full wave simulated and experimental data have been reported 
previously [7]. The reflection coefficient magnitude is equal to 1 all over the band 
because the line is terminated with an open circuit and is lossless.

Fig. 20.14 Real (upper panel) and imaginary (lower panel) parts of the reflection coefficient versus 
frequency
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At this point, let us show the case of an inversion of a dispersive medium with 
model data. Similar to the previous example, the intrinsic impedance of the line in free 
space is equal to 250 ., the impedance of the generator is 100 ., and the frequency 
band ranges from 200 to 1000 MHz (sampled at 25 MHz intervals). The medium 
follows a Deybe dispersion model according to Eq. (20.23), with low frequency limit 
εc = 7, high frequency limit ε∞ = 3 and relaxation time τ = 3.183×10−10 seconds,

εr (ω) = ε∞ + 
εc − ε∞ 

1 + j ωτ 
. (20.23) 

Five lengths are exploited at each frequency, ranging from 37 to 43 cm in steps of 
1.5 cm. In Fig. 20.15, the extracted permittivity is shown as a function of frequency 
for noiseless data, in Fig. 20.16 the analogous result is shown with a Gaussian white 
noise (SNR = 40 dB) added to the data, and finally Fig. 20.17 presents similar results 
with the SNR decreased to 20 dB. 

The discrepancy between the achieved result and the actual behaviour of the real 
part of the relative permittivity as a function of frequency was then calculated as: 

err = 100 
||real(εra  − εre)|| √||real(εre)||||real(εra)|| 

%, (20.24) 

where εra  is the actual real part of the relative permittivity and εre  is the estimated 
real part of the relative permittivity. An analogous error function was used for the 
imaginary part of the relative permittivity. Table 20.1 reports the percentage errors 
for decreasing value of the SNR.

Fig. 20.15 Reconstructed (dashed line) and actual (solid line) relative permittivity. Upper panel: 
real part; lower panel: imaginary part. Noiseless data
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Fig. 20.16 Reconstructed (dashed line) and actual (solid line) relative permittivity. Upper panel: 
real part; lower panel: imaginary part. Noisy data with SNR = 40 dB 

Fig. 20.17 Reconstructed (dashed line) and actual (solid line) relative permittivity. Upper panel: 
real part; lower panel: imaginary part. Noisy data with SNR = 20 dB 

Table 20.1 Errors of the achieved results 

Error of the real part of the relative 
permittivity (%) 

Error of the imaginary part of the 
relative permittivity (%) 

SNR = ∞  (noiseless) 0.71 0.42 

SNR = 40 dB 0.79 0.80 

SNR = 20 dB 2.54 10.54
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From Figs. 20.15, 20.16 and 20.17 and from Table 20.1 it can be noted that a 
good signal to noise ratio higher than 20 dB is required to achieve acceptable results, 
especially for the imaginary part of the relative permittivity.

In this case it has been assumed that no a-priori knowledge is know about the 
dispersion law of the MUT. If a-priori information is known or can be deduced from 
measurements, then it is possible to minimize the variance between the extracted 
parameters εo, ε∞ and τ, and those obtained from a Deybe dispersion model. This 
minimization was performed here and the results are shown in Table 20.2. 

In Fig. 20.18, the behaviour of the retrieved Deybe dispersion together with the 
actual Deybe dispersion law is reported in the case with SNR = 20 dB. In the 
other two considered cases (noiseless or with SNR = 40 dB) the two curves were 
indistinguishable from each other. 

It can be noted that even with SNR = 20 dB the agreement between the actual and 
reconstructed relative permittivity values is good. This is because knowledge of the

Table 20.2 Retrieved parameters assuming the Deybe dispersion law for the MUT and the resulting 
relative errors with respect to the actual values 

εo ε∞ τ (s) 
SNR = ∞ 7 (err  = 0) 2.998 (err = 0.07%) 3.178 × 10–10 (err = 

0.16%) 

SNR = 40 dB 7 (err  = 0) 3.004 (err = 0.13%) 3.178 × 10–10 (err = 
0.16%) 

SNR = 20 dB 7.08 (err = 1.14%) 3.088 (err = 2.89%) 3.304 × 10–10 (err = 
3.75%) 

Fig. 20.18 Actual (solid line) and reconstructed (dashed line) relative permittivity when assuming 
a Deybe dispersion model for the MUT. Upper panel: real part; lower panel: imaginary part. Noisy 
data with SNR = 20 dB
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MUT’s dispersion law was considered in the inversion process which, in this case, 
only searches for three real quantities (εo, ε∞ and τ ).

Considering the full wave FDTD field simulations obtained with CST Microwave 
Studio software, where the bifilar probe was embedded in a cylindrical medium that 
simulates the material under test enclosed by absorbing boundary conditions. The 
diameter of the rods considered 3 mm and their centre-to-centre separation was 3 cm. 
Initially, the probe was analysed in free space. 

The intrinsic impedance of the generator was 50 . and the analysis was carried out 
between 200 and 1000 MHz with five lengths: 36, 38, 40, 42 and 44 cm. Figures 20.19 
and 20.20 show the real and imaginary parts of the reflection coefficient (S11) for rod  
length of 40 cm. As can be seen, the simulated full wave trace is shifted with respect 
to that obtained from the transmission line model. This is probably due to the effect of

Fig. 20.19 Real part of the 
reflection coefficient versus 
frequency. Blue line: 
Transmission line model; red 
line: full wave simulation 

f 

Fig. 20.20 Imaginary part 
of the reflection coefficient 
versus frequency. Blue line: 
Transmission line model; red 
line: full wave simulation 

f [Hz]
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f [Hz] 

Fig. 20.21 Multi-length reconstruction achieved from full wave data. Upper panel: real part of the 
relative permittivity. Lower part: Imaginary part of the relative permittivity 

the fringing fields at the end of the probe (Collin 2020), where the TEM symmetries 
of the cross section are interrupted. Future developments will be devoted to including 
the fringe field in the model, and we will first look for a reactance that replaces the 
open end in the equivalent transmission line model, so that this matches better the 
full wave data. After matching the model in free space, a general line termination 
will be determined to better represent the MUT.

Figure 20.21 shows the results of the inversion carried out to obtain the relative 
permittivity from the simulated reflection coefficient with the probe in free space 
(εr = 1 − 0 j ). The extracted relative permittivity is in good agreement with that of 
free space over most of the frequency range. However, over some frequencies, there 
is significant disagreement which could be attributed to the fringe fields at the end 
of the line. Further studies are required to refine the model. 

20.4 Conclusions 

In this contribution, the main techniques for the measurement of the electromagnetic 
parameters of soil with specific reference to the measurement of the effects of water 
content on soil permittivity are outlined. In particular, preliminary results obtained 
with a multi-length TDR probe technique are presented. Further work is needed in 
order to achieve satisfactory results. In particular, the fringing field has to be correctly 
simulated and accounted for a bifilar or tri-filar TDR probe. The same problem does 
not occur with a shunt-terminated coaxial TDR probe, where the real field resembles
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quite well a short-circuited ideal transmission line model, which was previously 
verified with full wave simulations. 

In conclusion, it has been shown that the multi-length TDR probe technique with a 
relatively small number of probe lengths can provide enough information to retrieve 
the electromagnetic properties of the MUT. This is relevant because multi-length 
measurements are intrinsically less practical than multifrequency measurements for 
field applications. However, it can be anticipated that the same probe could be used 
at different penetration depths into the soil under test. 
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Chapter 21 
GPR Water Pipe Monitoring and Leaks 
Characterization: A Differential 
Microwave Tomography Approach 

Ilaria Catapano, Roberta Palmeri, Francesco Soldovieri, 
and Lorenzo Crocco 

Abstract Water is an essential natural resource for assuring life and its effective 
usage and distribution is a key issue made more and more relevant by climate changes. 
This framework supports the development and employment of technological solu-
tions devoted to improve water management through a growth of the efficiency 
of the network and distribution systems. In this frame, Ground Penetrating Radar 
(GPR) deserves attention being a portable, low-cost, non-invasive and high relia-
bility technology suitable for water pipe monitoring and leak detection. Accordingly, 
the chapter reviews advantages and limits featuring GPR. Moreover, it proposes a 
data processing approach to improve GPR imaging and provides a proof of concepts 
assessing its reconstruction capability preliminarily. 

21.1 Introduction 

Nowadays, the development of smart solutions to increase resilience and improve 
the usage of natural resources deserves huge attention. In this framework, water 
pipeline monitoring and detection of possible leaks represent an important unmet 
challenge, which demands for the development of ad hoc innovative technological 
solutions and effective diagnostic protocols. Water is, indeed, a precious natural 
resource and, unfortunately, a large amount of it is lost during the distribution. The 
World Bank database report states that, each year around the world, a percentage 
ranging from 20 to 50% of water is lost due to physical leaks in water distribution 
systems. In addition, water leaks, beyond inconvenience due to service interruption 
and road closure, determine material corrosions and void formation thus increasing 
the hazard of structural collapses, which represent risks for people security and safety 
[1]. 

According to the above, it is evident that the monitoring of water pipes and the 
detection of leaks are relevant for both economic and social reasons related to the
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present public attention towards a responsible, sustainable and efficient use of natural 
resources as well as safety improvement and risk mitigation. 

Due to the importance of the topic, several technological solutions have been 
developed to assess the conditions of water distribution mains [2, 3] and pipe moni-
toring [4]. These methods can be classified into direct and indirect methods [3]. 
Direct methods aims at gathering indications about the pipe conditions and include 
automated/manual visual inspection, pipe sampling and nondestructive testing; these 
latter involve electromagnetic, acoustic and ultrasound methods. Conversely, indi-
rect methods generate inferential indicators and involve water audit, flow testing and 
measurements of soil parameters to determine the risk of deterioration. 

Among nondestructive testing technologies, this chapter focuses on Ground Pene-
trating Radar (GPR), which is an electromagnetic (EM) device allowing the “remote” 
characterization of pipeline status, i.e. without excavating, whilst being low-cost and 
efficient from the measurement point of view. In detail, the chapter provides general 
concepts regarding the GPR working principle and its configuration for pipe surveys. 
Moreover, it summarizes advantages and limits concerning the use of GPR for the 
application at hand. Then, a differential microwave tomographic approach for GPR 
data processing is presented and preliminarily assessed with simulated data. 

21.2 The Ground Penetrating Radar (GPR) 

The GPR is a non-invasive technology for the detection and location of buried and 
hidden objects, which exploits electromagnetic waves in the microwave frequency 
range by relaying on their ability to penetrate non-metallic materials [5, 6]. 

Nowadays, GPR is widespread used in geology, archaeology and civil engi-
neering; moreover, it is considered for the characterization of motorway pavement 
or railway tracks and for detecting anti-personnel mines or unexploded ordnances 
[5, 7]. 

21.2.1 Working Principle 

The GPR working principle is very simple and is based on the scattering phenomenon 
of EM waves that occurs due to EM discontinuities present in the medium under test 
[5, 6]. 

Figure 21.1 shows a simplified model of the working principle of a GPR. Specif-
ically, the GPR transmitting antenna emits a microwave signal that propagates into 
the probed medium. When an EM discontinuity is encountered, a reflected signal 
arises and it is collected by the GPR receiving antenna. Therefore, a GPR system is 
made by a transmitting antenna, whose task is the radiation of the EM field within 
the medium to be investigated, by a receiving antenna that records the backscattered
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Fig. 21.1 GPR working principle 

field and by an electronic unit, which controls the generation and collection of the 
signals. 

Transmitting and receiving antennas usually move along a straight path. The data 
recorded at each measurement point along this path is referred to as ‘A-scans’, while 
a set of A-scans gives rise to the radargram, also referred to as ‘B-scan’. Commonly, 
GPR systems work in time domain. This means that the antenna transmits an impulse 
signal and the signal backscattered by the encountered discontinuity is recorded as a 
function of the two-way travel time, i.e., the time taken by the wave to propagate along 
the transmitter–anomaly–receiver path. Accordingly, if the phase velocity of the 
EM wave, which depends on the electromagnetic characteristics of the underground 
layers, is known, it is possible to estimate the depth dn at which the discontinuity is 
located. 

It is worth pointing out that, by representing the collected data as a function of 
the transmitting and receiving antenna system position and the two-way travel time, 
an image, referred to as radargram, is obtained. Within the radargram, a localized 
anomaly typically appears as a hyperbola, while a material interface as a continuous 
signal. Therefore, the GPR provides a ‘coded’ representation of the surveyed scenario 
and proper data processing approaches are necessary to obtain an easy interpretable 
image allowing the visualization of occurring details [7]. 

In this respect, one has to consider that the signal reflected by the EM anomaly, 
from now on named “target”, may be weak as compared to clutter signals. These 
latter are due to the direct coupling between transmitting and receiving antennas, the 
reflection from the air-ground interface and any other object in the scene different 
from those of interest. Figure 21.2 shows a sketch of the sources of clutter in a 
typical GPR scenario. This figure shows that the signal received by the GPR system 
is affected not only by the useful signal arising from the target (blue line) but also by 
the direct coupling between the antennas, the reflection from the air–soil interface and
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Fig. 21.2 Sources of clutter 
(red lines) in a typical GPR 
scenario 

those coming from spurious anomalies present in the scenario (which are represented 
by the red lines). 

21.2.2 GPR Configuration for Water Pipe Monitoring 

The definition of the GPR specifics must take into account various aspects related 
to the specific application at hand. In the case, herein of interest, of water pipe 
inspection, the main features to account for are the type of soil, the presence of 
stratifications and the depth to be reached. These factors affect the choice of the 
appropriate operating frequency band, the measurement configuration and the type 
of antenna. In the following, practical rules on how to choose them are given. 

• Operating frequency: the choice of the working central frequency depends on the 
electromagnetic features of the media wherein wave propagation occurs, mainly 
their dielectric permittivity and electric conductivity. Moreover, the choice of the 
working frequency is related to two important parameters, i.e., the image resolu-
tion and the penetration depth. The resolution increases as the frequency increases, 
while the penetration depth decreases due to the higher rate of attenuation of the 
EM waves. Therefore, the choice of the working frequency results as trade-off 
between the counteracting needs of the resolution limits and the achievable pene-
tration depth. Generally, the best GPR results are obtained in low attenuation soils 
and high penetration depths are reachable in soils whose conductivity is very low, 
while the GPR survey is constrained to a shallow region in moist soils with high 
conductivity. Table 21.1 reports typical values of signal attenuation per unit length 
for different types of materials [5].
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Table 21.1 Attenuation 
value of the electromagnetic 
signal for different materials 
encountered in subsoil 
inspections 

Material Attenuation (dB/m) 

Sand 10 

Wet soil 10–500 

Clay 50–300 

Salt water 10,000 

Ice 1–10 

Dry concrete 5–20 

Fig. 21.3 GPR data 
acquisition modalities 

• Measurement configuration: among the various existing techniques for 
acquiring GPR data, the most common are the monostatic and the bistatic config-
urations. Figure 21.3 shows a scheme of the two operation modalities. In the 
monostatic configuration, the GPR uses a single antenna that first transmits and 
then is enabled to receive, or two antennas located at a distance negligible with 
respect to the probing wavelength. In the bistatic configuration, instead, the trans-
mitting and receiving antennas are separated one from each other and their relative 
distance can be modified, in order to have a diversity in data collection. 

• Type of antenna: the choice of the type of antenna must take into account very 
important aspects, also linked to the other involved specifications. In particular, 
the penetration of the signal into the soil is the aspect that enforces the most 
important constraints in this choice. The main requirements are that the antenna 
is broadband, well adapted to allow good coupling with the air-ground interface, 
suitably polarized on the basis of the features of the target to be identified and 
small in size in order to facilitate portability. However, the above requirements 
often conflict with each other, so a compromise must be found. 

Taking into account the information relating to the characteristics of the typical 
encountered scenarios of interest in this paper, i.e., the soil type, presence of stratifi-
cations and any containment structures, the useful frequency band is the one centred 
around 200 MHz. This choice also considers the extension of the area affected by 
the leak, which is commonly higher than 10 cm, and the distance of the pipe from 
the surface, which is assumed lower than 2 m. 

Regarding the measurement configuration, the most suitable one is the multi-
monostatic configuration, in which a pulsed system operating in the frequency band



516 I. Catapano et al.

centred around 200 MHz is moved along a scan line extending between 1.5 and 
3 m. This choice allows for the achievement of the required depth (between 0.5 m 
and 2 m) for different types of soils and guarantees the flexibility of use, which is 
necessary due to the heterogeneity of the encountered scenarios. The scan should be 
carried out in the direction orthogonal to that of the pipeline and repeated along its 
extent for the section of interest with a spacing between 0.5 and 1 m. 

As for the antennas, the geometry of the scenario under test, in which there is a 
known target with a predominant dimension (that is the pipeline), makes it appropriate 
the use of antennas with linear polarization, suitably oriented parallel to the pipeline 
itself in order to maximize the useful signal. 

21.3 GPR and Water Pipe Monitoring: State of Art 
and Open Issues 

GPR is a widely exploited technology for subsurface imaging and it has been also 
considered among possible non-destructive approaches to be used to cope with leaks 
detection and monitoring [3, 8]. 

GPR is potentially able to detect leaks in buried water pipes either by detecting 
underground voids created by the leaking water or by detecting anomalies in the 
depth of the pipe as well as changes of the velocity of radar signal propagation due 
to soil saturation with leaking water [9]. Moreover, compared to acoustic correlation 
techniques [10] and infrared imaging [11], GPR is non-sensitive to pipe material, pipe 
shape and acoustic noise. In addition, GPR is efficient for operational uses, because 
it does not require direct contact with the pipe or even the ground and it allows for 
3D images of the subsurface useful to discriminate underground structures [12]. 

Accordingly, several GPR based approaches have been proposed and their 
performance have been tested in well-controlled conditions [12–18]. 

It is worth pointing out that the most usual strategy aims at detecting leaks by 
comparing visually radargrams acquired at different states of the leak evolution [19– 
21]. A leak, indeed, determines a growth of the water content characterizing the soil 
surrounding the pipe and this implies an increase of the soil relative permittivity. 
Since a growth of the relative permittivity of the material where the propagation 
occurs implies a reduction of the wave velocity, the presence of a leak is inferred by 
estimating the signal velocity. In this regard, different velocity estimation approaches 
have been proposed, see [22] and the references herein cited. 

However, the characterization of the leak, i.e. the estimation of its extent and 
its origin, is very hard if not impossible without applying adequate data processing 
techniques. The backscattered signal due to the leak is indeed masked by geometrical 
spreading and predominant surface reflections, among which the signal due to the 
pipe [23]. Therefore, the use of GPR for the application at hand is not trivial and the 
fact that the leak appears as a weak perturbation, especially at its early stage, compli-
cates further the GPR employment. Actually, the radargrams referred to scenarios
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with and without the leakage look like similar each other. Consequently, the leak 
imaging depends strongly on the approaches used to process the data as well as on 
the user’s expertise. 

21.4 Microwave Imaging 

21.4.1 Review of the Main Concepts 

In order to improve the interpretability of the results achieved from a GPR survey, 
several data processing procedures have been developed over the years, including 
model-based approaches [7, 24, 25]. These approaches exploit mathematical models 
capable of describing the various physical phenomena underlying the signal-
matter interaction, such as propagation, reflection, transmission, diffraction, and 
address imaging as an inverse problem of electromagnetic scattering. Model-based 
approaches are characterized by a high degree of flexibility, as they do not place any 
constraint on the measurement configuration and can be used to treat both canonical 
reference scenarios, such as homogeneous media, half-spaces and stratified struc-
tures, as well as non-canonical scenarios as long as they are at least approximately 
known [7, 25]. 

Among the different model-based approaches proposed in the literature for 
describing the functional link between the data and the unknown of the imaging 
problem [7], an approach successfully applied in many applications is the one based 
on Born-approximation and commonly referred to as linear microwave tomography 
[26]. Such an approach works in the frequency domain, hence it requires that the time 
domain GPR data are transformed by means of the Fourier Transform. In particular, 
the samples of the measured backscattered field are preliminarily filtered by means 
of time domain procedures, in order to reduce the contribution due to the direct 
coupling between the antennas and the air-medium interface as well as unwanted 
signals, such as noise and clutter. Then, the Fourier Transform is applied. 

In the Born-approximation-based approach [26], the unknown is the contrast func-
tion, which accounts for the variations between of the actual permittivity occurring 
in the spatial domain under test and that assumed to describe the reference scenario. 
The contrast function is defined as: 

χ (r) = 
εx (r ) 
εb(r ) 

− 1 (21.1) 

In Eq. (21.1), εx (r ) is the unknown dielectric permittivity, while, εb(r ) is the 
dielectric permittivity of the reference scenario and it is supposed to be known. 

In addition, the relationship between the measured data and the unknown contrast 
is expressed by means of a linear integral equation. The kernel of this equation 
is the product of the Green function, i.e. the field irradiated on the measurement
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surface by an elementary source placed in the considered reference scenario, and the 
incident field, that is the field radiated by the transmitting antenna in the scenario 
under examination if no target would be present. Specifically, by denoting with. the 
spatial region under investigation, at each angular working frequency ω, the back-
scattered field Es , measured at the measuring point rm when the source is at the point 
rs , is expressed by the following integral equation: 

Es(rm, rs, ω) = k2 b ∫
.

G(rm, r, ω)Einc(r, rs, ω)χ (r )dr (21.2) 

where kb is the wavenumber of the medium where the signal propagation occurs, 
while G and Einc  represent the Green function and the incident field relative to the 
considered reference scenario, respectively. 

By using the Method of Moments to discretize the integral relationship given in 
Eq. (21.2), the imaging problem is formulated as the solution of a matrix equation: 

Es = L[χ] (21.3) 

In Eq. (21.3), Es is the (M × F) dimensional vector, M and F denoting the 
number of measurement points and frequencies, respectively; L is the (M × F) 
× N dimensional matrix representing the discretized version of the integral operator 
in Eq. (21.2), N being the number of pixel partitioning .; χ is the N-dimensional 
vector representing the unknown contrast function. 

Due to the smoothing properties of the kernel of the integral Eq. (21.2), the under-
lying problem belongs to the class of ill-posed inverse problems [27]. Accordingly, 
the matrix L is ill-conditioned, so that the solution of (21.3) cannot be pursued by 
means of a straightforward matrix inversion. 

To provide a stable, though approximate, solution, the linear system in Eq. (21.3) 
is solved in a regularized way by exploiting the Truncated Singular Value Decom-
position (TSVD) of L [27]. Therefore, an approximate expression of the contrast 
vector is given by: 

χ̃ = 
T.

i=1 

1 

σ n 
Es,unvn (21.4) 

where σ n denotes the n-th singular value of the matrix L, vn and un are its n-th 
singular left and right vectors, < , > indicates the scalar product in the functional data 
space. Finally, the threshold T ≤ {(M × F), N} is chosen in order to ensure a good 
compromise between the accuracy and stability of the result. 

Finally, starting from the contrast retrieved through (21.4), a tomographic image is 
obtained. Typically, this latter shows the modulus of the contrast function as defined 
in Eq. (21.4) and normalized to its maximum value within the survey domain.
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21.4.2 A Model-Based Differential Tomographic Approach 
for Leak Monitoring 

The adoption of model-based tomographic approaches has proven to be effective in a 
number of cases as a means to provide enhanced GPR results. Such an approach can be 
conveniently exploited in the case at hand, wherein the peculiar aspects of the problem 
can be exploited to further enhance the GPR imaging capabilities. In particular, a 
differential linear Microwave Tomography approach, which takes advantage of the a 
priori information available on the investigated scenario, can be devised. Actually, it 
is reasonable to assume that the pipe diameter and its location are known as well as the 
electromagnetic properties of the pipe and the surrounding medium. Accordingly, 
it is possible to exploit these pieces of information to define a reference scenario 
and face the imaging of the leakage as the problem of retrieving a (possibly weak) 
perturbation of it. More in detail, let us assume as investigated scenario the one given 
in Fig. 21.4 and, as previously, let . the spatial domain under test. We assume as 
known parameters: 

• the coordinate of the pipe center with respect to the reference system introduced 
in Fig. 21.4; 

• the pipe diameter dp; 
• the dielectric permittivity of the pipe, εp, that of the liquid inside it, εw, and that 

of the hosting medium, which is also referred as background, εb. 

Moreover, all materials are not magnetic, i.e., their magnetic permeability is μ0 

= 4π*10–7 H/m, while their electric conductivity is neglected, when the imaging 
problem is faced. 

Based on these hypotheses, we introduce the reference scenario depicted in 
Fig. 21.5, that is the same of that in Fig. 21.4 with the leak removed, and look for this

Fig. 21.4 Investigated scenario
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Fig. 21.5 Reference scenario 

latter as a weak perturbation of the reference scenario. Therefore, by denoting with 
Es the scattered field due to the investigated scenario, i.e., the scenario in Fig. 21.4, 
and with Ere  f  

s the scattered field due to the reference scenario, i.e. the scenario in 
Fig. 21.5, the scattered field due to the leakage is El 

s = Es − Ere  f  
s . We are pointing 

out that Es is measured by the GPR system, while Ere  f  
s is numerically computed by 

means of an EM software able to simulate the reference scenario.
According to the Born Approximation [26], the leakage scattered field, El 

s , is  
given by: 

El 
s(rm, ω) ≈ ∫

.

Gre  f  (rm, r, ω)El 
inc(r, rm, ω)χ l (r)dr (21.5) 

where Gre  f  denotes the Green function related to the reference scenario depicted 
in Fig. 21.5 and El 

inc  is the incident field in . without the leakage, i.e. the total field 
referred to the reference scenario in Fig. 21.5. Both the quantities Gre  f  and El 

inc  are 
computed numerically; specifically, thanks to the reciprocity theorem [26] they are  
equal to each other. In Eq. (21.5), χ l (r ) is the contrast function accounting for the 
changes in terms of dielectric permittivity introduced by the leakage with respect to 
the reference scenario: 

χ l (r ) = εl (r) 
εre  f  (r ) 

− 1 (21.6) 

εre  f  (r ) being the space variable function denoting the relative dielectric permit-
tivity of the reference scenario, i.e. the relative dielectric permittivity characterizing 
the scenario in Fig. 21.5.
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21.5 Preliminary Validation Analysis 

The tomographic approach introduced and discussed in the previous section is herein 
validated by considering the scenario depicted in Fig. 21.6a, wherein a buried water 
filled plastic pipe is present, as the better reference scenario. Such a scenario is the 
expected one for a water supply system in right conditions, i.e. a water-filled pipe 
without leakage. Conversely, Fig. 21.6b shows the case of a damaged pipe; hence, it 
is a perturbed case of that in Fig. 21.6a due to the presence of a leakage, which turns

Fig. 21.6 Simulated scenarios: a Reference scenario; b Investigated scenario, i.e. leakage perturbed 
scenario
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Table 21.2 Dispersive parameters for the materials in the scenario under test 

Material εrs εr∞ σs (mS/m) τE (ps) τσ (ps) 

Air 1 1 0 0 0 

Wearing coarse (bituminous) 4 4 0.1 0 0 

Base layer (bituminous) 5 5 0.1 0 0 

Hard-core 6 6 0.1 0 0 

Sandy soil 15 13.1 10 70 0 

Trench 7 6.1 1 70 0 

Plastic pipe 4.5 1 0.1 0 0 

Water 81 5.1 1 0.6 0 

Saturated trench 14 12.3 5 70 0 

into a change of the electromagnetic parameters of the soil surrounding the pipe. The 
scenario in Fig. 21.6b represents the actual investigated scenario.

Both the scenarios have been simulated by accounting for the material dispersive 
behavior. Specifically, the Debye model [28] is used for the relative permittivity: 

ε(ω) = εr∞ + (εrs − εr∞)/(1 + jωτE ) (21.7) 

while, the Kelvin-Voigt model [29] is considered for the electric conductivity: 

σ (ω) = σs + (1 + jωτσ ) (21.8) 

The parameters appearing in Eqs. (21.7), (21.8) and referred to the involved 
materials are summarized in Table 21.2. 

Multimonostatic-multifrequency data have been simulated by using the RF 
module of the electromagnetic software COMSOL Multiphysics [30]. Specifically, 
the antenna system has been moved in M = 21 measurement points, evenly spaced 
along a 2 m long straight line. At each measurement point, data have been simulated 
at F = 15 frequencies evenly spaced in the range [100–310] MHz. 

Since the the Green’s function Gre  f  and the incident field El 
inc  appearing in 

Eq. (21.5) depend on the considered reference scenario, in order to assess how the 
choice of this latter affects the capabilities of the imaging approach, beyond the 
reference scenario in Fig. 21.6a, further a-priori known unperturbed scenarios have 
been considered. These other reference scenarios are depicted in Fig. 21.7, while 
the corresponding tomographic images are given in the left column of Fig. 21.8 
for noiseless data and in the right column of Fig. 21.8 for data corrupted by white 
Gaussian noise (SNR = 15 dB). 

Figure 21.8a left panel shows the imaging result achieved by accounting for the 
reference scenario in Fig. 21.6a and noiseless data and it states clearly the ability to 
detect the leak and provide a satisfactory estimation of its extent along the x-axis, 
i.e. in the direction parallel to the measurement line. The leak is still detectable in
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Fig. 21.7 Further reference scenarios considered for testing the tomographic imaging: a scenario 
similar to that in Fig. 21.6a but for an air-filled, instead of water-filled, pipe; b scenario accounting 
for the right characterization of soil but without the pipe; c scenario accounting for a homogeneous 
soil with pavement layers at interface; d scenario accounting for a homogeneous soil with pavement 
layers neglected 

the case of noisy data, see the reconstruction in Fig. 21.8a right panel, and when less 
accurate reference scenarios are exploited, see Fig. 21.8b, c left and right panels. 
These latter have been achieved by considering noiseless and noisy data and the 
reference scenarios in Fig. 21.7a, b, respectively. 

Figure 21.8b, c show that a reduction of the a-priori information exploited to 
define the reference scenario implies an increased de-focused image of the pipe, 
whose location is retrieved in a less accurate way, progressively. 

The quality of the reconstruction decreases furtherly by accounting for the refer-
ence scenarios in Fig. 21.7d,e. The corresponding tomographic images are, indeed, 
more affected by artifacts, do not provide an accurate localization of the pipe and 
just allow for the detection of the bottom of the leak, see Fig. 21.8d, e. 

In all the considered cases, the presence of noise on data slightly reduces the 
imaging capability and this corroborates the robustness of the tomographic imaging 
against noise. 

The results in Fig. 21.8 have been obtained by setting the TSVD threshold in such 
a way to filter out all the singular values whose amplitude is lower than 25 dB for 
Fig. 21.8a, 20 dB for Fig. 21.8b–d, 15 dB for Fig. 21.8e, with respect to the maximum 
amplitude.



524 I. Catapano et al.

(a) 

(b) 

(c) 

(d) 

(e) 

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1

-0.5 0 0.5 
x[m]

-0.6

-0.4

-0.2 

0 

0.2 

0.4 

0.6 

z[
m
] 

0 

0.2 

0.4 

0.6 

0.8 

1 

Fig. 21.8 Imaging results by adopting: a the better reference scenario, see Fig. 21.6a; b the reference 
scenario of Fig. 21.7a; c the reference scenario of Fig. 21.7b; d the reference scenario of Fig. 21.7c; 
e the reference scenario of Fig. 21.7d. Left column: noiseless data. Right column: noisy data (SNR 
= 15 dB). The black line indicates the actual extension of the leakage
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21.6 Conclusions 

This chapter has discussed the potentialities and limits of the GPR as a technology 
for imaging water leaks and outlined the interest towards the GPR engagement in the 
design of monitoring protocols devoted to improve the usage of natural resources. 
GPR is, indeed, a non-invasive diagnostic tool capable of providing a high-resolution 
image of the subsurface scenario under test. 

The standard method of approaching GPR data, especially in monitoring appli-
cations as that herein of interest, consists in the direct observation by the operator 
of the so-called radargrams, i.e. images that report radar echoes as a function of 
time and the position of the radar. However, due to the complexity of the subsurface 
scenario, the interpretation of the radargrams is not simple and the extrapolation of 
the information depends on the operator’s experience and it is inevitably influenced 
by his/her judgment. 

To overcome this drawback and obtain “objective” images of the investigated 
scenario, model-based data processing approaches have been considered and a novel 
model-based differential tomographic approach has been proposed. This approach 
incorporates the information available on the investigated scenario, i.e., the expected 
position of the pipeline, its size, any presence of multiple pipes, the type of soil in 
which the pipeline is buried, and allow for obtaining images with the greatest possible 
spatial detail from which the operator can infer the information of interest. The 
reconstruction capabilities of the approach have been assessed preliminarily against 
simulated data and the presented results are encouraging and support an ongoing 
research activity regarding the experimental validation first in laboratory-controlled 
conditions and then on the field. 
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Chapter 22 
Hydrogeophysical Methods for Water 
Resources Protection and Management 

Giorgio Cassiani, Matteo Censini, Ilaria Barone, Maria Teresa Perri, 
Jacopo Boaga, and Rita Deiana 

Abstract In this chapter we present a brief description of hydrogeophysical methods 
and their history over the past twenty years, with specific reference to their appli-
cation for water resources protection and management. This generally requires that 
geophysical methods, and electrical/electromagnetic methods in particular, are used 
in time-lapse mode, thus allowing us to monitor hydrological changes in the subsur-
face. These data, in turn, can be used for calibration of hydrological models or for 
a better conceptualization of the subsurface hydrological processes. This can be 
done at a large variety of scales, even though here we present cases relevant to the 
small to intermediate scale. Examples concerning soil, vadose zone, hillslope and 
hydrogeological processes are shown and discussed. 

22.1 Introduction 

Hydrogeophysics was born in the early 1990s (see e.g. [1]) with the specific aim 
of providing data with unprecedented time/space resolution for the characterization 
of hydrological processes in the subsurface. Ever since, the number of publications 
in peer-reviewed journals, having “hydrogeophysics” in the title or keywords has 
steadily increased, and after three decades the term has become of general use and 
is widely accepted in the hydrology community. Nowadays, between 5 and 10% of 
hydrological papers describe some “hydrogeophysical” applications. 

Together with this success, the wider use of geophysical techniques in hydrology 
has, however, also led to frequent misunderstandings and misuses. The main goal of
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this chapter is to cast some light on the meaning of hydrogeophysics and on its most 
useful and promising applications. 

The use of geophysical techniques for hydrological purposes, and particularly for 
hydrogeological investigations dates back many decades (e.g. [2]) and originally the 
goal was (as it often still is) to provide information about the subsoil structure, espe-
cially in terms of sedimentary and hydrogeological units such as aquifers, aquitards, 
aquicludes. In this respect, geophysics plays in hydrology the same role it has for any 
other classical subsurface exploration, and specifically that of providing information 
about the geometries of geological bodies. While this application is often useful, it 
would be misleading to call this “hydrogeophysics” in a proper sense, as the hydro-
logical purpose plays here the same role as would petroleum exploration, geothermal 
investigations, or solid mineral prospecting. In a nutshell, the link of geophysics with 
its goal is in this case very general, and not at all specific to hydrological processes. 

The original idea behind hydrogeophysics has been since the early 1990 to attach 
hydrological meaning to the geophysical results. Indeed, this was not a new idea as, 
for instance, many efforts had been expended in the attempt, e.g., to link electrical 
resistivity as derived from geophysical data to estimates of hydraulic conductivity 
(e.g. [3]). hands, where prone to attain limited success (e.g. [4, 5]) as the underlying 
physical processes linking the motion of water in porous media to the motion of 
electrical charges are inherently very weak. 

In spite of the difficulties, the great advantage that geophysics can provide, namely 
large spatial coverage and good resolution, potentially in 3D, called for renewed 
efforts to help hydrological characterization of the subsurface. As in many other 
cases, only a clear understanding of the processes to be characterized and monitored 
could lead to finding the right approach. Thus, the new wave came from researchers 
having primarily a hydrological background, who came to acquire a solid under-
standing of geophysical methods. The underlying idea is that both hydrology and 
geophysics are disciplines based upon physical laws, albeit in some cases based 
on experimental evidence only. Thus, the heart of the “new” approach to using 
geophysics for hydrology started from petrophysical consideration rather than from 
ad-hoc site-specific very weak correlations. 

This “Copernican revolution” was based on three key ideas: 

1. Any use of geophysics for hydrology should take into consideration the physical 
processes underlying both disciplines; in this manner the geophysics is not only 
an “imaging” technique, but goes back to its physical nature. 

2. Geophysics can highlight not only subsoil structure, but also hydrological 
processes, i.e. the motion of water and dissolved substances in the system 
(let alone other relevant contamination issues such as presence of oily substances 
or of heavy metals). This, as apparent, requires repeated measurements, i.e. 
adding the 4th dimension: time. 

3. Given the two points above, geophysics can provide (albeit indirect) measure-
ments of the hydrological state variables of interest (e.g. moisture content, water 
salinity) that can be used to calibrate hydrological models: thus at the heart of
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hydrogeophysics lies the ultimate idea of blending in measurements and models, 
or in other terms, conduct to data assimilation. 

It is interesting to note that this line of thinking is totally analogous to the one 
that has led to time-lapse monitoring in the petroleum industry, where the tool of 
choice is (unlike in hydrogeophysics) 4D seismics, where 4 stands for space and time 
monitoring [6]. There too, geophysics is conducted in time-lapse, and differences 
over time are linked to the motion of fluids, with saturation mapped in time and space, 
to be then potentially used for multi-phase flow model calibration, and a much better 
management of fossil fuel resources. Note that similar approaches can, and should, 
be used also for the exploitation of renewable energy sources such as geothermics. 
Thus, geophysics moves from a pure characterization method to a monitoring tool. 

Many extensive reviews of the development of hydrogeophysics can be found 
in the literature, both in terms of books [7, 8] and review papers [1, 9]. Recent 
applications of hydrogeophysics are numerous. Hydrogeophysical techniques can 
be applied at a large variety of spatial scales, spanning from a few meters with 
decimetric resolution, to hundreds of meters with meter to decameter resolution. In 
this chapter, we present several examples of different application scales. 

In the sequel of this chapter we will sketch the basics of the adopted methods in 
hydrogeophysics, and present cases relevant to soil water dynamics (Sect. 22.3), deep 
vadose zone (Sect. 22.4), hillslope hydrology (Sect. 22.5), aquifer characterization 
(Sect. 22.6), before drawing conclusions and delineate ways forward (Sect. 22.7). The 
case studies have been chosen as examples where, to a different degree of complexity, 
measurements and modelling are integrated in the best spirit of hydrogeophysics. 

22.2 Methodology 

According to the three key ideas described in the introduction, the general 
hydrogeophysical approach is based on three fundamental steps: 

1. Constitutive relationships 
2. Time-lapse (high resolution) geophysical acquisition 
3. Hydrological model calibration against geophysical data 

The geophysical techniques more frequently used in hydrogeophysical appli-
cations are the ones that measure electro-magnetic properties, and particularly 
electrical conductivity/resistivity (Electrical Resistivity Tomography—ERT—and 
Electromagnetic Induction—EMI—Methods) and electrical permittivity (Ground-
Penetrating Radar—GPR). For detailed reviews of these methods, and particularly 
in the hydrogeophysics contexts see e.g. [10–12]. 

Hydrogeophysics has potentially a large number of potential applications. 
Figure 22.1 shows a few, with the relevant sections of this chapter where some 
information can be retrieved for each case—the only exception not discussed in this 
chapter relates to contamination, which would require a specific discussion well
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Fig. 22.1 The most important fields of application of hydrogeophysics, and the relevant sections 
of this chapter 

beyond the scope of this chapter: some elements can be found e.g. in the book by 
[13] and in the paper by [14]. Table 22.1 conversely lists the references to which we 
direct the reader for more complete information on each field of application. 

Table 22.1 References contained in this chapter with the method used and the relevant field of 
application 

References Methods Application 

[15–17] 
[18–23] 

ERT, MALM, GPR Monitoring of soil water dynamics with 
particular reference to the effects of root 
water uptake 

[24–30] ERT, GPR (both in cross-hole mode) Monitoring of deep vadose zone water 
dynamics 

[31–33] ERT, gravimetry Monitoring of hillslope hydrological 
states 

[34–40] ERT, MALM Aquifer characterization and monitoring 

[13, 14] ERT, GPR, EMI Contamination



22 Hydrogeophysical Methods for Water Resources Protection… 533

22.2.1 Constitutive Relationships 

At the heart of the hydrogeophysical approach lie the links between the physical 
parameters ultimately measured by geophysical methods (e.g. electrical resistivity, 
electrical permittivity, etc.) and the state variables that define the hydrological state of 
the system (e.g. soil moisture content, or soil water salinity, or others). Note that this 
is a fundamental difference with respect to older approaches, where a direct link was 
sought between parameters estimated from geophysics (e.g. electrical resistivity) and 
governing parameters of hydrological processes (especially hydraulic conductivity), 
and the corresponding correlations were found to be extremely weak [3] to the point of 
being of no practical use. The new approach has one obvious advantage, even though 
it requires much more effort in order to produce practical results. The advantage is 
that: 

1. the correlation between some geophysical parameters and hydrological state 
variables is extremely good; 

The disadvantage, that must necessarily be faced, is that: 
2. as from geophysical data we can only infer estimates of the hydrological state 

variables, that thus describe the system state at one time, we must: (i) acquire 
data in time-lapse, and (ii) use the data to calibrate hydrological models in order 
to tune the hydraulic parameters and their distribution that is responsible for the 
system’s behavior. 

The most widely used constitutive relationships in the context of hydrogeophysics 
are those involving electromagnetic properties of soils and rocks. This is natural, 
as water has peculiar electrical characteristics, and its presence in porous media 
changes dramatically the electromagnetic response of the medium as measured by 
geophysical methods. In particular, two electromagnetic parameters are strongly 
affected by the presence of water: electrical conductivity, or its reciprocal electrical 
resistivity, and electrical permittivity. The most classical relationship linking (bulk) 
electrical resistivity ρ of the porous medium (as measured from electrical methods), 
water saturation S and water electrical resistivity ρw is Archie’s law [41]. The key 
assumption underlying Archie’s law is that current is conveyed solely through the 
conductive aqueous solution, while the solid matrix is a perfect insulator. As this 
assumption is not always satisfied, extensions and modifications have been proposed 
in order to account for the contribution of the solid phase (e.g. [8]) still largely 
dependent on empirical parameters to be calibrated. 

Electrical permittivity of porous media, on the other hand, is also strongly linked 
to the presence of water per se, as the dielectric properties of water easily overwhelm 
those of air and solid grains. The relationship between electrical permittivity of the 
medium and its volumetric moisture content is therefore monotonically increasing, 
albeit non-linear. The most widely used relationships for this purpose are the so-called 
“universal” relationship by [42] and the Complex Refractive Index Model (CRIM— 
[43, 44]). Some attempts have also been made to merge into a single conceptual 
framework both electrical conductivity and electrical permittivity of a porous medium
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in presence of water (e.g. [45]). For a fairly comprehensive view of the constitutive 
relationships used in hydrogeophysics see e.g. [46]. 

22.2.2 Time-Lapse Geophysical Acquisition 

The second key component of the procedure is the acquisition of geophysical data 
capable of imaging hydrological processes in their time–space evolution. Space 
extent and resolution are inherently achievable via traditional geophysical inves-
tigations. The necessary novel aspect lies in the acquisition of repeated geophysical 
surveys over time, using the same spatial configuration. A large number of papers 
have appeared in the literature over the past couple of decades showing the power 
of time-lapse geophysical acquisition in highlighting changes in hydrological state 
variables such as soil moisture content (in the unsaturated zone—e.g. [16, 26, 27, 47]) 
or water electrical conductivity (in the saturated zone—e.g. [34, 36, 39, 40, 48, 49]). 
Some specific care must be taken when acquiring geophysical data in time-lapse, 
and specifically: 

1. take care of the precise repeatability of measurements, in order to highlight the 
effect of changes over time that is often subtler than the signal coming from 
time-invariant structure; 

2. invert data using strategies that enhance the effect of changes over time by taking 
into consideration two or more acquisitions taken at different times using the 
same configuration. In this respect typical solutions, e.g. for electrical methods, 
are ratio [28] or difference [50] inversions approaches. 

22.2.3 Hydrological Model Calibration Against Geophysical 
Data 

The availability of spatially and temporally dense data concerning the state variables 
of hydrological processes, albeit indirectly measured via geophysical methods, trig-
gers the need for a comparison of the experimental results with the prediction of 
hydrological models. This comparison can be conducted in a variety of ways, from 
simple calibration in terms of key indicators (e.g. [24]) to full data assimilation (e.g. 
[17, 51–54]) in a variety of different fashions ([55–61]). Irrespective of how sophis-
ticated the data assimilation/model calibration approach is, the key purpose of this 
approach it to extract from the geophysically-derived space–time data the informa-
tion concerning the hydraulic behavior of the system, essentially condensed in terms 
of geometry and parameters spatial distribution of a hydrological model. While data 
assimilation approaches can provide more detailed estimates of hydraulic parame-
ters, often in their spatial variability, and with the relevant uncertainty estimation, 
simpler calibration approaches have the advantage of being easier to manage and 
allow the user to have a more direct control on the calibration process. This often



22 Hydrogeophysical Methods for Water Resources Protection… 535

leads to a better grasp of the parameters controlling the hydrological system, and 
a more educated understanding of the system’s behavior. Note, in any case, that 
simpler and more sophisticated approaches are not alternative to each other but may 
be well used in sequence for a more effective estimation of hydraulic parameters and 
system’s structure. 

22.3 Soil Water Dynamics 

As mentioned above, hydrogeophysical techniques can be applied at a variety of 
scales. The scale depends on the applied method, as well as on the acquisition geom-
etry. The most flexible technique is, in this respect, ERT. As DC electrical methods 
are based upon a diffusive process that has no intrinsic scale (as opposed to wave-
based methods, where the wavelength is a natural scale of the method), the method 
resolution depends on the acquisition geometry in terms of electrode spacing and 
spatial setup. This allows the user to scale the measurements down at will, and in 
particular it is possible to achieve the resolution necessary to image the dynamics of 
soil processes at a very small scale (e.g. [62]). This has led to a number of applica-
tions mostly related to the monitoring of soil moisture content as a response, also, to 
plant root activity (e.g. [15, 19–23]). 

An example of this type of small scale time-lapse ERT applications, is provided 
by the case study by [18], concerning controlled infiltration experiments in an 
apple orchard. The work was conducted using time-lapse minimal-invasive 3D 
micro-electrical tomography (ERT) in order to monitor rhizosphere eco-hydrological 
processes in an apple orchard in the Trentino region, Northern Italy (Fig. 22.2). In 
particular, the work aimed at gaining a better understanding of the soil–vegetation 
water exchanges in the shallow critical zone, as part of a coordinated effort towards 
predicting climate-induced changes on the hydrology of Mediterranean basins (EU 
FP7 CLIMB project). The adopted strategy relied upon the installation of a 3D elec-
trical tomography apparatus consisting of four mini-boreholes carrying 12 electrodes 
each plus 24 mini-electrodes on the ground surface (Fig. 22.2), arranged in order to 
image roughly a cubic meter of soil surrounding a single apple tree (Fig. 22.3). The 
monitoring program was initially tested with repeated measurements over about one 
year. Subsequently, three controlled irrigation tests were performed under different 
conditions, in order to evaluate the water redistribution under variable root activities 
and climatic conditions. Laboratory calibration on soil samples helped translate elec-
trical resistivity variations into moisture content changes, supported also by in-situ 
TDR measurements. 

The plant root suction activity was effectively imaged using time-lapse ERT and 
ratio inversion. The increase in resistivity with respect to the initial (early morning) 
condition show the location of the region at depth dried by root suction in the early 
afternoon (see e.g. Figure 22.4), providing a clear image of the 3D distribution of 
active roots as conditioned by the presence and efficiency of the drip irrigation system
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Fig. 22.2 The Maso Majano apple orchard in the Trentino Region (NE Italy): in clockwise order: 
geographical location, orchard landscape, installation around the apple tree, and single borehole 
setup before installation 

Fig. 22.3 ERT electrodes configuration around the monitored apple tree (right) and the corre-
sponding finite element mesh (left) used in the ERT inversion code (R2—[64])
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Fig. 22.4 May 2012 experiment: resistivity ratio with respect to background at 30 cm depth and at 
8.5 h after start of irrigation 

(thus leading to very localized water supply and corresponding root development and 
suction.

In the spirit of hydrogeophysics, Richards’ equation modeling was used also to 
explain the monitoring evidence. In particular, the authors adopted CATHY (CATch-
ment HYdrology) model (e.g. [63]), a physically-based 3D distributed model which 
uses Richards’ equation to describe variably saturated flow in porous media. The 
infiltration model was also coupled with a particle-tracking algorithm in order to 
compute the simulated water travel time from the surface to depth. 

The most informative result of this simulation (Fig. 22.5) was that at time 2.5 h 
the “new” irrigated water had indeed reached the depth where the deeper increase 
in resistivity is observed, i.e. around 80 cm from the ground surface, in both the 
May and November infiltration experiments, and has not gone any deeper. This 
information is particularly strong in corroborating the interpretation of the deeper 
electrical resistivity increase peak, to be linked to the displacement of “old” (i.e. 
resident) more saline water with “new” fresher water (with electrical conductivity in 
the range of 240 μS/cm) irrigated at the surface. 

The experiment and modelling results clearly identified the effect of root water 
uptake and the corresponding subsoil region where active roots are present, but also 
identified the need to consider the effects of different water salinity in the water 
infiltration process.
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Fig. 22.5 Vertical sections cut across the 3D soil volume simulated using CATHY, and comparison 
with the location of the maximum resistivity increase in both May and November 2012 irrigation 
experiments 

22.4 Deep Vadose Zone Dynamics and Groundwater 
Protection 

The investigation of the vadose zone by means of non-invasive or minimally-invasive 
geophysical techniques can be easily extended to the deeper zone. ERT is by itself 
easily scalable to depths of tens of meters or more, being the placement of electrodes 
at depth only a logistical issue, easy to tackle. In addition, as the measurement 
volume increases, it becomes possible also to use GPR whose resolution depends on 
the natural scale of its wavelength: for GPR frequencies of 100 MHz or 200 MHz, 
typical of subsurface relatively deep investigations, the corresponding wavelength 
are in the 1–0.5 m range. Thus when the vadose zone characterization needs to be 
extended to ten meters or more, the joint use of ERT and cross-hole GPR is a viable 
and powerful option (e.g. [24, 25]). 

Deiana et al. [29, 30] described in detail the results of two water infiltration exper-
iments in the vadose zone of a gravel aquifer in the Po Plain, Northern Italy. The 
authors conducted both experiments by means of a fairly large infiltration trench 
(2.5 m × 0.5 m, 2 m deep). The site is characterized by Quaternary sand and gravel 
sediments that house an extensive unconfined aquifer. ERT and GPR were used in 
two-dimensional cross-hole configuration and time-lapse mode during a period of 
several days preceding and following the water injection experiments. Hereafter we
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will present some results of the second infiltration experiment, which involved the 
injection of about 20 m3 of fresh water in the purposely excavated trench. The cali-
bration of a three-dimensional infiltration model on the basis of the geophysical data 
was expected to provide useful estimates of saturated hydraulic conductivity, with a 
procedure similar to the one first introduced by Binley et al. [24]: a 3D unsaturated 
flow infiltration model is calibrated against field data, and in particular against mois-
ture content changes, estimated indirectly from ERT and GPR measurements through 
the relevant constitutive relationships. The approach first proposed and implemented 
by Binley et al. [24] is based on condensing the entire information in terms of the 
depth migration of the center of mass of injected water. The approach is simple, 
easy to implement: the evidence by Binley et al. [24] shows that in this manner it is 
possible to obtain accurate estimates of hydraulic conductivity within a range of no 
more than a factor of 2. 

The study involved both ERT and cross-hole GPR measurements, in time-lapse 
mode. A complex of 4 boreholes, 20 m deep, were drilled with the configuration 
shown in Fig. 6a. The three boreholes at the corners of the triangle were equipped 
with ERT electrodes spaced 0.8 m, for a total of 24 electrodes per borehole (Fig. 6b). 
As the boreholes are PVC-cased, it was also possible to acquire cross-hole GPR 
data between neighboring holes. An example of time-lapse results, showing ZOP 
profiles converted into volumetric moisture content as a function of depth, as shown 
in Fig. 6c: the evolution of moisture content during the seasonal decline of water table 
is clearly visible. A volume of 20 m3 of fresh water was injected in a 2 m deep trench 
placed between boreholes A and B (see Fig. 6a). Figure 22.7 shows the results of 
time-lapse monitoring of the resulting infiltration process using ERT and ZOP GPR. 
The center of mass of the infiltrating water bulb is marked in the ZOP GPR profiles. 
Primarily, this information was used to calibrate a 3D finite element infiltration 
model based on Richards’ equation. The results of this calibration relevant to models 
assuming an isotropic hydraulic conductivity (Ks) field are shown in Fig. 8a. Note 
how it is possible to calibrate the model using a single homogeneous value of Ks 
equal to 5 m/d, with the same precision obtained in similar experiments by Binley 
et al. [24]. Another evidence is that the use of laboratory measured Ks values on 
material retrieved from the core of borehole D (Fig. 22.6) leads to a substantial 
underestimation of the infiltration speed, caused by the invasion of fine material 
coming from the shallow soil layer during coring: this confirms the need for in situ 
measurements that avoid issues related to sample disturbance. 

However, a qualitative analysis of the shape of the infiltrating bulb (see Fig. 22.9) 
as imaged by both ERT and GPR tomography, suggests that the system might be 
hydraulically anisotropic, with a horizontal Ks larger than the vertical one. Indeed, if a 
ratio of horizontal vs vertical hydraulic conductivity is adopted equal to 3, practically 
all large values of Ks are suitable to fit the vertical movement of the water bulb, 
reaching values much larger than the 5 m/d estimated using an isotropic model. 
Indeed the larger the horizontal Ks, the slower the vertical migration of the water 
bulb, as water is dispersed laterally: thus to match the movement of the center of mass 
a larger vertical Ks is needed. In order to discriminate between the possible scenarios, 
we have to resort to a complementary piece of information. This is provided by the
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Fig. 22.6 Plan view of the borehole/trench setup at the Gorgonzola test site (a), along each ERT 
borehole 24 electrodes were placed with 0.8 vertical spacing (b), the same boreholes were used 
also for zero-offset cross-hole GPR acquisitions: the monitoring of the natural processes leads to 
concluding that the system is not very dynamic, a feature somehow expected in the deep vadose 
zone (c) 

average moisture content change with respect to background as identified by the ZOP 
GPR: as the GPR wave propagation samples a finite volume that can be estimated 
from simple considerations based on the Fresnel’s Zone (e.g. [65]), it is reasonable 
to assume that the change in soil moisture content measured by ZOP GPR at each 
depth is the average value within the Fresnel Zone, whose size can be computed on 
the basis of elementary considerations. Thus a comparison can be made between this 
excess water volume in the measured data and in the simulations. 

The results are shown in Fig. 22.10, where it is apparent how only with values 
of vertical Ks about 20 times larger than estimated using isotropic simulations it is 
possible to match both the movement of the center of mass and the amount of water 
in the infiltrating bulb. This relatively complex case study demonstrates on one side 
the power of hydro-geophysical data, on the other the need to squeeze out from them 
their information content entirely. 

22.5 Hillslope Hydrology 

Another area of application of hydrogeophysics is hillslope hydrology. Indeed, this 
sector suffers generally from lack of data concerning the subsurface behavior, partly 
caused by the logistics of operating along sometimes steep slopes. In general data are
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Fig. 22.7 Time-lapse images of soil moisture changes following a 20 m3 water infiltration exper-
iment at the Gorgonzola test site: 2D reconstruction is provided by cross-hole ERT (top) and 1D 
vertical profiles are estimated from zero-offset (ZOP) cross-hole GPR (bottom), both measurements 
being conducted between boreholes A and B (see Fig. 22.6). In the GPR profiles the depth of the 
center of mass of the excess water with respect to background is marked by a red arrow 

available concerning the shallow subsurface (the soil cover) and much less regarding 
the deeper slope structures. 

The use of non-invasive techniques along hillslopes is indeed not very common 
yet, even though successful examples exist in the recent literature, showing the 
potential of time-lapse acquisitions both using electrical methods (e.g. [32]) and 
micro-gravimetry (e.g. [33]), the latter being particularly suitable at the larger scale, 
potentially involving an entire catchment. 

In this section we present the results of a small scale experiment conducted along 
a very steep mountain catchment [31] in the North-Western Italian Alps. The exper-
iment was conducted with the goal of understanding the partitioning of rainfall into 
surface runoff, shallow interflow in the soil cover, and deep infiltration into the 
fractured bedrock (Fig. 22.11). The latter component is particularly important, as 
it contributes to the storage of “old water” with all relevant implications in terms 
of potential flash floods and contaminant transport (e.g. [67]). At this catchment, 
located in the Montemezzo area (Como Lake), the bedrock is composed of schists 
with sub-vertical foliation that is likely to help water infiltration. 

The experiment consisted of an irrigation experiment corresponding to about 
2200 mm of artificial rainfall on a 4 m2 surface equipped with a runoff box, capable
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Fig. 22.8 Calibration of a 3D infiltration model against the data concerning the vertical location 
of the center of mass of the injected water, Gorgonzola test site. A model using isotropic values of 
hydraulic conductivity (left panel) indicates that the homogeneous value of hydraulic conductivity 
that best matches the data is equal to 5 m/d. However, if the isotropy assumption is released, it 
becomes apparent that models having a horizontal/vertical anisotropy ratio equal to 3 can all match 
the observed motion of the center of mass: however at the progressive increase of the mean hydraulic 
conductivity, while the center of mass fitting is always good, the total mass estimated in the Fresnel 
zone becomes progressively better matched (see Fig. 22.9) 

of measuring the amount of water flowing downhill along the surface. Within the 
runoff box a 3D ERT setup was installed, composed of six 2-m deep boreholes 
having 12 electrodes each and 24 surface electrodes (Fig. 22.12). In practice only 4 
boreholes were used for monitoring, adopting a 72-channel skip-zero dipole–dipole 
configuration and complete reciprocal acquisition to estimate data errors. In addition 
to the local 3D ERT setup, a 2D ERT line was also acquired from the ground surface 
extending for 35.5 m along the maximum slope line, thus reaching a depth of inves-
tigation sufficient to image well into the bedrock. The soil cover was ascertained to 
be no thicker than about 1 m. 

The infiltration experiment produced some unexpected results, the most notable 
being that only about 7% of the irrigated water was captured by the runoff box. 
Considering the exceeding large artificial rainfall rate (2200 mm in 18 h), the large 
slope (about 40°) and the grass cover, this was a total surprise. The next question 
was what happened to the 93% of the irrigated water. The time-lapse measurements 
conducted from the 2D ERT line (Fig. 22.13) showed that practically no shallow 
subsurface interflow occurred, with all changes in electrical resistivity taking place 
below the runoff box where irrigation was occurring. This information is of course 
at a relatively large scale, and required confirmation from the 3D ERT data around 
the runoff box. 

The 3D time-lapse ERT results confirmed the pattern already identified at the 
larger scale (Fig. 22.14). In a matter of a couple of hours, the bulk of the infiltrating 
water already reached the interface between soil and bedrock, placed at about 1 m, 
and penetrated deep into the rock fractures. The pattern visible at 2.4 h remains stable
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Fig. 22.11 Scheme of the Montemezzo site with the expected rainfall separation processes 

Fig. 22.12 3D ERT setup at the Montemezzo site: runoff box with installed boreholes, borehole 
image, and scheme of the adopted configuration for time-lapse monitoring during the irrigation 
experiment
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Fig. 22.13 2D ERT time-lapse monitoring at the Montemezzo site during the irrigation experiment 

until the irrigation is active, with a fast drainage of the fractures once the feeding 
from irrigation is stopped at 18 h. The results fully confirmed that fast infiltration 
occurs into the deep structure of the hillslope, and is likely to have a caused the past 
flash floods of the nearby creek, with deadly outcomes in the 1950s.

22.6 Aquifer Characterization 

The use of geophysical methods for hydrogeology has a long history, as described 
in the introduction. In this section we describe, possibly, the most interesting hydro-
geophysical application in this context. As the use of saline tracers is widespread 
in hydrogeology, and as geo-electrical methods are, of course, sensitive to changes 
in electrical conductivity of groundwater, combining the two methods using geo-
electrics in time lapse-mode is an approach bound to give fruitful results. Indeed, 
twenty years of successful applications have been reported in the literature (e.g. [34,
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Fig. 22.14 3D ERT time-lapse monitoring at the Montemezzo site during the beginning of the 
irrigation experiment. Dark blue indicates 30% of resistivity value before irrigation, light blue 
indicates 70% of resistivity value before irrigation 

36, 37, 39, 40]). Applications involving, vice versa, the injection of fresh or deion-
ized water into saline groundwater have also been reported as successful (e.g., [35]). 
In some cases traditional methods such as Mise-à-la-masse (MALM) can also be 
applied to monitoring saline tracer migration in the saturated zone (e.g. [38]). 

In this section we present an example of time-lapse ERT monitoring of a saline 
tracer injection in an aquifer of interest for water resources (for details, see [49]). 
The site is the foothills of the North-Eastern Italian Pre-Alps, in the riparian zone of 
the Piave river—Veneto Region—in the Valdobbiadene municipality. The riparian 
zone houses a number of water wells producing drinking water for civil and indus-
trial use. A saline tracer test was performed in order to compute groundwater travel 
time and thus the extent of groundwater protection zones according to the Italian 
regulations. The setup is shown in Fig. 22.15, where injection and monitoring bore-
holes are shown, together with the main water works pumping well. The injec-
tion and monitoring boreholes were purposely drilled to a depth of 30 m below 
ground, and equipped with a fully slotted casing in order to allow continuous access 
to the surrounding saturated unconfined aquifer. Cross-hole ERT was performed 
using submerged cables with graphite electrodes that ensured electrical contact with 
groundwater with no need for permanent installation (as opposed to what is needed 
in the unsaturated zone—see above). 

The results of the time-lapse monitoring (Fig. 22.16) clearly show how ERT allows 
for a complete visualization of the tracer arrival, as opposed to what is possible using 
only, e.g., electrical conductivity meters in boreholes. Specifically, in the case at
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Fig. 22.15 Map showing the locations of wells in the Valdobbiadene test site, with the relevant 
information. The inset show a view of the test site during the injection experiment 

hand, a deep fast arrival is visible at about three hours from the tracer injection 
20 m upstream, corresponding to a very fast pathway. Note that this deep arrival 
may be difficult to detect, e.g., also from surface ERT acquisitions. A shallower, 
separate arrival is detected in a shallower zone some 6 h from the tracer injection. 
Overall time-lapse ERT monitoring provides a detailed picture of tracer migration 
not attainable using tradition hydrogeophysical approaches. 

22.7 Conclusions 

In this chapter we present a number of hydrogeophysical applications at different 
scales and concerning different hydrological processes, all relevant to water resources 
protection and management. The vast panorama of possible applications is warranted 
by the capability of geophysical methods to image the subsurface, in time lapse mode, 
with different penetration and resolution. The strongest point of the general method-
ology lies in its capability to be linked to predictive hydrological models that can 
be calibrated against the available, geophysically derived, data. A future of increas-
ingly sophisticated used of such methodology is envisaged, benefitting from the more
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Fig. 22.16 Time-lapse ERT results of the Valdobbiadene saline tracer test experiment, showing 
2D ERT inversion along the 2-borehole monitoring line shown in Fig. 22.15. Changes of electrical 
resistivity with respect to initial conditions are shown, depicting two tracer arrivals at different times 

widespread availability of cheap and efficient equipment for quasi-continuous time– 
space field monitoring on one side, and from the increasingly popular use of data 
assimilation techniques on the other side. 

In order to make this future possible, some limitations of today’s approaches 
shall be overcome. In particular, even though the technology exists, nowadays it 
is uncommon that permanent installations with continuous monitoring are put in 
place. This would change the paradigm of hydrogeophysical monitoring, adding the 
necessary time sampling to the power of the method, that lies primarily in the dense 
spatial sampling. 

Some techniques, that are only mentioned in this chapter, need substantial theoret-
ical and practical advances in order to become state of the art tools in hydrogeophys-
ical monitoring: these are specifically MALM, Induced Polarization—IP—and Spec-
tral Induced Polarization—SIP—and Spontaneous Potential (SP) methods. Nuclear 
Magnetic Resonance (NMR) can also have a future role in hydrogeophysics, given 
the strong link of NMR response to the presence of “free” water in porous media. 
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Chapter 23 
Advanced Combined 
Geophysical-Geological Mapping 
of the Sea of Galilee and Its Vicinity 

L. Eppelbaum, Y. Katz, and Z. Ben-Avraham 

Abstract The Sea of Galilee (Lake Kinneret) is located in northern Israel in a 
complex tectonic setting where the Dead Sea Transform crosscuts other fault systems. 
The practical absence of boreholes in the sea hinders geological-geophysical data 
interpretation. For the first time, gravity, magnetic, paleomagnetic, radiometric, and 
seismological data were analyzed together. An integrated analysis of gravity and 
seismological data made it possible to clarify some tectonic parameters. The total 
magnetic field map shows an intricate pattern caused by a combined influence of 
the basalt flows of various ages and magnetization in and around the sea. Calcu-
lated statistical-probabilistic parameters of the magnetic field indicate some essen-
tial peculiarities of the medium. The recognized magnetic anomalies were analyzed 
using methods of quantitative interpretation especially developed for the complex 
physical-geological environments. 3D magnetic field modeling allowed to reveal the 
following important features: thick basaltic plate occurrence in the southernmost sea 
basin, presence of the reversely magnetized basalts near the sea’s eastern boundary, 
and possible subsidence of basaltic bodies in the center of the pull-apart basin. The 
paleomagnetic stratigraphy of basalt associations around the Sea of Galilee basin 
proved to be correlated with the paleomagnetic zones and anomalies in the sea. The 
paleomagnetic characteristics of traps are linked with the development of the Dead 
Sea Transform. The previously constructed magnetic-paleomagnetic scheme with 
predominantly K–Ar dating has been significantly elaborated on the basis of newly 
arriving data. It is stated that a characteristic feature of the study area is the turns of 
tectonic blocks, mainly counterclockwise. The revised structural map of the Cover 
Basalts is intended to coordinate various geological and environmental investigations 
in this area.
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23.1 Introduction 

The Sea of Galilee (Lake Kinneret) is Israel’s primary source of freshwater. It is 
located in northern Israel in a complex tectonic setting where the Dead Sea Transform 
(DST) (Fig. 23.1a) crosscuts other fault systems. This transform is more than 1000 km 
long and is a plate boundary separating the Sinai and Arabian plates [3, 40]. This 
small sea (lake) has an average surface of 166 km2 and an average volume of 4.6 × 
109 m3. Maximal depths of the sea (about 50 m) are located in the northeast part 
of the basin. This sea is located with a larger basin which is a part of a series of 
rhomb-shaped grabens (pull-apart basins) along with the DST [38]. The present 
configuration of the Sea of Galilee formed about 24,000 years ago [44]. Geological 
studies indicate rock outcrops in this area, and rock samples discovered in boreholes 
surrounding this lake range from Jurassic to Quaternary. 

The sea and the plains south of it (Kinnarot Valley) (Fig. 23.1b) are located in 
a depression bounded on east and west by active fault scarps with steep gradients. 
Within the lake, a few bathymetric scarps were identified [8]. West and east of the

(b) 

(a) 

Fig. 23.1 a Areal map of the Easternmost Mediterranean (the rectangle at the top of the map 
represents the study area), b structural-tectonic map of the Galilee region and its vicinity (after 
Eppelbaum and Katz [31], with modifications). DST, Dead Sea Transform
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lake fault systems of NW–SE and NE–SW directions, respectively, exist (e.g., [43]). 
Two phases of major basaltic volcanism—Miocene and Pliocene–Quaternary—are 
outcropped in the Lake Kinneret region [47, 71]. The basaltic formations make up 
the western part of the northern continuation of the Harrat Ash Shaam volcanic field, 
covering a total area of about 40,000 km2 [77]. Under the Kinneret basin, the basalts 
are covered by terrigenous Pliocene–Quaternary formations. These basalts are under-
lain by thick series of Miocene salts [57]. Superposition of vertical displacements 
perpendicular or oblique to the transform makes structural interpretation of the inves-
tigated basin [10] quite difficult. Only combined geophysical mapping accompanied 
by the tectonic-structural analysis can help identify this complex area’s key features.

In this study for a first time was performed an integrated analysis of gravity 
(e.g., [10, 22]), magnetic (e.g., [9, 24–26, 42]), paleomagnetic (e.g., [1, 17, 24–26, 
31, 45–47, 59, 62, 63, 65, 71]), radiometric (e.g., [17, 45, 47, 59, 60, 69, 71]) and 
seismological (e.g., [16, 41, 43, 51, 54, 72–74]) data. Some seismic reference data 
were also attracted to this study (e.g., [8, 11, 49, 50, 64, 66, 67, 78]). 

23.2 Brief Geological-Geophysical Background 

In geological-geophysical terms, the region of the Sea of Galilee represents one of the 
most complex structures of the Earth’s crust in the Eastern Mediterranean. Various 
types of morphological elements, tectonic structures, and complexes of sedimentary 
and igneous rocks are developed here. The recently obtained data indicate that this 
complexity of this area can be partially caused by its location above the zone of the 
arched apical part of the deep mantle uplift [27]. Another factor is associated with the 
development of intricate geodynamic processes in the so-called Arabian “syntaxis” 
zone, which covered the tectonic-geophysical junction of the Northern Gondwana, 
the Tethyan mobile belt, and Southwest Eurasia. 

After the closure of the Neotethys Ocean in recent geological time, several litho-
spheric plates arose in this area. The most important are the Nubian, Sinai, Aegean-
Anatolian, and Arabian plates [5]. Among these plates, the most active and diverse in 
the structure, physical properties, petrological-sedimentation, and paleogeographic 
content are the Sinai and Arabian plates separated by a complex-structured Dead Sea 
Transform (DST). Just in the northern zone of this transform, the Sea of Galilee is 
located (Fig. 23.1a). The following main tectonic elements surround the sea: the 
Alpine Cenozoic belt, the Levantine oceanic depression (e.g., [3]), the Neopro-
terozoic fold-metamorphic belt [76], and the Mesozoic Terrane Belt [30]. In this 
region, the last belt includes the Galilee-Lebanon, Pleshet, Negev, Judea-Samaria, 
and Antilebanon terranes. Some of these terranes are partially ruptured and displaced 
along the DST left shear motion for about 105 km [39] (Fig. 23.1a). 

The area of the sea basin is characterized by the high intensity of both vertical 
and horizontal earth’s crust movements. It follows, first of all, from a comprehen-
sive analysis of geomorphological, neotectonic, and structural data in this area. The 
amplitude of the modern movements of the sea basin can be estimated by comparing
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the hypsometry of the sea bottom surface (about −260 m), the highest elevations 
of the southern part of the Golan Plateau (700–900 m), and the hilly plateau of the 
northern Galilee (up to 1208 m at the top of Mt. Meron). The difference in amplitude 
of 1100–1500 m for the modern elevations in this area seems to be a maximum in 
the northern part of the DST (Fig. 23.1b). 

This area’s most crucial tectonic feature is the amplitude of the newest move-
ments, which can be revealed by comparing the maps of neotectonic zonation [29, 
31] constructed based on the surface deformation data of the Jurassic top leveling. 
Within the sea basin, the roof of the Jurassic deposits is lowered to a depth of about
-9,000 m (Fig. 23.1b). To the north and northeast on 100-150 km (in the Mt. Hermon 
area), the roof is raised to a height of 1,600–2,500 m. Thus, when the DST began 
to develop, the total amplitude of the neotectonic uplifts in Neogene is averagely 
estimated for its northern branch to be about 11,500 m. 

This area’s second distinctive geodynamic feature is the pronounced asymmetry 
of the western and eastern parts of the sea basin, lying on both sides of the DST. In 
the west, from the Galilee region to the Mediterranean shelf, a complex system of 
diagonal and sublatitudinal fault dislocations is developed. This complex fault pattern 
has been associated with counterclockwise rotations (e.g., [10]). Here is necessary 
to note that this effect may be caused by the discovered counterclockwise rotation of 
the deep giant mantle structure below the Eastern Mediterranean [28]. This influence 
may have a local fragmentary effect on the overlying layers, not necessarily repeating 
its projection to the Earth’s surface. 

The third significant feature of the sea basin structure is the wide development 
of volcano-tectonic structures associated with the existence of the marginal zone 
of the Harrat Ash Shaam—the largest trap field in the Arabian Plate [77]. Here 
can be distinguished several circular depressions (e.g., Sharona) and a few uplifts 
(e.g., Irbid) outlined by the conical dikes (see Fig. 23.1b). To the northeast of the 
area, on the northern edge of the Golan Plateau, chains of the Quaternary volcanic 
cones are developed. The structures mentioned above outline the western wing of 
the Neoproterozoic belt, border the Mesozoic Terrane Belt [30], and are displaced 
northward along with the DST. 

23.3 Gravity Field and Seismological Data 

A general decrease of regional gravity field intensity from the west to east (Fig. 23.2) 
corresponds to the essential increase of the Moho boundary depth [35, 68]. Substan-
tial negative gravity anomaly over the center of the sea reflects a combined effect of 
the thick sedimentary strata and salt layers. A combined 3D gravity-magnetic model 
computed along a profile constructed in the W–E direction through the sea indicates 
that the depth of the DST consists here more than 13 km [22] that agrees with the 
models computed in Ben-Avraham et al. [10]. 

In the study area, the isoline of ‘0 mGal’ practically coincides with the western 
boundary of the DST zone (Fig. 23.2). The largest values of the positive anomalies
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Fig. 23.2 Regional gravity map over the Sea of Galilee and its vicinity accompanied by tectonic 
elements and epicenters of the main earthquakes [with the magnitude of 4–7 (for the period of 
1850–2020)], and recent events (with the magnitude of <2, 2–3). (1) Bouguer gravity field isolines, 
(2) main faults, (3) boundaries of the depression zones within the DST, (4) ring structures
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generally correspond to the Mt. Meron brachyanticlinal uplift, and the minimum 
gravity values are confined to the eastern part of the Sea of Galilee, where the pull-
apart basin is mostly developed [10].

Structural peculiarities of the area under study manifested in the gravity field 
distribution and well supplemented by materials of the current seismic activity [16, 
41, 43, 54, 72, 73] (Fig. 23.2). It is visible that most of the geodynamic events are 
concentrated in the northern part of the Sea of Galilee. 

Three outlined regularities join here the structural and geodynamic features of 
this area: (1) the most extended seismicity zone corresponds to the regional Late 
Cenozoic disjunctive structure—DST, (2) the distinct but less sustained feature is 
the relation of the seismic events to the boundary faults of the Mesozoic terranes, 
and (3) the regional seismicity maximum corresponds to the northern part of the 
sea and the southern part of the Korazim uplift (Fig. 23.2). Apparently, the third 
regularity was firstly reported in Ben-Avraham et al. [7]. 

The nature of the seismicity manifestations in the region under study can be gener-
ally estimated based on the regional data involvement. They show three main features: 
(1) the presence of seismicity zones of the maximum appearance, (2) the develop-
ment of seismicity zones concordant to the boundaries of the regional structures, and 
(3) the development of the elongated seismic zones intersecting the tectonic struc-
tures across the strike. Some thickening of the seismicity centers corresponds to the 
boundaries between the terranes that was earlier established in Eppelbaum and Katz 
[29]. Seismicity in this area also relates to the fault separating the Galilee-Lebanon 
and Antilebanon terranes (see Fig. 23.2). 

Figure 23.2 testifies the SE-NW diagonal strike of the seismic event distribution, 
which is more clearly traced on the regional maps [29, 48, 72, 74]. A similar geody-
namic phenomenon was previously inexplicable from the standpoint of inconsistency 
with the structural zonation, and distribution of the GPS vectors, which indicate the 
counterclockwise rotation of the Earth’s crust blocks in the region. This phenomenon 
has been substantiated through the comprehensive, integrated geological-geophysical 
analysis of many independent factors [27]. 

The maximum seismicity is mainly related to the regional faults outlining the 
Sinai plate [29] in the zone of their junction with the Arabian, Nubian, and Aegean-
Anatolian plates. In this case, the most frequent seismicity is manifested in the DST 
zone [72], to which the region of the Sea of Galilee belongs. In the most submerged 
part of the sea pull-apart basin and further to the south, in the Kinnarot trough, 
the frequency of seismic events is comparatively low. This discrepancy between the 
structural and geodynamic plan suggests that the diagonal plan of distribution of 
the magmatic features and geodynamic events [27, 32] is due to the turn of active 
zones of the latest geodynamic events counterclockwise caused by the development 
of a vast rotating subcircular uplift in a lower mantle. Hereby, can be explained and 
connection between two hitherto incomprehensible seismic “nodes”—the northern 
sea basin and the area of Tsfat town (32o 96 N, 35o 50 E) where the maximum 
magnitude (about 7) of the modern seismic activity is observed (Fig. 23.2). By the 
way, to the north of the diagonal line of the Sea of Galilee—Tsfat, the Miocene-Early
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Pliocene traps are replaced by the younger Late Pliocene–Quaternary traps among 
which the volcanic cones are often developed. 

The detailed Bouguer gravity anomalies within the coastline of the sea were 
compared with the data of our previous studies [24–26] involving the structural-
tectonic zoning of sediments underlying the water area. The coincidence of the 
Bouguer gravity map and the data of structural mapping (see Fig. 23.3) confirms the 
general structural plan of the sea basin and the peculiarities of block tectonics and 
geodynamics. 

First of all, it was revealed that the pull-apart basin contour is outlined by a 
zone of negative gravity anomalies with the steps corresponding to a rhomb-shaped 
graben. Analysis of gravity field also confirms an uplift zone of the southern part of 
the rhomboid graben revealed earlier by the acoustic reflectivity analysis [8] and an 
asymmetry of the graben established in the more extensive subsidence of its eastern 
part. 

Fig. 23.3 Bouguer gravity 
map over the  Sea of Galilee  
with the main tectonic 
elements
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23.4 Magnetic Field Analysis 

23.4.1 Magnetic Map Compilation 

The magnetic map of the Sea of Galilee (Fig. 23.4) displays an intricate and, at 
the same time, informative pattern of the magnetic field distribution. This complex 
pattern is due to the integrated effect of the basalts surrounding the sea and the 
basalts occurring in the sea. Both positive and negative magnetic anomalies have 
been identified in the basin. However, further analysis is problematic without the 
magnetostratigraphic and chronostratigraphic justification of basalts in the study 
area. The desired scales are presented in Fig. 23.5 (after Eppelbaum et al. [24], with 
modifications). 

We previously showed that the sources of the negative magnetic anomalies in the 
sea basin are the reversely magnetized basalts [25]. The marine magnetic map (mostly 
from Ben-Avraham et al. [9] with the addition of more late surveys) was merged with 
the surface magnetic observations in the Kinnarot Valley (mainly from Ginzburg and 
Ben-Avraham [42]). Figure 23.6 displays the generalized magnetic map joined with 
the simplified Cover Basalt structural map. The map indicates that some magnetic 
anomalies are associated with the magmatic sources of another age (for example, in 
the Kinnarot Valley and the areas of the Cover Basalt erosion outside the sea). 

23.4.2 Magnetic Field Transformations 

A variety of known transformations are potent tools to reveal some hidden peculiari-
ties of the potential geophysical fields [23]. Various filtering algorithms were applied 
to transform the magnetic field observed in the sea. Results of one transformation 
procedure, “Sign Classification” (presented in Nikitin [61]) (Fig. 23.7b), shows that 
there is a nicely visible correlation with the map of the iron distribution in the sea 
bottom sediments (Fig. 23.7a). This circumstance testifies the migration of basaltic 
particles from the depth to the subsurface. The calculated maps of the total magnetic 
gradient (Fig. 23.8a) and entropy (Fig. 23.8b) indicate that the most part of the signif-
icant magnetic targets are located close to the sea margins. In the figures mentioned 
above, the transformation data are accompanied by the faults and outlines of the 
sea pull-apart basin. In addition, Fig. 23.1b evidently indicates the accordance of 
entropy zones to the areas of the Cover Basalts of the direct and reverse magneti-
zation underlying the sea basin. These zones were identified within the sea based 
on the examining magnetic maps (Figs. 23.4 and 23.6) and their transformations 
(Figs. 23.7 and 23.8). In the land, these zones were indexed using the examination 
of the paleomagnetic and radiometric measurements of the trap complexes. Thus, 
it made it possible to perform a similar correlation of the magnetic anomalies and 
paleomagnetic features (identified and studied in the sea basin and beyond it) and 
the entropy zones.
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Fig. 23.4 The magnetic field of the Sea of Galilee with the location of interpreted anomalies 
(uppercase blue letters) and 3D modeling profiles (blue lines) as well as main faults (red dash lines)
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Fig. 23.5 Sea of Galilee: simplified chronostratigraphic and magnetostratigraphic scales of Late 
Cenozoic basaltic formations. (1) General stratigraphic scale (after Berggren et al. [12], Krijgsman 
et al. [53]), (2) paleomagnetic epochs and zones (after Cande and Kent [14]), (3) paleomagnetic 
scale and its radiometric boundaries (after Cande and Kent [14], Cornee et al. [15]), (4) sequence 
of basaltic formations (after Heimann [45], Heimann et al. [47], Marcus and Slager [57], Reznikov 
et al. [64], Shaliv [71])
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Fig. 23.6 Simplified joined magnetic map for the Sea of Galilee and Kinnarot Valley accompanied 
by the Cover Basalts occurrence. (1) Cover Basalts occurring at the earth’s surface (based on Sneh 
et al. [75]), (2) isolines of the total magnetic field (simplified) (magnetic data for the Sea of Galilee 
after Ben-Avraham et al. [9], magnetic data for Kinnarot Valley after Ginzburg and Ben-Avraham 
[42]), (3) isolines of the Cover Basalt surface at a depth (after Eppelbaum et al. [25]) constructed 
on the basis of seismic data [11, 64, 66, 78], and magnetic data analysis. The red lines designate 
the location of faults
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Fig. 23.7 a Distribution of iron in the surface sediments in the Sea of Galilee (in the percentage 
of dry weight) after Serruya [70]. b Magnetic map of the Sea of Galilee transformed by ‘Sign 
Classification’ 

23.4.3 Advanced Quantitative Interpretation 

Most of the interpretation methods known in magnetic prospecting are anticipated 
for vertical magnetization cases and comparatively simple physical-geological condi-
tions. For the conditions of oblique magnetization (in northern Israel, the magnetic 
inclination is 46°–48°) and complex geological environments, these methods can 
cause substantial errors. Unlike the methods mentioned above, our interpretation 
involves the application of methods developed especially for quantitative analysis of 
magnetic anomalies observed in complex environments (oblique (inclined) magne-
tization, uneven topography, and superposition of different sources) [19, 21, 36, 37, 
52]. We applied improved modifications of the tangent, characteristic point, and 
areal methods, with the employment of the most commonly used geometric models: 
(1) thin bed (TB), (2) thick bed (THB), (3) thin horizontal plate (THP), (4) horizontal 
circular cylinder (HCC) or  sphere, and (5) intermediate models between the THB 
and THP. 

These interpretation methods were verified on the Zemah magnetic anomaly 
(designated as “O” in Fig. 23.6). The “Zemah 1” borehole was drilled [57] at a  
point some 2 km south of the sea basin (see Fig. 23.1b). The obtained results of the
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Fig. 23.8 a Map of the total magnetic field gradient with the tectonic elements. b Map of entropy 
filtering with the tectonic elements and paleomagnetic zone indexes (3r and 3n) 

quantitative analysis (the upper edge of the magnetic body was determined at 515 m) 
are in good agreement with the drilling data (489 m) [25]. 

Altogether sixteen magnetic anomalies in the Sea of Galilee and Kinnarot Valley 
were examined. Results of the quantitative interpretation of anomalies A, B, and C 
in the sea basin using the aforementioned nonconventional methods are shown in 
Fig. 23.9. The determined depths of the magnetic sources range between –1500 m 
(below the level of the Sea of Galilee) for the HCC center (for anomaly L) and –300 m 
for the TB upper edge (for anomaly M). The obtained values of target magnetiza-
tion range between the 0.009 and 0.06 SI units are in accordance with the physical 
measurements of basaltic samples in the vicinity of the sea basin (e.g., [18, 62]). 
The results of the performed quantitative interpretation of magnetic anomalies are 
compiled in Table 23.1. 

23.4.4 3D Magnetic Field Modeling 

3-D modeling of the magnetic field in this study was realized using GSFC (Geological 
Space Field Calculation) software. The main algorithm of this program provides the 
calculation of 3-D magnetic and gravity effects for a horizontal polygonal prism
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Fig. 23.9 Quantitative analysis of magnetic anomalies A, B, and C in the Sea of Galilee (location 
of these anomalies is shown in Figs. 23.4 and 23.6)
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Table 23.1 Generalized results of quantitative analysis of magnetic anomalies in the Sea of Galilee 
and Kinnarot Valley 

Anomaly Sea of 
Galilee 

Kinnarot 
Valley 

Interpreting 
model 

Depth of 
the TB, 
THB and 
THP upper 
edge 
(center of 
HCC or 
sphere), m 

Magnetization 
(SI unit) 

Direction of 
magnetization 

A + – (1) HCC 
(2) THB 

1300 
1100 

0.06 
0.05 

Direct 
Direct 

B + – TB 440 0.055 Direct 

C + – HCC 700 0.017 Reverse 

D + – TB 525 0.04 Reverse 

E + – TB 460 0.05 Reverse 

F + – TB 510 0.016 Direct 

G + – HCC 700 0.017 Direct 

H + – HCC 670 0.015 Reverse 

I + – HCC 520 0.025 Reverse 

J + – TB 300 0.009 Direct 

K + – HCC 1030 0.020 Reverse 

L + – HCC 1500 0.03 Direct 

M – + TB 420 0.012 Direct 

N – + TB 430 0.013 Reverse 

O – + TB 515 (real 
value is 
489) 

0.01 Direct 

P – + TB 425 0.012 Direct 

Profile 
100 

+ THP 0–10 0.04 Reverse 

Profile 
V–V 

+ THP ≈1000 0.032 Combined 

Designations: TB, thin bed,  THB, thick bed, HCC, horizontal circular cylinder, THP, thin horizontal 
plate 

limited in the strike direction under physical-geological conditions of any complexity 
[36, 52].

Review of paleomagnetic investigations [1, 45, 47, 59] testifies in the areas 
surrounding the sea basin a diversity of the reversely magnetized basaltic samples 
(see also magnetostratigraphic scale in Fig. 23.5). An essential effect was found 
along profile 210 located in the eastern part of the basin (see Fig. 23.4): a clear 
inverse correlation between the magnetic field .T and the highs of the bottom relief 
in the eastern part of the sea. We interpreted this effect as the reversely magnetized
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rock anomalies occurring at the bottom of the sea (or near the sea) [25] As an initial 
approximation, the model of a thin horizontal plate occurring in the subsurface was 
employed here. 3-D iterative magnetic field modeling was applied to estimate the 
value of magnetization and the location of the magnetization vector of this thin plate 
with the uneven upper edge: 3300 mA/m and –125°, respectively. Analysis of the 
ages and magnetic polarities of the basalts occurring around the sea suggested that 
this reversely magnetized basaltic thin plate is of the Early Pliocene. 

The post-basalt sedimentary basin fill explains the absence of essential magnetic 
anomalies in the central part of the basin [25]. The magnetic field 3-D modeling 
results indicate an occurrence of separate magnetic bodies at a depth of 1.2-1.3 km 
(see anomaly L in Fig. 23.4). 

The outline of the magnetic field in the southern part of the sea noticeably contrasts 
with the magnetic field design in the central and northern parts of the basin. Remark-
ably, earlier Ben-Avraham et al. [4] have shown that the morphology of the bottom 
relief in the southern part of the sea also shows the substantial difference from other 
parts of the basin. Conducted 3-D modeling of the magnetic field along with profile 
V–V (see the location of the profile in Fig. 23.4) unambiguously indicates that 
this anomaly is caused by a thick hidden basaltic plate (with the magnetization of 
3000 mA/m and the location of the magnetization vector of 135°) with a dip of about 
12o from NE to SW (Fig. 23.10). The constructed SW–NE paleomagnetic profile 
along with the Zemah 1 well (Fig. 23.11) and results of seismic profiling [11, 67] 
clearly show that this dipping relates to the SW flank of the Zemah anticline. The 
location of the paleomagnetic profile (shown in Fig. 23.12) does not precisely coin-
cide with the location of the profile V–V (see Fig. 23.5), but the general tendency is 
similar: the total thickness of this basaltic layer and its dipping from the northeast to 
southwest. Obviously, the integrated effect from the basalts of 3n (normal magneti-
zation) and 3r (reverse magnetization) provides the mutual magnetic vector direction 
of 135° (see Fig. 23.10). 

23.5 Paleomagnetic Reconstructions 

Paleomagnetic mapping is an effective method for studying the structure and geody-
namics of areas involved in transition zones from ocean to continent [32–34], to 
which the region of the Sea of Galilee belongs. Firstly the methodology of integrated 
paleomagnetic mapping was realized in Eppelbaum et al. [24, 26, 31]. Newly arriving 
geological-geophysical data enabled us the development of an enhanced combined 
paleomagnetic map of the Sea of Galilee and surrounding areas (Fig. 23.12). This area 
can be a successful example of the paleomagnetic mapping of tectonically complex 
regions to a certain extent. Therefore, in this work, we have expanded the range 
of studies both by (1) attracting new data and (2) methodological approaches and 
evaluating the recent developments in the deep geodynamic analysis [33]. 

The significant peculiarity of the presented paleomagnetic map of the Sea of 
Galilee and its vicinity (Fig. 23.12) is that the presented strata with paleomagnetic



23 Advanced Combined Geophysical-Geological Mapping … 569

Fig. 23.10 3D modeling of 
the magnetic field along with 
profile V–V in the southern 
part of the Sea of Galilee 
(location of this profile is 
shown in Fig. 23.4). The 
symbol “I” designates 
magnetization of the 
anomalous target and 
surrounding media

zones regularly replace each other both in the meridional and latitudinal directions 
(see also Fig. 23.5). This is caused by an intricate tectonic-geophysical zonation of 
this DST fragment. In the latitudinal direction (from west to east), block systems of 
the DST left shear are replaced, and in the meridional direction (from north to south), 
a complex tectonic pattern of the earth’s crust subsidence is developed. The pattern 
forms a pull-apart basin of the Sea of Galilee, which appears to be more complex than 
those other basins situated along with the DST [10]. In addition, the paleomagnetic 
zonation reflects the development of the Hula Basin [located to the north of the area 
of investigation (see Fig. 23.1b)] and the peculiarities of the Ash Shaam trap field 
[77], most paleomagnetic zones of which are located to the east of the study area. 
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Fig. 23.11 Paleomagnetic profile I–I' through the Sea of Galilee (location of this profile is shown 
in Fig. 23.12). (1) Traps, (2) dykes, (3) diabase sills, (4) salts, (5) faults, (6) data of radiometric 
ages, geomagnetic polarities: (7) reversal, (8) normal, (9) index of paleomagnetic age, (10) Sogdiana 
superzone, (11) Jalal superzone, (12) Gissar superzone
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.Fig. 23.12 Integrated tectonic-paleomagnetic scheme of the Sea of Galilee and adjoining areas. (1) 
outcropped Cenozoic basalts, (2) points with the radiometric age of basalts (in Ma), (3) boreholes, 
(4) faults, (5) general direction of the proposed buried basaltic plate dipping in the southern part 
of the Sea of Galilee, (6) counterclockwise (a) and clockwise (b) of faults and tectonic blocks, (7) 
pull-apart basin of the Sea of Galilee, (8) suggested boundaries of the paleomagnetic zones in the 
sea, data of land paleomagnetic measurements: (9 and 10) (9) reverse magnetization, (10) normal 
magnetization, (11 and 12) results of magnetic anomalies analysis: (11) normal magnetization, 
(12) reverse magnetization, (13) reversely magnetized basalt fields, (14) normal magnetized basalt 
fields, (15) Miocene basalts and sediments with complicated paleomagnetic characteristics, (16) 
Pliocene–Pleistocene basalts and sediments with complicated paleomagnetic characteristics, (17) 
index of paleomagnetic zonation. Tectonic setting after Ben-Avraham et al. [10], Heimann [45], 
Hurwitz et al. [49], Sneh et al. [75]. 1n, 2n, 3n, 1Ar, 2Ar, and 3Ar are the indexes of paleomagnetic 
zones (see Fig. 23.5). Radiometric data (K–Ar and Ar–Ar) after Heimann [45], Heimann and Braun 
[46], Heimann et al. [47], Segev [69], Shaliv [71]. Paleomagnetic data after [1, 17, 45–47, 59, 62, 
63, 65, 71]. HTB and HHCC designate calculated depths of basaltic bodies in the basin: HTB is the 
upper edge for the model of the thin bed, HTHP is the upper edge for the model of the thin horizontal 
plate, and HHCC is the center for the model of the horizontal circular cylinder. The light green line 
shows the location of the paleomagnetic profile I–I'

Flood basalts are exposed in a series of fault-bounded blocks surrounding the Sea 
of Galilee (Fig. 23.12). More than 80% of the basalts around the basin belong to 
the Pliocene Cover Basalt formation, which consists of a 150–200 m thick sequence 
outside the rift valley, but reaches about 700 m in the Zemah 1 well—inside the 
Kinnarot Valley [57]. Altogether, 25 sites of zones with normal and reversed magnetic 
polarity in the basin and surrounding areas have been identified (Fig. 23.12).

This map also contains the results of the quantitative analysis of magnetic anoma-
lies in the sea and outside it: altogether 16 anomalies were interpreted [they were 
approximated by the models of thin bed, thick bed, thin horizontal plate, and 
horizontal circular cylinder (sphere)]. 

The age of the Late Cenozoic basalts at the central part of the DST is based on 
over 300 radiometric dates [17, 45, 47, 71]. In the studied area, the radiometric age 
of the basalts was measured at more than 100 points (Middle Miocene−Pleistocene). 
From these data, 58 points (mainly belonging to the Cover Basalts and partially—of 
the uppermost Late Miocene, Late Pliocene, and Late Pleistocene) were selected for 
the paleomagnetic map construction (see Fig. 23.12). 

In the south, predominantly paleomagnetic zones of the Miocene are developed, 
the older of which (age from 17.7 to 6.8 Ma) correspond to the Middle Miocene traps 
of the Lower Basalts. The younger Miocene basalts aged 6.8–5.42 Ma correspond 
to the Intermediate Basalts of the Upper Miocene (Messinian) and are subdivided 
into stages 3B and 3A (Fig. 23.5). The Early Pliocene (Zanclean) Cover Basalts, 
corresponding to the Gilbert paleomagnetic epoch (zones 3r-2Ar), are less developed 
in the same zone. From the eastern edge of the described part of the map in a diagonal 
direction, marked by the Yarmouk River fault, from the outskirts of the Golan Plateau 
to the southern part of the water basin, the youngest associations are developed: 
Pleistocene Yarmouk and Yarda basalts aged 0.41–0.83 Ma and corresponding to the 
Brunhes and upper Matuyama zones (Figs. 23.5, 23.11 and 23.12).
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The age of these complexes is justified by the radiometric, paleomagnetic, 
magnetic and seismic data [1, 11, 17, 24, 26, 45–47, 49, 59, 60, 64]. 

In the central latitudinal zone of the region, the Early Pliocene Cover Basalts 
formations dominate, while in the Lower Galilee and below the water area, zone 
3n traps dominate, and in the Golan Heights—reverse magnetized traps of zone 3r 
dominate. They are underlain by a sedimentary Miocene sequence with interlayers of 
effusive rocks belonging to both the Lower Basalts and Intermediate Basalts. North 
of the latitude of the Sea of Galilee, the Early Pliocene Cover Basalts (zones 3r-2Ar) 
and the Late Pliocene post-Cover and Ruman Basalts (zones 2An-2n) of the Gauss 
and Matuyama epochs are developed on Plateau Korazim and in the Beteiha Valley. 

In the sublatitudinal direction (see Figs. 23.11 and 23.12), the directly and 
reversely magnetized Late Cenozoic rocks of the Sogdiana superzone are mostly 
submerged in the area of the Sea of Galilee—to the depths of more than 5 km. Here, 
thick Early Messinian-Late Tortonian salts, Early Pliocene basalts, and gabbroids of 
the Gilbert paleomagnetic zone are developed. In the latter, xenoliths aged from 13.9 
to 547.0 Ma are developed [45, 47, 69]. 

23.6 Discussions and Conclusions 

It is well known that an integrated examination increases the amount and relia-
bility of geophysical-geological information sharply (e.g., [52]). Firstly a combined 
paleomagnetic-radiometric-geological mapping was successfully applied to inves-
tigate complex lava succession in the western Island [58]. Theoretically, if a set of 
geophysical methods is focused on investigating independent indicators of equal 
value, the anomaly detection reliability γ can be described by an error function 
(probability integral) [20] as:  

γ = F

(..
i υi 

2

)
, 

where υ is the ratio of the anomaly squared to the noise dispersion for each ith 
geophysical field, and F is the probability integral. 

Let us assume that three points indicate the geophysical anomaly and that the 
mean square of the anomaly for each field is equal to the noise dispersion. For a 
single geophysical method, the reliability of the detection of an anomaly of a known 
form and intensity can be calculated by Kotelnikov’s criterion (e.g., [13]). Hence the 
reliability for individual methods is 0.61 and 0.77 and 0.87 for a set of two or three 
methods, respectively. It means that the q value (risk of an erroneous solution) when 
integrating two or three methods decreases by factors of 1.7 and 3.0, respectively 
[20].
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Thus, geophysical method integration significantly decreases the risk of an erro-
neous solution. Here we attempt to integrate the magnetic, paleomagnetic, radio-
metric, gravity, and seismological (and partially—seismic) data. which should signif-
icantly reduce uncertainty in constructing physical-geological models in complex 
geological-environmental conditions of the region under study. 

Integrated analysis of the gravity map (Fig. 23.3), results of the 3D magnetic 
field modeling (Fig. 23.10), and the constructed paleomagnetic profile (Fig. 23.11) 
leads to the following conclusions. The basaltic layers (3n and 3r) (see Fig. 23.11) 
come closest to the water surface in the southernmost part of the lake. The positive 
density contrast between the basalts and surrounding rocks consists of a minimum 
of 500–600 kg/m3. However, the positive gravity effect produced by the basaltic 
plate is several times smaller than the negative gravitational anomalies from a few 
kilometer sedimentary-salt strata occurring below the Sea of Galilee. Therefore, in 
the southernmost part of the sea. the slight positive gravity anomaly is only weakly 
delineated (see Fig. 23.3). 

The results of magnetic and paleomagnetic data analysis with the utilization of 
the seismic [11, 49, 66, 67] and tectonic [2, 4, 7, 10, 45–47, 71, 75] data were applied 
for compilation of a modified structural map of the Cover Basalt of the Sea of Galilee 
and its vicinity (Fig. 23.13). This map has been compiled outside the sea based on 
the Geological Map of Israel [75]. It should be underlined that the map (Fig. 23.13) 
clearly indicates the margins of a rhomb-shaped graben in the sea. It is in line with 
the results of detailed bathymetrical mapping of the sea [4]. The southern part of 
the rhomb-shaped graben is bordered by the diagonal (ESE–WNW) tectonic fault 
(Fig. 23.4), which was revealed for the first time by the acoustic reflectivity analysis 
[8]. The identified western boundary of the rhomb-shaped graben (Fig. 23.13) nicely 
correlates with the magnetic data interpretation (Table 23.1, Fig.  23.12), gravity field 
analysis (Fig. 23.3), results of magnetic field transformations (Fig. 23.8a, b), and 
integrated paleomagnetic reconstructions (Fig. 23.12). 

The N−S paleomagnetic profile along the western part of the sea (see Fig. 23.11) 
shows that there are two topographic rises—in the south (Lower Galilee) and in the 
north (Korazim plateau), and depression in the center of the profile, which corre-
sponds to the shallow-water part of the sea. Such a pattern indicates that the western 
part of the Sea of Galilee depression is probably an inversion trough formed along 
with the Pliocene uplift in the eastern part of Galilee. 

Analysis of the structural map of Cover Basalt (Fig. 23.13) designates that 
displacement of basaltic units of the same age suggests the uplift rates of 
≈0.005 cm/yr around the sea and subsidence rate of the seafloor of ≈0.05 cm/yr. 
Heightened geotectonic activity in the sea basin is also confirmed by the relatively 
high thermal flow—94 mW/m2 [6], results of the seismic data analysis [8, 11, 50, 
64] and the earthquake-induced surface ruptures observed in the vicinity of the sea 
[51, 55, 56]. 

The influence of the recently recognized quasi-ring rotating deep mantle struc-
ture [27, 28] on the near-surface geology for the northern continuation of the DST is 
reflected in: (1) rotating of the tectonic blocks mainly counterclockwise, (2) occurring
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Fig. 23.13 Structural map of the Cover Basalts for the Sea of Galilee and its vicinity (after 
Eppelbaum et al. [26], with modifications)
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the seismic event manifestations predominantly along the lines deviating counter-
clockwise, and (3) arcuate tectonic faults mainly stretching from the southeast to 
northwest.

Thus, an integrated tectonic-geophysical analysis of the complex tectonic setting 
of the Sea of Galilee and its vicinity significantly increases the interpretation relia-
bility and facilitates the creation of non-trivial physical-geological models reflecting 
the essential features of the media. 

The undertaken studies based on the employment of a wide range of various 
geological-geophysical methods enabled the following: 1. to make significant 
changes in the understanding of the structural plan and typology of geological units 
of various types and genesis, 2. to identify a variety of sources, mechanisms, and 
types of the geodynamic features (both deep and subsurface), 3. to clarify the forma-
tion history of this unique region, which is essential for geoecology, assessment of 
the water resources, geodynamic forecast, and monitoring of natural and engineering 
environmental factors. 
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Chapter 24 
Modelling a Polluted Aquifer 
with Reconstructed Heterogeneity Using 
the Composite Medium Indicator Kriging 

Francesco Chidichimo, Michele De Biase, and Salvatore Straface 

Abstract Stochastic hydrology can be a powerful instrument to quantify uncertainty 
in complicated geological structures, since numerical models must accommodate 
high levels of material heterogeneity. The possibility to provide for the behavior of 
groundwater systems under specific conditions, thanks to a realistic representation 
of the hydraulic properties and geometries in a mathematical model, is the basis 
for a conscious management of engineering, economic, social and political prob-
lems which are typical of remediation actions. The composite media theory which 
allows the estimation of the spatial distribution of multiple materials, even when 
the medium is highly heterogeneous, is presented. The probabilistic reconstruction 
of boundaries between geologic facies is applied to the mathematical model of the 
contaminated aquifer involved by the industrial site of the city of Naples. Sedimen-
tologic information led to the identification of different types of geomaterials, whose 
spatial variability is analyzed through the indexed variables approach. The hydraulic 
conductivity distribution is then estimated through a geostatistical analysis, and the 
values are calibrated as a function of the observed hydraulic heads. The realistic 
reconstruction of the morphology and the hydrodynamic characteristics of a polluted 
site within a modeling tool, gives a fundamental help to design efficient remediation 
processes, without causing unacceptable perturbation of the natural conditions of the 
sites and excessive costs. 
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24.1 Introduction 

Sites characterization is often marked by the inadequate parameterization of the 
investigated porous media, which represents one of the main obstacles for an efficient 
and reliable description of flow and transport processes occurring in heterogeneous 
groundwater bodies. The enhancement in computational power and the numerical 
methods led to the implementation of increasingly larger modeling domains with 
millions of degrees of freedom. This means that the quantification of the values of 
hydrodynamic and hydrodispersive parameters, together with the associated uncer-
tainties, to the nodes of a mesh where data are not available is becoming a key 
task. Another element that makes things even more difficult is represented by the 
gap between the scale of data acquisition and that for which they are subsequently 
used in numerical models [41]. A powerful tool, helping for parameter estimate and 
uncertainty quantification in groundwater flow and transport modeling, comes in 
the form of stochastic methods. Stochastic hydrogeology or Geostatistics was firstly 
developed for mining estimates by Matheron [51, 52], and then applied to hydro-
geology by Delhomme [25–27], Freeze [38], Gelhar [39] and Smith and Freeze 
[63]. Geostatistics stated the new concept that heterogeneity can be described by 
a structure through the definition of the variogram of the permeability distribution. 
This results in the principle that the spatial distribution of the heterogeneous values 
derives from patterns imposed by the geological processes on the medium. The 
inference of this structure, defined by the spatial covariance (or variogram) of the 
observed data, is the first step of a Geostatistical analysis [19], or [29]. The Kriging 
approach, relying on a set of measured values, provides the estimate of the spatial 
distribution of the parameter values in the cells of a model. This method offers the 
minimum variance of the estimation error to assign permeability values to a model 
mesh with respect to zoning or arbitrary interpolation [19, 29]. Kriging extensions 
such as co-Kriging, or Kriging with external drift were developed to deal with data 
coming from different techniques in order to estimate permeability using well-test 
results and additional measurements like self-potential signals, or electric resistivity 
tomographies (e.g., [1–4, 64]). Kriging can incorporate data that are representative 
of different observation scales (e.g., slug test and well test data) and return estimates 
that are representative of averages over the precise area of a mesh, [19, 60, 61]. Kriged 
distribution of permeability can produce almost calibrated models that do not need 
important adjustments [59]. Nevertheless, calibration procedure can benefit from the 
constraint provided by Geostatistics to estimate the spatial distribution of parameter 
values and this set the basis for inverse approaches such as that of the Pilot Points 
method [9, 18, 28, 30, 48, 49, 58]. In the wake of geostatistical methods dealing with 
heterogeneity as a continuous process, MonteCarlo simulations, where the parame-
ters are conditional realizations of their spatial distribution, provide an estimate of 
the resulting uncertainty on the flow and transport models [27, 48, 58, 72]. Most of 
these approaches are, however, limited to mildly heterogeneous porous media and 
this requirement is essential to guarantee the accuracy of closure approximations 
for analytical methods (moment equations) or to keep the number of realizations
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manageable for purely numerical methods (MonteCarlo simulations). Conditioned 
simulations driven by stochastic methods dealing with high degrees of heterogeneity 
are all the more reliable, the greater the number of data at play in the process [40]. 
The question is how to make the best use of scarce datasets within the stochastic 
framework and still get a good description of the porous medium heterogeneity. The 
introduction of discontinuous Geostatistical models for the probabilistic reconstruc-
tion of geologic facies led to development of the Indicator Kriging approach, where 
an indicator, based on whether a point in space belongs to a given facies or not, may 
have the value one or zero [24, 34, 44–47, 53, 54, 62, 69, 70]. Guadagnini et al. [41] 
and Straface et al. [65] used the available data (e.g., stratigraphic measurements) to 
significantly increase the information content in order to estimate the statistics of 
facies geometry and to obtain the parameters distribution within each facies. This 
approach offers the opportunity to use the geologic information, that is in general 
available, or that could be collected at little additional cost. When the facies distri-
bution is defined, it is necessary to assign properties (permeability, porosity, etc.) to 
each of them that is. the model has to be calibrated. This can be done by keeping the 
geometry of the facies, and change the values of the parameters within the facies. De 
Marsily et al. [31] state that natural heterogeneity is much more complex than any 
model can account for, so what brings out a specific model among others depends 
on how close it describes the reality and therefore provides better predictions. 

We present, in this chapter, the mathematical model of the coastal aquifer, involved 
by the Industrial area of Naples (Italy). The Site of National Interest (SNI) called 
“Napoli Orientale”, has been established by the Ministry of the Environment with 
the Law No. 426 in December 9th 1998. It is, nowadays, the subject of studies for 
the definition of safety measures and remediation interventions. The territory is seri-
ously compromised by the presence of numerous contaminants polluting the soil 
and the aquifer below. The situation, which is complex in itself, presents additional 
difficulties due to the urban context in which the site is located. The selection and the 
design of the operation for the environmental restoration, have been so supported by 
a modeling approach, which became propaedeutic for its real implementation. The 
use of hydrological data referred to both large (the lowland on the east of Naples) 
and local (SNI) scale, has been of great importance. Several hydrogeological studies 
carried out on the lowland area [5–8, 10, 13–17, 20, 22, 35, 67, 68], allowed the iden-
tification of sectors with different hydrogeological behavior. The aquifer in the plain, 
whose final delivery is represented by the sea, is characterized by a high heterogeneity 
because of the frequent change in lithology, grain size and thickness of the different 
overlapped aquifers which constitute the overall groundwater system. The estima-
tion of the spatial distribution of the hydraulic conductivity, assumes an important 
role in a context like the one described before. The characterization of the aquifer, 
which flows under the SNI area, was developed by means of two different models: 
(1) A regional scale two-dimensional model (2) and a three-dimensional model at a 
local scale. The implementation of the regional scale model was necessary for the 
identification of the boundary conditions of the more complex and detailed local 
one. The local model, which has the function to guide the design of the remediation 
procedure by simulating the flow and transport phenomena at a smaller scale, was
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reconstructed according to the Composite Medium approach [41]. Accurate sedi-
mentologic information acquired in the site have led to the identification of different 
types of geomaterials, whose spatial variability have been analyzed by means of 
an indexed variables approach. The hydraulic conductivity distribution was then 
estimated through a geostatistical analysis. Finally, an estimation procedure of the 
hydraulic conductivity values, as a function of the observed hydraulic heads, has 
been performed. 

24.2 Composite Medium Approach 

The main goal of the method is the reconstruction of geologic facies boundaries 
from small scale data, and the estimation of the corresponding properties, which are 
considered as a constant in each facies, by means of inverse modeling. 

Let us define na as the number of attributes Y (a) (a = 1; . . .  ; na) measured at 
points p(a) 

i 

( 
i = 1; . . .  ; n(a) 

m 

) 
. For the sake of simplicity, we assume that a medium 

consists of only two geologic facies, G1 and G2. The procedure consists of the 
following tasks. 

First task 

Let n0 be the number of points where more than one attribute is observed. 
All the points, hence, have at least one measurement so that the total of n =.na 

j=1 n
( j) 
m − 

.n0 
j=1 n

( j ) 
m + n0. An indicator function is assigned to each of these 

points, pi (i = 1; . . .  ; n); 

I (p) = 
. 
1 p ∈ G1 

0 p ∈ G2 
(24.1) 

If a datum falls within the interval Y − 
1 ≤ Y (a) 

i ≤ Y + 
1 , the measurement point 

pi ∈ G1, and I (pi ) = 1. Otherwise, the point pi ∈ G2, and I (pi ) = 0. The bond 
Y − 
1 and Y 

+ 
1 are derived from the analysis of corresponding bimodal distributions. 

Second task 

The relative volumes V1 and V2 respectively pertaining to the geologic facies G1 

and G2 are evaluated through the global de-clustered mean of the indicator function. 
The irregular distribution of the measurement points introduces systematic bias that 
requires de-clustering (Issaks and Srivastava 1989). 

Third task 

A sample variogram is used to compute the correlation structure of the indicator 
function I (pi ), and an Ordinary Kriging is performed to compute its variance σ 2 I (p) 
and ensemble mean <I (p)>. This latter provides the probability P[p ∈ G1] = <I (p)>
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of finding the facies G1 at a point p, and represents an estimate of the local volumetric 
fraction of the facies G1. 

Fourth task 

The probability distribution of the indicator function is calculated at each estimation 
point by assuming that I ( p) is a truncated Gaussian field. therefore, the mean and 
variance computed by the point Kriging uniquely specifies a single-point probability 
density function pd f (I ; p). 
Fifth task 

To preserve the relative volumetric fractions of each geologic facies, the mean 
boundary between the materials is assumed to be defined by points p, where 
P[p ∈ G1] = V1 (Ritzi et al. 1994). Then the isolines defining the boundaries 
between the geologic facies can be computed for any spatial discretization . as: 

L(p) = 
V1+./2. 

V1−./2 

pd f (I ; p)d I (24.2) 

The isolines, defining boundaries Bi between the facies G1 and G2, correspond to 
probabilistic weights Wi with which the statistics of the system (i.e.: mean hydraulic 
heads <h>), are readily approximated by: 

<h> = 
. 

i 

Wi <h>Bi 
(24.3) 

For practical purpose, the system is assumed to be composed by a number of 
disjoint blocks, each hosting a different geo-material type. Hydraulic conductivity of 
each facies is considered as a constant, to be determined by inverse modeling once 
the boundaries between materials, defining the internal architecture of the system 
have been identified. Identification of the boundaries is performed according to the 
steps detailed in the following. 

1. Stratigraphic and sedimentological information are analyzed and grouped into 
n main classes. Each one of these identifies a material type. An indicator-based 
approach is adopted to classify the identified facies. 

2. Three-dimensional sample indicator variograms are constructed for each class. 
These are interpreted by different theoretical models (Spherical, Exponential, 
Gaussian) and key geostatistical parameters (sill, range, nugget, anisotropy 
pattern) are identified for each class. Formal model discrimination criteria (e.g., 
AIC, AICc, BIC, KIC) are employed to select amongst a set of alternative 
variogram models. 

3. Three-dimensional multi-indicator Kriging is performed. 
4. Demarcation of the volumetric fraction of the system occupied by each category 

is performed by means of an extension of the method proposed by Guadagnini



586 F. Chidichimo et al.

et al. [41]. One starts upon assigning a value of the indicator, I = 1, to samples 
where material G1 is observed, while assigning I = 0 to locations where 
other samples are available. Indicator Kriging is performed and the method of 
Guadagnini et al. [41] is adopted to demarcate the geometry of the boundaries 
between G1 and all other geo-materials. 

5. The procedure is repeated in sequence for all remaining material types, within 
the remaining portions of the system. This leads to a reconstruction of the facies 
distribution, which preserves the relative volumetric proportions of the materials 
assessed on the basis of the available sedimentological information. 

24.3 Application to the Brownfield of “Napoli Orientale” 
(Italy) 

The area enclosed by the SNI, is part of the plain located in the east of Naples which 
is characterized by a wide structural depression, on the regional tectonic extension, 
occurred during the late Pliocene. This depression was filled, during the Quaternary, 
by Vesuvian and Phlegraean deposits, as well as by alluvial and marine sediments 
(Fig. 24.1). 

The lithostratigraphy of the deposits in the plain is very complex and significantly 
affects the groundwater flow. The aquifer is characterized, from a hydrodynamic point 
of view, by a high heterogeneity, because of the frequent change in lithology, grain 
size and thickness of the different overlapped aquifers which constitute the overall

Fig. 24.1 Aerial photogrammetry of the city of Naples. Perimeter of the Site of National Interest 
called “Napoli Orientale” (red line). View of the crater of the Vesuvius volcano at the right bottom 
side of the image (Image taken from Google Earth)
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groundwater system. The transmissivity of the aquifer, defined by the interpretation 
of pumping tests [7], is variable and comprised in a range between 1.26 × 10−2–5.10 
× 10−5 m2/s [8, 10–13, 22, 23, 36, 50, 57, 66, 68].

The stratigraphical articulation of the aquifer give rise, at local scale, to a layered 
groundwater flow which occurs in the coarse-grained deposits of alluvial-pyroclastic 
stones and in the fissured lava layers. The groundwater flow observed at the basin 
scale can be, however, considered as unitary, because of the interconnection between 
the different overlapped aquifers. This interconnection is caused by the presence of 
interruptions in the semipermeable layers [10, 68] by the draining fluxes occurring 
through the less permeable layers and by the presence of a large number of wrongly 
manufactured wells, which allow the direct interaction between the different aquifers. 
The groundwater flow is mainly oriented from NE to SW and it converges toward 
the center of the plain and the depression of the Volla river, where, in the past [37], 
several springs came to the surface (Volla, Cozzone, Sanseverino). The final delivery 
of the groundwater is the sea. 

24.3.1 Regional Scale Bi-Dimensional Model 

The hydrogeology of the groundwater basin has been reconstructed by considering 
the historical data, in particular the water table acquired in 1978–79 [13], and the 
one monitored in 2002 [55]. Figure 24.2 shows the piezometry adopted to derive the 
aquifer domain for the implementation of the large-scale mathematical model. 

The aquifer extends over an area of about 21,700 hectares, while the superfi-
cial basin covers a territory with an area of approximately 9500 hectares. The area 
involved by the aquifer is almost half urbanized, while the other half is characterized 
by agricultural territories, forests and rural areas. The superficial basin is, instead, 
intensively urbanized by the city of Naples. It’s important to underline that the area 
enclosed by the SNI, is located in the sea delivery zone of both the groundwater and 
superficial basins. The general hydrodynamic characteristics of the aquifer have been 
defined according to experimental values of the transmissivity of singular points and 
the hydrological forcing drawn from a study of Paoletti [56]. The permeability zones 
have been identified on the basis of the geological reconstruction of Corniello and 
Ducci [21]. The hydraulic conductivity values have been calibrated using PEst algo-
rithm (Parameter ESTimation model—Doherty [33], to obtain a water table trend 
closer to that observed in the mentioned studies. The flow rate entering the inward 
flux boundaries have been considered equal to 0.8 m3/s for the contribution coming 
from the side of the Avella mountains and equal to 0.2 m3/s for the contribution of 
the Vesuvius [12]. The bottom of the model has been assumed horizontal for the 
whole extension of the domain, and placed at 20 m below the mean sea level, being 
this the most active zone of groundwater circulation. The ground surface has been 
obtained by the interpolation of the Digital Elevation Model (DEM) data. The water
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Fig. 24.2 Equipotential contour map of the plain to the east of Naples, with the delimitation of 
the hydrogeological basin, used for the construction of the regional scale model (red line: no 
flow boundary, green line: inward flux boundary, blue line: constant head boundary). Legend: (1) 
alluvial-pyroclastic deposits; (2) lavas and pyroclastic deposits; (3) lavas; (4) travertine deposits; (5) 
carbonate rocks; (6) major springs; (7) water levels monitoring stations; (8) equipotential curves; (9) 
preferential drainage axis; (10) main directions of groundwater flow; (11) groundwater watershed; 
(12) shallow watershed. (Image edited from Celico [13]) 

table in stationary conditions is showed in Fig. 24.3 as the result of the model imple-
mentation (ModFlow, Hill et al. [42]); it will provide detailed information to obtain 
the boundary conditions for the local scale model. 

24.3.2 Local Scale Three-Dimensional Model 

The regional scale study performed on the area to the East of Naples, allowed the 
determination of the boundary conditions for the local scale three-dimensional model, 
which otherwise would have been free of any hydrological reference. The calibration 
of the regional scale model, allowed the knowledge of the hydraulic head distribution 
of the entire basin, which is necessary to design the local scale model, affecting 
a limited part of the aquifer (the one involved by the SNI), with a higher spatial 
resolution. This model has been implemented assuming the aquifer to be phreatic, 
three-dimensional, heterogeneous and isotropic.
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Fig. 24.3 Water table of the regional scale domain during stationary conditions 

The local scale model, which has the task to guide the remediation project by 
simulating the groundwater flow and transport in a more detailed scale, has been 
implemented according to a composite medium approach [41]. The accurate anal-
ysis of sedimentological information of the system, has led to the identification of 
different geo-materials, whose spatial variability has been analyzed by means of an 
indexed variables procedure [65]. More than 250 coring, with known stratigraphic 
sequence, have been examined, allowing the identification of 6 lithofacies, each of 
which corresponding to a particular category of soil (Table 24.1). 

As any geostatistical approach, the first step to perform a Composite Medium 
scheme to a given lithostratigraphy, is the structural or variographical analysis. The

Table 24.1 Assigning 
categories to the identified 
stratigraphy 

Category Lithology 

1 Filling soils and sandy gravels 

2 Silts and clay 

3 Sand 

4 Tuff 

5 Pyroclastic deposits 

6 Peat
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experimental variograms of the identified categories, have been analyzed using the 
stratigraphic data obtained from the cores. This analysis showed the presence of 
a geometric and a zonal anisotropy because the sill and range values in the hori-
zontal and vertical directions are different. The implementation of the experimental 
variograms has been realized using the GSLIB libraries [32]. The experimental vari-
ograms have been interpolated with the spherical and exponential model. The esti-
mation of the parameters of the variograms has been conducted using the PEST opti-
mization code [33]. The selection of the theoretical variograms was made considering 
appropriate criteria for model distinction (Model Validation Criteria), in particular 
the selection was performed based on KIC parameter [43]: the model that presents the 
lowest value of KIC is the one that best reproduces the experimental data. Figure 24.4 
shows some experimental variograms and their corresponding interpretative models 
adopted for horizontal and vertical directions.

It’s then possible to apply the procedure suggested by Guadagnini et al. [41], which 
follows the Composite Medium scheme, to derive the final geomaterials distribution 
field according to the sampling percentages, and to obtain the following quantities 
(Table 24.2). 

Figures 24.5 shows the horizontal spatial distribution of the lithotypes identified 
in the area concerned by the mathematical model. Figure 24.6 shows two different 
cross sections of the lithostratigraphical reconstruction. 

Fig. 24.4 Horizontal and vertical variograms for categories a 2 and  b 3
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Table 24.2 Sampling 
percentage of the lithotypes 
of the aquifer 

Category Lithology Percentage (%) 

1 Filling soils and sandy gravels 13.99 

2 Silts and clay 23.64 

3 Sand 46.77 

4 Tuff 2.25 

5 Pyroclastic deposits 8.64 

6 Peat 4.71 

Fig. 24.5 Stratigraphic reconstruction of the aquifer at Z = 0.5 m (above sea level) 

Fig. 24.6 Cross sections A–A’ and B–B’
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24.3.2.1 Flow Model for the Local Scale Domain 

Once the aquifer lithostratigraphy has been reconstructed, it’s necessary to assign a 
hydraulic conductivity value to all categories. The permeability of each category has 
been determined through a calibration procedure of the flow model using ModFlow 
simulation software [42]. The hydrological forcings are those obtained from the 
regional scale model, in which we considered the presence of the wells field of 
Lufrano (an area to the North with respect the SNI position), from which a flow 
rate of 400 l/s is withdrawn for irrigational purpose. The estimation of the hydraulic 
conductivities has been performed, once again, with the aid of the PEST optimization 
code [33]. The local scale model calibration has been reached using the hydraulic head 
measurements taken in 257 observing points, as shown in Fig. 24.7a. The estimation 
process reliability has been evaluated through the scatterplot between observed and 
calculated hydraulic head values in the 257 available wells. The scatterplot shows a 
correlation coefficient of 0.74 (Fig. 24.7b). 

The estimated permeability values, associated to each category, are shown in Table 
24.3.

Fig. 24.7 a Observation points used for the calibration of the local three-dimensional model and 
b Scatterplot between observed and calculated hydraulic head values 

Table 24.3 Estimated 
permeability values 

Category Lithology Permeability (m/s) 

1 Filling soils and sandy gravels 1.59 × 10–2 

2 Silts and clay 9.05 × 10–5 

3 Sand 1.60 × 10–3 

4 Tuff 1.63 × 10–4 

5 Pyroclastic deposits 2.50 × 10–3 

6 Peat 9.86 × 10–3
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Fig. 24.8 Steady state hydraulic head distribution at the end of the calibration process 

It was then possible to simulate the groundwater flow, to evaluate the water table 
in undisturbed conditions, and to quantify the amount of water arriving on the water-
front (Fig. 24.8). The last parameter is essential for the design of the remediation 
works. The groundwater flow has been modeled by considering two different kinds of 
boundary conditions: (1) a Dirichlet or Constant Head condition on the East and West 
boundaries of the model, and along the waterfront; (2) a Cauchy or General Head 
condition on the North boundary. This boundary condition ensures a greater adapt-
ability of the mathematical model with respect to the external forcings influencing 
the model itself.

24.3.2.2 Transport Model for the Local Scale Domain 

The contamination affecting the Site of National Interest (SNI) is particularly 
complex. The industrial area is contaminated by a high concentration of heavy metals, 
aromatic organic compounds (phenols, chlorophenols, PCB), aliphatic organic 
compounds (most of them carcinogenic), inorganic compounds. The propagation 
of contaminants in the aquifer has been numerically calculated by coupling the 
groundwater flow model, previously implemented and described, with the solute 
transport model MT3D [71] based on the classical convective–dispersive transport
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equation. The following boundary conditions have been adopted: (a) Dirichlet condi-
tions at the sea boundary, where the pollutants concentration is set to zero, due to 
infinite dilution capacity of the sea, (b) Neumann conditions on the other bound-
aries, where the solute mass flux has been taken equal to zero. The initial pollutants 
concentrations have been considered uniformly equal to zero in the full domain, and 
the contamination sources have been considered punctual with constant assigned 
concentration. This choice was made considering that the contamination sources 
are still active, and that the overall mass of contaminants involving the system is 
unknown. The knowledge of the hydro-dispersive parameters is required in order to 
simulate the contaminant transport. Between those parameters the most important, 
and very difficult to determine, is the longitudinal dispersivity coefficient αL. This  
is usually determined by means of in situ or laboratory tracer tests. Any tracer test 
was unfortunately performed for the case under examination, so that a homogeneous 
dispersivity coefficient has been evaluated through a calibration process of the trans-
port model on the basis of the measured concentration data. The spatial and temporal 
distributions of each single contaminant has been inserted into the model domain 
and superimposed to the streamline derived by the flow simulation. In such a way, 
every point of known contaminant concentration could assume a role of contaminant 
source, or could be linked in a specific way to a contaminant source. More precisely, 
sampling points located along the streamlines with decreasing concentration both in 
time and space (from upstream to downstream), have been considered as contami-
nant sources connected by the propagation mechanism. This analysis, made for all 
the contaminant, allowed us to adjust the hydrodispersive parameters of the aquifer, 
by starting from literature values, and to derive the value of the longitudinal disper-
sive coefficient αL, which has been found equal to 60 m. The transversal dispersivity 
coefficient has been fixed equal to 6 m, as suggested in literature. Figure 24.9, for  
example, shows the results obtained for arsenic concentration after a simulation of 
twenty years. It can be noted how the points with the highest concentration become 
propagation sources spreading the contaminant in the aquifer and delivering it into 
the sea. The model therefore provides important information on the extent and the 
fate of the contamination, indicating where to carry out remediation operations and 
what priority should be given to each of them. 

24.4 Conclusions 

Dealing with heterogeneity in hydrogeology depends largely on a conscious decision 
to better characterize, describe and model the geology of the sites of interest. Homog-
enization or averaging approach that has been commonly used so far in hydrogeology 
has shown its limits in many instances. The probabilistic reconstruction of geologic 
facies presents some advantages: different information collected from pumping and 
tracer tests, well-logs, and geophysical techniques can be assimilated in a similar 
manner; the uncertainties in the estimate of the geologic texture and the hydraulic 
(and transport) parameters can be quantified. The methodology still leaves room for
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Fig. 24.9 Arsenic contamination plume 

improvement. The reconstruction of the morphology and the hydrodynamic charac-
teristics of a polluted site within a modeling tool, represents an effective system to 
describe the real behavior of the system and to understand the origin of the contami-
nation and the effects of remediation. Numerical modeling gives a fundamental help 
to design efficient remediation processes, without causing unacceptable perturbation 
of the natural conditions of the sites and excessive costs. The importance of modeling 
becomes even more evident when the sites are located in strongly urbanized areas, 
and have a delicate hydrologic equilibrium. 

24.5 Recommendations 

Brownfield characterization should be guided by the outcomes of a well defined 
conceptual model. The overall monitoring system consisting in geological boreholes, 
piezometers and sampling stations should be planned by taking into consideration 
several aspects like their homogeneous spatial and temporal distribution across the 
site, the acquifer preferential flow direction, the possibility of deriving informa-
tion about the system boundary conditions, etc. This approach would be helpful 
for modelers that often have a hard time fighting with redundant or useless data. 
These problems occur for a specific reason. Contaminated sites are usually located
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within industrial areas hosting different companies, so when groundwater pollu-
tion phenomena are reported, each company is independently responsible for the 
installation and the management of the monitoring system. This results in a subop-
timal spatial distribution of the monitoring points (very dense areas alternating with 
completely lacking ones), and in a non-homogeneous time collection of the samples. 
It would be appropriate to have a global management in the care of a main control 
unit taking care of the aforementioned aspects. 
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