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Eren Alp, Bedirhan Gergin, Yiğit Ahmet Eraslan, Mert Can Çakmak, and
Reda Alhajj



A Network-Based Approach to
Understanding International
Cooperation in Environmental Protection

Andreea Nita and Laurentiu Rozylowicz

Abstract Environmental international treaties and multilateral agreements are
complex arenas for cooperation between parties with the overarching goal of
promoting our society’s environmental sustainability. International environmental
protocols or treaties can be seen as communities that work together to achieve
common environmental goals. To analyze the dynamic landscape of international
cooperation in environmental protection in the last decades, we compared the
cooperation established between the international parties that ratified the most
important environmental treaties by continent and assessed the implications for
transboundary environmental issues. Network analyses uncover clusters of the most
popular and important international environmental treaties and the most influential
brokers at the continental level in promoting environmental sustainability across
borders. We further analyzed the structural patterns in international environmental
protection to identify key promoters of cooperation, most collaborative countries,
and most important environmental issues tackled by international agreements by
considering the party’s continent as an attribute. Given the growing environmental
issues over the past few decades—including the effects of climate change, future
strategies must consider missing elements leading to improper environmental
agreements implementation and the emergence of cross-border issues. Our results
illustrate current networks’ structure at the international level and at the same time
at the continental level, suggesting the prospects of improving strategic partnerships
for achieving sustainable development goals. Further research should explore expo-
nential random graph models (ERGMs) by considering different specific attributes
(i.e., GDP, country density, country population, types of landscapes) along with a
detailed analysis, targeting how the principles of these multilateral agreements are
implemented in practice at national level after ratification.

Keywords Cooperation networks · International environmental treaties ·
Clusters · Network structure · Brokers · Total link strength
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2 A. Nita and L. Rozylowicz

1 Introduction

International cooperation contributes to improving the quality of environment and
preserving natural resources for future generations, which became a priority of
national policies over the last few decades. From this point of view, international
environmental agreements have become a widely used legal solution to solve
transboundary environmental problems that required urgent action and collaborative
environmental governance [1]. The interest in such multinational environmental
agreements represents the basis of a more cooperative world aiming to solve
global environmental issues [2]. These approaches draw attention to the severity of
cross-border environmental issues generated by country-level non-compliance with
sustainable principles [3].

The rules established by environmental agreements contributed significantly to
reducing several major environmental problems. Nevertheless, the high demand
for resources and the economic development registered in the last two decades
aggravated existing environmental issues such as: climate change, land-use change,
species extinction, biodiversity crisis, excessive pollution, and massive deforestation
[4]. In recent years, science advisers around the world advanced solutions for
increasing collaboration between institutions and stakeholders at multiple scales,
from local to regional, national and international [5–7], considering at the same
time the social-ecological approach [8].

Given the large number of actors involved and conflicts that may arise in
connection with environmental resources management, social network analysis can
help find inspiring collaboration patterns [9]. Social network analysis represents
a well-developed research field that uses network theory to statistically analyze the
connections between stakeholders [10]. The analysis of the patterns of collaboration
has been used in a wide range of disciplines, including the investigation of the
complex stakeholders’ networks involved in environmental conservation, research,
and management [11–14].

At the international level, environmental agreements can be seen as arenas of
collaboration between two or more parties, among them being established links,
exchange of information, dissemination, or co-participation in activities with the
same purpose [15]. From this perspective, environmental agreements should be
considered as communities [16] with the same goal or as networks of stakeholders
with closely same interests in solving environmental issues [3, 17, 18].

Analyzing the patterns in such complex collaboration network formed to promote
environmental sustainability can help to identify the most influential actors [19], the
findings illustrating some structural features that can offer advice for improvement
and, respectively, ways to overcome existing barriers in effective environmental
management and collaborative impact minimization [8]. However, the gap between
the initial principles of the agreements and implementation is often discussed as one
of the main causes of environmental crises that our society is currently experiencing
[20].
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Many important questions regarding the collaboration patterns established for
solving environmental issues remain unexplored. A detailed structural analysis of
the networks created around the states involved in promoting and implementing
globally relevant environmental policies, such as United Nations landmark envi-
ronmental policies, is needed. In this study, we use a two-mode network-based
framework to analyze the structural patterns of the United Nations based cooper-
ation network. The study identifies key promoters of international cooperation in
environmental protection, collaborative countries, and leading environmental issues
subject to international agreements globally and at a continental level.

Most of the studies carried out to date have placed a special emphasis on the
structure of international environmental law and governance [2, 3] and tried to
capture the basics of the connections created between its components [21]. In
addition to these, our research attempts to fill the knowledge gap by revealing and
investigating partnership patterns considering a structural continental perspective,
which to our knowledge was not considered so far by using the network analysis
approach.

This chapter represents an extension of our previous conference paper [15],
in which we investigated the regional collaboration in the most popular and
important international environmental treaties (considering the United Nations
Treaty Database). In the present study, we analyze the structural patterns of the
cooperation network to identify key promoters of worldwide cooperation, most
collaborative countries, and most important environmental problems tackled by
international agreements.

2 Concepts and Methodology

2.1 Network Data

This study focuses on the main environmental treaties listed under Collection
Chapter XXVII: Environment (available online at https://treaties.un.org, accessed
on 1st of August 2020). To perform the network analyses, we investigated the
collaboration network created around the international environmental agreements
presented in Table 1. For this, we extracted the name of the environmental treaty,
signatory parties and introduced as attribute the continent for each node (actor), year
of adoption, and main environmental issues tackled.

2.2 Research Design and Methods

Most collaboration networks are classified as one-mode [22], characterized by
a single set of nodes of the same type, between which some connections are
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Table 1 List of analyzed multilateral treaties (source: United Nations Treaty database)

Id Name of the multilateral environmental agreement Place and date

1 Convention on Long-Range Transboundary Air Pollution Geneva, 13th of November
1979

2 Vienna Convention for the Protection of the Ozone Layer Vienna, 22nd of March 1985

3 Basel Convention on the Control of Transboundary
Movements of Hazardous Wastes and their Disposal

Basel, 22nd of March 1989

4 Convention on Environmental Impact Assessment in a
Transboundary Context

Espoo, 25th of February 1991

5 Convention on the Protection and Use of Transboundary
Watercourses and International Lakes

Helsinki, 17th of March 1992

6 Convention on the Transboundary Effects of Industrial
Accidents

Helsinki, 17th of March 1996

7 United Nations Framework Convention on Climate
Change

New York, 9th of May 1992

8 Convention on Biological Diversity Rio de Janeiro 5th of June
1992

9 Agreement on the Conservation of Small Cetaceans of
the Baltic North-East Atlantic, Irish and North Seas

New York, 17th of March
1992

10 United Nations Convention to Combat Desertification in
those Countries Experiencing Serious Drought and/or
Desertification, Particularly in Africa

Paris, 14th of October 1994

11 Lusaka Agreement on Cooperative Enforcement
Operations Directed at Illegal Trade in Wild Fauna and
Flora

Lusaka, 8th of September
1994

12 Convention on the Law of the Non-Navigational Uses of
International Watercourses

New York, 21st of May 1997

13 Convention on Access to Information, Public
Participation in Decision-Making and Access to Justice
in Environmental Matters

Aarhus, 25th of June 1998

14 Rotterdam Convention on the Prior Informed Consent
Procedure for Certain Hazardous Chemicals and
Pesticides in International Trade

Rotterdam, 10th of September
1998

15 Stockholm Convention on Persistent Organic Pollutants Stockholm, 22nd of May
2001

16 Protocol on Civil Liability and Compensation for
Damage Caused by the Transboundary Effects of
Industrial Accidents on Transboundary Waters to the
1992 Convention on the Protection and Use of
Transboundary Watercourses and International Lakes and
to the 1992 Convention on the Transboundary Effects of
Industrial Accidents

Kiev, 21st of May 2003

17 Minamata Convention on Mercury Kumamoto 10th of October
2013

18 Regional Agreement on Access to Information, Public
Participation and Justice in Environmental Matters in
Latin America and the Caribbean

Escaz, 4th of March 2018
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Fig. 1 Conversion of the state to treaty two-mode network into state to state and environmental
agreement to environmental agreements one-mode networks; letters = participating parties to a
treaty; numbers = different treaties

established (e.g., state to state collaboration). Other studies use networks with two
different sets of nodes, where connections in the network are established only
between nodes belonging to a different set (e.g., cooperation between states via
treaties). Such networks are known as two-mode or bipartite networks [23, 24].

Using the environmental treaties listed in Table 1, we created a two-mode
network [23, 25], containing as the first set of nodes the multilateral environmental
agreements and the ratifying parties (i.e., collaborating states) as the second set of
nodes (Fig. 1). To illustrate the level of involvement and interest, we first analyzed
the patterns of the one-mode multilateral agreements network to highlight the
interest between the common themes and countries, considering the total link
strength. This indicator highlights the number of countries signing at least two
agreements [26]. We further extracted the one-mode countries network to illustrate
the country collaboration patterns clustered by considering their participation in
similar agreements. To visualize the tendency of countries to cluster together [27],
the same color frames group those particular countries in the same cluster, indicating
that they usually participate in the same environmental agreements [26].

The next step in our analysis was to add the continent as and an attribute for
states. By extracting the continent-level graphs, we analyzed the centrality (degree
centrality—showing the level of involvement of each state within most important
environmental concerns and strategies) [28] and position of states in the network
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(betweenness centrality) at the continental level [29]. We investigated these metrics
to identify the intensities or strengths on the one hand and to pursue potential
opportunities for information exchange [6]. Networks were represented using VOS
mapping technique, considering the association strength normalization [30], where
the position of the nodes in the collaboration network puts close together the
strongly related nodes in clusters of the same color [30, 31]. To create the one-mode
and two-mode matrices for analysis, we used UCINET software [25]. In conclusion,
our study discusses and analyzes the networks composed of the most important
players at the international level in environmental protection.

3 Research Findings

3.1 One-Mode Analysis of Environmental Agreements and
Participating Parties

The one-mode network created using environmental agreements shows a close
relation between eight agreements, namely between Vienna Convention for the
Protection of the Ozone Layer (ID 2), Basel Convention on the Control of
Transboundary Movements of Hazardous Wastes and their Disposal (ID 3), United
Nations Framework Convention on Climate Change (ID 7), Convention on Bio-
logical Diversity (ID 8), United Nations Convention to Combat Desertification in
those Countries Experiencing Serious Drought and/or Desertification, Particularly
in Africa (ID 10), Rotterdam Convention on the Prior Informed Consent Procedure
for Certain Hazardous Chemicals and Pesticides in International Trade (ID 14),
Stockholm Convention on Persistent Organic Pollutants (ID 15) and Minamata
Convention on Mercury (ID 17). These agreements have a total link strength
between 2780 and 3252, while the other agreements register scores between 162
(Lusaka Agreement on Cooperative Enforcement Operations Directed at Illegal
Trade in Wild Fauna and Flora to a treaty ID 11) and 1240 (Convention on Long-
Range Transboundary Air Pollution ID 1) (Fig. 2).

From the centrality perspective, the treaties with the highest degree and highest
betweenness scores are the Vienna Convention for the Protection of the Ozone Layer
(ID 2), followed by the United Nations Framework Convention on Climate Change
(ID 7), the Convention on Biological Diversity (ID 8), and the United Nations
Convention to Combat Desertification in those Countries Experiencing Serious
Drought and/or Desertification (ID 10), particularly in Africa (see Table 1).

Figure 3 illustrates the one-mode collaboration network established between the
parties, with a total number of links of 19,109 and a total link strength of the network
of 286,074. Our results distinguish a close collaboration between states divided into
two major clusters (i.e., parties participating in the same agreements), one in which
are found mostly the European countries (green cluster) and the rest of the world
(blue cluster). Countries such as Belgium, Denmark, Finland, France, Germany,
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Fig. 2 Environmental agreements considering the number of signatory parties participating in two
agreements (IDs of agreements in Table 1, size of nodes by total link strength)

Lithuania, Netherlands, Poland, Sweden, and the United Kingdom of Great Britain
and Northern Ireland have the highest score for betweenness centrality (0.2),
indicating that they have the best position in the network to promote international
cooperation. Furthermore, Denmark, Finland, Sweden, and the United Kingdom
of Great Britain and Northern Ireland have the highest scores for the eigenvector
centrality, indicating that these are the most influential parties in the investigated
network, holding a position that can influence the future from the perspective of
implementing environmental agreements and restructuring the directions of interest
in this field.

3.2 Two-Mode Analysis of Environmental Agreements and
Participating Parties

The next section shows each party’s involvement in the most important 18 envi-
ronmental agreements at a continental level. Figures 4, 5, 6, 7, 8, and 9 present
the networks for Asia—Fig. 4, Europe—Fig. 5, Africa—Fig. 6, North America—
Fig. 7, South America—Fig. 8, and Oceania—Fig. 9. The environmental agreements
presented in the lower left of each network represent the isolated treaties that did not
have ratification from any of the continent’s parties. For the Asian continent (Fig. 4),
the network has 352 connections, grouped in 3 major clusters, countries such as:
Qatar, Palestine, Iraq, Japan, Malaysia are more connected to the Convention on
the Law of the Non-Navigational Uses of International Watercourses (ID 12), to
the Rotterdam Convention on the Prior Informed Consent Procedure for Certain
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Fig. 3 Clustered country collaboration network for environmental sustainability

Hazardous Chemicals & Pesticides in International Trade (ID 14), to the Stockholm
Convention on Persistent Organic Pollutants (ID 15), and to the Minamata Con-
vention on Mercury (ID 17) (represented with green), Kazakhstan, Turkmenistan,
and Uzbekistan are linked in the same cluster with the Convention on Long-
Range Transboundary Air Pollution (ID 1), with the Convention on Environmental
Impact Assessment in a Transboundary Context (ID 4), with the Convention on
the Protection and Use of Transboundary Watercourses and International Lakes
(ID 5), with the Convention on the Transboundary Effects of Industrial Accidents
(ID 6) and with the Convention on Access to Information, Public Participation in
Decision-Making & Access to Justice in Environmental Matters (ID 13), while
India, Pakistan, Philippines are more related to the Vienna Convention for the
Protection of the Ozone Layer (ID 2), to the Basel Convention on the Control
of Transboundary Movements of Hazardous Wastes and their Disposal (ID 3),
to the United Nations Framework Convention on Climate Change (ID 7), to the
Convention on Biological Diversity (ID 8) and to the United Nations Convention to
Combat Desertification (ID 10) (see Table 1, Fig. 4).
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Fig. 4 Asia clustered two-mode network (treaties & ratifying parties, nodes size by link strength)

The network for the European continent is the most complex, with 632 links,
having only two isolated agreements relevant for other world regions (Lusaka
Agreement on Cooperative Enforcement Operations Directed at Illegal Trade in
Wild Fauna and Flora (ID 11) and Regional Agreement on Access to Information,
Public Participation and Justice in Environmental Matters in Latin America and
the Caribbean, ID 18). Here, we observe 3 major clusters, fairly well distributed
(Fig. 5). As the centrality results showed, this network has the most important and
influential brokers of the entire international network (Fig. 3). The African network
is presented in Fig. 6, having 444 links and 7 isolated treaties that are not ratified
in this territory. The North American Continent patterns are similar to the other
collaboration networks (see Fig. 7), having 190 links. The Oceania network has the
highest number of isolated treaties (Fig. 9) and a low number of links (108), being
very close to the South America network that gathers 107 links and only 10 ratified
agreements out of total analyzed (Fig. 8).

In addition to the temporal changes that have marked the evolution of col-
laborations for environmental issues [15], the results of our analysis focused
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Fig. 5 Europe clustered two-mode network (treaties & ratifying parties, nodes size by link
strength)

on the continental perspective (Figs. 4, 5, 6, 7, 8, and 9) could highlight the
network degree of fragmentation in each continent. These results could contribute
in solving disputes for common environmental resources, and increase collaboration
for sustainable development.

4 Discussion and Future Work

The present research explored the patterns of collaboration between parties that
ratified the most important 18 international environmental treaties implemented
at the international level. The study helps to better identify the countries’ interest
in collaborating to solve and prevent the most pressing environmental problems.
Our findings (Figs. 2 and 3) show significant progress regarding the interest in
internationally addressing environmental issues. The basis of these partnerships and
agreements are the networks of countries [18]. Our research results are relevant
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Fig. 6 Africa two-mode network (treaties & ratifying parties, nodes size by link strength)

for policymakers and other stakeholders interested in promoting global or regional
environmental protection strategies [4].

As shown by the clustered models, one can observe a pattern of association
of states in partnerships considering states’ neighborhood, which is justified by
neighboring countries’ interest to solve and prevent cross-border environmental
issues. At the same time, a greater centrality of some European states was noticed.
The popularity of a state might be explained by the requirements to comply with
other supranational rules, such as the European Union states that must comply
with many environmental related EU Directives (e.g., EIA Directive 85/337/EEC
or Directive 2001/42/EEC of the European Parliament and of the Council of
27 June 2001 on the assessment of the effects of certain plans and programs
on the environment). At the continental level, a highly collaborative network of
states and collaborative environmental governance [1, 14] is the key to ensuring
optimal network flow and proper implementation of the environmental treaties



12 A. Nita and L. Rozylowicz

Fig. 7 North America two-mode network (treaties & ratifying parties, nodes size by link strength)

[32]. Considering that supranational environmental issues can be global, but also
specific for each continent (Figs. 4, 5, 6, 7, 8, and 9), there is a need to stimulate
the participation of all relevant stakeholders and the better implementation of the
agreements’ principles at the national level [10].

Furthermore, international environmental treaties are increasingly asking mem-
ber states to include policy and societal dimensions into their work plans and
strengthen their dissemination and science-policy interface activities. In this regard,
better communication and transparency between practitioners, researchers, policy-
makers, and other stakeholders have become a priority at the international level
[15, 33]. Certainly, a much more complex and functional cooperation system is
required to solve existing environmental conflicts [5, 34] and promote sustainable
development from a strategic point of view [35]. A joint effort at the international
level must be made to properly integrate environmental objectives into policy
and practice [36]. Given that actors cooperate, compete, conflict, and support one
another [5], these ties make a difference in finding the key to success [15, 37].
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Fig. 8 South America two-mode network (treaties & ratifying parties, nodes size by link strength)

Consequently, the implicit benefits of using network analysis in investigating
the international cooperation trend for solving transboundary environmental issues
occur from the important highlights that reveal each actor’s role within the network,
along with drawing attention to the brokers that can positively influence. This
information provides the necessary framework to be considered regarding the
structure of the network. These findings contribute to the research field by offering
the possibility to predict different scenarios [38] and to shape the 2050 long-term
strategy for the environment [39].

The limitations of the present work could be the boundaries (only the most
important environmental agreements) of our network; [6] however, the analyzed
network covers all countries of the world, and so the results can be taken into
account.

As future research topics related to the same topic discussed in this paper,
a detailed analysis should also be developed on how the principles of these
environmental agreements are put into practice at the national level. Furthermore,
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Fig. 9 Oceania two-mode network (treaties & ratifying parties, nodes size by link strength)

further studies should explore more complex network statistics such as exponential
random graph models (ERGMs) [40, 41]. Such an approach may reveal the influence
of node-level attributes (e.g., GDP, population density, landscape) on cooperation
structures.

The network approach used in our investigation contributes to the research field
by trying to analyze and integrate both social and ecological data, fundamentals in
creating a coherent implementation of the environmental treaties and in changing
management actions, so that ecological goals can be achieved without the emer-
gence of social conflicts or environmental hazards [17]. From this perspective, our
work tries to promote innovative concepts such as co-management and adaptive
management [42].
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Critical Mass and Data Integrity
Diagnostics of a Twitter Social Contagion
Monitor

Amruta Deshpande, Vladimir Barash, Clayton Fink, Christopher Cameron,
Aurora Schmidt, Wei Dong, Michael Macy, and John Kelly

Abstract We expand on our previous efforts to describe and validate a system
for monitoring social contagions on Twitter [2]: social movements, rumors and
emotional outbursts that spread from person to person in a viral manner. In this
effort, which is an extended rendition of [1], we additionally describe added
movement tracers (@mentions and URLs) to a productionalized version of the
Contagion MonitorTM. These allow for different tracers to capture movements and
information that spread. We additionally include new analyses to confirm critical
mass behavior on Twitter and to characterize data limits. A final addition in this
extended effort is the merging of metrics to distinguish organic human activity
from the coordinated. We draw from a parallel effort to pull metrics to measure
coordination and leverage them here. The Contagion MonitorTM parses Twitter
posts to identify emerging phenomena, as captured in hashtags, URLs, words and
phrases, or account-handles, and then determines the extent to which a particular
phenomenon spreads via the social network (in contrast to its spread via news
broadcasts or independent adoption), by approximating its adoption threshold. It
makes a second judgment about whether the phenomenon has reached critical mass.
We tested [2] our prototype monitor on two data sources—an ongoing stream of
tweets grouped by user-added tags and a collection of posts by a monitored set of
Nigerian Twitter users—before productionalizing. We used the Amazon Mechanical
Turk platform to evaluate the performance on both data sources. In both cases, we
found that our approach successfully distinguished between high-threshold and low-
threshold social contagions. Additionally, we now confirm critical mass behavior for
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the prototype. For the productionalized version, we further diagnose the integrity of
our data collection process and describe the newly incorporated tracers of infectious
Twitter messages. Finally, we determine if the spread of a contagion is coordinated,
enabling the tool to surface coordinated activity and distinguish it from organic
grassroots movements. This addition provides key context around transformative
movements in social media.

Keywords Social Network Analysis · Critical Mass · Social Contagion ·
Complex Contagion · Networks · Twitter · Nigeria · Coordinated Social
Movements · Inorganic Online Social Activity · Coordination Framework

1 Introduction

In this work, we extend our efforts presented in [2]. We re-include aspects of the
prior work for continuity, and then describe additional new efforts that build on
the prior work. In this way, we present here a coherent and expanded effort on our
sophisticated analytical system and tool—the Contagion MonitorTM.

This past decade has seen transformative social movements, such as the Arab
Spring, Black Lives Matter, and the movements which led to elections of Barack
Obama and Donald Trump to the US presidency. Recent approaches in social
science [1, 6, 7, 10, 21, 24] seek to understand the dynamics by which social
movements break out of local contexts to become widespread phenomena. We
leverage these approaches to construct an automated tool, the Contagion MonitorTM,
to detect emerging social movements before they gain widespread popularity. Our
tool expressly seeks out the more fundamental and transformative social movements
in social media, which are capable of bringing about real behavior change. In so
doing, the tool offers an advantage over other approaches (see Sect. 2.3) which look
for trends and perform general social listening tasks. We test this tool in two large-
scale empirical settings and have subsequently deployed it in a productionalized
application that is currently in daily use.

Our innovation relies on a network structural approach that can distinguish
between transient movements (e.g., viral memes) of low social impact, and more
transformative ones (e.g., voting or protesting). We are able to make this distinction
based on how information cascades move through social networks, without relying
on time-consuming language analysis or contextual searches. Our approach also
focuses on anticipating cascades, and thus would enable analyst end users to monitor
social contagions before they become widely popular.

We define “social contagions” as social movements, rumors, and emotional out-
bursts that spread from person to person. Our social Contagion Monitor processes
streams of Twitter data to scan for these. For ethical reasons, we avoid running
any sort of controlled experiment on large human populations; instead, we treat
data collected from the Monitor as purely observational or as “natural experiment”
outcomes.
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In scanning for social contagions, the Monitor makes two key algorithmic
judgments about their dynamics. For one, the tool calculates metrics to estimate the
threshold to participate in the movement[4], indicating its transformative potential;
and for the other, it looks to see whether the movement is about to break out
of its local cluster[1], indicating virality. Together, these judgments can help
researchers differentiate between three categories of movements (from the transient
to beyond):

(a) Low-threshold movements that have low cost to participation or network
externality: these can spread quickly, but some scholars (e.g., [4]) speculate
they are unlikely to bring about transformative political or social change.

(b) High-threshold movements that have not yet broken out of local network
clusters: these movements may be important to monitor but do not yet have
the reach to bring about transformative political or social change.

(c) High-threshold movements that have broken out of local networks: these are
both costly (i.e. sufficiently “high stakes”) and have the reach to have a relatively
high probability of affecting political or social change.

We test two setups of the Monitor: the regional Contagion Monitor (RCM) and
the streaming Contagion Monitor (SCM). These implementations differ by the type
of data they consume and the criteria for detecting emerging phenomena. The RCM
focuses on a smaller geographic region and employs significant historical data for
detecting new contagions while the SCM processes streaming data with minimal
use of historical data.

With the RCM, we test our system in a more controlled setting of a fixed, more
narrowly scoped community of regional Twitter users over long time. Here, we
can determine which diffusion events—captured via hashtags, URLs, or words and
phrases—are propagating according to theoretical expectations. If productionalized,
this setup would offer regionally focused insights into emerging movements and
their transformative potentials. With the SCM, we extend the scope of the monitor to
a wider range of sociocultural settings, dynamically capturing the engaged network
and allowing the setup to pick out more recent, potentially transformative world-
wide movements. The trade-off between these setups is one of greater depth (RCM)
versus breadth (SCM) of topics and regions. We have currently productionalized the
SCM setup for daily use.

In this work, we continue a body of testing and validation of our two key
judgements, recapturing and extending our efforts in [2]. A detailed analysis of
novel metrics in the RCM setting, in the context of hashtags used by a local
Nigerian community, is described in [7]. We validate the threshold based judgement
in both monitor settings, and describe the SCM set up in [2] (repeating here
for continuity). In this work, we newly report on the validation of the second
judgement our Monitor makes, about the network reach of contagions that break
out of a local subnetwork. Furthermore, we conduct tests to assess data needs for
reliable measurements of our metrics in a productionalized setting first introduced
in [2]. Finally, we describe an integration of our Monitor with a framework [9] for
identifying coordinated behavior to help improve the quality of our Monitor. This
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integration enables our Monitor to distinguish between organically viral movement
tracers and coordinated, inorganically grown movements; and thus incorporate one
of the future improvements we identified in [2].

This paper is structured in the following way. We begin by describing prior
theoretical work and other social media trend tools in the next section. In the
following section (Sect. 3), we describe the monitoring setups, including what data
they ingest and some risks. In Sect. 4, we describe our evaluation framework for
the monitors’ performance, as embedded within some research questions, and share
those results. Finally, we conclude in Sect. 5 with a discussion of results and some
future work.

2 Background

2.1 Social Movements and Contagion Models

Reference [19] formulated a model of threshold-based adoption cascades on
populations in lattice networks, where the threshold depends on k, the number of
network neighbors of a node. Reference [4] extended [19]’s model to the Small
World [25] network model, which involves the random rewiring of ties on lattice
networks; a closer approximation to real social networks. Reference [25] tested
the spread of simulated simple and complex contagions on Small World networks.
Simple contagions, defined by their threshold equal to 1/k, model the spread of
disease, information, and easily adopted behaviors that do not require a confirmatory
(and redundant) exposure to become infected. In contrast, complex contagions,
defined to have have thresholds greater than 1/k, model behaviors like protesting,
rioting, or adoption of new conventions or technologies that carry a greater cost to
adoption and require more than one confirmatory exposure, prior to infection.

Reference [4] found that in Small World networks, complex contagions rarely
spread beyond the initial “seed” cluster, except occasionally when these can leverage
the shortcuts that result in Small World networks from the random re-wiring of
ties to new clusters. Typically, the re-wiring reduces the confirmatory exposures
available to the complex contagion to spread. However, reference [1] discovered a
critical mass point, in the fraction of infected nodes, beyond which the contagion
spreads through the full network quickly and with high probability (like simple
contagions). This happens, because beyond the critical mass, the chance of sufficient
exposures to leverage shortcuts to new clusters becomes very high.

The authors in [1] confirmed through simulation that complex contagions require
a dense seed cluster, in the initial stages of propagation, to reach critical mass.
They found that the critical mass point has a two-part statistical signature: (1)
the contagion’s rate of propagation dramatically changes from negative (as the
contagion begins to saturate the local seed cluster) to positive (as the contagion
begins to spread in fresh network regions) and (2) there is a sharp drop in the density
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of the network neighbors of new adopters. The first indicates that the contagion
has broken out of the seed cluster while the second indicates that it is growing in
an unsaturated region. Together, these mean that the contagion is leveraging the
randomly re-wired long-range ties and is not limited by the local structure where it
begins.

2.2 Social Movements and Social Media

Many researchers have attempted to study viral behavior in general, and complex
and simple contagions in particular, in online social network data. Work by
Romero et al. [21] observed that politically-themed hashtags behave like complex
contagions, whereas hashtags corresponding to neologisms and Twitter idioms
behave like simple contagions. Reference [10] found evidence of social influence
and complex contagions in Twitter recruitment networks around social mobilization
in Spain in May 2011. Reference [20] compiled a large overview of viral messages,
including those related to social contagions, and pointed to the important role for
“gatekeepers” whose influence can cause a social contagion to go viral. Reference
[7] found the hashtag #bringbackourgirls, relating to the movement to bring back
hundreds of girls kidnapped by Boko Haram in Nigeria in 2014, resembled a
complex contagion.

Reference [24] found that the diffusion of campaign donations is a complex con-
tagion driven by independent social reinforcement. The authors found that people
are more likely to donate if exposed to donors from different social groups than
equally many donors from the same group, which suggests an important extension
of the complex contagion model: high threshold contagions may require not just
multiple sources of exposure but multiple independent sources. Accordingly, we
equipped our Contagion Monitor to be able to identify the distribution of adopters
across social groups.

2.3 Social Media Monitoring Tools

There are a number of social media monitoring tools, both in academic [16, 23] and
industrial [11, 15, 22] settings. Our monitor offers some advantages over these. The
Observatory on Social Media and NIFTY analyze the spread of information rather
than of social contagions specifically. Crimson Hexagon and other industrial tools
focus on general monitoring (influencer identification, trends, geo-location) rather
than the specific identification of social contagions and analysis of their dynamics
as we do. Our metrics, by design, identify high-threshold social contagions, more
likely to be of actionable interest. By analyzing the dynamics of information
cascades, and using simple related metrics, we offer a faster and independent signal
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of emerging movements. Our Monitor is thus compatible with and goes beyond the
capabilities of existing tools.

3 Methods and Data

In this section, we describe the regional, streaming, and productionalized Contagion
MonitorTM settings, with respect to the data they ingest, the similarities and
differences in their processes, and describe their outputs. All monitors undergo the
same set of steps:

(a) candidate selection
(b) data collection per candidate
(c) network collection per candidate, and
(d) contagion analysis.

Before describing the data ingested by these steps, we address some risks associated
with our social Contagion Monitoring tool, related Institutional Review Board (IRB)
considerations, and our approach to their mitigation. In Sect. 3.7, we briefly describe
the data, methods, and integration of the Coordination Framework [9] which we
leverage to flag coordination in spreading movements. Evaluations of the methods
and results follow in Sect. 4.

3.1 IRB Compliance

Our research received an IRB exemption because we analyze publicly available data
that we also de-identify. We have made it a priority to minimize the risk of exposing
sensitive personal data, whether through a leak or hack of our data store, or through
unwitting exposure via publication. As a result, we retained in the productionalized
tool, the de-identification steps we applied to network collection in the RCM and
SCM.

3.2 Risks of Collecting Data on Social Movements

Our data collection is associated with two major sources of risk. First, the data
we collect are public Twitter posts, which may contain personally identifying
information. A Pew internet survey of teenage use of social media [18] shows that
24% of teens used Twitter in 2012. The same survey shows that 91% of teens post
a photo of themselves on Facebook, 71% post their school name, and so on, in
the same time period. The scale of our data collection is highly likely to result in
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including personally identifying information on minors, which requires special care
to store or process [13].

Our streaming and regional Contagion Monitors analyze social contagions,
which include social movements. The second risk associated with our data collec-
tion is that some of these movements (like the pro-LGBT movement in Nigeria)
carry severe risks for participation, including imprisonment. The Same Sex Mar-
riage Prohibition Act in Nigeria “imposes a 10-year prison sentence on anyone
who “registers, operates or participates in gay clubs, societies and organization” or
“supports” the activities of such organizations” [14]. Simply exposing the identities
of Nigerian individuals involved in a pro-LGBT hashtag on Twitter could subject
such individuals to the effect of this law. We recognize the severe risks of improper
data management when constructing the social Contagion Monitor.

We do not publish tweets from our Contagion Monitors except as one-off
examples, in which case, we blur all identifying information in the tweet text or
metadata. In all publications (including this one), we report summary statistics about
hashtags and other features identified by the social Contagion Monitor rather than
individual-level behavior.

3.3 Data Ingestion

3.3.1 Streaming Contagion Monitor

The SCM collects streaming, public Twitter posts (or tweets) to perform its
contagion analysis and contagion candidate selection. In this study, in order to
evaluate complex contagion theory from our results, we scope our collection on
themes associated with thirty of [11]’s library of social media network maps.
These themes span multiple sociocultural contexts—US and European politics,
industry verticals such as automotive and food, and large sports events. Reference
[11] constructs themed maps, or networks of Twitter accounts that engage with
conversations on a theme, and then collects the accounts’ live streaming tweet
activity.1 We access these data streams to perform candidate selection. Importantly,
we note that these data are not filtered geographically or by keyword, and truly
represent the conversation at large on Twitter. We deliberately chose both political
and non-political maps to capture both high-threshold social movements and low-
threshold news events.

The SCM passes the streaming data to our sliding window monitor (SWM),
which is capable of real-time tweet stream processing. It does 3 main tasks: feature
extraction, tracking features, and nominating features of interest. The SWM acts as a
front line filter, reducing the volume of data that is passed on to later analysis stages

1 statuses/user_timeline endpoint—https://developer.twitter.com/en/docs/tweets/timelines/
api-reference/get-statuses-user_timeline.
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(including candidate selection). In this study, the features are based on hashtags
alone, however, the SCM and SWM are capable of additionally processing Twitter
account-handles, account-mentions, URLs, words, and bi-grams.

For each incoming tweet, the SWM extracts the hashtag data and creates features
that represent hashtags, retweeted hashtags, hashtag pairs and retweeted hashtag
pairs. Hashtag pairs are sets of hashtags that appear together in the same tweet.
The SWM tracks the frequency of each feature over sliding intervals of 10 min, 1 h
and 4 h, reporting any features that exceed a threshold number of appearances. The
SWM aggregates reports on these to identify the most popular features over the last
24 h and nominates the top features for further analysis.

3.3.2 Regional Contagion Monitor

We invoke the regional Contagion Monitor, built and studied in [8], as a static
network on which to compute contagion measures for comparison against the
same measures computed for the SCM. The RCM focused its data collection on
networked accounts that were likely to be located in a specific geographic region.
In this way, we approximate a physical social network that is static, and measure its
social media activity to look for contagions.

Full details of the RCM data collection are available in [8], but we summarize
some key elements here. We identified a set of 108,744 Twitter users located in
Nigeria2 between January and mid-April of 2017, that also remained public and
active through our later data collection, and for whom we could carefully assess
location. We constructed a network of these users by leveraging the “follows”
relationship on the platform, and collected approximately 270 million tweets3

between April and November of 2017. Our final graph, on which we computed
contagion measures, consisted of 103,659 nodes, 11,753,606 edges and an average
degree of 113.

3.3.3 Productionalized Streaming ContagionMonitor

The productionalized Contagion MonitorTM setup, which is in use today, is based
on the SCM, but is further adapted to [11]’s pre-parsed data stores and collection.
It thus bypasses the SWM’s input handling, but computes the same metrics for
candidate selection from high resolution feature (e.g., hashtags, URLs) occurrence
time-streams computed from the [11] data. The productionalized tool currently
processes Twitter hashtags, account-mentions, and URLs as contagion candidates.
The tool additionally implements an optional, alternate logic for candidate selection,
based on slightly different criteria that are described more in the next section. The

2 https://www.cia.gov/library/publications/the-world-factbook/geos/ni.htm.
3 statuses/user_timeline public Twitter Application Programming Interface (API) endpoint.


 -108 4279 a -108 4279 a
 
https://www.cia.gov/library/publications/the-world-factbook/geos/ni.htm


Critical Mass and Data Integrity Diagnostics of a Twitter Social Contagion Monitor 27

real-time tweet-stream processing capability, described for the SCM, was retired for
this productionalized tool due to the greater demand on resources (processing time)
and the data collection limitations associated with Twitter collection (rate limits)
that relate to the later analysis steps.

3.4 Candidate Hashtag Selection

3.4.1 Streaming Contagion Monitor

The candidate selector collects the most popular features over the previous 24 h,
and then applies a multi-step filter and an exclusion-list filter. The multi-step seeks
to filter out features that have appeared in the top 300 most popular, at any time in
the past 5 days, with one exception. If in the last 5 days, the number of communities
identified by Graphika [11] in which the feature is relevant [17] has increased
by 20%, then it is not filtered out. The exclusion-list filter removes hashtags that
are spam or regularly reoccurring Twitter “memes” (e.g. #followfriday) that are
obviously not related to social movements.

3.4.2 Regional Contagion Monitor

For each calendar day of tweets (assuming midnight as GMT+1 or West African
Time), the regional Contagion Monitor extracted all hashtags used during that day
and the 30 days prior to that. For those hashtags used by 100 or more unique users,
we classified a hashtag as a candidate for analysis if its count for that day was
two standard deviations greater than its mean count for the previous 30 days. Our
contagion analysis for a given day was restricted to these hashtags. We excluded
from analysis hashtags that were on our exclusion-list (common ones such as #NP)
or hashtags used by monitored users in the six months prior to August 1, 2017. The
monitor nominated 2,823 trending hashtags from August through October 2017.

3.4.3 Productionalized Contagion MonitorTM

The productionalized tool was developed with two possible modes for candidate
selection, the general and the dedicated. These two differ in one main way. In the
general mode, the tool undergoes the same candidate selection process as the SCM,
choosing from among the top 300 most popular, and applying the subsequent multi-
step and exclusion-list filters.

In the dedicated mode, it additionally accepts a list of maps as input, and makes
an attempt to estimate which of the top 3000 most popular features from the previous
day in [11]’s data stores are most relevant to the list of input maps. It then also
applies the same multi-step and exclusion-list filtering as the SCM. This dedicated
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mode, allows an end-user to promote a more relevant or interesting set of features,
based on theme or topic, that is less biased by features that are popular on Twitter.

3.5 Contagion Analysis

3.5.1 Streaming Contagion Monitor

For each feature identified by the candidate selector, the contagion analyzer collects
up to the last five days of tweets that have used (adopted) the feature. From the set of
adopters identified in this collection, it does a second round data collection to collect
and construct a network for each adopter [7]. The edges in the network connect users
who have retweeted or mentioned (or been retweeted by or been mentioned by) any
adopter of the feature. Both these collections rely on Twitter’s search/tweets API
endpoint, which is both free and rate-limited.4

With the adopter network constructed, for each feature, the tool then computes
the following metrics over the network:

(a) Cumulative distribution, over k, (abbreviated CDFk) of percent of users who
started tweeting about the feature after k or fewer network neighbors had done
so.

(b) Percent of all users who tweeted the feature before any of their network
neighbors had done so, over time, or the Instigator Ratio.

(c) Mean Tie Ratio (MTR)—Average density of connections among the first n

adopters of the feature, for n = 1 to 100.
(d) Number of adopters of the feature over time.
(e) Average fraction of connections between adopter friends over time, termed the

Mean Overlap Ratio.

3.5.2 Regional Contagion Monitor

For nominated hashtags, we calculated the same metrics, (a)–(e), described for the
SCM. We base the CDFk and MTR measures on the friend graph (as opposed to
a dynamic retweets-mentions network in the case of the SCM) as it existed at the
beginning of the given month, using the friends/ids query time stored with the
edges. For each hashtag, the analysis period began at the start of the first day the
hashtag had more than ten tweets, and ended on midnight of the trending day. We
compute these measures for the current day.

In addition, we also looked at how users that adopted a hashtag were distributed
across the network. We used the Louvain community detection algorithm [3]

4 https://developer.twitter.com/en/docs/twitter-api/v1/tweets/search/api-reference/get-search-
tweets.
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to define communities within the friend network. For each hashtag, we then
computed

(f) the community entropy, or the entropy of the counts of adopting users in each
community.

Lower entropy values are associated with the adopting users being restricted to
fewer communities; and higher entropy values are associated with users being
spread out across more communities.

3.5.3 Productionalized Contagion Monitor

For the productionalized tool, we compute same five metrics as for the SCM, and
do not compute communities.

3.6 Reporting

The Contagion Monitor generates a report of all metrics for each feature and also
saves plots of them as PDFs. Some example plots are show in Fig. 1. See [7] for
more detail on these metrics.

3.7 Coordination Framework

3.7.1 Introduction

Authors of [9] set out to formulate calculable, multi-dimensional signatures (met-
rics) of coordinated behavior in online social platforms to distinguish organic
collective action from the coordinated (or inorganic). This framework relies on
multiple metrics computed along three main dimensions: network, temporal, and
semantic. Along each dimension, metrics target analysis at one of three levels: at
the event level, at the cluster or community level, or at the network level.

These metrics capture ideas such as—coordinated activity has different network
properties and dynamics as compared to spontaneous, organic activity. Other ideas
include—participant engagement with the campaign over time is distinctly different
between the two cases. Along the third dimension, the semantic, coordinated
language is more likely to be focused on a single topic compared to authentic
messaging. The 2017 work [9] identifies 14 different metrics along combinations
of levels of analysis and dimensions of the framework. The implementation further
computes metadata around these to add context for evaluating the metrics.
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Fig. 1 Examples of Metrics (a)–(e) (see Sect. 3.5.1)

3.7.2 Implementation: Data Ingestion

These metrics are computed using content spreading over social networks—i.e., the
content itself, the underlying network, and timestamps and measures of engagement
with the content by the network nodes. The specific implementation leveraged in
this integration with the Contagion MonitorTM is one that relies on pre-parsed data
stores of [11], along with their network maps. As an illustration, if we want to
know if hashtag #example is spreading in a coordinated way over a map named
“Example Map”, then this framework will collect the usage data for the hashtag
(every timestamp for each usage of the hashtag by a map member) along with the
underlying network of connections between participants and the full text of their
messages to compute all the metrics.
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3.7.3 Implementation: Outputs

For each dimension, the framework generates dozens of pieces of metadata and
metrics for the end-user to consider. The end-user must consider these manually,
and spend the requisite time and attention to decide if they amount to coordination
for the target hashtag. While there are several guidelines for the different metric and
metadata combinations (e.g., fraction of activity originating from a single cluster
being <0.3 is less likely to be a coordinated effort), as yet, these have not been
folded up into heuristics that can offer automated judgements for the end-user. Such
automated guidance is an improvement of this framework that we seek to complete
in the future.

3.7.4 Integration

We have built in the capability for the Coordination Framework metrics to be
computed for every candidate hashtag and URL selected by the Contagion Monitor.
Currently, we are not pointing the Coordination Framework metrics calculation
to content features other than hashtags or URLs (i.e., @mentions), as some
infrastructure work for their implementation remains. Thus, for each candidate
hashtag and URL that the Contagion Monitor finishes studying, we have two
Contagion Monitor metrics, complex contagion score and critical mass score, and
we also have the Coordination Framework metrics. Future work here will include
implementation improvements such as allowing for greater level of control on which
metrics are computed and the structure of the output (including the previously
mentioned automated heuristic judgement outputs).

In the results section below, we show example outputs from recent runs of
the Contagion Monitor with Coordination Framework metrics that illuminate the
social spread of the candidate (hashtag) and the level of coordination behind it, and
illustrate the usefulness of this combination.

4 Results

In this section, we mainly discuss our evaluations of the Contagion Monitor metrics
in the different settings discussed thus far. In addition, we describe a nice result from
the productionalized tool and also show some example cases of the combination of
Contagion Monitor and Coordination Framework metrics before moving on to the
Conclusions.
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4.1 Framework for Evaluating the Contagion Monitors

We frame our evaluation under two key science questions, and an important question
about data sizes for the productionalized tool. The CDFk , MTR, and entropy metrics
relate to first question, R1, and the remaining metrics relate to R2.

R1. Do high-threshold social contagions spread through social networks in a
fundamentally different way than low-threshold social contagions?

R2. Do high-threshold social contagions “go viral” and begin to spread really
quickly through social networks in certain conditions?

R3. How little data can we collect and still achieve reliable and consistent
judgements on complexity and virality?

For R1, the Contagion Monitors provide a formal encoding of how hashtags
spread through the network, via metrics (a) and (c) in Sect. 3.5.1, but do not
provide a human label for what a “high-threshold social contagion” is. For such
human labels, we turn to previous research (Sect. 2.2), which suggests that political
and social movements tend to spread like high-threshold contagions [4, 21]. This
observation naturally suggests that we can evaluate the Contagion Monitors by
generating human labels for whether a hashtag represents a political or social
movement, and compare them against our threshold metrics (see Sect. 4.2.1 for more
on this).

For R2, the Contagion Monitors provide a formal encoding of our theoretical
assumptions about conditions when a contagion might “go viral,” via metrics (d) and
(e) in Sect. 3.5.1. They do not provide a human label for what a “viral” contagion
is. We have performed preliminary investigations of human labels for assessing
contagion virality and found, not surprisingly, that humans do not successfully
identify viral vs. non-viral contagions. As a specific test, we compared human labels
of hashtags to the number of tweets using these hashtags and found no correlation.
Therefore, we turn to an alternate approach for addressing R2 (not described before
in [2]).

To address virality thoroughly can be a complicated task. In general, there is
no formal characterization of what is meant when a contagion is said to be viral.
There are however, reasonable expectations around virality that we can use to
make some measurements. A basic assumption that we expect to hold, is that if
we correctly identify viral contagions on Twitter, then they should receive notably
higher engagement on the platform. In the particular context of our formulation, we
say a viral contagion is one that has reached critical mass, and thus to be spreading
widely throughout the network and eventually through its full extent. This strongly
suggests that engagement on Twitter for those features we deem to have reached
critical mass should notably exceed the engagement observed for features we deem
to not have reached critical mass, depending on how close to the critical mass point
(in time) we capture the engagement. This is the effect we seek to observe to validate
our scoring of features for virality.
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Question R3 is relevant to the operation of this tool in production, in two ways.
In the first, finding a measure of the lowest amount of data that can work can
help with speed and costs. Secondly, this question addresses a fundamental issue of
sampling that applies when collecting data from Twitter using its search/tweets5

API endpoint; a limitation that applies to all tools built using this outlet. To address
this question, we conduct a bootstrapped analysis of our contagion metrics over a
range of sample sizes.

4.2 Evaluation of Complexity of Contagion (R1)

4.2.1 Mechanical Turk Annotation

We used Amazon Mechanical Turk (AMT) to obtain human annotations of the
hashtags nominated by the SCM and the RCM. AMT allows researchers to post
Human Intelligence Tasks (HITs), asking AMT workers (turkers) to perform a task
for a small payment. It is a common tool for obtaining labeled data at scale, in our
case, to assess labels for adoption threshold. For our HITs, turkers were asked to
read a set of tweets corresponding to the date a hashtag was nominated, answer a
number of questions about the topic (or topics) associated with the hashtag, and give
their judgements about the use of the hashtag by Twitter users.

For the SCM, we restricted our analysis to hashtags that were associated with
English language tweets since many turkers are English speakers and we wanted to
avoid having to identify turkers fluent in other languages. Language identification
was carried out by running a language identification tool6 on pseudo documents
created by concatenating all of the tokenized tweets returned for a hashtag (Public
Twitter API) after removing sentence punctuation, URLs, and emojis. We used
language predictions for documents with 25 or more tokens and found 866 hashtags
identified as English. For the RCM, we did no screening of language since most
Twitter content we have observed from Nigeria has been in English or Nigerian
Pidgin English.

For the SCM hashtags, we split the hashtags into equal-sized sets based on their
likelihood of being a complex contagion. We created a “complex contagion score”
(CCS) as follows:

CCS =

⎧
⎪⎪⎨

⎪⎪⎩

0 log10(ρ̄ first 100 adopters) ≤ −3 ∩ CDFk(k ≥ 2) ≥ 0.7

1 log10(ρ̄ first 100 adopters) > −3 ∪ CDFk(k ≥ 2) < 0.7

2 log10(ρ̄ first 100 adopters) > −3 ∩ CDFk(k ≥ 2) < 0.7

(1)

5 https://developer.twitter.com/en/docs/twitter-api/v1/tweets/search/api-reference/get-search-
tweets.
6 https://github.com/saffsd/langid.py.
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The score is an integer that ranges from 0 (unlikely to be a complex contagion)
to 2 (very likely to be a complex contagion). The set size was set to the number
of hashtags that had a complex contagion score of 2. Hashtags with a score of
two were the most interesting to us since they had a high observed adoption
threshold and a spread within a dense initial network of users, both of these measures
being theoretical indicators of complex contagion. There were 127 with a complex
contagion score of 2. Since we were using three hashtags per HIT, the total number
of hashtags of each set was 126 giving us 126 HITs for 378 hashtags. For the RCM,
648 were selected at random without regard to contagion scores.

We deployed the HITs and required nine assignments per HIT, meaning that
we asked for judgments from nine different turkers. There is no convenient way
to restrict how many HITs a turker does for a particular batch of HITs. This has
consequences since a few prolific turkers could be responsible for a disproportionate
number of annotations. Using qualifications (a means provided by AMT to control
turker’s access to HITs) we implemented an approach using JavaScript and a custom
RESTful interface that allowed us to disqualify a turker after they did a certain
number of HITs. In this case, we restricted turkers to one SCM HIT and ten RCM
hashtags.

Each HIT contained three hashtags, with each hashtag appearing on a separate
page. At the top of each page there was a link to a Twitter Advanced Search query
showing tweets containing the hashtag for the analysis period. Turkers were required
to click on this link, which opened in a separate tab, and read a sample of the tweets
using the hashtag before answering any of the questions. They were also required to
answer all of the questions (shown in Table 1) before advancing to the next page or
submitting the HIT. We paid $1.80 per HIT (based on trial runs, a single HIT took
about 10 min giving turkers an estimated hourly rate of $10.80). Each HIT allowed
for nine assignments to unique turkers.

We ran a total of 640 HITs and obtained annotations from 1084 turkers across
both sets of hashtags. A pair of check questions determined whether turkers were
paying sufficient attention to the task. Results from assignments where workers
failed this check were not used. Overall, the average number of assignments used
from each HIT (out of a possible nine assignments) was 8.20 (s.d. = 1.234) for the
RCM hashtags and 7.89 (s.d. = 1.457) for the SCM ones. The average agreement
(the maximum number of responses to a question—casting all questions as a binary
choice—that were in agreement) was 6.83 (s.d. = 1.672) and 6.36 (s.d. = 1.692),
respectively.

4.2.2 Analysis of Annotated Hashtags

From our sets of annotated hashtags we investigated the relationship between the
contagion measures (CDFk(k ≥ 2), MTR, and, for RCM, the community entropy)
and the question responses obtained from AMT. We sought to learn how different
ways of indicating threshold (from the responses) mapped onto the metrics. So, we
specifically looked at regression models using the responses as dependent variables
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and the measures as independent variables to evaluate model fit and the significance
of the measures. We then trained and evaluated classifiers for predicting positive
question responses (as binary labels) using the measures as features.

4.2.3 Spam Filtering

While the SCM candidate hashtag selection infrastructure filters out spam-related
hashtags, the RCM does not—other than initially filtering out hashtags spread
exclusively by extremely productive or isolated, friendless accounts. We took the
extra step of analyzing bot activity in the RCM data after noting the presence of
hashtags with very low CDFk(k ≥ 2) values (a high percentage of instigators)
and low community entropy values (the accounts are isolated to a relatively small
number of communities). Further examination of this data found that multiple
accounts were tweeting the same links and hashtags simultaneously.7 A group of
these accounts showed the same behavior over a number of hashtags and had a
higher than expected connectivity within the friend network, suggesting they were
part of a bot network. Forty-nine of the 648 hashtags were almost completely
dominated by these accounts. They were removed, giving us a set of 599 hashtags
for the following analysis, together with the hashtags from the SCM. The bot activity
in the RCM dataset is of interest in and of itself, but will be left to follow-on
research.

4.2.4 Linear Regression

We calculated the mean of the nine responses to each HIT question for both sets of
hashtags. For the yes/no questions, we interpreted a mean value of 0.5 or more as
a positive response; for the five-level Likert scale questions, a mean value of 2.5 or
more was taken as positive. Questions with less than 5% positive responses were
ignored.

Linear regression models were generated for each question using all three
measures. For brevity, we focus on four responses: controversial and political
(which should correspond to high-threshold contagions) and news events (labeled
as “events”) and sports (which should correspond to low-threshold contagions). The
results are in Tables 2 and 3.

The results show that CDFk(k ≥ 2) has a positive and significant relationship
with controversial and political hashtags, and a negative and significant relationship
with sports and news events hashtags (except for the RCM monitor, where the
measure has a positive and significant relationship with news events hashtags).

For both the monitors, the coefficients for MTR are negative and statistically
significant. This result is in contrast with complex contagion theory, which indicates

7 Millisecond resolution is not available in the metadata returned by the search API, so
‘simultaneously,’ in this case, is at resolution of one second.
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Table 2 Regression results for SCM hashtags

Mean Tie Adjusted
Question Intercept 1-CDF(k = 2) Ratio R-squared

Controversial 1.77 0.00

1.06 3.00*** 0.22

1.12 3.38*** −7.81*** 0.25

News events 0.36 0.00

0.37 −0.05(0.55) 0.00

0.38 0.03(0.74) −1.54** 0.03

Politics 0.42 0.00

0.18 1.01*** 0.23

0.21 1.18*** −3.41*** 0.29

Sports 0.09 0.00

0.17 −0.33*** 0.05

0.18 −0.31*** −0.43(0.41) 0.05

**p-value ≤ 0.01
***p-value ≤ 0.005

Table 3 Regression results for RCM hashtags

Mean Tie Adjusted
Question Intercept 1-CDF(k = 2) Ratio Entropy R-squared

Controversial 1.05 0.00

0.91 0.55*** 0.03

0.91 0.94*** −1.62*** 0.08

1.45 0.83*** −2.15*** −0.39** 0.10

News events 0.24 0.00

0.19 0.18*** 0.03

0.19 0.29*** −0.47*** 0.08

0.11 0.31*** −0.39*** 0.06(0.13) 0.10

Politics 0.12 0.00

0.02 0.35*** 0.03

0.03 0.44*** −0.37*** 0.08

0.12 0.42*** −0.46*** −0.07(0.06) 0.10

Sports 0.32 0.00

0.49 −0.61*** 0.03

0.49 −0.41*** −0.84*** 0.08

0.32 −0.38*** −0.68*** 0.12(0.08) 0.10

**p-value ≤ 0.01
***p-value ≤ 0.005

that political and controversial hashtags would be more likely to emerge in denser
network neighborhoods. We investigated this pattern further by visualizing the
relationship between MTR and the hashtag labels. It follows the general pattern
shown in Fig. 2.
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Fig. 2 Mean Tie Ratio vs. Controversial score for RCM

Table 4 Sample hashtags with high MTR

Streetmediapromotions, formularbyweflo, formulaoutsoon, doit,

goosebumpsvideobytobe, watchformulavideo, akwaibomtotheworld,

formulavideo, lilayunchangeable, nozippy, pmfa2017, viktohybnl,

smirnoffnightuyo, kissmebyoludre, sirehabbiibbpr, nammkpohmfo,

thecypher, ipoetry, factswithkulqee, 2daystorepurclubuyo, afrima2017,

smoothsummersplash, marryjuanabykamartachio, hypaft9ice

The pattern shows an increase in Controversial Score for 0 ≤ MT R ≤ 0.1 and
a rapid decrease in Controversial score thereafter. We manually examined hashtags
identified by the RCM with MT R > 0.1. A sample is shown in Table 4. Many of
these hashtags seem related to marketing or spam. While Fig. 2 does not suggest an
explicit cutoff for MTR, these observations suggest that the cause of the negative
coefficient for MTR in Tables 2 and 3 is a set of spam-related hashtags with
extremely high mean tie ratios.

Finally, the results show that Entropy does not have a statistically significant
relationship with any of the labels, except for controversial, where the relationship
is negative.

4.2.5 Classification

We constructed a classifier for HIT questions, using CDFk(k ≥ 2), MTR, and
Community Entropy (where applicable). For the classification experiments we used
a 70%–30% training–test split and trained a model using a support vector machine
with a linear kernel. The positive classes (turkers said “yes” or agreed with the
question) were the minority class for all questions. The average positive response
rate was 0.28 (0.137) for the SCM hashtags and 0.16 (0.114) for the RCM. To
address this class imbalance we used minority class oversampling using the SMOTE
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algorithm [5]. We then ran the model against the held-out test set and calculated
sensitivity (the true positive rate or recall), the sensitivity (the true negative rate),
the accuracy, and the accuracy of a baseline classifier that always selects the
majority label. This procedure was repeated on 10 random training–test splits and
the performance measures were averaged across trials. For each trial we used a
grid search to find the best value of C, the regularization term for the linear kernel.
The results for a selection of the questions from the two sets are shown in Table 5.
The table shows that for the SCM, 1 − CDF(k = 2) produces the best results
by accuracy, though for the RCM, the inclusion of MTR as a feature provides
an accuracy boost. Overall, both classifiers show best performance at predicting
controversial and politics-related hashtag labels.

4.3 Analysis of Critical Mass for Virality (R2)

As previously mentioned, we try to identify whether a contagion has reached critical
mass to see if it has gone viral. We asses critical mass using metrics (d), the adoption
curve, and (e), the mean overlap ratio (Sect. 3.5.1). The characteristic signature
that indicates the contagion has spread out of its local clusters and out to new
communities (or having reached critical mass) is depicted in the X-shape visible in
the bottom-right panel of Fig. 1, which shows these two metrics over-plotted in the
same plot. As the contagion reaches newer communities, its network adoptions are
on the rise. As the contagion spreads to new individuals outside of local clusters,
there are fewer friendship ties between the new adopters and the previous ones.
Thus, the average density of adopter friends (mean overlap ratio) decreases at break-
out. This decrease in mean overlap ratio and the corresponding rise in adoptions
produces the unique characterizing X-shape for a contagion spreading through
critical mass.

To provide a useful heuristic of this signature, we capture the metrics into what
we devise and call the critical mass score. The critical mass score (abbreviated as
CMS) is formulated as shown below (let ηN be the total number of adoptions, and
ηi be the initial number of adoptions, an also let ovp represent mean overlap):

CMS =

⎧
⎪⎪⎨

⎪⎪⎩

0 max{ovp} ≤ 1.5 × min{ovp} ∪ ηN ≤ 3 × ηi

1 max{ovp} > 1.5 × min{ovp} ∩ ηN > 3 × ηi

2 max{ovp} > 1.5 × min{ovp} ∪ ηN > 3 × ηi

(2)

To verify that these heuristic values well capture critical mass behavior, we
obtain estimates of engagement volume for candidate hashtags and compare to their
CMS values. In 2017, we selected 50 hashtags from a range of political and lower
threshold topics. These contagions had CMS values ranging from 0 to 2, with about
20 hashtags with a score of 0, 17 with a score of 1 and 13 with a score of 2.
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Fig. 3 All Twitter estimates of tweet volumes for contagions binned by their critical mass scores

To obtain engagement measures we turned to Twitter’s GNIP Historical Data
service.8 GNIP allows clients to collect historical tweet data at a user specified
level of sampling. Prior to submitting a collection request, GNIP offers an estimate
of how many tweets a query is expected to return free of charge. This estimate,
does not represent the accurate and exact number of tweets returned, but is instead
meant to indicate the ballpark9 for the purpose of cost estimation. In side efforts, we
have checked that the estimates provided by GNIP, particularly in the case of large
collections, give a good estimate of the total number of tweets returned. We decided
to use these estimates instead of collecting the data.

For each hashtag, we obtain a tweet volume estimate over the same five days
over which we perform the critical mass score analysis. It is important to note here
that the data used to compute critical mass, via the search/tweets endpoint, is
necessarily a sampling of the full set of tweets engaging with the hashtag. There is
low transparency on what fraction the full data is returned by this endpoint provides.
The GNIP estimate is thus a better approximation of the size of the full engagement
set (when requesting 100% sample in the query).

The resulting distributions of tweet-volume over the hashtags in each score-
sample, are plotted in Fig. 3. The plot shows a distinct and significantly higher tweet
volume for the tweets associated with contagions scoring a CMS value of 2. This
clear result supports the formulation of critical mass score as a key component in
assessing whether a social contagion has gone viral.

8 https://developer.twitter.com/en/docs/twitter-api/enterprise/historical-powertrack-api/overview.
9 https://developer.twitter.com/en/docs/twitter-api/enterprise/historical-powertrack-api/overview.
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4.4 Analysis of Data Size (R3)

To address the question of how much data would be sufficient to get reliable
estimates of both CCS and CMS, we perform a bootstrapped analysis. We selected a
set of 20 features, @mentions, that we identified from our daily productionalized
runs to be viral at some point in a two week period in early January of 2021.
We used virality as a selection criterion to have a higher chance of finding viral
contagions during our analysis period. Another benefit of selecting features on
virality is that these get more engagement and thus more data volume, which reduces
sampling instability (present at lower data volumes). These twenty features, being
@mentions, were additionally selected for having high number of followers, again
to reduce chances of low data sampling issues. The number of followers of the
twenty features range from between tens of millions to about a hundred thousand.

For these 20 features, we collected the maximally available amount of data, for
ten features at a time (as our run normally collects). We performed this collection in
late January of 2021. Because this second data collection period is subsequent to the
first, the distribution of complex contagion and critical mass scores in the following
analysis is different than the distribution of scores when these features were first
identified in early January 2021. We chose to run this test in our normal mode of
operation with ten features at a time, instead of devising independent tests for each
feature, given the added benefit this approach offers us in the way of evaluating our
usual program. In general, the monitor will find different amounts of data for the
different features depending on their relative engagement on Twitter.

We extract multiple bootstrapped sub-samples at different sampling fractions,
drawn at the first level of data collection. This means, that we sample different
fractions from the set of adopters identified, before the second round of retweets-
mentions data collection, and then re-construct the network for the sample-adopters
from the original data. We then compute our metrics and the CMS and CCS scores
for each sample.

We examine the behavior of the metrics over the samples. The two scores over
all features for the different samples are shown in Fig. 4. Overall, CMS does not
seem to be very sensitive to sampling. We take a quick look at the ratio of total
adoptions to initial adoptions; this is plotted in Fig. 5 for a subset of features. In
general, this ratio is stable.10 The average overlap, the second component of CMS,
also shows convergent behavior. We show this for a subset of features below in
Fig. 6, and show the full set in the appendix. In particular, the overlap metric appears
to stabilize somewhere between forty and sixty percent for the different features.

The complex contagion score seems to be more sensitive to sample fraction
(Fig. 4), appearing to stabilize around forty percent. We take a look at the two main
components for this score. Mean Tie Ratio, plotted in Fig. 7 for a couple of features,
shows that some features show stabilization around 40 to 70%.11 The more notable

10 See Appendix for all samples, including examples of features which show greater variation at
lower sample fractions.
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Fig. 4 Critical mass and complex contagion scores by sample, for all features. The shaded region
represents the distribution of points along that direction

affect appears in the CDFk metric, shown in Fig. 8. In particular Fig. 8 suggests
that lower sample fractions are less likely to pick out complex contagions. This is
not unsurprising, as it makes sense that randomly sampling form a network would
result in a reduced signal at higher degrees. This figure suggests that one direction
for further study is to use the ratio of CDFk to the number of engaging nodes in

11 See Appendix for plots for all features.
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Fig. 5 Ratio of total adoptions to initial adoptions, shown for a random subset of features

Fig. 6 Showing distribution of mean overlap values at each sample fraction for two features
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Fig. 7 Log of mean tie ratio of early adopters for a subset of features for different samples

the CCS score. We leave that to further investigation, along with the task of finding
ways to mitigate this effect in the CDFk metric.

4.5 A Fruitful Case Study

One of the nice benefits of using structural information to find emerging movements
is that it offers the possibility of early detection (before count statistics catch up
from adoptions). This is illustrated nicely by one particular discovery made by
run of the productionalized Contagion MonitorTM of two rising artists going from
fringe to mainstream. Graphika [11] was contacted by a client with a request to
identify emerging artists at the South By Southwest (SXSW) Music festival in
2018, by studying the Twitter activity. To accommodate this request, [11] added
the ability to study Twitter @mentions to the productionalized monitor. In March of
2018 we analyzed social contagions in a commercial environment—Twitter activity
around the South By Southwest (SXSW) music festival, to look for up and coming
musicians and artists (where supporting a new artist has a higher social cost due
to their lower popularity). We found the Twitter handles of Desus and Mero, a
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Fig. 8 CDF_k metric for all features over different samples. Zero values for CDF_k are artificially
set when the distribution is incomplete

comedian and a DJ, had both a high adoption threshold and had reached critical
mass. We followed these artists over a longer time period, and observed how their
rapid spread on social media was followed by commercial success[12], including
a successful performance tour and a dedicated program on the Showtime channel.
This performance of the Contagion MonitorTM suggests that it can be a powerful
tool for identifying both politically and commercially relevant content in social
media.

4.6 Results with Coordination Framework Metrics

The above case study illustrates the power of the Contagion Monitor, but this
Monitor is vulnerable to artificial or orchestrated attempts to spread information
and dis-information, in that it will also surface those movements. And so, we add in
the Coordination Framework metrics to assess the possibility of fabrication. The
usefulness and validation of the Coordination Framework metrics themselves is
discussed in [9]. Here, we focus on the integrated combination of these metrics
along with the Contagion Monitor metrics.

For simplicity we only show a subset of the 14 metrics, from the network and
temporal dimensions—as these are commonly used and easily illustrate the power
of the combination. Two key metrics, that are often used as initial filters are the
Peakedness and Concentration. These and the remaining presented are described
next for understanding the results—more information about them is available in [9].
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Peakedness is a temporal metric at the event level, and checks what fraction of
activity occurred within 24 hours of the peak in activity. Organic conversations show
asymptotically increasing and decreasing activity resulting in a cusp, and so shows a
large fraction of the activity occurs within the peak. For inorganic activity, observed
in [11] maps, the Peakedness metrics tends to be below 0.2, or that less than 20% of
the activity happens during the peak.

Concentration is a network dimension metric at the community level of analysis.
It measures the fraction of activity that arises out of one community. In the attention
based clusters in [11]’s maps, coordinated activity is often more concentrated in a
single cluster with about 30% or more of the activity arising from this cluster.

A first high level result, considering just the above two metrics, is that we see
that less than 6% of the hashtags and URLs with sufficient counts, identified from
[11]’s live map library over the last two years, present with Peakedness below 0.2
and Concentration above 0.3. This suggests a coordination has a low prevalence in
the wild.

Metrics shown in Table 6 include Concentration and Peakedness, the median
count per user (Med., in the table), Mean count (Mean) and standard deviation
(Std.). In addition, we present two measures of the Commitment by an actor. Firstly,
the average Commitment to engagement by an actor (ME), or how many times on
average a user uses the hashtag (or feature) before stopping altogether. Secondly,
the average Commitment in time by an actor, which is the average length of time
(last day–first day) in days that a node engages with the hashtag or URL.

We show two examples of coordinated contagions, and one example of an
uncoordinated one. The first coordinated contagion is the hashtag “rest in peace
Reza Shah” (in Persian), in support of Reza Shah of Iran, did not have sufficient
activity to determine a critical mass and complex contagion score. Usage of the
hashtag in the sample analyzed is concentrated in a cluster of Iranian monarchist
sympathizers. Peakedness for the hashtag is 0, indicating an insignificant level of
activity to establish a distinct peak.

The second coordinated contagion is the hashtag #b0105, in support of a protest
in Germany on May 1st 2021, is spreading socially with reinforcement and is
going viral according to its Contagion Monitor metrics. Usage of the hashtag in the
sample analyzed is concentrated in a cluster of German Anti-fascist organizations
and activists. Peakedness for the hashtag is 0, indicating an insignificant level of
activity to establish a distinct peak.

The uncoordinated contagion example is #coronavirus, capturing the discussion
about the COVID-19 virus. The hashtag is spreading socially with reinforcement
and is going viral according to its Contagion Monitor metrics. Usage of the hashtag
in the sample analyzed is concentrated in a cluster of Brazilian journalists. The
activity around the hashtag is highly peaked, with over half of the activity in the
sample occurring in one day.

The uncoordinated contagion also has a higher mean count of daily activity and
a higher ME than either of the coordinated contagions, but these differences could
be due to the much higher, global, volume of conversation about COVID-19 as
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a topic relative to the more regional discussions around either of the coordinated
contagions.

We would like to emphasize that all three examples, as any examples surfaced
from the Coordination metrics section of the Contagion Monitor, require human
analyst review for additional verification and context. However, the metrics provided
by the monitor can greatly accelerate this analytic process by automatically
suggesting candidates for further research.

5 Discussion and Conclusion

The regional (RCM) and streaming (SCM) implementations of the social Contagion
Monitor that we have built successfully process a large volume of data to identify
emerging hashtags, and other features, that are representative of low- and high-
threshold contagions. These tools let us test complex social theories at a large scale
and over long periods of time. We hope to extend the monitors further to collect
other public data sources and integrate additional social theories, such as homophily,
into their analytic toolkit.

Our evaluations of the RCM and SCM done using hashtag test data and a label
classification, confirm that hashtags with more social reinforcement are more likely
to be labeled as political and controversial (Sect. 4.2). The streaming Contagion
Monitor also shows that hashtags with less social reinforcement are more likely to
be labeled as news events and sports. These findings are in precise accordance with
complex contagion theory [4]. The regional Contagion Monitor diverges from this
pattern mildly to show that hashtags with more social reinforcement are also more
likely to be labeled as news events. It is interesting to consider whether sharing news
events is a higher-threshold behavior in Nigeria than globally, or whether a different
confound accounts for this pattern.

We have observed a surprising negative relationship between Mean Tie Ratio
and controversial and political hashtags (Sect. 4.2). This relationship is inconsistent
with complex contagion theory, which states that complex contagions are more
likely to arise in more dense neighborhoods. However, a closer investigation of the
relationship shows that it is driven by hashtags with extremely high MTR, which
may be spam related. We do not see this finding as ultimately at odds with complex
contagion theory, but an interesting development of the same. Perhaps organizers of
spam related hashtags form dense networks to facilitate the spread of content due to
social reinforcement.

Our classification results (Sect. 4.2) demonstrate that (a) both monitors perform
best when predicting labels of controversial and political hashtags, and (b) most
accuracy gain comes from including 1 − CDF(k = 2) as a feature, with MTR and
Entropy contributing far less to accuracy gain. These results are also consistent with
our interpretation of complex contagion theory: we use CDFk as a proxy measure
for contagion threshold, so it is the key differentiator between complex and simple
contagions. The other two metrics provide circumstantial evidence for contagion
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threshold, as complex contagions can leverage redundant ties more easily in adopter
networks with higher MTR and lower community entropy. Since we only evaluated
linear classifiers, it is possible that higher-dimensional classifiers may achieve more
accuracy gain from these measures. We leave this investigation for future work.

The classification performance of the streaming Contagion Monitor beats the
baseline for controversial and political hashtags using only a linear classifier and
two or three features. To our knowledge, our findings have never been replicated
with the same instrument across multiple social, cultural, and linguistic settings
and our paper is also the first to label hashtag categories and evaluate complex
contagion theory in the context of a productionalized tool. Overall, we have found
the social Contagion Monitors to successfully identify emerging low- and high-
threshold movements in both regional and global Twitter settings.

We were able, in this extended work, to show using estimates of tweet volume
collected through the GNIP service, that our formulation of the critical mass score at
a value of 2 indeed picks out contagions that receive statistically higher engagement
on platform compared to features that receive lower critical mass scores (Sect. 4.3).
We consider this a first step toward confirming critical mass as a virality indicator
in the empirical SCM (also productionalized) setting, and recognize the opportunity
for additional methods for evaluating and validating this method.

We further investigated the stability of the two scores over samplers samples
of the collected data for twenty features (Sect. 4.4). We learned that CMS is
generally stable over the data sizes and sample fractions we used in this study.
We additionally observed that CCS exhibits a linear relationship, with a lesser
probability of detecting complex contagion at lower sample fractions. We must
leave to future efforts, the task of identifying how and why different data sets
exhibit different slopes for this pattern, and the additional related task of mitigating
the slight affect that this introduces in the CCS. Our current approach thus shows
successful applications of both complex contagion score and critical mass score,
with room for more refinement in the complex contagion score.

We additionally folded in the capability to help weed out potentially inorganic
events and movements that appear to spread in a viral manner from person to person.
We find that in the pre-existing real world network and content collections of [11],
a low fraction, 6%, present as coordinated and engineered contagions, according
to the Coordination Framework [9] metrics. These metrics offer the opportunity
to manually consider multiple relevant pieces of information in assessing whether
an event is organic or not, and no one single metric would be able to provide
this judgement with accuracy across all scenarios. This process has room for
improvement, in at least the building of heuristics to help reduce the burden on
manual examination.

One shortcoming of our approach, beyond the inherent limitations of using
“digital traces” to model diffusion in social networks, is that we model complex
contagions as separate events. Movements that lead to behavioral change, however,
can inspire one another, requiring them to be modeled together and not in isolation.
We leave such modeling efforts for future study. We recognize again that this tool
may surface dis- or mis-information instead of real transformative movements,
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resulting from our focus on data quantity over data quality. We have mitigated this
risk some by merging in metrics from the Coordination Framework [9] to identify
coordinated information spread. Reliable classification of dis-/mis-information
remains a problem at large, and would be a useful addition.

We hope in future work, to combine these with methods for verifying the quality
of an information stream, either in automation [9] or along with expert human
review. We additionally hope to expand the capability with new data sources and
analytics. All in all, the performance of the Contagion Monitor measured here and
in prior work suggests that it can be a powerful tool for identifying both politically
and commercially relevant viral content in social media.

Appendix

See Tables 7 and 8 for topics and Likert scale descriptions for questions listed in
Table 1.

See Figs. 9, 10, and 11 below for metrics on all features, as relate to the analysis
in Sect. 4.4. Additionally, Fig. 12 shows variance at each sample fraction for the
different metrics (over the bootstrapped samples). Finally, in Table 9 we report
metadata for the @mentions used in the data volume study.

Table 7 Question topics from Table 1

Question Topics

Q–2 Movie; TV; News Event; Music; Celebrity; Sport; Health;

Religion; Marketing Campaign; Hacking or Cyberattack;

Politic; Divisive Social or Moral Issue; Sexuality; Corruption;

Injustice; Crime/Police; War or Armed Conflict; Protest or Rally;

Criticism of Society; Criticism of Government; Meme; Joke

Q–17 Offensive; Disturbing; Polarizing; Using this hashtag could hurt one’s

reputation; Unfamiliar; Uninteresting; The hashtag uses inappropriate

language; The hashtag is used by people that one might not want to

be associated with
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Table 8 Likert scales for questions in Table 1

Question Scale descriptions

Q–18 1. Not contagious at all—People would not use this hashtag no matter how many
others were using it

2. Slightly contagious—People would only use this hashtag if they saw many
people using it

3. Moderately contagious—People might decide to use this hashtag if they noticed
a few people were using it

4. Highly contagious—People would use this hashtag as soon as they saw someone
use it for the first time

Q–19 1. If they heard about it from any random source

2. If one of their friends was using it

3. If a few of their friends were using it

4. If many of their friends all were using it

5. If nearly all of their friends were using it

6. Under no circumstances

Fig. 9 Ratio of total to initial adoptions for all features over sample fraction
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Fig. 10 Ratio of max to min overlap over sample fraction for all features

Fig. 11 Log of mean tie ratio of early adopters over sample fraction for all features
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Fig. 12 Variance of bootstrapped samples at each sample fraction for multiple metrics and all
features. “frac_calc” is the calculated sample fraction value (from network size of re-sampled
and original data). In general, variance of many variables either decreases or remains steady with
sample fraction, except for a few features. Some of the more variable features also interestingly
show a varying calculation of sample-fraction
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Table 9 @mentions
metadata at max data

Label num_tweets num_users Followers

obj_0 31,067 21,391 2,800,000

obj_1 33,048 20,154 82,000

obj_10 36,166 24,451 887,000

obj_11 91,114 51,102 290,000

obj_12 38,988 26,412 1,300,000

obj_13 84,795 58,239 16,400,000

obj_14 11,424 7133 4,200,000

obj_15 27,861 21,844 115,000

obj_16 1741 1024 150,000

obj_17 81,988 58,071 50,000,000

obj_18 96,893 40,011 1,400,000

obj_19 98,837 59,448 665,000

obj_2 61,194 36,891 1,300,000

obj_3 30,944 20,049 10,500,000

obj_4 66,957 46,867 115,000

obj_5 45,956 30,654 280,000

obj_6 72,068 48,355 18,500,000

obj_7 17,195 14,233 816,000

obj_8 7679 6241 958,000

obj_9 19,025 13,652 410,000
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TenFor: Tool to Mine Interesting Events
from Security Forums Leveraging Tensor
Decomposition

Risul Islam, Md Omar Faruk Rokon, Evangelos E. Papalexakis,
and Michalis Faloutsos

Abstract How can we have a security forum to “tell” us its activities and events of
interest? We take a unique perspective which is to identify these activities without
any a priori knowledge. This is a key difference compared to most of the previous
problem formulations. While most of the previous efforts are usually searching
for specific information, mining security forums to extract useful information has
received relatively little attention despite of some recent efforts. We propose TenFor,
an unsupervised tensor-based approach, to systematically identify important events
in a three-dimensional space. The dimensions are (a) user, (b) thread, and (c) time.
Our method consists of the following three high-level steps: (a) a tensor-based
clustering across the above-mentioned three dimensions, (b) an extensive cluster
profiling using both content and behavioral features, and (c) a deeper investigation
to identify key users and threads within the events of interest. Additionally, we
implement our approach as a powerful and easy-to-use platform for practitioners.
In our evaluation, we find that 83% of our identified clusters capture important
events and we find more important clusters compared to the previous approaches.
Our approach and platform constitute an important step towards detecting activities
of interest from a forum in an unsupervised learning fashion in practice.

Keywords Tensor decomposition · Security forums · Event extraction

1 Introduction

Online security forums have emerged as a platform where users generally initiate
a discussion about their security-related issues. Therefore, security forums contain
a wealth of information that currently remains unexplored. These forums aggregate
valuable information in an unstructured way and initial work argues for a wealth of
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useful information, for example, emerging threats and attacks, promotion of hacking
skills, and technical tutorials. Discussions around these topics at one or more points
in time often involve a large number of users and threads, and we can think of them
as important events in the life of the forum.

Problem Definition How can we spot major events of interest in a forum in
an unsupervised fashion? The input is a forum and the desired outputs are the
major events that capture the key activities in the forum and could be of interest
to a security analyst. For example, a security analyst would want to identify
outbreaks of attacks, the emergence of new technologies, groups of hackers with
tight and focused interests, and underground black markets of hacking services. The
challenges are that the information is unstructured and that we want to do this in an
unsupervised way. Basically, we want the forum to “tell” us its events of interest.

Related Works Although security forums hide a wealth of information, mining
these forums has received relatively little attention and only recently. We can
identify the following three main categories of related efforts: (a) security forum
related studies, (b) analysis of blogs, social media, and other types of forums, and
(c) tensor-based mining approaches. We discuss these efforts in Sect. 6.

Contribution We propose and develop TenFor, a systematic tensor-based approach
and tool, to identify important events in an unsupervised way in a forum as our
key contribution. Our approach operates at the three-dimensional space of (a) user,
(b) thread, and (c) time. Our method consists of the following three main steps:
(a) clustering using a tensor decomposition, (b) profiling using both content and
behavioral metrics, and (c) investigating using an automated, but customizable,
method to capture the dynamics of the clusters and provide an interpretable view.

Novelty We summarize the novelty of our approach in terms of techniques and
features as follows: (a) it operates in an unsupervised way, (b) it adapts and
combines tensor-based clustering, behavioral profiling, and NLP methods, (c) it is
user-friendly by being parameter-free with optional tuning of the parameters by the
end-users so that they can adjust the granularity and information detail of the results,
and (d) it provides visual and intuitive fingerprints of the events of interest. All these
capabilities are further discussed later.

Overall, an end-user can obtain the following results: (a) the most dominant
clusters in the lifespan of the forum, (b) profiling information about these clusters
including key users, key threads, key dates, and key topics and keywords, (c)
optional labeling of the clusters using user-specified keywords. Visually, the results
can appear in a StoryLine View or a Table View as shown in Fig. 1 and Table 3
respectively.

In our evaluation, we apply TenFor on three security forums, one gaming forum,
and GitHub malware dataset with a total of 58254 users. We find that 83% of
our identified clusters are meaningful. For example, they exhibit high intra-cluster
thread similarity, and the clusters revolve around interesting events as validated by
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Fig. 1 StoryLine View: a user-friendly visualization of a cluster summary with our TenFor
tool. We present one of the identified clusters, which captures the emergence of SimpleLocker
ransomware from the Offensive Community forum

experts, crowdsourcing, and other methods. Our approach also compares favorably
with previous approaches [2, 32] leveraging the power of tensor decomposition to
strike the balance between size and number of clusters.

Going Beyond the Security Forums TenFor can be used on other types of forums
although we focus primarily on security forums here. As a proof of this, we
apply our approach on online gaming forum and GitHub malware dataset. We find
interesting activities from there as well, including revenge hacking and romance
scamming, surging of ransomware malware development as we discuss later.

The Overarching Vision We develop a powerful user-friendly platform that will
be useful to both researchers, and industry practitioners as a tangible contribution.
Our ambition is to make this platform a reference tool for forum analysis and inspire
subsequent research and development.1 The proposed hands-free event extraction is
a significant capability where we let the forum to tell us what are the key activities
of interest, namely “taking the pulse” of the forum. This can enable practitioners
to shift through a large number of forums of interest efficiently and effectively. In
the future, we will extend our tool by providing additional user-centric and content-
centric capabilities.

Lineage This paper is an extended version of our earlier 8-pages paper [14]. We
outline the key additions and changes in this version. First, we describe our method
more thoroughly and clarify the reason behind different choices in our clustering
algorithm, for example, Fig. 5. Second, we add one more dataset, GitHub malware

1 Code repository: https://github.com/RisulIslam/TenFor.
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dataset, in our “Results and Evaluation” section and we provide more detailed
results for our other datasets, for example, Fig. 6. Third, we discuss the sensitivity
of TenFor to the model parameters summarized in Table 5 and Fig. 9. We also
provide step-by-step directions for the end-users to tune the model parameters in
“Discussion” section. Fourth, we add another layer of detailed evaluation using
synthetic data in Sect. 4.3. We compare TenFor with the current state-of-the-art
methods as well summarized in Table 6. Fifth, we provide a new discussion section,
Sect. 5, where we discuss the scope, practical considerations, and limitations of our
work. Finally, we update and improve the description of related works in Sect. 6.

2 Background and Datasets

We describe the datasets that we use and provide the background of tensor
decomposition here.

2.1 Datasets

We apply our method on five forums in our archive, which consists of (a)
three security forums, (b) one online gaming forum, and (c) a group of GitHub
repositories of malware software and their authors. All of these forums are in
English language. We provide a brief description of these datasets below.

a. Security ForumDatasets The datasets of the security forums are collected from
Offensive Community (OC), Ethical Hacker (EH), and Hack This Site (HTS) forums
[23]. We use our own python script to crawl and clean the data. They span 5 years
from 2013 to 2017. Users in these forums initiate security-related discussion threads
in which other interested users can post to share their opinion. The threads fall in
the grey area, mainly discussing both “black-hat” and “white-hat” skills. “Black-
hat” hacking skills are applied with malicious intention whereas “white-hat” skills
with benign intention. A brief description of these forums is presented below.

(i) OffensiveCommunity (OC): As the name suggests, this forum contains
“offensive security” related threads, namely, breaking into systems, selling
hacking services etc. Posts in this forum consist of step by step instructions
on how to compromise systems, and advertise hacking tools and services.

(ii) HackThisSite (HTS): As the name suggests, this forum has also an attacking
orientation. There are threads that explain how to break into websites and
systems, but there are also more general discussions on cyber-security.

(iii) EthicalHackers (EH): EH forum seems to compose mostly of “white-hat”
hackers, as its name suggests. However, there are many threads with malicious
intentions in this forum as well.
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b. Gaming Forum Dataset We consider an online gaming forum, Multi-Player
Gaming and Hacking Cheats (MPGH) [23]. MPGH is one of the largest online
gaming communities with millions of discussions regarding different insider tricks,
cheats, strategy, and group formation for different online games. The dataset was
collected for 2018 and contains 100K comments from 37K users [26].

For completeness, we start with some terminology that are related to the security
and gaming forums. Each thread has a title and is started by its first post, and we
refer to subsequent posts as comments. The duration of a thread is defined by the
time difference between the first and last post of that thread. The active days for a
forum are the number of days when the dataset contains at least one post. A user may
leave more than one comment for an article, which leads us to define the engagement
of a user for that article. An engagement has a time duration and intensity in terms
of number of comments. Each tuple in our datasets maintain the following format,
F :=(forum ID, thread ID, username, date, post ID, and post content).

c. GitHub Dataset GitHub platform offers the users to create software repositories
to store, share, and collaborate on projects and provides many social-network-type
functionalities.

We define some basic terminology here. We use the term author to describe a
GitHub user who has created at least one repository. A malware repository contains
malicious software and a malware author owns at least one such repository. Apart
from creating a repository, users of GitHub can perform different types of actions
including forking, commenting, and contributing to other repositories. Forking
means creating a clone of another repository. A forked repository is sometimes
merged back with the original parent repository, and we call this a contribution.
Users can also comment by providing suggestions and feedback to other authors’
repositories. Each tuple in the dataset is represented in the following format,
F :=(forum ID, malware repository ID, malware author, date, action type, repository
content).

We use a dataset of 7389 malware authors and their related 8644 malware
repositories, which were identified by prior work [29]. This is arguably the largest
malware archive of its kind with repositories spanning roughly 11 years. The basic
statistics of the datasets are shown in Table 1.

Table 1 Basic statistics of our datasets

Dataset Users Threads/Repositories Posts Active days

Offensive community 5412 3214 23918 1239

Ethical hacker 5482 3290 22434 1175

Hack this site 2970 2740 20116 982

MPGH 37001 49343 100001 289

GitHub 7389 8644 – 2225
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2.2 Background

We leverage the tensor decomposition in our work. We provide the fundamental
concepts of tensor decomposition below.

Tensors and Decomposition A d-mode tensor is a d-way array (here we use d =
3) [18]. So, we call I × J × K tensor a “3-mode” tensor where “modes” are the
fixed number of indices to index the tensor; for us the “modes” being the user (U),
thread (T), and weekly discretized time (W). Each 3D element of the tensor, X(i,j,k),
captures the total number of interaction (in terms of #comments) of user i in thread j
at discretized week k or zero in the absence of such interaction. In a decomposition,
we decompose a tensor into R rank-one components, where R is the rank of the
tensor, as shown in Fig. 2. That means tensor is factorized into a sum of rank-one
tensors i.e. a sum of outer products of three vectors (for three modes):

X ≈
∑r=R

r=1
U(:, r) ◦ T (:, r) ◦ W(:, r)

where U ∈ RI×R , T ∈ RJ×R , W ∈ Rk×R and the outer product is derived by:
(U(:, r) ◦ T (:, r) ◦ W(:, r))(i, j, k) = U(i, r)T (j, r)W(k, r) for all i, j, k. Each

component represents a latent pattern in the data, and we refer to it as cluster. For
example, one such cluster in OC represents a group of 29 users that are active in
the first weekends of July 2016 and discuss “multi-factor authentication failure” in a
group of 72 threads. Each cluster is defined by three vectors, one for each dimension,
which show the “participation strength” of each element for that cluster. Typically,
one considers a threshold to filter out elements that do not exhibit significant
“participation strength”, as we discuss later.

Fig. 2 Visualization of tensor decomposition
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3 Our Approach

We present, TenFor, a tensor-based multi-step approach, that identifies events
and activities in an unsupervised way. Figure 3 provides the architecture of the
platform. The Control module communicates with Interface and Database modules.
The algorithmic core is provided by the Tensor Decomposition, Content Profiling,
Behavioral Profiling, and Investigation modules.

We present an overview of TenFor, which works in three steps: (a) clustering
via tensor-based decomposition, (b) cluster profiling, and (c) cluster investigation as
shown in Fig. 3.

AutomatedOperation with Optional User Control A key design principle of our
approach is to operate parameter-free, and at the same time, provide the end-users
to tune these parameters for obtaining results of their interests. Naturally, a savvy
end-user can exert even more control by specifying algorithmic parameters with
well-defined APIs, especially in the tensor decomposition, which we discuss below.
We revisit these parameters at the end of this section.

3.1 Step 1: Tensor-Based Clustering

As a first step, we apply decomposition algorithm on the given input tensor to find
the clusters. We provide a quick overview of the challenges and algorithmic choices
in the decomposition algorithm below.

Specifics of Tensor Decomposition to Find the Desired Clusters We need to
address the following challenges to make the tensor decomposition work well in
our domain.

Fig. 3 Overview of the
TenFor approach and its
steps: Step 1: Cluster; Step 2:
Profile; Step 3: Investigate
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a. How Can We Decompose the Tensor? Basically, given the input tensor, we
use the Canonical Polyadic or CANDECOMP/ PARAFAC (CP) decomposition to
factorize the input tensor and find the clusters. But we tailor the CP decomposition
algorithm to our needs. For example, the factorization may contain negative
numbers in the decomposed components whereas our strategy of capturing the
interaction between users and threads at different times is inherently non-negative.
We can achieve the non-negative factorization by adding the non-negative constraint
in CP decomposition.

b. What is the Ideal Number of Components to Target in the Decomposition? To
answer this question, we use the AutoTen method [24] and find the rank (R) of
the tensor, which points to the ideal number of clusters to be decomposed into.
AutoTen attempts to identify the solution that extracts a large-enough number of
components while maintaining a high core consistency, which is a metric for model
appropriateness/goodness.

c. How Can We Strike a Balance on Cluster Size? Each cluster is defined by three
vectors (user, thread, and time), whose lengths are equal to the dimensions of the
tensor as shown in Fig. 2. We need a threshold to determine “significant participation
in the cluster”, which is a common practice for (a) avoiding unreasonably dense
clusters [31], (b) enhancing interpretability, and (c) suppressing noise. So, the
challenge is to impose this sparsity constraint and eliminate the need for ad-hoc
thresholding to find the clusters with only significant users, threads, and times. Our
solution is to add L1 norm regularization with non-negative CP decomposition. L1
regularization pushes the small non-zero values towards zero. Therefore, for each
vector, we filter out the zero-valued elements and produce clusters with significant
users, threads, and weeks only. In this way, we can eliminate the noisy users, threads,
and weeks having the least significant contributions in the forum. The final model
that we use for finding the clusters looks like this:

min
U≥0,T ≥0,W≥0

‖X − D‖2
F + λ(

∑

i,r
|U(i, r)| +

∑

j,r
|T (j, r)| +

∑

k,r
|W(k, r)|)

where λ is the sparsity regularizer penalty and D = ∑
r U(:, r) ◦ T (:, r) ◦ W(:, r).

To find the clusters, we solve the above equation. Since the equation is highly
non-convex in nature, we use the well-established Alternating Least Squares (ALS)
optimizer as the solver. The effect of λ on the performance of TenFor is described
later. An example of a cluster after filtering is shown in Fig. 4 and is further
discussed in Sect. 4.
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Fig. 4 An example of a cluster (28 Users, 70 Threads, 6 Weeks) from OC. The intensity in each
vector helps us identify users, threads and time intervals that are “important” for the cluster

3.2 Step 2: Profiling the Clusters

Having obtained the clusters, we propose to use content-based and behavior-based
profiling to provide information and context for each cluster.

Step 2.1. Content-Based Profiling We propose to profile clusters using content
with the aid of two interconnected steps.

a. Cluster characterization: We identify the top N keywords using TF-IDF from
the first post of each thread in each cluster. Prior work argues that the first post
of a thread captures the focus of the thread [10]. In the future, we will consider
the whole threads. We use the term cluster keywords to refer to this set of words.
These keywords can already provide a feel for the nature of the cluster, but we
also use more sophisticated techniques in the next step.

b. Cluster labeling: We give the end-user the ability to define classes of interest
that we then use to label the clusters. For ease of use, the end-users can define a
class by providing a bag of words. To label the clusters, we compare these bags
of words with the cluster keywords from the previous step.

To demonstrate this capability, we start with a group of classes that would be of
interest to a security analyst. Specifically, we adopt the following classes of interest
from prior work [10], which defines four types of threads: Announcement type
(A) where people announce news and events, including hacking achievements and
cyber-attacks; Product type (P), where people buy or sell hacking services and
tools; Tutorial type (T), where users post tutorials on how to secure or hack into
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systems; and, General Discussion type (G), which is the category for all threads
not in the above categories. Again note that although the default classes are A, T,
P and G types, the end-users can define his/her own classes other than the above-
mentioned fours and respective bags of words for the mandatory labeling.

We then calculate how “relevant” each cluster is to each class type. For
consistency, we have adopted the same definitions for these categories as the
aforementioned work. To do this, we compute the Jaccard Similarity between the
cluster keywords and the keywords that define each class type. We label the cluster
as A, T, P, G type based on the highest Jaccard Similarity score. A cluster can be
labeled as Mix type if the similarity scores of different types are within a close
range (defined as ±0.02).

Step 2.2. Behavior Profiling To provide more information per cluster, we use
behavioral properties, which capture how users and threads interact with each other
over time. We provide the following groups of capabilities and plots to the end-
users:

a. Basic properties plots of metrics of the clusters in a forum, such as the
distribution of number of users, number of threads, number of active days,
number of post per thread vs number of thread etc. per cluster of the forum.

b. Scree plots of metrics of clusters, which capture the pair-wise relationships of
different metrics of clusters, such as number of threads vs number of users,
percentage of active days vs duration (defined as the time difference between
the last and the first post of the cluster) for each cluster of the forum as shown in
Fig. 7a,b.

c. Heat map visualizations of the clusters and the relative strength of their
behavioral metrics. Currently, we use ten behavioral metrics that include the
average (over the cluster): average post length per user, number of threads
initiated per user, comment to thread participation ratio of the users, number
of comments per user, number of active days of the threads etc. In the future, we
expand this profiling capability by including more behavioral as well as activity
level metrics. We normalize the values of the averaged metrics and present the
behavioral profiles using a heat-map-style plot as we show, and discuss later, in
Fig. 7c.

The visual depiction helps an analyst to quickly gauge the behavioral profile
of the clusters and spot differences. Also, we expand this functionality by
developing an automated capability to report the anomalous cluster/s using
standard DBScan anomaly detection algorithm [34] in these profiles. We discuss
the findings in Sect. 4.
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3.3 Step 3: Investigation of Clusters

We develop a suite of capabilities that can help automate an in-depth investigation
of the clusters coming from the previous steps. Although this can be done manually,
the goal is to make the life of an analyst easier. Our platform provides the user
with well-organized and easily accessible information trying to strike the balance
between being informative and intuitively interpretable. Moreover, we develop two
ways so that the end-users can summarize the clusters: (i) StoryLine View, and (ii)
Table View.

Step 3.1. Creating the StoryLine View We develop a systematic and, arguably,
more interpretable method to capture the essence of a cluster by highlighting the k
most indicative threads in a non-decreasing temporal order as shown in Fig. 1. To
accomplish this, we follow the process described below.

Identifying the important threads for the cluster is calculated in the following
stages. In stage one, we find an extended list of topics, Text , for the whole cluster.
To do this, we use the commonly-used LDA Bag-of-Words model [33], and we focus
on the titles of the threads in the cluster threads because the titles provide a compact
and meaningful summary of the threads. In stage two, we calculate the relevance
scores of each thread with respect to each topic t ∈ Text . We associate each thread
with the topic with the highest relevance score. In stage three, we find the most
representing topics, Tdom, of the cluster. To achieve this, we find the distribution of
the number of threads per topic in the decreasing order and from there we choose the
list of dominant topics, Tdom, which we define as the minimum number of topics that
represent at least “thread threshold”, T hdom=70%(default) of the threads. In stage
four, we identify the top Rt most relevant threads based on their relevance score
for each of the dominant topics in Tdom. We then present them in a non-decreasing
temporal order as shown in Fig. 1. Note that the parameter Rt has a default value of
5, but the end-user can adjust it to her liking.

Here, we focus on the titles as we want to have the title of thread “tell the story”
in a visceral and intuitive way for the end-users. In the future, we will consider the
text of the whole thread to find topics and consider more involved topic extraction
methods.

Step 3.2. Creating the Table View We provide an alternative way to view all the
clusters in the forum in a way that puts emphasis on key authors and key threads.
This Table View can provide compact event summarization and key entities in
each cluster. We argue that this may be appealing for a different type of analysis.
Table 3 demonstrates the Table View that we provide. In our platform, we have
clickable links that one can follow to investigate these entities of interest providing
an interactive capability. We now present the generation of the columns of Table 3.

a. Identifying important entities: users, threads, and time intervals. We propose
a method to identify the most dominant users, threads, and time periods, where
significant activity takes place and populate the columns 4, 5, and 6 in Table 3.
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Specifically, we propose to identify the top k entities from each cluster, where
k ≥ 1 with the default being k=3. We use the factorized vectors to gauge the
“importance” of an entity in a cluster as shown in Fig. 4. The green boxes show
the entities with the highest “Participation Strength”. From each of the top k
weeks, we also report the most active day in terms of the highest #post made in
that week.
Note that the parameter k can be modified by the end-user to adjust to her
preference or type of investigation.

b. Representing the nature of the cluster in Table View: We present another way
to capture the essence of a cluster, which we provide as text in the last column
of Table 3. Obviously, there are many ways to achieve this. We opt to report the
most dominant topics, Tdom, per cluster which is a common practice to represent
and interpret events [22, 35]. We have already discussed a method to identify
the dominant topics above, which can be provided in the final column in Table 3.
Note that in Table 3, we start from the dominant topics, but reconstruct the events
within each cluster to provide more context to this paper readers.

The Optionally Tunable Parameters of TenFor TenFor can operate without any
user input, but we expose the following parameters to a savvy end-user who wants to
finetune the operation. Below, we list these parameters and their default values: (a)
temporal granularity: week, (b) size of the cluster keywordsN=50, (c) cluster labels:
A, T, P, G/Mix as defined here, (d) thread threshold for dominant topic T hdom=70%,
(e) number of relevant threads in StoryLine View Rt = 5, and (f) number of top
entities in Table View k = 3.

4 Results and Evaluation

We apply our method on four forums in our archive discussed in Sect. 2. We discuss
the output of each step of TenFor for three security forums below.

4.1 Step by Step Output Provided by TenFor

Step 1 We do a tensor decomposition for each forum. We provide an overview of
the results of our decomposition in Table 2. Note that we opt to use week as the
unit of time, but we considered with days and months as well. In Fig. 5, we show
the effect of the bin size on the average size of the cluster in terms of users, threads
and time intervals. Note that using a weekly granularity seems to provide smaller
clusters in terms of users and threads, which will likely lead to higher cohesiveness.
This further corroborates our intuition. As our goal is to capture events, a week
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Fig. 5 The effect of the time granularity on the average size of the clusters in terms of (a) users,
(b) threads, and (c) time intervals for the OC forum

seems to strike a good balance between a day, and a month, which could be too
short and too long respectively.

We find the target number of clusters with the method described earlier. We get a
total of 52 clusters from all three forums of which 25 clusters from OC, 12 clusters
from HTS, and 15 clusters from EH. Note that we did experiment with more clusters
than the ideal number, but that yielded extremely small clusters (e.g. 2 users, 3
threads, 1 week).

Step 2a. Content-Based Profiling and Labeling We use the A, T, P, or Mix/G
labels, which we defined earlier. We set the # cluster keywords, N=50. Note that we
report Mix and G types together here for the ease of presentation.

An overview of the clusters and their properties for all three forums is presented
in Table 2. Specifically, we find the following distribution of clusters: (a) 26%
of the clusters correspond to real security events, such as attacks, (b) 22% of
them represent black market communities for malware tools and services, and
(c) 32% of them represent security tutorials, events, and communities, with
most tutorials sharing malware and penetration techniques.

Step 2b. Behavior Profiling We provide the functionality to profile clusters based
on their activity and dynamics. Apart from providing a general understanding, the
analysis can help us spot outliers, which the end-users can investigate in Step 3.

First, our TenFor platform provides some plots of basic properties as described
earlier. Figure 6 shows one basic property plot which is number of post per
thread vs number of thread for each cluster in OC forum. This figure answers the
question: how do users engage in each type of cluster?. For example, we find that
Announcement type clusters have a large number of posts per thread. Upon close
inspection, we also find many self-comments, as the thread initiator clarifies issues
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Fig. 6 The average number of posts per thread versus the number of threads per cluster for the
OC forum with each type of cluster shown with a different color. Announcement type clusters (in
red) exhibit high average posts per thread, while Tutorial type clusters (in green) have high average
number of threads per cluster

Fig. 7 Behavioral profiling of the clusters. (a) Scree plots of #users vs #threads in A, T, P, Mix/G
type clusters of HTS. (b) Scree plots of % of Active Days vs Duration in A, T, P, Mix/G type
clusters of OC. (c) Behavioral profiling of the clusters from OC: x-axis is different behavioral
features, and y-axis is cluster IDs. Case-study: Cluster 19 has a unique feature intensity profile

regarding her announcement. We also find that Tutorial type clusters contain the
high number of threads with only a few self-comments.

Second, we propose to identify clusters of interest by using scree plots which
capture the correlation between different properties of these clusters. We show two
indicative scree plots in Fig. 7a,b. In Fig. 7a for HTS, the black-circled cluster at the
top is an A cluster, where just 15 people participate in a comparatively huge number
of 145 threads. Upon further inspection, they are a group of hackers boasting about
their hacking success. Some indicative cluster keywords of this cluster are hack,
brag, success, breach etc. (provided by TenFor in wordcloud format as well) which
actually substantiate our claim.
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Similarly, in Fig. 7b for the OC forum, the encircled clusters exhibit continuous
activity: the Percentage of Active Days over the Duration of the cluster is more
than 90%! This is an indication of an “urgency” in the cluster when compared with
the typically lower Percentage of Active Days. This urgency is amply illustrated
by cluster 9 (22 users, 60 threads): users talk about “strike week”, during which
the government attacked organized cyber-crime in the second half of March 2015.
Strike week created frantic activity in the forum at that time.

Finally, we also provide a compact visual behavioral profile for each cluster
shown in Fig. 7c for the OC forum. This can convey condensed information to
the end-users visually. For example, cluster 19 (40 users, 88 threads), highlighted
with the red box, seems to have a rare combination of active (dark blue) features.
Specifically, these features suggest that the cluster exhibits high values of (a) average
length of the first post of a thread per user (feature 1), (b) average ratio of #comments
to #threads which a user generates or participates in (feature 3), and (c) average
#comments per thread (feature 5). This behavior of the cluster is aligned with a
Tutorial type cluster: (a) the first post is usually long, (b) tutorials often spark
discussions, leading to multiple comments by a user in a thread, and (c) there are
many questions and “thank you” comments in a tutorial thread. Note that this is also
the label that our content-based labeling suggests.

Step 3 We showcase how we can enable a deeper analysis for each cluster with (a)
Table View, and (b) StoryLine View. An example of our Table View is presented in
Table 3 where we highlight three selected clusters from each forum and we provide
the information in terms of the type of the cluster, most significant threads, users,
and dates. The final column is populated with the dominant topics, though here, we
provide a manually-enhanced reconstruction of events for presentation purposes.
As explained earlier, we also present a StoryLine View where we identify the top-k
most indicative threads of the cluster which provides a human-readable thumbprint
of the cluster. In Fig. 1, we show such a result that was generated automatically for
cluster 7 (34 users, 125 threads) of the OC forum. We find that the dominant topic,
ransomware, represents 81% of the titles. With the default settings, TenFor reports
the top k=5 titles per dominant topic based on the highest relevance score in a
sorted timeline fashion. From this StoryLine View, the analyst can easily come into a
conclusion that the cluster actually captures the spread of SimpleLocker. Therefore,
this view is particularly useful for clusters that capture an event or a discussion, as
they can provide the evolution of the event as captured by its most dominant threads.

We discuss 9 of the clusters in Table 3 in more detail to show-case the kind of
information that we can gain.

a. Detecting emerging security threats. First, several clusters consist of events
that discuss novel security threats. For example, cluster 7 and 12 of OC revealed
the growing concern of an extensive outbreak of the SimpleLocker ransomware
and the RAT virus respectively. Also, cluster 2 of EH provides a timely warning
of the explosive outbreak of Locky ransomware in Feb 2016.



TenFor: Tool to Mine Interesting Events from Security Forums Leveraging. . . 73

T
ab

le
3

In
ve

st
ig

at
in

g
ni

ne
cl

us
te

rs
id

en
ti

fie
d

by
Te

nF
or

re
ve

al
s

in
te

re
st

in
g

ac
tiv

it
ie

s.
(C

ID
is

th
e

id
of

th
e

cl
us

te
r)

Fo
ru

m
-C

ID
N

o.
us

er
s

Ty
pe

To
p

th
re

ad
s

To
p

us
er

s
To

p
da

te
s

E
ve

nt
s

an
d

ex
pl

an
at

io
n

O
C

-7
34

P
35

02
,

48
43

,4
84

1
S.

Pr
aj

ap
at

i2
3,

C
yb

er
se

as
on

,
A

ss
as

si
n

D
ec

2
an

d
15

20
15

,F
eb

13
20

16

(a
)

A
m

ar
ke

to
f

34
bu

ye
r/

se
ll

er
s

of
de

cr
yp

ti
on

to
ol

s
ag

ai
ns

t
Si

m
pl

eL
oc

ke
r

ra
ns

om
w

ar
e

w
it

h
pe

ak
s

in
D

ec
20

15
an

d
ag

ai
n

in
Fe

b
20

16
,w

hi
ch

m
ir

ro
rs

th
e

ou
tb

re
ak

ev
en

ts
of

Si
m

pl
eL

oc
ke

r.

O
C

-8
54

A
25

62
,

12
28

,1
23

4
V

4n
D

4l
,R

F,
Pr

at
ha

m
Fe

b
4,

19
,a

nd
28

20
16

A
pe

ak
is

de
te

ct
ed

:(
a)

w
he

n
V

4n
D

4L
cl

ai
m

ed
su

cc
es

s
in

ha
ck

in
g

Fa
ce

bo
ok

in
Fe

b,
20

16
,(

b)
V

4n
D

4L
re

cr
ui

ts
se

ve
n

m
em

be
rs

in
a

ha
ck

in
g

gr
ou

p.

O
C

-1
2

42
T

80
4,

69
95

,
20

99
D

ra
gu

nm
an

,
Pr

at
ha

m
,

L
1n

km
3n

Ju
ne

4,
9

an
d

19
20

15
(a

)
Fi

ve
pe

op
le

co
ll

ab
or

at
ed

to
sp

re
ad

th
e

R
A

T
vi

ru
s;

(b
)

D
ra

gu
nm

an
sh

ar
ed

tu
to

ri
al

s
on

ha
ck

in
g

in
to

ba
nk

s;
(c

)
Pr

at
ha

m
pr

om
ot

ed
se

ve
ra

l
Y

ou
T

ub
e

vi
de

os
on

ha
ck

in
g

W
iF

in
et

w
or

ks
.

H
T

S-
3

63
A

89
0,

10
59

4,
11

34
9

T
he

M
in

dR
ap

is
t,

cd
ra

in
,B

ha
al

O
ct

5
an

d
12

,
N

ov
22

20
13

T
he

M
in

dR
ap

is
ta

nn
ou

nc
ed

a
ha

ck
in

g
w

eb
-p

la
tf

or
m

w
he

re
pe

op
le

ca
n

su
bm

it
th

e
U

R
L

s
th

ey
w

an
tt

o
ha

ve
ha

ck
ed

in
O

ct
5,

20
13

.

H
T

S-
6

39
T

11
25

,2
34

,
67

88
N

in
je

x,
R

aj
or

,
m

Sh
re

d
A

pr
7,

A
ug

22
an

d
31

20
14

A
pe

ak
in

ac
tiv

it
ie

s
is

ob
se

rv
ed

w
he

n
N

in
je

x
an

d
m

Sh
re

d
sh

ar
ed

tu
to

ri
al

s
fo

r
bu

il
di

ng
ha

ck
in

g
to

ol
s

du
ri

ng
th

e
re

po
rt

ed
To

p
D

at
es

.

H
T

S-
12

18
P

34
53

,
44

67
,8

90
1

w
ha

ck
er

,
D

oS
m

an
,B

ha
al

A
pr

il
10

an
d

28
,M

ay
12

20
16

D
oS

m
an

of
fe

re
d

a
30

da
ys

fr
ee

tr
ia

lo
f

a
D

oS
at

ta
ck

to
ol

w
it

h
a

pe
ak

in
A

pr
il

,2
01

6.

E
H

-2
31

A
72

63
,

87
62

,9
12

7
D

ar
kK

ni
gh

t,
D

on
,

V
an

da
D

G
od

Fe
b

1
an

d
9

20
16

,M
ay

15
20

17

D
ar

K
ni

gh
tw

as
a

vi
ct

im
of

L
oc

ky
ra

ns
om

w
ar

e
in

Fe
b

20
16

,w
hi

ch
sp

ar
ke

d
a

la
rg

e
di

sc
us

si
on

.A
ls

o
W

an
na

C
ry

ra
ns

om
w

ar
e

cr
ea

te
d

a
hu

ge
fu

ss
in

se
cu

ri
ty

w
or

ld
in

M
ay

20
17

E
H

-3
26

P
45

63
,2

13
,

44
98

ha
ya

bu
sa

,
dy

na
m

ik
,a

zm
at

t
M

ay
12

20
17

,
Ju

ly
3

20
17

,
D

ec
2

20
17

T
he

pe
ak

at
th

e
To

p
D

ay
s

is
du

e
to

ha
ya

bu
sa

an
d

az
m

at
to

ff
er

in
g

to
se

ll
m

al
w

ar
e

to
ol

s:
xc

ha
tt

oo
lf

or
w

in
do

w
s,

hi
dd

en
su

rv
ei

ll
an

ce
to

ol
s,

w
eb

ca
m

ha
ck

in
g

to
ol

et
c.

E
H

-6
46

T
12

51
,

83
25

,8
33

8
D

on
,D

3v
il

,
V

an
da

D
G

od
N

ov
19

an
d

24
20

17
V

an
da

D
G

od
,a

ex
pe

rt
L

in
ux

ha
ck

er
,s

ha
re

d
a

po
pu

la
r

tu
to

ri
al

se
ri

es
of

ha
ck

in
g

in
K

al
iL

in
ux

in
N

ov
20

17
.



74 R. Islam et al.

b. Identifying bad actors and their tools. Our analysis can lead to important bad
actors with Internet-wide reputation. Interestingly, it seems that hackers use their
usernames consistently around Internet forums, possibly enjoying their notoriety.
For example, our analysis (also shown in Table 3) leads to the usernames of
hackers, “V4ND4l”, “Dragunman” and “VandaDGod”. A simple Internet search
of these usernames quickly leads to people with significant hacking activities
and hacking tutorials on YouTube offered by them. Furthermore, we find that
“VandaDGod” is active in multiple clusters in EH forum. In July 2019, a hacker
group “VandaTheGod” is reportedly accused of defacing dozens of government
sites [7].

4.2 Evaluation of TenFor with Real Data

Evaluating the effectiveness of our approach and tool is inherently difficult due to
the open-ended and subjective nature of the problem. We list our efforts to assess
the precision and recall of our approach by examining the precision and recall to the
best of our capabilities.

A. Precision We present the evidence that our clusters are meaningful using several
different angles. We find that 83% of our clusters revolve around interesting events
and each cluster shows high intra-cluster thread similarity. This is validated by a
group of security experts and further corroborated via crowdsourcing and the REST
methodology [10].

1. Manual evaluation from domain experts. We use a group of 3 security
researchers to manually investigate all 52 clusters from all three forums. We
asked the experts to (a) assign a score (out of 100) for each cluster based on
the topic cohesiveness, and (b) summarize the important event(s) in each cluster,
if they think the topic cohesiveness score crosses 70. Our experts determined 43
clusters containing 55 significant events based on the majority vote.

2. Manual evaluation via crowd-sourcing. We recruited nine judges among
graduate students across campus to check the 52 clusters whether they contain
noteworthy events and assign a similar score per cluster like the domain
experts. A key difference is that our volunteers make their decisions based
on 10 randomly selected thread titles from each cluster. For calibrating their
sensitivity, the judges were given two sample clusters before the evaluation with
(a) randomly selected thread titles, and (b) titles from the same topic. Note that
we declare a cluster as cohesive if at least five of the judges assign a topic
cohesiveness score ≥70. The group declared 41/52 clusters (79%) as cohesive
containing 56 events. For 52 clusters and 9 judges, we calculate the Fleiss’ kappa
score [8], κ = 0.699, which is substantial enough to come to a significant inter-
annotator agreement in our context. In Table 4, we provide an overview of the
results above. We argue that each combination in Table 4 columns has its own
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Table 4 Precision of TenFor: Percentage of clusters declared as interesting and cohesive in our
evaluation

Experts Crowds Expert AND Crowd Expert OR Crowd REST

83% 79% 71% 88% 79%

merit with the intersection being the most strict and the union being the more
inclusive.

3. Assessing the cohesiveness. We corroborate the effectiveness of our content-
based labeling (as A, T, P, G type) and assess the cohesiveness of clusters in
an indirect way using a state-of-the-art technique, REST [10]. REST follows a
thread-centric approach and labels threads along these four categories focusing
on the content of a thread. We applied REST for every thread in our clusters.
We find that 42 clusters have more than 70% threads of the same type according
to REST and they also agree with our cluster label. Note that REST operates
at the level of a thread, while we label clusters, which will inevitably introduce
“errors”. Thus, we consider the above matching numbers as a good indication
for both: (a) the cohesiveness of our clusters, and (b) the accuracy of our labeling
approach.
Going one step further, we manually investigated the threads that REST was not
confident enough to label. We randomly selected 200 such threads and found
that 81% of these threads were aligned with the type of the clusters they were in.
Many of these threads were short, and we suspect that REST did not have enough
context to assign a label.

B. Recall Quantifying the recall of our approach is even harder. As answering to
“Are we missing important activities and events?” question is harder to prove, we
attempt to argue in favor of our method by providing three types of observations.

1. Any spike in activity is caught by TenFor. We argue that any event that creates
significant activity involving threads and users will be caught by TenFor. To
provide evidence, we find the top 20 weeks of high activity (in # posts), and
the top 50 active users and threads (in # posts) in forum OC. We find that 19 out
of the 20 most active weeks, 47 out of the 50 most active users, and 46 out of the
50 most active threads are also identified among the top 5 “performers” in our
clusters (k=5).

2. Several real-life events are caught by TenFor. TenFor manages to capture
several significant data breach events in the clusters from HTS forum including
(a) Sony Pictures, (b) Snapchat, and (c) Slack data breach. Users of security
forums tend to be more interested in malware and ransomware discussions. For
example, among the six most widespread ransomware from 2013–2017 listed in
[5], TenFor captured 5 of them in 4 clusters: (a) SimpleLocker(2015–16) event
in OC, (b) Locky(2016) and WannaCry(2017) ransomware event in EH, and (c)
CryptoLocker(2014) and Petya(2016) ransomware in OC. Therefore, we argue
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that significant real-life events which discussed in the forums extensively are
captured in the clusters.

C. Comparison with State-of-the-Art Methods We compare TenFor with Time-
Crunch [32], which identifies temporal patterns in a dynamic graph. This is the
closest state-of-the-art method: our input tensor can be seen as a dynamic bipartite
graph. We argue that TenFor is able to find more and meaningful cluster patterns
compared to TimeCrunch.

Specifically, applying the default parameter-free setting of TimeCrunch, we
find a total of 17 temporal patterns from three security forums, whereas TenFor
finds a total of 52 clusters patterns. First, upon further investigation, we find that
13 of these 17 temporal patterns are actually present in our identified clusters.
TimeCrunch reports only fixed types of patterns (full/near bipartite core, full/near
clique, ranged/constant star etc.) based on Minimum Description Length (MDL)
after encoding the model and the output patterns. Encoding larger clusters leads
to higher MDL cost, which may be why TimeCrunch reports clusters of smaller
sizes. TenFor does not consider any fixed types of pattern types and leverages the
power of tensor decomposition. Furthermore, we observe that all 17 clusters are
small in size (less than 21 users), compared to the TenFor cluster sizes (as much as
228 users). It seems that TimeCrunch does not identify larger clusters- probably can
not “summarize” efficiently and, therefore, does not identify the interesting larger
clusters which we show in Table 3.

We also compare TenFor with a widely-used community finding algorithm for
Weighted Bipartite Network (CFWBN) [2]. This approach operates on the user-
thread space and identifies a total of 771 bipartite communities from all three
forums. However, we find 91% of these clusters are small, with ≤3 users, and
only 35 communities start becoming substantial with ≥5 users. We argue that this
large number of communities and the absence of time dimension make a follow-up
investigation harder for the end-users.

In conclusion, TenFor strikes a balance between reporting too many and too few
meaningful clusters compared to previous other methods. Additionally, it provides
the end-users with key actors and a timeline of key events in an informative
visualization.

D. Generalizability Our approach works equally well on datasets from different
types of online forums: Gaming forum and GitHub. We discuss the findings from
these forums below.

(i) Malware dataset from GitHub. We apply TenFor on malware dataset from
GitHub to show its effectiveness for a different kind of dataset other than
security forum. We construct a 3D tensor for GitHub dataset where each
element, T (i, j, k), of the input tensor captures the interaction (in terms of the
total number of create, fork, comment and contribution performed) between:
(a) author i, (b) repository j , (c) per week k. Applying TenFor on this tensor,
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we extract a total of 22 clusters. We showcase some of the indicative findings
below.

a. keylogger is the gateway to malware development. The biggest cluster (153
authors, 97 repositories, 23 weeks) revolves around developing keylogger
malware where we find a very significant engagement of experienced
authors. These skilled authors behave like motivating and helping the new
developers by issue commenting and contributing in the projects.

b. Windows malware are on the rise. We find four clusters showcasing windows
malware development. These clusters mainly include backdoor, Trojan,
bot, and especially ransomware developers. One cluster (33 authors, 40
repositories) is solely devoted to ransomware development during Mar,
April 2017 when a surge of ransomware outbroke in real world. The same
phenomenon is also observed in security forum as well.

c. Trojan malware for Mac platform is emerging. We find a small cluster (14
authors, 22 repositories, 3 weeks) engaged in Mac malware development.
This bears the notion that Hackers are targeting Mac platform as well.

(ii) Gaming Forum. We wanted to see if our approach would work equally well
on different types of online forums of larger size. For this reason, we apply our
method on our online gaming forum, MPGH, discussed in Sect. 2. Applying
TenFor on this forum, we find 41 clusters with a total of 1.3K users and
3K threads. Apart from finding clusters related to gaming strategy, and tricks
for different popular online games, we also find several cyber-crime related
activities even in this gaming forum! We highlight the indicative findings below.

a. Scamming and cheating are dominant than anticipated. Interestingly,
the biggest cluster with 300 users and 400 threads is focused solely on
scamming. The key perpetrators are reported to be Nigerian scammers and a
well-known scamming company, “iYogi”.

b. Romance scamming is the new form of scamming. We identify a sudden
emergence of “romance scamming” reports in the mid of August 2018.
Apparently, scammers engage in online games, connect with other players,
and win their affection and trust, which they use for monetary gain [6].

c. Hacking for hire. Another surprising behavior is the search for a hacker to
exact revenge on a gaming rival, as captured in a cluster with 69 users and
119 threads.

Our initial results hint at a wealth of interesting behaviors in the gaming forums,
which we will investigate in the future.

E. Computational Effort The computation required by TenFor is not excessive.
The average runtime for preparing the final StoryLine View of the biggest forum
with 100K posts, MPGH, takes only 4.35 minutes on average. Our experiments were
conducted on a machine with 2.3 GHz Intel Core i5 processor and 16 GB RAM. We
use Python v3.6.3 packages to implement all the modules of TenFor. We believe that
the runtime can be reduced to seconds if we use more powerful hardware. These
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Table 5 Size (in terms of total user and thread) of the top 5 clusters for three security forums with
respect to λ.λ = 0.8 maintains the balance in cluster size

λ = 0.1 λ = 0.8 λ = 1.5

Clusters OC HTS EH OC HTS EH OC HTS EH

1st largest 541 202 363 160 69 111 57 22 29

2nd largest 444 150 327 151 62 100 43 18 28

3rd largest 399 136 318 106 52 68 37 17 28

4th largest 391 131 299 103 41 58 25 17 21

5th largest 357 111 268 90 39 56 21 13 19

results suggest that TenFor scales reasonably well in practice. The sample code can
be found at https://github.com/RisulIslam/TenFor.

F. Parameters Tuning λ The only parameter that the end-user needs to know
about is Sparsity Regularizer Penalty, λ. Using this parameter, TenFor tries to
balance between very large sparse cluster and very small clusters. Setting high
value of λ yields very small clusters containing only a few elements that show high
participation strength. On the other hand, setting very low value for λ yields very
large clusters with lots of elements, which can be hard to dig deeper and extract
exact event/s going on. We recommend to use λ = 0.8 for which the cluster size
is balanced and easier to extract the events and understand them visually through
StoryLine View and Table View. Table 5 shows the size (in terms of total users
and threads only) of the top five largest clusters for the three security forums with
respect to the varying values of λ. We find that λ = 0.1 and λ = 1.5 result in
very large and very small cluster sizes respectively for all three forums whereas
λ = 0.8 maintains the balance. However, we want to clarify that the end-users have
the autonomy to change this default λ = 0.8 upon his/her preference. The sensitivity
of the performance of TenFor to λ is more discussed in 4.3 subsection.

4.3 Evaluation of TenFor with Synthetic Data

To evaluate the clustering quality of TenFor, we use a synthetic tensor with flat
clusters injected in it as ground truth since there is a lack of such. Also, we compare
the performance of CP decomposition against other state-of-the-art decomposition
methods. The metrics that we use for the evaluation are Total Purity (TP), and
Rand Index (RI). The generation of synthetic tensor, brief description of the
evaluation metrics and the comparisons are described below.

Synthetic Tensor, D_Flat, Generation We generate a flat (non-hierarchical) 3-
mode tensor for evaluation purpose. The advantage of a synthetic tensor is that they
have a well-established ground truth. To stress-test our algorithms, described later,
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Fig. 8 D_Flat: Creation of challenging (overlapping in 2-modes) clusters in our synthetic tensor
by combining the depicted 21 clusters. (a) SSD. (b) SDS. (c) DSS. (d) DDD. (e) DDS. (f) DSD.
(g) SDD

we generate a 3-mode synthetic tensor, D_F lat . The dimension of D_F lat is 300×
300 × 30, which we find sufficient for our evaluation.

To elaborate, we start from a zero-tensor, Z. Let us consider that Z has three
modes A, B, and C, with indices ai, bj , and ck’s along the modes respectively.
Then we insert some clusters in Z in such a way that these inserted clusters are not
decomposed into further clusters. We call these clusters flat because they span in
level 1 only.

Figure 8 shows that a total of 21 clusters (3 clusters from each of the 7 groups)
have been introduced which forms the ground truth. Some of the clusters “overlap”,
if they get projected in only two dimensions.

The three-letter notation, e.g. SSD, indicates the mode along which the clusters
have similar (S) or different (D) values in the corresponding dimension. For
example, the three inserted SSD clusters in Fig. 8a have the same ais and bj s, but
different cks meaning that the three clusters contain same members (across A and B

modes) but evolve in different times (along C mode).

How do we insert (i.e. add elements to) each cluster? We identify a center for
each cluster and then arrange nodes (equivalently, non-zero elements) around that
center by finding the position to insert stochastically. We introduce four parameters
to control the size, and other properties of these clusters, which we refer to as
Synthetic Cluster Construction Parameters. The number of nodes per cluster
is controlled by the concentration parameter ρ while the cluster radius, d ,
determines the radius of the cluster. The value for each element is drawn from a
Gaussian distribution, G(μ = 10, σ = 3).
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Evaluation Metrics Evaluating hierarchical multi-modal clustering is challenging
as its quality can be analyzed from several different perspectives. For consistency,
we adopt metrics from previous methods [20, 28] which we present below.

(i) Total Purity. Total Purity (TP) [20] captures the quality of the clustering and
it is measured on a scale of 0 to 1 where TP=1 indicates perfect clustering.
Intuitively, TP represents the percentage of nodes that are associated with the
correct cluster and assumes the existence of ground-truth.

(ii) Rand Index. The Rand Index (RI) [28] is a measure of similarity between
two clustering algorithms on the same data. The metric considers all pairs of
elements and counts pairs that are assigned in the same or different clusters by
each algorithm. RI has a value within [0,1]. A value of 1 represents identical
clustering solutions.
Given a set, S, of n elements and two clustering algorithms, X and Y, to
compare, the formula to calculate RI is:

RI = a + b
(
n
2

)

where a is the number of pairs of elements in S that are in the same cluster for
X and in the same cluster for Y. b is the number of pairs of elements in S that
are in the different clusters for X and in the different clusters for Y. In our case,
n denotes the total number of non-zero elements in the synthetic tensor.

Evaluation of TenFor Using Synthetic Tensor, D_Flat We evaluate the perfor-
mance of TenFor in terms of TP and RI in different scenarios. That means we
stress-test TenFor by varying the parameters in synthetic tensor construction. Also,
we discuss the sensitivity of TenFor to the Sparsity Regularizer Penalty λ. Moreover,
we compare the performance of CP decomposition against two other widely-used
and state-of-the-art decomposition methods namely Tucker Decomposition (TD)
[17] and Dynamic Tensor Decomposition (DynamicT) [36]. For all the above
mentioned tasks, we utilize the D_Flat tensor.

a. The sensitivity of TenFor to the Sparsity Regularizer Penalty λ. The Sparsity
Regularizer Penalty parameter, λ, is used to select the important cluster members
during the decomposition as we explained earlier. Low values of λ create larger
clusters, while high values create smaller clusters keeping only the elements with
higher participation strength. Clearly, there is a need for a balanced solution that
will provide maximal information and insights from the data. Varying the value
of the parameter in our study, we find that a value of λ to 0.8 provides the best
results with respect to the Total Purity metric (TP=0.86). Figure 9 demonstrates
the performance of TenFor for varying values of λ.

b. The effect of the Synthetic Cluster Construction Parameters: d, ρ,μ, σ . We
also analyze the performance of TenFor by varying radius d , concentration ρ, and
data value distribution parameters μ and σ which affect the generation of D_Flat.
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Fig. 9 The effect of Sparsity Regularizer Penalty, λ, on clustering quality metrics TP

We found that TenFor is relatively robust to different values of these parameters.
For example, we found a case where doubling the parameter values did not
change the performance significantly. Specifically, TenFor shows TP=0.855 for
d = 4, ρ = 8/pattern, μ = 10, and σ = 3, and drops to TP=0.83, when we
double the parameter values to d = 8, ρ = 16/pattern, μ = 20, and σ = 6.
We intend to evaluate our algorithm more extensively and with more families of
synthetic tensors in future.

c. CP decomposition outperforms other state-of-the-art decomposition meth-
ods. We choose CP model as our decomposition algorithm because it has
strong mathematical background, very flexible in adding additional constraints,
easy to implement and produce unique clusters. However, we also experiment
with two other widely-used and state-of-the-art methods: Tucker Decomposition
(TD) and Dynamic Tensor Decomposition (DynamicT) to experimentally verify
the effectiveness of choosing CP decomposition. We find that choosing CP
decomposition result in better performance (in therms of TP and RI) in finding
quality clusters from D_Flat. The reasons that DynamicT and TD do not perform
well are obvious. DynamicT is designed for decomposition in dynamic tensors
whereas we focus on stationary, pre-constructed general tensor in this work. On
the other hand, the drawback of TD is that it does not produce fixed and unique
clusters. Table 6 demonstrates the comparison results which demonstrates the
reason behind choosing CP decomposition clearly.

The boldfaced numbers in Table 6 suggest that using CP decomposition yields
the highest Total Purity (0.856) and Rand Index (0.87) compared to other currently
used competitive methods, which indicates that CP decomposition outperforms the
existing methods.
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Table 6 Performance comparison of TenFor resulted from choosing CP decomposition vs state-
of-the-art decomposition methods

Decomposition algorithms Total purity Rand index

Tucker Decomposition 0.8 0.79

Dynamic Tensor Decomposition 0.81 0.8

CP Decomposition 0.856 0.87

5 Discussion

We discuss the practical considerations and limitations of our approach.

a. Is our method generalizable to online forums other than security forums?
We argue that TenFor is generalizable to online forums other than security
forums. We apply our method on a different types of forum: MPGH gaming
forum. Also, we apply TenFor on GitHub malware dataset. In both cases, we
find meaningful clusters just like security forums. The findings are discussed
briefly in Sect. 4.2. We believe that these findings bears the indication of the
generalizability of TenFor.

Going Beyond Online Forums The underlying framework of our approach can
be extended to different datasets with more than three dimensions. However, the
full functionality of our tool and especially its powerful visualizations with Table
View and StoryLine View are meaningful in datasets that have: (a) text data, and
(b) temporal dimension. We intend to explore generalizations of our approach to
different types of datasets and domains in future work.

b. Is our evaluation sufficient given the absence of extensive ground truth? We
would have loved to have tested our algorithm against an established benchmark.
Given its absence, we followed a two-prong approach. First, we evaluate TenFor
with synthetic data, where we can know the ground truth, and create a wide
range of datasets. We analyzed the effect of the parameter λ and compare
the performance of CP decomposition with other two different state-of-the-art
methods. Second, we resort to manual evaluation of TenFor on real datasets. We
argue that our evaluation provides sufficient evidence of the overall effectiveness
and competitiveness of our method. In addition, we will provide our labeled
datasets as a building block towards a community-wide benchmark.

c. How can a practitioner use our tool? The interactive UI of our tool makes it
very easy for a practitioner to use. First, the practitioner can load his/her data
into our tool. The mandatory fields in the input file are: thread ID, username,
date, and post content. The end-users can specify which three of the these fields
are going to be used for input tensor construction and which text field is going
to be used for StoryLine View and Table View construction. Second, the end-
user can optionally provide the classes of keywords for cluster labeling purpose
although the default classes are A, T, P and G types. Third, all the parameter
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fields in TenFor has recommended default values but the practitioner can tune
these parameters upon his/her preference. For example, s/he can change the
Sparsity Regularizer Penalty λ (default=0.8), number of top entities in Table
View (default=3), number of titles per StoryLine View (default=5) and get his/her
results of interest.

d. Algorithmic challenges and limitations. We highlight some of the algorithmic
challenges of our approach.

(i) Number of clusters. Finding the optimal number of cluster is always a
challenging task (NP Hard) for any clustering algorithm. As discussed
earlier, we resort to AutoTen tool to do that. AutoTen calculates the rank
of the input tensor which helps us determine the appropriate number of
clusters. In the future, we could investigate other methods to calculate the
rank, and even consider varying the target number of clusters artificially to
assess its effect on quality of the resulting clusters.

(ii) Cluster size. Tensor decomposition provides clusters where cluster entities
can have very low participation strength. To help the end-users deal with
only important entities in each cluster, we leverage the L1 regularization.
Varying the λ parameter, the end-user can easily keep only the highly active
entities in each cluster although we recommend to use λ = 0.8 to maintain
a balance between too small and too large cluster size. However, the end-
users can tune λ to match the needs of the study. In the future, one can
elaborate by setting the λ dynamically from the input data.

(iii) Cluster labeling. The default setting of TenFor is to label the clusters as A,
T, P, and G/mix classes. However, a practitioner can also determine different
types of labels for the clusters depending on the needs of the study. For
example, one such labelling could consist on other language or semantic
features such as aggressiveness of the language, the sentiment of the users,
or specific to keywords that capture topics of interest.

(iv) Event representation. Representing the event is inherently a challenging
task. Following the standard practice, we represent the event in a particular
cluster by identifying the dominant topics. The Table View shows the events
in dominant topic format in the last column. However, we also represent the
event in terms of titles in the StoryLine View view. We believe that the topic
representation as well as the title representation provides an understandable
and complete view of the events going on in a particular cluster.

(v) Relating clusters to events. Although most of the clusters contain single
events, our experts find some of the clusters containing multiple events.
In that case, understanding the events may become somewhat difficult if the
end-users choose low value of “number of titles per cluster” in the StoryLine
View. Also, some of the clusters may contain general discussion without
any particular topics. But our cluster labeling strategy has the capability to
label these types of clusters as G type, which help the end-users understand
that those G type clusters are for general discussion.
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6 Related Work

Overall, none of the previous efforts combines: (a) using tensor decomposition, and
(b) extracting events of interest in an unsupervised manner. The most related work
to the best of our knowledge is TimeCrunch [32]. TimeCrunch leverages the MDL
principle and is limited to reporting only six fixed types of temporal patterns. It
also does not use tensor decomposition and does not include a systematic event
extraction mechanism like we do here. We discuss other related works briefly below.

a. Mining security forums: Some recent studies focus on identifying key actors
and emerging concerns in security forums using supervised techniques and NLP
by utilizing their social and linguistics behavior [21]. Some of these works are
empirical studies without developing a systematic methodology. Recent efforts
include analyzing the dynamics of the black-market of hacking services [27],
extracting malicious IP addresses reported by users in security forums [9]. A
recent work [10], REST, identifies and classifies threads given keywords of
interest, and we use it to validate our cluster labeling. In this work, we focus on a
unique perspective. We mine the important events without any prior knowledge
about the forum.

b. Mining social networks and other types of forums: Researchers have studied
a wide range of online media such as blogs, commenting platforms, Reddit,
Facebook etc. Some recent works analyze the user behavioral patterns observed
in Reddit [37] and infer information for the users from their activities on
Facebook [3] and GitHub [13, 29, 30] but none of them focus on mining events
from the forums. Despite some common algorithmic foundations, we argue that
different media and different questions require novel and targeted methods.
Event detection is a broad and related type of research [12, 35]. A recent
work [22] proposes a hierarchical multi-aspect attention approach for event
detection but does not consider the author and temporal dimension as we do
here.

c. Tensor Decomposition approaches: Tensor decomposition is a well-studied
area of research. For our work, we have used CP decomposition but there are
other bunch of tensor decomposition approaches. Tucker Decomposition [17]
is the most well-known of them. But the problem with Tucker Decomposition
is that it is not capable of generating unique decomposition. There are other
tensor clustering approaches but they are applicable only in focused domain, for
example, tensor graph clustering to detect higher-order cycles [4], approximation
algorithm for 1-d clustering [16]. Another recent tensor-based clustering is
Dynamic Tensor Clustering (DynamicT) [36] which works better for dynamic
tensors but struggles for general tensors. That means DynamicT is designed for
decomposition in dynamic tensors whereas, in this work, we focus on stationary,
pre-constructed general tensor.
Tensor decomposition has a wide range of applications in diverse domains for
categorical data [15, 18, 19, 25]. For example, relatively recently tensor-based
techniques have been used in social media analysis. A recent work [1] uses a
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two-level tensor decomposition to detect fake news. TimeCrunch [32] focuses
on mining some temporal patterns from time-evolving graphs. Although the
output of TimeCrunch and TenFor are 3-D clusters, TimeCrunch focus on finding
only a few fixed types of patterns like bipartite core, near bipartite core, clique
etc. whereas we do not focus on any particular types of pattern. More recent
studies [25] use tensor to model multilingual social networks in online immigrant
communities. Other works [11, 19] use tensor decomposition to study the online
communities and their evolution. But none of these works focus on extracting
interesting events from online forums.

7 Conclusion

We propose and develop TenFor, an unsupervised-learning tensor-based approach
and tool, to systematically identify important events in a three-dimensional (a)
user, (b) thread, and (c) time space. Our approach has the following three main
advantages: (a) it operates in an unsupervised way, though the user has the capability
to influence its focus, if so desired, (b) it provides visual and intuitive information,
and (c) it identifies both the events of interest, and the entities of interest within the
event, including threads, users, and time intervals.

Our work is a step towards an automated unsupervised capability, which can
allow security analysts and researchers to shift through the wealth of information
that exists in online forums in general.
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Profile Fusion in Social Networks: A
Data-Driven Approach

Youcef Benkhedda, Faical Azouaou, and Sofiane Abbar

Abstract User matching across various social networks has received a significant
attention in the recent years. Several approaches have been evaluated including
discrete user attributes, text mining, network analysis, and more recently machine
learning. However, there is a lack of publicly available labeled datasets for this
task. Our contribution is twofold. Firstly, we create an open-source framework
that collects profiles from various social networks and identifies the true pairs of
accounts corresponding to the same user by leveraging user attributes and computer
vision. We present a case study dataset that encompasses more than 27k anonymized
profile pairs from Quora and Twitter with their corresponding content: 33M tweets
and 1.1M Quora answers. Secondly, we evaluate different user linkage schemes and
text representation models for the identification of users across these two social
networks and discuss the limitations of each approach. Our experiments show that
users can be identified with up to 84% accuracy when they have a sufficient amount
of generated content in their social accounts.

Keywords Profile linkage · User profiling · User generated content

1 Introduction

The Social Networks (SN) era has enabled access to massive amounts of user
generated content (UGC). As of July 2019, it is reported that 4.4 billion users are
spanning the web, among which 3.4 billion are registered on at least one social
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media platform.1 Many online users are active in different social platforms at the
same time, which poses challenges of identifying them across these platforms.
This is particularly true in the case of multi-source data fusion, especially during
acquisitions and databases integration. For instance, 90% of Twitter users are
reported to use Facebook simultaneously.2 This has opened up a wide range of
opportunities and challenges. On the one hand, industries were prompted to adopt
new marketing strategies. On the other hand, researchers were able to re-explore
topics such as expertise retrieval, entity resolution and entity matching.

Different User Matching (UM) schemes have been suggested through the years
based on different user features, such as personal discrete attributes (PDA), user
generated content (UGC) or network relations (NR). Despite the proliferation of
research publications on user linkage problem, it is startling that most of the
empirical evaluations were anecdotally executed on small and often non-publicly
available datasets, which makes experiments and results impossible to reproduce.
This raises serious concerns about the reliability of the presented results and has
been previously pointed out by Goga et al. [1]. Given the well-known difficulty for
collecting linked profile datasets, we present in this paper the detailed open-source
architecture of a framework that detects automatically a user’s profiles between
Quora and Twitter platforms. We open-source our platform for the community
so it can be adapted to other social networks. This can help other researchers to
implement new user features in the crawling process. We also publish the collected
dataset and encourage the community to use it in their research.3

Our first contribution in this paper is the creation of a User Linkage across
Social Networks (ULSN) framework that automates the task of collecting ground
truth linked users data. The framework architecture is based on a combination of
a username similarity technique and a facial recognition algorithm. The user pairs
collection is completed through three main phases. First, a list of personal discrete
attributes is retrieved from one SN, e.g., usernames from Quora. Next, we query
the second social network with different variants of the extracted PDAs and retrieve
profile images of candidate users. Finally, we run a facial recognition algorithm on
images of all candidate pairs to (i) make sure the images contain faces, and (ii)
check the likelihood that the two faces belong to the same person. Once correct
pairs are identified, we collect all their generated content from both networks. This
way, we allow for an unprecedented gathering of labeled pairs that we can use to
evaluate different kinds of UGC based problems. To guarantee the quality of our
system output, we conducted a manual checking of the produced pairs. This led to
the validation of 80% of the total produced pair, which is very promising for such
an unusual user matching approach.

In the second part of this paper, we highlight some key UM results obtained using
different language modeling techniques to represent profile textual content, such

1 https://datareportal.com/reports/digital-2019-global-digital-overview.
2 https://www.pewinternet.org/2018/03/01/social-media-use-in-2018/.
3 Zenodo: https://zenodo.org/record/3837711#.Xvr1uJZRU-I.
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as bag-of-words, generative probabilistic, and deep learning-based models. The
hypothesis here is that the same user might be interested in the same set of entities
across different social network platforms. We tested old-school representation
models that demonstrated their efficiency throughout the years, such as tfidf and
LDA, and compared them to more complex and recent models such as Bert. We
also investigated the importance of taking into account the temporal aspect when
creating user representations and reported some interesting observations. We recap
the paper contributions as follows:

– Generation of the largest publicly user profiles linked dataset with more than 27k
account pairs.

– Creation of an end-to-end process to generate ground-truth data for the complex
task of user matching in social media platforms.

– Evaluation of different matching approaches, combined with different categories
of NLP models, we show that with a bag of words and a good classification
algorithm we can achieve an accuracy rate of 84%, without using any elimination
process or discrete personal data.

The rest of this paper is organized as follows. Section 2 discusses the related
works with a focus on the datasets used in different articles. Section 3 gives a
detailed explanation of the ULSN framework architecture and how the data gathering
was done. Section 4 describes our data validation process and provides an in-depth
overview of our generated dataset. Section 5 explains the setup of the matching
approaches we tested. Section 6 discusses our experimental UM results. Section 7
presents some application examples that can be exploited through the use of our
framework. We conclude the paper with some remarks in Sect. 8.

2 Related Works

Profile linkage is a long-standing problem that has attracted a significant amount of
attention in the recent years. In the case of social networks, people have looked at
identifying users across different networks using myriad techniques and datasets.
Proposed approaches can be grouped into three categories. (i) Personal discrete
attributes: this family of approaches relies on user personal attributes such as full
name [2], username [3], email address [4] and gender [2] to identify users across
many SNs. (ii) User Generated Content: in this category, users are identified by
virtue of textual patterns spotted in their generated content. This is based on the
assumption that each user has his unique profile footprint. Several features have been
tested, such as language representation [5, 6] or temporal and geospatial components
[7, 8]. (iii) Network Relation based: the idea here is to use graph topological
features, such as followership/friendship relations to identify users accounts [9, 10].
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In the following, we provide an empirical analysis of the datasets used by the
community to evaluate profile linkage solutions. One striking observation is that
none of the used datasets is public. Which makes it impossible for a fair comparison
between techniques or for reproducing their results. The social networks that are
usually used for evaluations include: Facebook, Twitter, LinkedIn, Foursquare. For
instance, Narayanan et al. [10] applied a heuristic on all three matching fields
(username, name and location). They defined a threshold score below which the
matching pair is considered as false. Zafarani et al. [11] followed a bio inspection
approach. They searched for existing URLs within the user’s bio section mentioning
external social accounts of that same user. Motoyama et al. [4] used the Facebook
email ID and bio section to search for true matching accounts between Facebook
and MySpace. However, they could only collect 1385 true matching user pairs.

Many other researchers used third-party web services to collect their ground-
truth base of true matching profiles. Services such as Google+ [1, 5, 12], About.me
[5, 13] and FriendFinder [1] were used for this task. As an example, Zhang et al.
[5] collected in the first phase more than 150K users from Twitter and Linkedin.
However, they could only validate 4779 user pairs as true matching.

In the last stage of the data gathering process, the researcher re-collects, if
necessary, all the profiles data that are needed for his experimentation. Profiles
collected data can be of PDA type like usernames, real-names and emails [11–13],
network-based type like followers, friends and contacts [10, 14, 15], generic content
data like user generated content [13] or specific content data like tag-based content
[16], location content [6, 15] or spatio-temporal [17].

Most of the approaches discussed above, based their gathering approach on
personal features extracted from users’ bio section, or data found on third-party
services, where users provide the links to their accounts. Such truth datasets are quite
likely to misrepresent the real-word diversity, considering the fact that the collected
users have willingly synchronized their profile coordinates on third-party websites.
Furthermore, the experimental data is never shared or made public as shown in
Table 1. In this paper, we aim to alleviate those issues by building the foundations
of a new automated matching approach, joined by manual curation. Our goal is to
produce a highly accurate and reliable dataset of linked user profiles.

3 ULSN System Architecture

In this section we describe the system’s architecture used to collect ULSN data.
The system is made modular to allow for automated gathering of labeled data in
the future. Figure 1 gives an overview of the different modules that constitute our
system.

Dictionary Module The starting point is the establishment of a lexical database
with the goal of building the largest possible vocabulary to incorporate into the
crawling task. In the case of Quora, each question can be labeled with a maximum
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Table 1 Review of datasets used in the literature for profile linkage in social networks.
Fb: Facebook,Tw: Twitter, Frs: Foursquare, Li: LinkedIn, Flk: Flickr,Yout:Youtube red:
reddit,Goo: Google profiles

Paper #Pairs SNs Publicly available

Sun et al. [18] 7109 Fb,Flk No

Vosough et al. [8] 5612 Fb,Tw No

Riederer et al. [19] 3031 Tw,Frs No

Kong et al. [15] 500 Tw,Frs No

Motoyama et al. [4] 1385 Fb,Mys No

Chen et al. [17] 2579 Fb,Tw No

Narayanan et al. [10] 27k Tw,Flk No

Bennacer et al. [14] 474 Tw,Flk No

Li et al. [6] 18k–28k Fb,Tw No

Goga et al. [1] 850–76k Fb,Tw No

Zhang et al. [5] 4779 Tw,Lnk No

Abel et al. [16] 712 Fb,Lnk,Tw,Flk No

Perito et al. [12] 10k Goo,Ebay No

Zafarani et al. [11] 100k Flk,red,Yout No

Fig. 1 ULSN system architecture

of 3 topics. Quora has more than 400K discussion topics.4 Each Quora topic can
be accessed manually through a URL having the following structure: “www.quora.
com/topic/topic-name”, however, there is no clear way to automatically retrieve the

4 https://expandedramblings.com/index.php/quora-statistics/.
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topic names. Thus, we employ two English lexical databases, namely: Wordnet and
Google-Ngram to guess the maximum number of topic names on Quora.

Quora Crawler Module The aim of the Quora crawler module is to collect all
active user profiles from their list of 300M monthly active users.5 Most of Quora
users have an accessible public profile with an adequate content, i.e., answers on
different topical questions. This module first collects all accessible questions of each
valid topic identified in the previous step. Then, explores each question to extract all
answers along side their authors and timestamps. This module allowed us to retrieve
more than 1.7M unique user accounts.

Twitter Look-up Module Twitter look-up module is used to check the existence
of Quora usernames in Twitter. Quora uses a simple method for unique username
attribution which consists of the user’s first name, last name and a sequential
number concatenated by a dash character (e.g., july-brown-1234). The username
is displayed on the user’s profile page. Twitter on the other side, requires from each
user to provide their preferred unique username when they create their accounts.
It is often the case that Twitter users adapt a username that is a combination of
their first and last names. The Twitter look-up module takes each Quora username
and creates from it a list of candidate usernames to be looked-up on Twitter. For
instance, dashes (-) in Quora usernames are deleted or replaced by underscores, that
is, if july-brown-12345 is a username in Quora, we generate the following set of
candidate usernames for Twitter: {julybrown, july_brown, brownjuly, brown_july}.
The module then issues several http-get requests to check for existence of different
variants of the account (e.g., https://twitter.com/julybrown). If at least one Twitter
username exists, we consider the candidate Quora/Twitter pair as probably matching
and keep it for next module use, otherwise the Quora user is dropped from the list.

Computer Vision Module The Twitter look-up module output consists of a
candidate username pairs list. Each candidate pair will be examined by the computer
vision module. A candidate pair is considered to be a true matching in two cases
only: (i) if the profile photos on both social networks are identical, or (ii) if both
images contain faces whose similarity confidence is greater than 95% (See Fig. 9).
This process led, in our use case, to the collection of 64,759 true matching user
accounts (Fig. 2).

Accounts Crawler Module In the final stage of the ULSN collection process,
we collect UGCs from both SNs for each true matching pair validated by the
vision module. This final step yielded a subset of 34k pairs of user accounts that
have at least 10 publicly accessible tweets and 1 Quora answer. Note that this
module creates for each accounts pair two files representing respectively their

5 https://foundationinc.co/lab/quora-statistics/.
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Fig. 2 Different matching cases in ULSN. We note that a Quora and Twitter profiles are
considered as real matches in two cases only: when the two share the same picture, or the same
face

timestamped tweets and Quora answers (one post per line). Files are named by
the same sequential number which replaces their usernames. This step is important
not to directly disclose the identify of the users in the dataset. Figure 9 presents
different scenarios that can occur during ULSN matching process for Quora and
Twitter. The input of each scenario is a Quora user identified by his username and
profile photo. The output is a decision on whether the candidates pair is true or
false. Users having default profile photos, such as Ray-Track-4, or those having
usernames with no correspondence in Twitter, such as Ruby-Sha, are all ignored.
When the corresponding username account is found on Twitter, we apply the image
processing module to check the similarity of the two profile photos. Users having
different faces or different profile photos are considered as false matching pairs.
This is the case for example of Kada-Hof-6 and Lee-Festiv. Finally, users with
similar faces detected (Fed-Down-2), or duplicate images (Solid-snak) are validated
by ULSN as true matching pairs.
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3.1 Re-Usability, Code and Implementation Details

In order to help the research community collect further datasets similar to ULSN,
we contribute our code source on Github.6 Regarding implementation details, it is
important to notice that we use a python module called twint7 which takes as input
a list of Twitter usernames and returns their profiles and tweets. For Quora, we use
another python module that uses Selenium8 which we customized to extract relevant
data from HTML pages. It is worth noting that the Quora module might need more
customization in the future to adapt to new structure changes of Quora website.

4 Data

We present in this section an overview of the collected dataset. First we show how
the validation through human cross-checking was performed, then provide statistics
and links to the dataset and the framework, and finally dive into the analysis of the
content and temporal characteristic of the data.

4.1 Data Validation

To guarantee a high quality dataset, we conducted a manual labeling of the generated
ULSN account pairs. The labeling task was assigned to two staff members from our
laboratory. The two annotators are asked to go through all detected pairs of users,
and label them as being either true or false matching by inspecting the profile photos,
usernames and timelines. In addition, annotators were told to label as false all faked
or unverified celebrity accounts, such as Albert Einstein or Bruce Lee (Fig. 3). This
labeling process led to a validation of 27k user pairs out of 34k initial matching
pairs, which represents about 80% of pairs automatically detected by our system. We
noticed that rejected user pairs that were labeled as false by both annotators, were
mostly cases where users had non-deterministic profile data, i.e., users had one or
both of the profile photos with unclear face angle, along with little information found
on the profiles timeline (e.g., no bio info and less than 10 tweets and 2 answers).
Under similar conditions, the annotators stated that there is not enough information
to confirm the matching correctness of the pair.

6 Github: https://github.com/banyous/quora-twitter-scrapping.
7 Github: https://github.com/twintproject/twint.
8 Selenium: https://selenium-python.readthedocs.io/.
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Fig. 3 A screenshot of the labeling tool used by the annotators. The interface displays the Twitter
and Quora profile photos, usernames and timeline links

Table 2 General statistics about the dataset. p/u: post per user, med.: median, Avg.: average. Note
that the total size of Quora data uncompressed is 1.1 GB vs. 5 GB for Twitter

#users #posts #avg. p/u #med. p/u #unique words

Quora 27,049 1.08M 40 195 1M

Twitter 27,049 33M 1241 2841 3.2M

4.2 Dataset Overview

The true matching accounts list produced by the computer vision module consists
of 64,759 username pairs from Quora and Twitter. However when we applied
the accounts crawler module on this list, we limited the crawling to users having
at least 10 tweets and 1 Quora answer (Quora answers are usually much longer
than a tweet). Profiles with restricted access content were ignored. The final
number of true matching pairs generated by ULSN, and validated through the data
validation process, is 27,049. The dataset comes with a total of 33,587,156 tweets
(representing 5 GB of uncompressed data) and 1,084,239 answers on Quora (1.1 GB
uncompressed). The extracted dictionary of unique words in Quora data consists of
1,012,718 tokens whereas that of Twitter counts 3,212,340 tokens. See Table 2 for
more statistics.

The dataset is structured into two folders (/Twitter/, /Quora/)
each of which containing 27K files (e.g., /Twitter/1004069.txt,
/Quora/1004069- .txt). Each user has one file in each folder with the same 7
digit filename identifier. The file contains posts (tweets or answers) collected from
the user profile and ordered by their publication date. Each tweet comes with a
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Table 3 Top 10 used
languages and extracted
locations from text in both
Quora and Twitter

Top locations Top languages

Quora Twitter Quora Twitter

China India English English

Pakistan Vietnam Latin Spanish

USA London Hindi Dutch

America America French French

Europe China German German

Mumbai Canada Spanish Portuguese

Australia Pakistan Italian Italian

Africa California Indonesian Arabic

Japan Australia Danish Indonesian

Chennai Mumbai Dutsh Hebrew

timestamp and the tweet text. Similarly, each Quora answer comes with a date and
the answer text. The first line in each Quora/Twitter file represents the bio of the
user. It is worth noting that we deliberately deleted from our dataset any field or
text referring to a post/author ID for the purpose of keeping the total anonymity of
the collected data. The final dataset and the ULSN framework architecture are both
accessible through Zenodo9 and GitHub10 platforms respectively.

4.3 Content Analysis

In this section we present a brief content analysis of the dataset. Figure 4 displays
the word clouds of the two networks. We note that Twitter content is more social
oriented. Sociable terms like love, free and YouTube are quite frequent. In the
other side, Quora is more of an educational oriented platform, which explains the
prominence of more professional words, such as business, company and marketing.
We also analyzed the users employed language, using a simple yet effective python
module called LangID11

9 Zenodo: https://zenodo.org/record/3837711#.Xvr1uJZRU-I.
10 Github: https://github.com/banyous/Quora-and-Twitter-crawler-and-user-matcher.
11 Github: https://github.com/saffsd/langid.py. The idea here is that we analyze the users language
by extracting the dominant language of each user profile. We then count the frequency of each
detected language across the dataset. We employ the same approach by counting frequencies of
locations detected in users bio. Table 3 summarizes the top detected languages and locations from
the two social networks. Non surprisingly, English is the dominant language on both platforms with
more than 99% of Quora posts and 91% of Twitter posts being in this language. Twitter is naturally
more language diversified than Quora due to the social character of the former one. An other
interesting fact is to see “Hindi” as the third most used language in Quora. This can be explained
by the prominence of southern region Asian locations in the Quora top detected locations, such as
Pakistan, Mumbai, and Chennai. This has a relation with our starting point: Quora, which is quite
prominent in India (Quora stats: https://www.alexa.com/siteinfo/quora.com). It is not surprising to
see Indian locations frequent in Twitter data as well.
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Fig. 4 Quora and Twitter word clouds

Fig. 5 Activity and content analysis. (a) Posting activity analysis. (b) Answers length. (c) Tweets
length

Next we extracted the posting distributions of users in the two SNs. Figure
5a shows the complementary cumulative distribution function in log-log scale. It
calculates the probability (y-axis) that a user have at least a certain number of posts
(x-axis). As expected, we observe that distributions are skewed in both cases, as
very few users make it to have a high number of posts (100 in Quora or 1000
in Twitter). In Fig. 5b,c we present the distributions of posts length measured in
number of characters in both SNs. We can obviously see that Quora posts are much
longer that those of Twitter, bounded to 140 characters (and 280 characters recently).
The difference in profile distributions is also due to fundamental differences in the
nature of the two networks.

4.4 Temporal Analysis

In this section, we present some chronological comparisons between the content of
the two networks. Figure 6 shows some examples of temporal distributions of the
posting volume (tweets and answers on Quora). Figure 6a displays the cumulative
number of posts since 2006 for Twitter and 2009 for Quora. We clearly see that
there are much more tweets than Quora answers. Figures 6b,c show a sample of
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Fig. 6 Temporal features of Quora and Twitter data. posting volume distribution 2017 days, vol-
ume distribution of June 2017 days and posting volume distribution per weekday. (a) Cumulative.
(b) - 2017. (c) Example month - June 2017. (d) Typical week - 2017

year (2017) and month (June 2017) posting volume respectively. We see a nice
correlation between the two series (Quora and Twitter), which is related to the
circadian cycle, i.e., nice weekly seasonality, with more posts published towards
midweeks. Indeed, There is a clear correlation between the Quora and Twitter
posting volumes over time. The two graphs clearly exhibit a drop in the users activity
volume in the week-end days and a peak activity in the days preceding the week-
end. Figure 6d shows the typical percentage of posts produced each day of the week.
It reveals that more posts are expected on Tuesdays, Wednesdays and Thursdays.

5 User Profile Linkage

The first step in content-based user profile linkage is to create representations of
users based on the content they generated. For instance, we consider the user profile
as the concatenation of all his generated tweets/answers, respectively in Twitter and
Quora. Once the representations are established, there are several techniques than
can be used to identify the true matching pairs, i.e., those belonging to the same user.
In the following, we first formulate the problem of profile linkage in social networks.
Then, we describe two approaches that we explored: unsupervised user matching
and supervised classification. We finally introduce a clustering-based heuristic to
reduce the time complexity of user matching approaches.
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5.1 Problem Formulation

Given two social network platforms SN1 and SN2, the user profile linkage problem
aims at finding all pairs of accounts (au, av) ∈ SN1 × SN2 such that u = v, i.e. the
two accounts au ∈ SN1 and av ∈ SN2 belong to the same user.

Without loss of generality, we assume that each user account au in SN1 has one
and only one counter part matching account av in SN2.

5.2 User Matching Approach

The naive user matching approach performs an exhaustive pair-wise similarity
calculation all possible account pairs from SN1 and SN2. The true matching
account for each user is the one having the highest similarity score amongst the rest.
In other words, the pair of accounts (au, av) such that au ∈ SN1 and av ∈ SN2
is considered to belong to the same real user if and only if sim(au, av) >=
sim(ax, ay),∀(ax, ay) ∈ SN1 × SN2 ∧ (au, av) �= (ax, ay). The highest score
is considered when dealing with similarity metrics such as cosine. For distance
metrics such as Jaro–Winkler we consider the lowsest score. The technique is
quite effective when dealing with relatively small size of user datasets as shown in
Sect. 6.1. However when the number of users exceeds the range of few thousands,
the matching performance decreases significantly due to quadratic calculation time.

5.3 Classification Approach

Here we consider the user profile linkage problem as a binary classification problem.
We aim to train a classifier that takes as input two user account representations and
outputs a binary result, 1 if the two accounts belong to the same user, 0 otherwise.
The labeled data for this supervised learning approach is generated as follows: For
each positive example, i.e., true matching pair (au, av) ∈ SN1 × SN2, we randomly
sample N false examples (au, ay) ∈ SN1 × SN2|ay �= av . Different values of
negative pairs N are tested to study the impact of unbalance ratio on the accuracy
of the method.

5.4 Clustering-Based Optimization

The major problem of the user matching approach is the number of comparisons
which can be prohibitive. Indeed, for each user account au ∈ SN1, we need to
compute similarities with all other accounts av ∈ SN2. One way to tackle this
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problem is to pre-process user accounts using unsupervised clustering technique.
A good clustering will ensure that similar user accounts end-up as members of the
same cluster. At run time, given a user account au ∈ SN1 we first identify the
cluster to which it belongs, then compute similarities with only members of that
cluster to find the candidate matching account av . Note that it is perfectly possible
to use different types of representation for the clustering and the matching steps.
For instance, one could use LDA topics based vectors to perform the clustering (low
dimensionality), then use word2vec or TFIDF based representations to perform the
matching.

6 Experiments

In this section, we carry out experiments with the generated data in Sect. 4. We
first report the results of user matching using different representations and matching
schemes. The second part discusses the impact of user prolificacy and limitations of
temporal matching.

6.1 User Matching Results

BERT Our first attempt was to use the modern and powerful pre-trained model
BERT [20]. Bert has two main tasks that are next sentence prediction and masked
language modeling. The model input size is limited to 512 tokens, which makes
predicting raw large documents non-possible. One address this issue we can use text
summarization techniques to reduce the size of the user documents to Bert readable
format (i.e., 518 or less tokens). However, application of such approach is generally
expensive on large corpus. Instead, we adopted the approach presented by [21]. In
order to classify user reviews based on Bert model sentence prediction, they tested
three simple truncation techniques: Head, Tail and Head+Tail, where they selected
respectively the first 518 tokens, last 518 tokens and first 128 + last 372 tokens.
They achieved the best classification performance results using H+T truncation and
the last layer of the BERT model as the feature embedding model. In our case,
the best accuracy results were obtained using the H+T with a simple Bert sentence
prediction model. We got a accuracy of 22%. We concluded for now that BERT
might not be a good fit for very large text, as in profile linkage where each user is
represented with all their contributions (i.e., tweets and/or answers.)

TFIDF Next, we tested more simpler embedding models such as TFIDF, LDA,
and doc2vec. Our evaluation has shown that the simple TFIDF outperforms all
other models by a large margin. We trained the TFIDF model on the union of all
documents (tweets and Quora answers). A startling top-1 accuracy of 61% was
obtained using low value of maxdf=10, which is a fairly interesting outcome given
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that a random matching would have achieved an accuracy of 0.2% = 100 × 1/500.
To reduce the dictionary size we set mindf=2 to delete noisy terms that occur in
only one document in both datasets. Interestingly enough, trying the n-gram range to
(1,2) increased the top-1 resulted in a 6% improvement in the accuracy, bringing up
to 67%. However, it is important to note that n-grams also increased the size of the
vectors from 73K to 692k dimensions (unique tokens), which makes it hard to apply
to very large datasets. We also observed that pre-processing text, like removing
stop-words and stemming, had a negative impact on results. This can be explained
by the fact that limiting the max-features or pre-processing the text leads to the
disappearance of rare words (misspellings) that are key to distinguish between users
textual footprints.

6.2 Classification Results

To evaluate our results, we compare our matching to the classification matching
approach proposed by [6]. They tested 10 different classifiers using linguistic
representation models such as tfidf and glove. We adopt their classification approach
using tfidf-based weight vectors and use it as a baseline in the paper. We add to
this different representation models using LDA and Bert weight vectors. We test
different document classification algorithms such as logistic regression and support
vector machines. Different negative sampling sizes were tested, with values of N set
to 1, 3, 5 and 10. Sampled pairs were constructed through mathematical addition
of the two accounts feature vectors. For each value of N, we generate 30 different
randomly sampled datasets that are split into training set (80%) and test set (20%).
We consider the average accuracy of the 30 iterations as the classifier accuracy. In
our case, we are more interested in the positive pairs prediction accuracy, which is
the classifier precision or the true positive accuracy (TPA). In Fig. 7, we present the
classifiers confusion matrix for N = 1. We notice that the accuracy of true positives
are relatively low compared to the results obtained with user matching technique,
with KNN and RF having the highest TPA of respectively 34% and 30%. Increasing
N values decreases significantly the TPA to less than 2% for N = 10. This is the
result of the classifier predicting all new pairs as negative matching, which is the
dominant class in the imbalanced setup (Fig. 8).

Classification techniques under-performed in our context. We believe that the
main reason is the lack of language models that accurately captures the repre-
sentation of long text. Indeed a user in our case is considered as one document
that contains thousands of tweets or hundreds of answers, where models such as
Bert only capture 512 tokens. Similarly, classification based on LDA rendered
low accuracy due weak-representativeness of documents intrinsic features. As for
TFIDF, the high sparsity of the user learned vectors had a negative effect on the
classifiers learning process.
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Fig. 7 Percentage accuracy confusion matrix of 6 classification methods applied on S1 sample for
ratio of false pairs (N=1) and TFIDF vectors

6.3 The Impact of Clustering

We tested different clustering algorithms such as k-means and hierarchical cluster-
ing [22] with different values (k) of number of clusters. We used LDA embeddings
to compute similarities during the clustering step. We observed that small num-
bers of clusters lead to better overall linkage accuracy. However the clustering
distribution were highly imbalanced. On the other side, increasing the number of
clusters reduces significantly the size imbalance among clusters, but affects the
overall accuracy of correctly clustered pairs. The best results were obtained for
k = 100 with sub-space clustering technique which yielded an accuracy of 40%.
Using the combination of other embedding techniques such as Bert or Doc2vec
produced much lower accuracy.

6.4 The Impact of User Prolificacy

Users in our dataset have different volume of activity in Quora and Twitter. In order
to understand how user prolificacy (i.e, volume of produced content) affects the
effectiveness of profile linkage, we tested the best performing technique, i.e., TFIDF
user matching on four user groups: (a) users with at least 10 tweets and 1 answer,
(b) users with at least 100 tweets and 10 answers, (c) users with at least 1000 tweets
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Fig. 8 Different top-k accuracy values for TF-IDF matching with MAXDF varying in range of
1,5,10,50

and 30 answers, and finally (d) users with at least 5000 tweets and 100 answers.
The number of users of (a), (b), (c), and (d) groups is respectively 27049, 13064,
1501 and 241 users. Figure 2 shows the top-1, top-3, top-5, and top-10 accuracy
results achieved for different values of maxdf (1, 5, 10, 50). One striking results
is that the accuracy of profile linkage significantly increases when the amount of
available data increases. Indeed, we notice that linking accounts in group (d) can
be done with 84% accuracy for maxdf=5. This result is explained by the fact that
active users have more available textual features that makes tfidf more efficient in
distinguishing between their content. The worst results are observed in group (a).

In order to check the reliability of the previous results, we tested the previous
matching algorithm on a greater dataset containing the top active users from
(d) merged with normal users from (a), (b), and (c). Using cross-validation, we
generated 20 test samples with each sample containing the 239 top active users
and 1195 randomly selected users having less than 500 tweets and 10 answers,
which makes a rate of 1 active user for each 5 normal user in the dataset. Using
this approach we could identify users in group (d) with a top-1 accuracy of 73 %,
which is a result close to what we observed earlier when only users from group (d)
were considered as candidate matches. This shows that highly active users can still
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be highly identifiable even when they are part of a considerably larger group of less
active users.

6.5 The Impact of Time

We discuss in this section some ideas that we tried but did not yield to significant
improvement on the overall quality of profile linkage task.

First, we tried to use the posting dynamics of users as a filter to reduce the search
space. Our intuition was that the Tw/Qu time-series correlation of the same user is
more likely to be higher than the time-series correlation of two accounts that belong
to two different users.

We tested the correlation relations between each user’s accounts. We perform
this task by applying Pearson correlation on the posting frequency of the common
time periods between the two accounts. The selected periods are weeks, months and
years, and the tests were applied to the four group of users (a), (b), (c), and (d)
from section above. As shown in Fig. 9, top average correlation between real users
accounts were obtained from yearly frequencies for the four groups. The weekly

Fig. 9 Periodic Pearson Correlations between Qu and Tw users (S1 users)
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and monthly correlations turned to be much less significant, which can be due to the
difference in nature between posting behaviours on Twitter and Quora.

We also tried for each pair of accounts (au, av) ∈ SN1 × SN2 to compare, to
build the representation vectors only from documents (tweets and answers) posted
in the same time period range. We then take the average accuracy of all the common
periods as the matching accuracy score for the pair. We tried several period range
units such as same week, same month, and same year. But this did not yield any
improvement on the results.

7 Perspectives on Exploiting ULSN Data

A number of applications can benefit from mapping user accounts across different
social platforms. Our dataset reveals significant linguistic potential that can trigger
a variety of user-related research. We mention in this section the major fields that
can benefit from the use of our framework and discuss how our data is relevant to
such cases.

7.1 User Matching

ULSN generated data can constitute a base for training, testing and comparing
supervised learning techniques that aim at matching users based on their generated
content. It will be interesting to investigate the differences and similarities between
the textual characteristics of the Q&A and microblog platforms, and how they affect
traditional matching schemes. This can include the use of extracted topics, hypertext
links and Named Entities. Another interesting aspect is to check the extent to which
existing user matching techniques work, when applied to social media platforms
that are as different as Twitter and Quora.

7.2 Expertise Retrieval

Expertise retrieval or Experts finding refers to the task of finding users with
reliable knowledge on specific topics. This task can be explored by considering
Quora textual features as the user’s expertise reference. Quora offers rich and
diversified linguistic structures from which expertise topics can be extracted. A
similar approach was previously proposed by Xu et al. [23] in which they evaluated
their expertise algorithm by using Quora and Twitter profiles as ground and test
sets respectively. However, the dataset they used had 10K users only and was not
publicly shared, which makes it impossible for the community to compare with their
work. Our public dataset can quickly become the standard in this domain.
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7.3 Authorship Identification

The task of determining the author of a particular post, based on the analysis of
different writing styles, is typically referred to as Authorship Identification [24].
More recent studies have been oriented on identifying authors within heterogeneous
social networks environment [25]. ULSN will help in exploring this issue by offering
highly curated linked profiles between two platforms that are different in many
aspects.

8 Conclusion

We suggested in this paper ULSN, a system that maps Quora accounts to their
corresponding social accounts. The presented use-case described the process of
Quora and Twitter matching that resulted in a dataset of 27k curated pairs of users.
The users generated posts consisted of a total of 33M tweets and 1.1M Quora
answers. The goal is to make available linked users generated content data, which
allows the assessment and re-exploration of user-related applications, such as entity
matching and user profiling. We discussed in detail the system architecture and
made available its data, so as to let the community use, test, or contribute to the
project. In the future, we intend to release other versions of ULSN by taking into
considerations more user attributes and by connecting new Social platforms. We can
enrich the system output with more demographic and background characteristics,
such as gender, race, and expertise. This can be done through advanced computer
vision modules or crowd-sourcing platforms.

In the second part of this paper, we presented a preliminary experimental study
on the user matching problem using ULSN generated data. Promising results were
obtained showing a high precision linkage of user accounts using simple language
models such as tfidf with accuracy scores of 67%. Furthermore, based on the
analysis we performed on different categories of active users, we found that the more
data we have about a given user, the higher the chances to correctly link her two
profile accounts. Indeed, for users who posted more than 5000 tweets and 100 Quora
answers, we could correctly link their profiles with an accuracy of 84%. Given that
our best features are combinations of somewhat unique (rare) words using n-gram,
we do believe that the model is quite agnostic to the underlying language. This is
different from techniques based on semantics, which may need more repurposing
using machine translation to capture the meaning of words across various languages
a user may use. This said, we presented the highlights of the top detected language
in both Quora and Twitter documents used in our experiments.

One major technical issue we faced when learning the user features is the sparsity
of extracted data. To address this problem we used feature selection with different
ratio parameters. We also implemented feature selection based on the Chi-Square
method. Although not illustrated here, both feature selection methods had a negative
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impact on the matching accuracy as they tend to eliminate important features such
as misspelled words. Another option we would like to consider in the coming weeks
is to adapt dimensionality reduction techniques such as PCA for the textual feature
selection problem. Having tested the effectiveness of different language models and
pattern analysis techniques, it would be interesting also to explore the directions in
which we can use these models at larger scales. External similarity frameworks such
as Facebook Faiss can play a critical role in narrowing the matching space with a
low computation cost instead of unsupervised clustering.
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RISECURE: Metro Transit Disruptions
Detection Using Social Media Mining
And Graph Convolution
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Abstract In recent years we have seen an increase in the number of public transit
service disruptions due to aging infrastructure, system failures and the regular
need for maintenance. With the fleeting growth in the usage of these transit
networks there has been an increase in the need for the timely detection of such
disruptions. Any types of disruptions in these transit networks can lead to delays
which can have major implications on the daily passengers. Most current disruption
detection systems did not operate in real-time or lack transit network coverage. The
theme of this thesis was to leverage Twitter data to help in earlier detection of
service disruptions. This work involves developing a pure Data Mining approach
and an approach that uses Graph Neural Networks to identify transit disruption
related information in Tweets from a live Twitter stream related to the Washington
Metropolitan Area Transit Authority (WMATA) metro system. After developing
the two different models, a Dynamic Query Expansion model and a Tweet-GCN
to represent the data corpus we performed experiments and comparisons to other
existing models, using two different benchmark datasets, to justify the efficacy of
our models. After seeing the results across both the Dynamic Query Expansion and
the Tweet-GCN, with an average accuracy of approximately 78.9% and 87.3% we
were able to conclude that the graph neural model is superior for identifying transit
disruptions in a Twitter stream and also outperforms other existing models.

Keywords Data mining · Graph convolution · Dynamic query expansion · Web
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1 Introduction

Public Transit Networks are an integral part of the infrastructure for all major
metropolitan cities. Since they are virtually open to everyone, these transit systems
bring in large volumes of daily users or customers. The metro/subway of any city
plays an important role by connecting the suburbs and outskirts of the city to the
main metropolitan area. This makes them one of the popular modes of transportation
for daily commuters. [1]. Back in 2019 the Washington DC Metropolitan Transit
Authority reported of having an average daily rail ridership of around 630,000
[2]. That is approximately 315,000 daily riders on the Metro on a given weekday,
assuming each rider makes a round trip. Disruptions in service can severely
affect these daily commuters and often force them to seek alternative modes of
transportation. This could eventually drive customers away, denting the revenue
generation for the transit agency.

In today’s era of technological advancements, the growing use of social media
applications and platforms allows the users to act as live human sensors. Anyone can
post and report details of events they witness or experience outside in the physical
world [3]. In 2020 it was discovered that almost 500 million Tweets are posted
daily. This extensive daily use, speed and coverage of Twitter makes it a major
social media platform and constantly a major source of data from which topical
information on various events can be extracted. These events are represented by
three main dimensions:

1. Time
2. Location
3. Entity-related information about the event and its participants.

We can extract all this information from the Twitter data and use it to our
advantage. Figure 1 shows a sample of the information Twitter data contains and
how Tweeters can act as surrogates or human sensors.

In our previous papers RISECURE: Metro Incidents And Threat Detection
Using Social Media [1], we presented a tool that leverages Social Media Data
and uses Tweets as surrogates to extract information relevant to any possible
security events/incidents within a Metro system. Since our project started to move
towards a collective disruption identification system we needed to improve our
event extraction technique by using a more sophisticated model. In this paper we
develop a Graph Neural Network based approach for text classification and event
extraction. The graph neural network learns features by capturing information from
it’s neighbors [4]. Our proposed model involves building a single diverse text graph
for the whole training corpus. The graph is developed by using the corpus from a
pre-existing disruptions data set. This graph contains both word nodes and Tweet
nodes allowing us to explicitly model the global word co-occurrence. After the
graph is built it is fed into a convolutional neural network architecture which follows
an approach similar to the work of Kipf et al.[4]. This architecture allows the



RISECURE: Metro Transit Disruptions Detection Using Social Media Mining. . . 113

Fig. 1 An example of how Tweeters can be used as human sensors and the disruption related
information contained within Twitter data

model to scale linearly in the number of graph edges by learning the hidden layer
representations that encode both local graph structure and features of nodes [4].

We will provide an overview of both Dynamic Query expansion and GCN
approaches in this paper. We use the same Geo-tagging technique as in our previous
paper [1]. Before we integrate a new model into our system we compare the
approach with other existing text classification techniques to perform a benchmark
evaluation. The major contributions of this paper are:

• Social Media Mining: Acquisition of Twitter data to store data on the events and
use it to extract candidate Tweets using keywords detection, and using Dynamic
Query Expansion to track any new and emerging chatter on the incident via
Dynamic Query Expansion.

• Graph Convolution: We Develop and implement a GCN model to classify
disruptions from Twitter data and their comparative analysis. This involves
building a text graph to learn feature information from the available corpus. The
proposed approach is discussed after the overview of our current system, and
compared to other forms of text classification.

• Web and Mobile Platform Generation: A convenient provision of the Data
Mining model providing users with an effective visualization of the location of
the event along with any necessary information in the form of a timeline.
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2 Related Work

There has been a lot of work done in the field of text classification and event
extraction from social media data.

Similar to our work, Ji et al. [5] approach the disruption detection problem
in transit service using Twitter data. However, they utilized a multi-task learning
framework in their approach. They developed a supervised model which utilizes
unique metro specific assumptions in a feature space, reflected in the two kinds
of regularizers proposed in the model. They proposed an algorithm based on the
ADMM framework which divides the problem into a set of sub-problems which are
solved using block coordinate descent and proximal operators.

Gu et al. [6] developed a technique to mine Tweets to extract traffic incident
information on highways and arterials. The developed a dictionary of important
keywords and used combinations of those keywords to detect traffic incident
information. Tweets were mapped to a binary vector in a feature space formed
by the dictionary and labeled as incident related or not. If they were labeled as
traffic incident related, they were the geo-coded and further classified into the
respective incident classes. Zhang et al. [7] assessed the use of Tweets for traffic
incident awareness. They developed a Latent Dirichlet Allocation (LDA) model and
document clustering technique to model incident-level semantic information and
also applied spatial point analysis to explore certain spatial patterns.

Traditional forms of text classification use various feature engineering tech-
niques. Several techniques build text representations after learning word embed-
dings [8–10]. With development of neural networks people have used Convolution
Neural Networks for sentence classification [11] and Recurrent Neural Networks
for text classification using multi task learning frameworks [12]. There have
been several studies where various researchers tried to develop a more general
architecture similar to a CNN model that could work on arbitrary graphs. One such
implementation is presented by Kipf et al. [4], who were able to use a GCN to
outperform other techniques in several tasks including text classification, machine
translation etc.

3 System Overview

In this section, we illustrate the system architecture of the RISECURE application,
as pictured in Fig. 2. The GCN model integrated application follows a similar
architecture, where instead of the query expansion module we integrate our GCN.
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Fig. 2 System architecture

3.1 Data Acquisition

To avoid the limitation of Twitter’s API, the tool GetOldTweets3 was used to collect
the historic data samples. Since this study is dealing with real-time events, we will
be using the Twitter Streaming API through the Python library called Tweepy for
the system. Tweepy gives us access to real-time public Tweets by setting up query
parameters based on our needs. For each city or metropolitan area there are different
slogans, catchphrases, hashtags and influential users. Figure 1 previously shows a
sample of such Tweets. We can use these local parameters to our advantage to help
us capture the information we need. To make sure to also acquire a generalized
stream of Tweets related only to WMATA, a list of specific WMATA related
keywords were passed to the GetOldTweets API and Tweepy streamer. This list
mostly includes the name of the stations and station localities along with their
abbreviations to accommodate for variant Tweeting styles. This helps to refine the
incoming data by removing unnecessary noise from the stream. Figure 3 shows a
word cloud of the initial query used to acquire WMATA related Tweets.

The acquired data is first stored in AWS DynamoDB. Since we will be dealing
with real-time data, DynamoDB is ideal for this study. A DynamoDB stream can
be setup, which makes change data capture from the database available on an event
stream. This can also be combined with AWS Elasticsearch to index our data and to
perform any real-time analytics on the data, if necessary [13]. A lambda function can
be incorporated as a micro-service to execute the data pre-processing script every
time new data is acquired. Figure 4 shows the entire data pipeline.

Once the data pre-processing script is triggered the Tweet(s) will then be cleaned
and pre-processed. Tweets can contain emotions, hashtags or special characters
which makes them complex sentences. So before we pass them to our model(s)
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Fig. 3 Initial WMATA Twitter API Query

Fig. 4 Data Pipeline

we have to use textual mining techniques to clean them up. This can be done by
using the Natural Language Toolkit library in python to remove non-alphanumeric
characters and stop words and tokenize the Tweets. The python NLP library called
SpaCy is also utilized for this pre-processing step(s).

For the Dynamic Query Expansion model the simple tokenized list set of Tweets
is passed to the algorithm. For the GCN the Tweets were annotated before training.
We used the WMATA daily service reports as the ground truth for identifying and
labelling disruptions related Twitter data. We had a total of 7 different disruption
classes. These were operational, mechanical, track, security, environmental, medical
and non-disruption.
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3.2 Application Server

This is the core server component of the application. We use AWS and MongoDB to
help integrate the data acquisition module and the backend database. After the data
has been acquired, the AWS Lambda function will trigger and send an API request
to our backend service to update the data in our database. For the backend, we use
Express.js with node.js as a web server framework following REST API principles.

3.2.1 Application and Mobile Interface

This is the major component of user interactions and operations. The web appli-
cation was built based on the React.js framework and Google Map API. Besides,
we use Progressive web application(PWA) to construct our mobile app. PWA can
be installed on the user’s device much like native apps and provide cross-platform
compatibility for iOS and Android. The disruption incidents are accessible from the
UI through 3 major components: the real time panel, the station marker and the alert
notification pop ups.

3.2.2 Real Time Incidents Panel

The real time panel provides the user with the latest information about any occurring
incidents at any station. Tweets related to incidents are collected by timestamp and
are used to construct a real-time storyline. Each incident related Tweet is tagged
under a specific category which is displayed on the yellow label. The user is also
provided a link to the original Tweet itself. Figure 5 provides a concept of the real-
time panel.

3.2.3 Alert Notification System

The alert notification system allows users to subscribe to multiple stations and
the system provides an immediate alert notification when an incident is detected.
The alert notification system also updates the latest follow-up information once the
authority validates the authenticity of the event. Figure 6 illustrates the scenario of
our application pushing an alert notification for first event-related Tweets posted and
then the verified event notification.

3.2.4 Station Marker

Station markers with a red warning sign indicate a disruption at the station due to
a security incident. Clicking on the station marker will display two small pop ups.
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Fig. 5 Real Time Incidents Panel

Fig. 6 Alert notification system

One shows the details of the station itself and the other displays a timestamped
storyline which contains events specific to that particular station. This allows users
to navigate to the station of their choice on the map and stay updated with any recent
incidents at that station. Figure 7 shows a concept of this component.
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Fig. 7 Station event list

4 Methodology

This section will go over the details of the two proposed models for this study.

4.1 Dynamic Query Expansion

After the Twitter stream returns a pool of WMATA related Tweets, a second query
of keywords is used to filter out Tweets that maybe related to disruption. This
query consists of keywords that were found to be able to identify incidents that
may cause disruptions in the service or jeopardize the safety of the commuters and
the infrastructure of the system. Table 1 shows the keywords used to identify these
Tweets. This query then returns Tweets similar to the ones shown in Fig. 1. Once a
disruption related Tweet is found, the dynamic query algorithm is run on that Tweet
to track incident and retrieve updates.
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Table 1 Keywords used for
disruption query

Disruption keywords

Police

Malfunction

Slowdown

Delay

Brake

Fire

Emergency

Bypass

Single track

Uncoupled

Injury

Crash

Struck

Investigation

Disabled

Power outage

Operational

Door

Signal

Rush hour

Dynamic Query Expansion evaluates inputs and reformulates the query result to
improve retrieval performance. After acquiring the candidate Tweets, we can use
data to extract the representative keywords for a specific threat event. This helps
keep track of the emerging information for the event as it progresses. Besides, we
select some high-frequency keywords, as shown in Table 1, as our initial seed query
S based on analyzing the historical data of threat-related Tweets.
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To select the representative keywords, we use the algorithm based on Dynamic
Query Expansion (DQE) techniques [14, 15]. Given a time-ordered sequence of
Tweets 〈T0, T1, . . . , Tt 〉 and Seed Query S, we could retrieve the new expanded
query Q to represent this event. Fk is the feature node. W is the set of weights for
nodes where higher weights denote a higher degree of relation between the node
(either a Tweet or a feature) and threat-related theme. We can calculate the weight
of Fk by Inverse Document Frequency(IDF) and weight of T(k−1). C is the adjacency
matrix.

For each iteration, dynamic query expansion compares the minimum weight of
the related Tweet node and the maximum weight of unrelated Tweet node, selecting
the one with a higher score and putting it in the result. After the kth iteration, it
converges to the stable representative keywords. After the stable status is reached,
we can assume that the highest weighted keywords could describe the event. We
retrieve this result and represent it on our application. The dynamic query expansion
for the Pentagon Metro Stabbing Case study is shown in Fig. 8. After more event-
related Tweets are collected, we can see how keywords transform from an initial
query with equal weight to the expanded query with more representative keywords.
The algorithm detected an initial tweet of an African American male being stabbed
at Pentagon Station around 9 AM using the initial query. Over the course of the
next few hours as new information comes in, the query expansion is at work. We
see the word Pentagon add to the expanded query after the initial tweet, helping us
identify the location of the incident. As more and more data comes in we also collect
information about the disruptions caused by the incident. We see the algorithm
collect information about delays on the blue and yellow lines due to an ongoing
police investigation.

Fig. 8 Dynamic query expansion for pentagon metro stabbing case study
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4.2 Graph Convolution

Graph Neural Networks have been commonly used for classification techniques
lately. A GNN is a model that is built on the concepts of Graph Theory. A graph is
a type of data structure that allows one to easily represent the relationships between
different types of data it contains through nodes and edges. In the graph, a data
point is represented as a node and edges connect or link multiple data points. The
weights of the edges and distances between nodes define the relationship amongst
the data. This text classification experiment that we are performing turns into a node
classification for our proposed approach.

In text classification the nodes represent individual words or documents and the
edges represent the word co-occurrence in the document or corpus depending on the
type of edge. The graph is translated into a feature network and is represented as an
Adjacency Matrix. For a Graph Convolutional Network the convolution operation
is similar to that of a regular Convolutional Neural Network where the model
learns the features by inspecting neighboring nodes in the graph. The GCN will
take a weighted average of neighbor node features, including itself. The resulting
feature vector is then passed through a neural network for training which learns the
relationship amongst the data for classification. This neural network then returns a
final vector containing the result of the classification. Rather than just identifying
keywords like the dynamic query expansion technique, the GCN has a contextual
learning ability which gives us the advantage against other techniques.

The GCN model here in (Fig. 9) is responsible for gleaning insight from the
collected disruptions data and identifying disruptions in a live Twitter stream. It is
setup, trained and developed in the following manner:

1. The training data is first cleaned and pre-processed to remove any unnecessary
non alphabetic characters.

2. The word embedding or graph is generated from the training corpus. The graph
can contain word nodes and Tweet nodes.

Fig. 9 GCN setup
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3. This graph is then passed to a neural network which is trained by learning the
relationships in the graph and then we test our model.

4. The final model is then tested by comparing it to other pre-existing Graph based
text classifiers and commonly used text classification techniques. It is also tested
for affect on the accuracy by tuning the parameters.

4.2.1 Building The Graph

The main component of this Tweet-GCN is the word embedding developed to train
the model. A large and diversified text graph is built which contains word nodes
and Tweet nodes. This allows us to explicitly model the global word co-occurrence
so that graph convolution can be easily performed. In this graph, the number of
nodes |V | is the total number of Tweets plus the total number of unique words
in the training corpus. This is just the total corpus size combined with the total
vocabulary size after the preprocessing stage. A feature matrix M is set as and
identity matrix (M = I ). This means that every word and Tweet is represented
as a one hot vector as the input for the Tweet-GCN. A one hot vector is just
representation of categorized variables in the form of binary vectors. This helps
the machine recognize categorized data much better.

The edges are built among nodes based on two properties:

1. Tweet to Word Edges: Based on the word occurrence or frequency in Tweets.
2. Word to Word Edges: Based on the word co-occurrence or frequency in the

entire corpus.

The weight of an edge between a Tweet node T and word node W is the term
frequency inverse Tweet frequency, which is just the TF-IDF of the word W in the
Tweet T . Point-wise mutual information(PMI) was used to calculate the weights for
word to word nodes. We want to quantify the likelihood of the co-occurrence of two
words and PMI helps with that. PMI is a popular measure used for word associations
to calculate the weight between two word nodes. Using PMI instead of only using
word co-occurrence helped achieve better results in the experimentation and testing
stages of the model. The weight of the edge Emn between node m and node n is
defined as follows:

Emn =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

PMI(m, n) m, n are words, PMI(m, n) > 0

TF-IDFmn m is Tweet, nis a word

1 m = n

0 otherwise
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The PMI value for a word to word edge Emn is calculated using the following
equations:

PMI(m, n) = log

(
p(m, n)

p(m) ∗ p(n)

)

(1)

p(m, n) = #win(m, n)

#win
(2)

p(m) = #win(m)

#win
p(n) = #win(n)

#win
(3)

where #win(m) or #win(n) represents the number of sliding windows in the corpus
that contain the words m and n respectively. #win(m, n) is the number of sliding
windows in the corpus that contains both m and n, and #win represents the total
number of sliding windows that are present in the corpus. The results from the PMI
equation tell us about the semantic correlation of the two words in the corpus. A
positive value indicates a high correlation, a negative value indicates little or no
correlation and a value of 0 indicates that the two are statistically independent. Due
to this nature, only edges with a positive PMI value were added to the graph.

4.2.2 Network Architecture

Once the graph has been built, it is fed into a multi-layer neural network architecture
which follows a similar approach to Kipf et al. [4]. This architecture performs
convolutions directly on the graph by inducing embedding vectors of nodes based
on the properties of their neighboring nodes. The graph G can be represented using
adjacency matrix A and degree matrix D. Using a single layer of convolution
will allow the GCN to only capture the information from its immediate neighbors.
Stacking up multiple layers gives the GCN the ability to obtain information over
larger neighborhoods in the graph. For a single layer architecture, the new d

dimensional node feature matrix X is computed as:

X
(1)
d = φ(Â ∗ X ∗ W0) (4)

where Â is a re-normalized adjacency matrix and W0 is the weight matrix. φ is a
rectifier activation function (ReLU) where φ(x) = max(0, x). For a multi-layered
architecture, X is computed as:

X
(i)
d = φ(Â ∗ X(i) ∗ Wi) (5)

where X(0) = X and i denotes the number of the current layer. For this model a two
layer architecture was used. The word and Tweet node embeddings in the second
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layer have the same size as the labeled data set. These embeddings are then passed
to a softmax classifier function:

ypred = sof tmax(Â ∗ ReLU(ÂXW(0))W(1)) (6)

where W0 is an input to hidden layer weight matrix for any hidden layer with H

feature maps and W(0) is the weight matrix for the hidden to output layer. The loss
function is defined as the multi class cross entropy over the entire labeled data set.

LcrossEntropy = −
Co∑

i=1

v0 ∗ log(ypred) (7)

Co represents the number of possible output classes, v0 denotes one-hot encoded
representation of the ground truth label and ypred is the is the probability of
the predicted label for the Tweet. The weight parameters were W(0) and W(1)

were trained by performing batch gradient descent using the full data set for each
iteration. The only downside to this approach is that it requires a large amount of
memory to train the model. The two layer GCN allows for message passing between
nodes that are two edges or steps apart from each other. So even though there are
no predefined Tweet to Tweet edges in the graph, the two layer GCN allows pairs of
Tweets to exchange information between each other.

Figure 10 shows an overview of the Tweet-GCN model. Nodes beginning with
T are Tweet nodes and the rest are word nodes. Tweet to word edges are denoted
by the solid black lines and word to word edges are denoted by solid red lines.
E(x) here denotes the embedding representation for x. For example, E(track) is
the embedding representation of the word track. The different colors here indicate
the different classes of disruptions in the data set. Only four classes have been shown
here to avoid a cluttered schematic.

Fig. 10 Overview of Tweet-GCN
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5 Experiment and Results

Our data set included 60000 disruption incidents from between 2012–2019. We also
collected data from WMATA service reports which was used as the ground truth for
labeling our Twitter data.

5.1 Benchmark Evaluations

We fine tuned our parameters accordingly to achieve the best results in each case,
which are discussed later. For our GCN we started by setting the learning rate as
0.02„ dropout rate to 0.5, the embedding size of the convolution layer to 200 and the
window size to 15. 10% of our training data was randomly selected as our validation
set. We used the following baseline models:

1. TFIDF +Regression: Look at a basic bag of words(BOW) model with a Logistic
Regression classifier.

2. LSTM: The LSTM model implemented by Liu et al. [12]. It uses the previous
hidden state as the representation of the entire text, with and without pre-trained
word embeddings.

3. CNN: Using the Kim et al. [11] implementation of the Convolutional Neural
Network which uses max pooling on the embeddings to generate the text
representations. The non-static CNN approach is used, which uses pre-trained
word embeddings.

4. Graph CNN-C: A graph CNN model by Defferrard et al. [16] that operates
convolutions over word embedding similarity graphs by utilizing a Chebyshev
filter.

5. Graph CNN-F: A graph CNN model by Henaff et al. [17] which is similar to
Graph-CNN C but instead utilizes a Fourier filter.

For the Tweet-GCN we used the optimal parameters based on the results of our
parameter tests and for the baselines the default parameters were used as discussed
in the papers of their original implementations along with the pre-trained 300
dimensional Stanford NLP GloVe word embedding where ever necessary. 10%
of the training set was randomly selected as the validation set and following the
approach of Kipf et al. [4] both GCNs were trained for a maximum of 200 epochs
with early stopping enabled for no changes in validation loss for 10 consecutive
epochs.

Tweet-GCN Setup A dimension size of 200 was set, a window size of 12, a
learning rate of 0.02, dropout probability of 0.5 and an L2 regularization or weight
decay of 0.

Four different metrics were used to evaluate the performance of the proposed
approaches against the baselines. These were accuracy, precision, recall and F-
score. The weighted average of all four metrics across 100 Runs for each model was
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reported. The accuracy measure is one of the most common metrics for evaluation.
Generally, higher the accuracy is, the better the classifier is at identifying class
labels. Precision gives us a measure of the relevant data points by identifying what
proportion of the predicted positives is truly positive. Recall gives us a measure of
how accurately the model is able to identify the relevant data points by telling us
what proportion of true positives have been correctly classified. Most of the times
there is a trade-off between the precision and recall scores. Sometimes these values
may conflict, so they must be considered comprehensively. For this problem we
would prefer to have a good value for both measures since we want to be able to
identify as many disruptions as possible as precisely as possible. That is where the
F-score comes in, which is the harmonic mean of the precision and recall. The F-
score also does a better job at describing models dealing with class imbalance in
multi-class classification problems.

From Table 2 it can be seen that all the graph based models outperform the
rest of the models. This is likely due to the characteristics of the graph structure
enabling the word nodes to learn the representations more accurately. Something
which is impossible for the other traditional models. We see lower accuracy results
and testing scores for the Dynamic Query Expansion model compared to the
baselines. The Dynamic Query Expansion and keyword extraction model does not
have a learning ability like the graph based models and other deep learning models
therefore it is at a disadvantage when it comes to learning the semantic relationship
among the data and capturing relevant disruptions data within the stream. The
Tweet-GCN performs well because the graph is able to capture both Tweet-word
relations and global word-word relations and because the label information of the
Tweet nodes can be passed to the adjacent word nodes and relayed to other word
and document nodes that are at most two steps away. This allows the Tweet label
information to be propagated throughout the graph.

Graph CNN-C and Graph CNN-F use similar graph models as ours but the word
nodes are connected over larger windows without weighted edges. Due to the lack
of trainable edges those models are then unable to learn the significant relationships
between different words. We also notice that the CNN and LSTM models provide

Table 2 Test scores for disruption classification with for the twitter disruptions data set: the results
are the average of 100 runs for each model

Model Accuracy Precision, Recall, F-Score

Logistic Regression + TF-IDF 0.8101 ± 0.0018 0.81, 0.80, 0.81

LSTM 0.7743 ± 0.0087 0.77, 0.78, 0.78

LSTM(GloVe) 0.8237 ± 0.0163 0.81, 0.82, 0.82

CNN(GloVe) 0.7781 ± 0.0048 0.78, 0.80, 0.79

Graph CNN-C 0.8204 ± 0.0032 0.82, 0.78, 0.80

Graph CNN-F 0.8371 ± 0.0015 0.83, 0.84, 0.83

Dynamic Query Expansion 0.7892 ± 0.0153 0.75, 0.79, 0.77

Tweet-GCN 0.8726 ± 0.0021 0.87, 0.86, 0.87
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satisfactory results on both datasets, but lack in their contextual information learning
ability compared to the our GCN. However, both those models use pre-trained word
embeddings while our GCN only uses the information provided to it by the input
corpus.

5.2 Parameter Testing

We also performed tests by varying the parameters of our GCN.

5.2.1 Size of Sliding Window

In Fig. 11 we have the results from varying the sizes of sliding windows in the
model.

We see the test accuracy be the highest for a window size of 15, and the accuracy
begins to decrease when the window size becomes larger than that. Small window
sizes are unable to generate enough word co-occurrence while information too large
window sizes are may add extra edges to nodes that might not be closely related [4].
Since Tweets are a form of micro-blogs or short text this behavior is understandable,
suggesting that a small window size may not be able to capture enough information

Fig. 11 Accuracy with varying window sizes
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Fig. 12 Accuracy with varying embedding sizes

where as a large window size may capture extra information by adding extra edges
between nodes that might not be closely related.

5.2.2 Size of Embedding Dimension

Figure 12 shows the test accuracy results with varying embedding sizes. We
observed trends similar to our earlier test with the sliding windows. For small
dimensions, the embeddings may not disseminate throughout the graph while large
embeddings increase training time and do not change the our results by much. We
found a dimension size of 200 to be optimal for both data sets.

5.2.3 Size of Training Data

To avoid a cluttered graph, we selected the best individual performing models to
see how changing the size of our labeled training data effects the models. Figure 13
shows the test accuracy results of these tests on 1%, 5%, 10%, 15%, 20% and 25%
of the Twitter training data set.

It can be seen that Tweet-GCN performs better by achieving higher test accura-
cies throughout for the partial training set. We can see the Tweet-GCN achieves
an accuracy of 0.8132 ± 0.0132 for only 25% of the training data set. These
results are even higher than those of some baseline models when they were trained
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Fig. 13 Effect of size of Twitter training data on model performances

using the entire training set. These results suggest that the proposed GCN model
perform reasonably well with a limited label rate and can spread and preserve
label information within the graphs giving themselves the upper-hand at identifying
disruption data.

From the results of our experiment we can see that our GCN model is able to
achieve pretty good test results for classifying WMATA related disruptions within
Twitter data. However there are still some limitations with the GCN when it comes
to unlabeled information in the training data. Overcoming this hurdle will be part of
some future work we look to accomplish.

6 Conclusion

RISECURE is an open-source and automated system that is capable of detecting
transit disruptions by using Social Media data mining and deep learning techniques.
We proposed two approaches; Dynamic Query Expansion and Tweet-GCN. The
effectiveness of our proposed approaches is displayed through benchmark evalua-
tions against other baseline models. We saw the Tweet-GCN give us the best results
for identifying disruptions with an overall accuracy of 87.3%, whereas the Dynamic
Query Expansion model delivered the lowest scores with an overall accuracy of
78.9%. However, the Tweet-GCN consumes a lot of memory due to the high number
of edges in the corpus level graph. For future we will look to modify the model to
solve this issue. For real-world deployment in transit systems such as metro rails, our
proposed approach can serve as a supplementary resource to aid in swift disruption
detection and, gain situational awareness. We foresee a great potential to take this
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platform to a higher level where it can help improve the rider experience for the
public transit systems.
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Local Taxonomy Construction: An
Information Retrieval Approach Using
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Abstract In specific domains, such as e-commerce, inducing a taxonomy over a
given set of ‘target’ concepts is an important problem with applications ranging
from good website design to knowledge organization and recommender systems.
Automatically inducing a full or ‘global’ taxonomy over a large set of concepts
is a difficult problem in the AI literature, typically requiring human intervention.
A more tractable version of the problem is called Local Taxonomy Construction
(LTC). Rather than induce a global taxonomy, LTC attempts to induce the local
neighborhood of each concept in the target concept-set. Despite having much
practical importance, LTC has not been properly formalized and explored in the
applied AI community. In this paper, we present such a formalism on LTC, including
a set of viable, minimally supervised solutions based on pre-existing representation
learning algorithms in the natural language processing community. We also conduct
a detailed experimental study using three widely used, real-world e-commerce
datasets. We also present qualitative assessments, and discuss potential applications
of LTC in industry.
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1 Introduction

In many commercial domains,1 such as e-commerce and media, with large and
heterogeneous datasets, users and needs, designers of websites, user-facing systems
and even backend recommender systems must start from a set of semantic categories
or concepts that are then structured into a proper taxonomy [3, 38]. A simple
example of taxonomy induction or construction is illustrated in Fig. 1 [23, 32].
Assuming that we start with concepts such as Dresses and Overalls, a taxonomy
needs to be induced over these concepts. Such a taxonomy could serve as the
backbone of an ontology that is eventually used to design a rich user experience, but
it is also useful for knowledge management and organization within an enterprise.
While a final ontology would be expected to be more ‘graph-like’ and contain other
ontological components, such as constraints, a knowledge engineer would not have
to begin its construction from scratch if an initial taxonomy is available [7].

More generally, in the e-commerce domain, concepts are equivalent to product
categories. Many price shopping and comparison websites pull in such concepts by
the thousands from multiple websites. Relational ordering between these concepts
is necessary, for developing a better understanding of, and organizing knowledge
about, the domain. However, in real-world scenarios, manual induction of tax-
onomies from a ‘target’ concept-set is difficult because there may be thousands,
or even tens of thousands, of concepts that need to be relationally ordered and
structured. Even if we could automatically score each taxonomy on the basis of
quality, the search problem is computationally hard because the total number of
possible taxonomies is exponential in the size of the concept-set.

A related problem to taxonomy induction is link prediction, which frequently
emerges in the case of graph-theoretic domains like social networks and ‘knowledge
graphs’ [12–14, 35, 36]. However, taxonomy induction is a more difficult problem
because it falls under a class of machine learning problems that have to work without
any examples. Other examples of such problems include community detection
[18], clustering-based applications and zero-shot learning [37]. However, taxonomy
induction is different from these problems because highly localized links need to
be discovered for each concept in the target set. An alternate way to differentiate
between taxonomy induction and clustering is that, for the latter, the number of
clusters is typically a small constant,2 rarely exceeding 100, while for the former,

1 This paper is an extended version of [15], which was an 8-page paper published in the proceedings
of (and presented in the industrial track of) the 2020 IEEE/ACM ASONAM conference (held
virtually). In this article, we significantly expand upon the theory and formalism of the local
taxonomy construction (LTC) problem, particularly from an information retrieval (IR) approach.
We also present more experimental results, visualization and analysis. The paper also contains 3
new sections not included in [15], including a Discussion section.
2 Furthermore, this number grows very slowly, if at all, with the number of data points. Even with
millions of data points, not many clusters are required to uncover structure, when using algorithms
like k-Means.
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Fig. 1 An illustration of the taxonomy induction problem, using real data from the Google Product
Taxonomy (Sect. 5)

the number of edges that need to be inferred linearly depends on the number of
concepts in the target set.

Because automatic ‘global’ taxonomy induction, where the input is a set of
concepts, and the output is a complete taxonomy, is a difficult problem, especially
in domain-specific settings, this chapter addresses a more tractable version of the
problem called Local Taxonomy Construction (LTC). Intuitively, LTC is the problem
of independently inferring the neighbors of every concept c ∈ C, where C is a given
‘concept-set’ (set of target concepts). In addition to C, a practical versions of the
problem may also rely on generic ‘background’ resources available on the Web, such
as a domain-specific text corpus or an example taxonomy from a different website
or data source. The independence assumption is important as it gives the problem
its local flavor. The problem is formalized further in Sect. 3. Specific contributions
of this chapter are enumerated below:

– We define and formalize the Local Taxonomy Construction (LTC) problem by
using a methodology grounded in the Information Retrieval (IR) community. We
also explore IR-based metrics for evaluating potential solutions to the problem.

– We explore the possibility that word representation learning or ‘word embedding’
models can be used in a variety of potential taxonomy induction scenarios,
depending on the availability of background resources. We present several such
solutions. Our goal is not to present a radically new algorithm but to explore how
established representation learning algorithms, including a retrofitting algorithm
can be adapted to yield good results on this problem [6, 25].

– We conduct a principled and detailed empirical study, using three real-world
e-commerce concept-sets and taxonomies, and the presented representation
learning solutions. Based on 20 GB+ worth of experimental data collected and
analyzed, we show that such solutions offers significant promise for LTC, and can
be feasibly applied on new concept-sets, at least within the e-commerce domain.

– Based on our findings and industry knowledge, we describe a list of potential
applications for which LTC is particularly well-suited. We also describe promis-
ing avenues for future research, a key element of which is to design a similar
formalism and experimental study for the (more difficult) global taxonomy
construction problem.
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The rest of the chapter is structured as follows. Section 2 provides an overview of
related work, including work in representation learning, structured data embeddings,
natural language processing, and other allied sub-areas that are relevant to the
lines of inquiry in this paper. Section 3 provides an Information Retrieval-based
formalism of the LTC problem. Section 4 describes minimally supervised solutions
to the problem using established algorithms and background resources from the
‘word embedding’ literature in natural language processing. Section 5 describes
the empirical study, including methodology and metrics, the three real-world
e-commerce datasets we used in the study, and a detailed set of results and
interpretation. Section 6 places the results in broader context by supplementing them
with additional qualitative assessments. Section 7 describes potential applications of
LTC, especially in the context of the minimally supervised representation learning-
based solutions that we presented. Section 8 enumerates avenues for future research.
Finally, Sect. 9 concludes the paper.

2 Related Work

The research presented in this paper is related to several existing lines of research
that we briefly cover below.

Representation Learning and NLP With the advent of neural networks and deep
learning in the last decade, representation learning (also known as ‘embeddings’)
have become very prominent in the Natural Language Processing (NLP) community
[11, 24, 26]. The original word2vec algorithm [24] has now been in popular use
for almost a decade, and relies on a relatively ‘shallow’ neural network compared
to Convolutional Neural Networks (CNNs) and other such models. It learns
representations of words by sliding a window of fixed size (say, 5 words) over the
words in the corpus, represented as a sequence, and optimizing an objective function
whereby words that tend to fall in the same window also tend to be closer together in
the vector space. GloVE follows a similar philosophy, but is based on constructing
a word co-occurrence matrix and relies on a slightly different objective function and
formalism [26]. The FastText algorithm (also called ‘bag-of-tricks’) [11], developed
by the same researchers in [24], was publicly released by Facebook AI research and
improves on previous models by being able to robustly handle misspellings and
other variations in words. Consequently, it is able to retrieve embeddings for words
that it did not see during the training phase.

More recently, transformer-based models such as BERT have become popular
[4], although much more expensive to train on a corpus (and requiring far more
data) than previous algorithms such as fastText [11] and Glove [26]. Intriguingly,
the ability of the previous word embedding algorithms to do analogical reasoning
without any apparent supervision (e.g., the famous ‘King is to Queen as Man is to
Woman’ example), and the ability of recent transformer-based models to achieve
near-human performance on complex tasks like common sense question answering
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and other NLP applications, raises the question of whether such models can be
applied to solve ever more sophisticated problems. We make extensive use of the
classic word embedding algorithms in this paper, while transformer-based models
are left for future research, as it is not clear how one can apply them for the problem
of local (or global) taxonomy induction.

Embeddings for Structured Data The success of word embeddings, and similar
representation learning models (e.g., based on autoencoders and decoders [39]) in
the computer vision community has led to similarly successful proposals being
floated both in the knowledge discovery and Semantic Web communities. In the
former, network embedding algorithms such as DeepWalk have become popular
and are based loosely on word2vec [27]. Given a network, modeled as a graph,
DeepWalk learns embeddings for the nodes in the graph by first executing random
walks (starting from each node), and treating each random walk as a sequence that
can be input into word2vec. By treating nodes as ‘words’ in this way, an embedding
is learned for each node and found to perform quite well compared to other non-
neural approaches.

In the Semantic Web, RDF2Vec has become a popular choice and shown to
be useful in several Semantic Web problem areas [29]. Its philosophy is similar
to DeepWalk, but it is more apt for ‘knowledge graphs’ (directed, labeled multi-
relational graphs) represented in the Resource Description Framework (RDF)
language. More generally, ‘knowledge graph embeddings’ such as TransE and
HolE have become popular choices for embedding multi-relational graphs such
as DBpedia and Freebase [36]. These algorithms embed both nodes and relations,
and use a different optimization function compared to network embeddings such as
DeepWalk. However, such algorithms invariably assume that (i) the node-set (what
we call the concept-set in this paper) of the graph is typically known in advance;
(ii) there exists a set of ‘positive’ links between many of these nodes, which can be
used to train a model and ‘complete’ the graph by inferring more links. The problem
in this paper is very different: we only consider one relation,3 rather than multiple
relations, and the problem is a ‘from-scratch’ problem, since no example edges are
available during test time for an algorithm to exploit.

Retrofitting Pre-Trained Embeddings While more recent embedding algorithms
such as BERT rely on the notion of ‘fine-tuning’ to derive a ‘refined’ set of task-
specific embeddings from a set of pre-trained embeddings4 [4], the problem of
refinement and computational costs of re-training were realized earlier in the decade
in the NLP community. Some authors showed, for example, that performance

3 One could theoretically consider the induction of a multi-relational taxonomy from scratch; we
leave it as a promising avenue for future research.
4 Trained on a large, generic corpus of text (usually including at the very minimum, Wikipedia
and/or a news corpus) that took many hundreds of hours of computational time to train even in the
industrial labs where these algorithms were developed.
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on various downstream tasks tended to improve when pre-trained embeddings
were ‘retrofitted’ to an existing semantic lexicon such as WordNet [6, 25]. In this
paper, we show that retrofitting can be a valuable baseline for learning domain-
specific models for local taxonomy construction. To the best of our knowledge,
such methods have mostly been applied to improving the embeddings for an NLP
problem, and not on a taxonomy construction problem as is this paper’s subject.
Retrofitting is detailed further in a subsequent section of the paper (Sect. 4).

Taxonomy and Ontology Induction Taxonomy (and more generally, ontology)
induction has been studied for some time now, but the underlying data on which the
taxonomy is induced tends to be textual or context-rich (and in most cases, involves
a body of generic nouns, such as WordNet extensions [32]). Examples include the
work by Snow et al. [32], Velardi et al. [34], Mao et al. [23], and Gupta et al. [10].
While promising, these works rely significantly on help from extra resources during
test time for semantic understanding. The primary reason for this is that many of
them preceded the advances in representation learning that occurred in the last
decade. The work by Snow et al. [32] starts from the WordNet 2.1 base, which
means some links are already available. In [34], the authors present OntoLearn
Reloaded, which relies on a specific set of text documents and Web documents for
context, and is not constrained by a set of specific concepts over which a taxonomy
must be induced. More recently, [23] and [10] used hypernym subsequences and
reinforcement learning respectively. The former considers a problem definition that
is most related to this work, but the domains used in the evaluation are still very
closely related to generic domains (e.g., food) rather than complex, specific domains
such as e-commerce that we consider in the evaluations in this work. For near-
generic domains such as food, a resource like WordNet already contains many links,
which makes the problem less challenging than a typical e-commerce application.

In contrast, the problem considered in this paper starts from the concepts, which
the domain expert has decided must be included in the taxonomy. A text corpus is
not guaranteed, though we do consider the possibility in one set of experiments in
this paper. We show, in fact, that the best approaches do not need a domain-specific
corpus for training, if a sufficiently robust embedding has been trained on a generic
corpus.

To the best of our knowledge, there is no current work that has proposed to
use representation learning for addressing the LTC problem. For other problem
domains such as information extraction and entity resolution [5, 21], similar work
has shown that reasonable representation learning models can often outperform
the state-of-the-art. Put briefly, information extraction is the problem of extracting
named entities (such as names of people and locations), relations and even higher-
order entities such as ‘events’ from a corpus of text. Most information extraction
algorithms need a set of ‘concepts’ identifying the types of named entities and
relations to extract, but generally, the concepts are not structured in a taxonomy.
Entity resolution is the problem of determining when two strings or ‘mentions’ (such
as extracted named entities) refer to the same underlying entity. For example, ‘LA’
and ‘Los Angeles’ refer to the same underlying entity.
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In particular, representation learning has achieved impressive performance on
problems (e.g., relation extraction) that had proven too difficult to tackle before.
This was found to be especially the case in minimally supervised settings, such as
involving weak or distant supervision [21]. We attempt to prove the same for local
taxonomy construction through a carefully designed and executed empirical study.
We also provide qualitative assessments of our results.

3 Local Taxonomy Construction

The general problem of taxonomy induction may be stated as one of inducing a
taxonomy T given a concept-set C, potentially given some background or ‘training’
resource (or a set of resources) B. T , in this context, may be thought of as a ‘tree’
over C: T = {(ci, cj )|ci, cj ∈ C × C, ci �= cj }. Taxonomies could be defined in
more general ways, but in practice, product taxonomies often are modeled along
the lines of a tree as they are meant to guide product categorization and website
navigation.5 Formally, to ensure that a concept can have at most one parent, we
assume the constraint that if (ci, cj ) ∈ T and (ck, cj ) ∈ T , then it must necessarily
be the case that ci = ck . We call ci the parent (equivalently, super-type) of cj . This
is an abstract relation with reasonably well-defined semantics (though usually of a
domain-specific nature): in the natural language community, it tends to go by the
name hypernymy while in the Semantic Web, the rdfs:subClassOf predicate is the
best fit. Note that, since there may be ‘upper-level’ nodes {c1, . . . , cm} that do not
have parents, we assume (without loss of generality), that there is a single artificial
root node cR that is introduced after taxonomy induction and that serves as the
parent of every concept in {c1, . . . , cm}.

Inducing a taxonomy given just C is a difficult problem that has not been
addressed much in the literature, though the previous section covered some relevant
work. In practice, inducing the full taxonomy is not necessary. Instead, we tackle the
more manageable problem of determining the neighbors of a concept without being
given any training data (existing neighbors). The local version of the problem is
expected to be somewhat immune from the problem of error cascading that would
ensue if we were trying to recover a single global taxonomy by combining local
‘fragments’ in some principled way.

With the terminology above, local taxonomy construction (LTC) can be stated in
similar terms as full taxonomy induction (henceforth called taxonomy induction).
Given a concept ci ∈ C, an LTC approach would aim to determine the neighbors
(including the super-type) of ci in the underlying unknown taxonomy T (though in
evaluations we only use known taxonomies as ground-truths). Similar to taxonomy
induction, LTC can also draw upon a background resource B.

5 However, in principle, future work could consider generalizing the problem to one of ‘graph
induction.’
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The formulation above raises two important questions. First, what is the nature
of B? We present several choices in the next section, based on representation
learning, including a domain-specific text corpus, a pre-trained embedding model
and a taxonomy over the same domain but on a different concept-set. Second,
regardless of an actual approach used, how do we evaluate T ? It is reasonable to
assume that, on average, a ‘good’ LTC system would aim to retrieve true neighbors
(in the underlying taxonomy) while minimizing false positives and negatives. In
practice, to make a solution more robust, we would frame it in terms of Information
Retrieval (IR), used by all major search engines to evaluate the efficacy of their
ranking algorithms [22]. Next, we describe the IR-based evaluation protocol and its
rationale in more detail.

3.1 Framing LTC as an Information Retrieval (IR) Problem
Instance

In ranking-based information retrieval (IR), which is the model adopted by search
engines, e-commerce providers, and many other practical applications on the Web,
a user issues a query q to express its intent [22]. Usually, this is just a short phrase
(e.g., ‘movies currently showing in Los Angeles’). Historically, search engines
treated such queries as a ‘bag of words’, thereby accounting for the total count of
words (even if a word was repeated) but not the order of words in the query. More
recently, with the advent of powerful language models [4] and advanced search
technologies such as knowledge graphs [12, 13, 31], the order of words has also
become important. Search engines like Google are able to recognize that a phrase
such as ‘Los Angeles’ refers to an entity (specifically, a location) rather than a
simple two-word string without semantics. Arguably, because of these semantics,
as well as increased usage, data collection, and parsing of search logs and click
logs, search engines have become increasingly more adept at dealing with longer
and more complex queries, including well-formed questions (e.g., ‘what is the latest
unemployment figure in the US?’).

It is not a completely straightforward proposition to apply this model to solving
the LTC problem. Two non-trivial challenges must be addressed. First, given that
ranking-based IR tends to rely on a query-document structure, what is the ‘query’
and what are the ‘documents’ in LTC? Second, given that most IR approaches rely
on documents with many words, and lots of context, they are able to make good use
of text analysis tools like Term Frequency-Inverse Document Frequency (TF-IDF)
[22] and word embeddings [11]. What approaches can be brought to bear for LTC,
where labels are so short and there is no context (in contrast with a problem like link
prediction)? Below, we briefly describe how we address the first challenge, while in
Sect. 4, we address the second.

Since there is no explicit user or user-issued query in LTC, we let each concept
c ∈ C (the input concept-set) be a query, with the other concepts (C − c) serving
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as the universe of documents that must be ranked in response to c as a query. For
example, suppose we are given a concept-set with 1000 concepts. To frame the
LTC problem over this concept-set as an IR problem, we pick a concept from this
concept-set and then rank the other 999 concepts by treating the picked concept as
the query. We repeat this experiment in turn.6 Formally, this yields |C| rankings, or
equivalently, |C| queries with ranked responses. As noted earlier, how the ranking
can be done given just simple labels, rather than long documents, will be the subject
of Sect. 4. Next, we discuss how these results (the set of |C| rankings) can be
evaluated.

3.2 Evaluating IR Results

IR is a well-studied field with several metrics [22]; below, we consider two
important ones. Both metrics rely on an assumption that is standard in ranking-
based IR problems. First, they assume that, for a given query and a retrieved, ranked
list of responses to the query, the responses that are most relevant to the query
should ideally appear at a better ranking7 than the ones that are less relevant. In
other words, if irrelevant documents or less relevant documents appear before more
relevant documents in the ranked list, the metric should penalize the result.

An important point to note here is where the ground-truth relevance labels come
from. Put another way, given a concept as a query, how do we decide which of
the other concepts are relevant or not relevant (or more generally, assign relevance
scores)? We discuss this further when we describe experimental evaluations in
Sect. 5. The intuition is fairly simple. For rigorous studies, we use concept-sets
that come from real data but for which a (manually induced) taxonomy is already
available. Since the global taxonomy is available, we know the neighbors of every
concept c. We treat these neighbors as the relevant entries, while non-neighbors are
irrelevant entries. Of course, alternate formulations, depending on the task at hand,
are also feasible e.g., we could consider the inverse shortest-path length between
c and another concept c′ as the relevance score of c′ given c as a query (and vice
versa). In many e-commerce applications, the taxonomy is directed, and it may be
that the parent category should (or should not) be given a higher relevance score
than child categories.

In practice, a global taxonomy would not be available a priori, and the task would
be to construct such a taxonomy, starting with local construction (as described in this
work). Some manual annotation effort and sampling would then be needed, just like
with other industrial applications of this nature. For example, a set of concepts could

6 Note that the query concepts are not removed from the concept-set.
7 In the usual case where a response is either relevant or irrelevant, the relevant responses should
occur first in the list, followed by the irrelevant responses. Evaluation metrics like the (subsequently
described) NDCG also account for non-binary relevance scores.
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be sampled and annotators might be shown the ranked lists produced by several
approaches, including a baseline. The annotators might be asked either to select
the best ranking (among the ranked lists they are provided), or to label individual
concepts in the ranked lists as relevant or irrelevant, possibly on a sliding (e.g.,
Likert [1]) scale. Although beyond the scope of this work, developing an efficient
annotation protocol for gathering an informative ground-truth without exhaustive
sampling is an interesting research agenda in its own right, and a possible avenue
for future research. In both the IR and human-computer interaction communities
[30], much research continues to be published on this issue. To ensure the rigor of
our reported results, in this chapter, we only use real-world datasets for which a
global taxonomy is already available.

Normalized Discounted Cumulative Gain (NDCG) The Normalized Discounted
Cumulative Gain (NDCG) is an important metric in the IR community. One of its
advantages is that it is able to deal with non-binary (or ‘soft’) relevance scores. To
compute the NDCG, we first have to calculate the DCG for query q , defined by the
following equation:

DCGq = rel1 +
n∑

p=2

reli

log2(i + 1)
(1)

Here, reli is the relevance of the ith item in a ranked list of size n. In our case,
this is either a 1 (if the concept at that rank is a neighbor of the query concept in the
ground-truth taxonomy) or a 0. We can compute the DCG of both the actual ranking
and of an ideal ranking (where all relevant items are ranked at the top), the latter
denoted as the Ideal DCG (IDCG). The NDCG is then given by:

NDCGq = DCGq

IDCGq

(2)

Since the DCG is always less than the IDCG, the NDCG is between 0 and 1. For the
performance over the entire concept-set we average the NDCG over all queries. In
the rest of this work, the NDCG computed for an entire dataset (and a given retrieval
system or approach) is assumed to be this average.

Mean Average Precision (MAP) Intuitively similar to the NDCG in its theoretical
rationale, the MAP is formally defined as the mean of the Average Precision (AP),
computed as follows. Given a ranked list of size n in response to query q and
assuming m relevant items in the ground truth for q at ranks r1, . . . , rm, we compute
the precision at rank ri as the total number of relevant items in the ranked sub-list
[1, . . . , ri ] divided by ri . For example, imagine that the first relevant item occurs at
rank 5. The precision at rank 5 is then 1/5 = 0.2. Similarly, suppose the second
relevant item occurs at rank 7 (hence, the items at ranks 1–4, and also rank 6 are
irrelevant for that query). Then the precision at rank 7 is 2/7 = 0.286, and so on.
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The AP for a given query q is the average of the precision computed at ranks
r1, . . . , rm. To continue the example above, suppose there were only the two relevant
items (at ranks 5 and 7) for the query. Then the AP would be Avg(0.2, 0.286) =
0.243. The MAP is the mean of the APs computed over the entire query set. More
details on these metrics can be found in any standard reference on IR [22]. For each
of the two metrics, we obtain a single number between 0 and 1 (with the higher
number indicating better performance) per query. In principle, this permits us to
compute the distribution of values for further error analysis, if necessary, although
we only take the average over all queries for this study. In general, the NDCG and
MAP are heavily correlated, although there may be some small differences.

4 Solutions

Given that LTC can be framed as an IR problem, as discussed earlier, the question
arises as to how we solve it. However, before presenting some viable approaches
for LTC, we present two reasons why it is expected to be a more challenging
problem than (for example) more traditional ‘edge-discovery’ problems such as link
prediction, even when given a ‘training’ taxonomy T ′, or some other resource, as a
‘background’ resource.

First, while the training taxonomy is valuable and it is also domain-specific (e.g.,
also from the e-commerce domain, perhaps scraped from a different website), it
usually has little or no overlap between C and its own concept-set, denoted as CT ′
(equivalently, CT ′ is just the set of nodes in the graph-theoretic definition of T ′).
Otherwise, a simple solution would have been to just induce a sub-graph on T ′
(over the overlapping nodes between CT ′ and the ‘target’ concept-set C over which
we are trying to do local taxonomy construction) and then apply a link prediction
algorithm to deduce the remaining edges. We do not discount the possibility of some
overlap, but in empirical practice, the chance of overlap is minor and it is rarer still
for an edge in the ground-truth taxonomy to overlap with an edge in a background
taxonomy.8

Second, a challenge arises because concepts are assumed to be represented by
their labels, which may be single words, but could also be multi-word phrases. A
good method should be able to generalize to all such cases. Another important aspect
to note is that, while C and CT ′ are not necessarily large, they are still too large9

8 For example, it may be that even if both taxonomies contain the concepts ‘baby clothes and toys’
and ‘diapers’, one taxonomy has an edge between them, but the other does not, meaning that the
intersection would actually lead to noise when doing local taxonomy construction on the second
taxonomy. The reason why this might happen is because there might be a better super-type for
‘diapers’ (e.g., ‘baby essentials’).
9 A general rule of thumb is several hundreds or even thousands of concepts, but not tens of
thousands, of concepts.
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to manually parse and build a taxonomy or ‘ontology’ (using completely manual
techniques).

As intuited earlier in the introduction, we hypothesize that a more promising
way (barring availability of user experiments or human-generated training data)
to approach the problem is via representation learning, popularly known as
‘embeddings’ [24, 26]. These approaches have been used to exceed state-of-the-
art performance in multiple applications, including information extraction, entity
resolution and sentiment analysis [5, 21, 28]. However, no data exists on how
they would perform if applied to this problem, where no examples are available.
Presenting representation learning-based solutions for LTC, and demonstrating
empirical applicability of such solutions, is a key contribution of this chapter.

A challenge that is specific to using embedding-based solutions for LTC is that,
for structured problems similar to LTC (e.g., link prediction), the typical approach
is not to use ‘natural language’ embeddings such as word2vec or BERT [4, 24], but
knowledge graph (KG) embeddings like RDF2Vec and TransE [29, 36]. However,
such embeddings assume the existence of a multi-relational KG where each entity
has plenty of context (such as many relations and paths to other entities) to draw
on, when inferring other ‘missing’ edges. The goal of these algorithms is to do
prediction or completion on this semi-complete and partially noisy KG. This is also
true for ‘network embeddings’ such as node2vec, DeepWalk and LINE [8, 27, 33]. A
disadvantage of network embeddings that they only rely on structure and not labels.
In our case, we begin with no ‘structure’ (pre-existing edges or links) and we have
to only rely on labels. At the same time, there is structure in the training taxonomies
that do not have label overlap, but contain domain-specific information that could
be useful.

In the next section, we explore how representation learning approaches from the
natural language community present a good fit for addressing these challenges, if
properly adapted for LTC. We present some reasonable approaches by adapting
publicly available resources in an innovative way. The solutions are empirically
investigated in Sect. 5, with a qualitative discussion provided in Sect. 6.

4.1 Representation Learning Approaches for LTC

One of the questions raised in the previous section was the nature of the background
resource, B. In this study, B is related to, or used by, a representation learning
algorithm R. We assume that R is a word embedding algorithm, since graph
embeddings are not applicable here without significant algorithmic innovation
(which is not the purpose of this paper), due to ‘nodes’ in the concept-set C

not having any links to begin with. The core idea is to obtain a model from
B, either directly (such as in the case of the pre-trained embedding described
below) or indirectly (by training our own embedding on a domain-specific corpus,
or retrofitting an existing embedding to a related or ‘training’ taxonomy, as was
mentioned earlier and is also described below). During test-time, when the concept-
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Fig. 2 A schematic showing the similarities and differences between the three solutions proposed
for the LTC problem in this chapter

set C is revealed or becomes available, this model, which we also generically denote
as B in a slight abuse of notation, is used to map each concept c in C to a vector
c, which is dense and real-valued in modern representation learning frameworks,
usually comprising a few hundred dimensions. In vector space, we can then rank
concepts given a query concept. Below, we first describe the different forms that
B can take, followed by how to use the vectors obtained by a model for LTC.
Figure 2 provides a high-level schematic of each of the proposed representation
learning solutions.

Pre-Trained Embedding Model A pre-trained embedding model P , on which
further details are provided in Sect. 5.2, is perhaps the best example of B. Such
models are trained on a large (usually, but not always, openly available) corpus, such
as Wikipedia and Google Books. The ‘corpora’ undergo significant preprocessing,
including chunking and removal of wayward characters and punctuation, and are
generally input to a word embedding algorithm such as Glove or word2vec [24, 26]
as multi-sets of sequences of words. The output is a vector w for word w in the
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sequence. In recent years, pre-trained models have been used with great success in
a variety of tasks (see e.g., [28]).

Domain-Specific Embedding Model If the domain is sufficiently different, the
words in the corpus used for pre-training could carry a very different meaning (at
least in the statistical sense that is relevant for word embeddings), both in theory
and practice, compared to ordinary parlance. Some words simply do not show
up often enough for meaningful representations to be learned (especially in legal,
commercial and biomedical domains). It has become commonplace to ‘pre-train’ the
embedding on a domain-specific corpus in order for it to be useful in those domains.
Examples include BioBERT and Law2Vec [16, 19]. However, many domains, such
as e-commerce, to which taxonomy induction tends to be applied in practice share
considerable semantic overlap with Wikipedia or the Google news corpus. In part,
this is expected because the users and customers in these domains are ordinary
people, who may get confused if a word suddenly takes on a different meaning.
Nevertheless, there are confounds, since pre-trained models may not make some
important distinctions e.g., between the fruit ‘apple’ and the company ‘Apple’.

For this reason, it is also worthwhile considering (as another potential approach)
an embedding trained from scratch on a domain-specific corpus D. In this for-
mulation, the background resource is not the pre-trained embedding model P but
the corpus D, which has been acquired from a domain-specific Web resource.
The embedding trained on D can then be used to infer links in the same way as
P (described subsequently in the Using the Vectors for Taxonomy Induction sub-
section).

Retrofitted Embedding Finally, we consider another taxonomy, called the ‘train-
ing’ taxonomy T ′, as another background resource. The training taxonomy is not
a ‘true’ training dataset because the concept-set on which T ′ was constructed is
different from C. Hence, link prediction or knowledge graph embedding algorithms
cannot be applied, due to the node disjointness problem (this bears resemblance
to the cold-start problem observed sometimes in recommender systems [20]).
Nevertheless, we assume that, by ‘retrofitting’ the pre-trained embeddings to
another taxonomy from the domain, we may obtain a better embedding without
re-training the whole embedding on a domain-specific corpus such as D. To this
effect, we use the retrofitting algorithm implemented in [6] and traditionally used
for retrofitting word embeddings to WordNet. The intuition behind that algorithm is
relatively simple. For any two words in the pre-trained model P that are connected
by an edge in the training taxonomy, the retrofitting algorithm’s objective function
‘pushes’ the two vectors closer together. The algorithm is allowed to run for several
iterations. In this way, the final word embeddings output by the algorithm capture
not only the ‘usual’ semantics of the words captured in ordinary corpora, but the
domain-specific semantics embodied in the training taxonomy. For example, if
‘diapers’ and ‘baby clothes’ are neighbors (or even a short distance away) in the
training taxonomy, the retrofitting will bring their embeddings closer together than
would otherwise be entailed in an off-the-shelf pre-trained model.
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An important detail to mention here is how we treat unknown words and multi-
word phrases (such as ‘baby clothes’) in either the training or test taxonomy.
When dealing with unknown words and multi-word phrases in the test taxonomy,
the approach adopted is similar for all embedding methods. If the concept occurs
directly as a vocabulary item in the embeddings, we use that embedding. Otherwise,
we average the individual word embeddings (of words in the phrase), ignoring
unknown words.

Using the Vectors for Taxonomy Induction Once the vectors have been obtained,
we have to use them for the LTC task. Earlier, we proposed an IR formulation for
the problem. Technical details on parameter settings that will be relevant for the
empirical study are described in the next section.

Recall from Sect. 3.1 that the IR approach treats each concept c ∈ C as a query
q similar to keyword and other queries issued to search engines and other similar
systems in the IR literature. Specifically, given a query-concept q ∈ C, where C

is the concept-set over which we must induce the local taxonomy around q , we can
rank all members of C−q in descending order of each member’s cosine similarity10

(of its embedding) and the query embedding q. Earlier, we had also described how
IR metrics, such as MAP and NDCG, can be used to evaluate the ranked list in
response to a query. This is a decentralized way of constructing the tree, since we
evaluate the method by independently computing IR metrics for each query-concept,
followed by averaging.11 It is well-suited to the LTC problem, though whether it can
be similarly extended to the global taxonomy induction problem is for future work
to address.

5 Experiments

5.1 Data

We consider three taxonomies for evaluating our approach: Google Product Taxon-
omy (GPT), PriceGrabber and Walmart. Key statistics are provided in Table 1. The
GPT is a list of thousands of ‘product categories’ designed by Google to uniformly
categorize products in a shopping feed. It is publicly available at the following link12

and has undergone some updates in recent years. We use the latest version for the
experiments. PriceGrabber13 is a ‘smart shopping’ website that helps customers find
savings and discounts on a broad category of products. The PriceGrabber taxonomy

10 Given two vectors, a and b, the cosine similarity is ||a.b||
||a||||b||

11 Since every concept in C will be treated as a ‘query’ exactly once, the averaging will occur over
|C| computations of an IR metric such as the NDCG (Sect. 5.3).
12 https://support.google.com/merchants/answer/6324436?hl=en.
13 http://www.pricegrabber.com/.
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Table 1 Statistics on taxonomies used for the evaluation

Name Num. Concepts Num. Edges Avg. Num. Children/Node

GPT 5582 5561 6.36

PriceGrabber 948 947 12.62

Walmart 10,166 11,040 14.17

can be downloaded through an API provided to affiliate partners (merchants or
publishers of product links via reviews or other useful information for potential
purchasers). Walmart refers to the website14 of the well-known retailer of the same
name; we obtained the taxonomy (which is technically a graph with a taxonomy-
like structure) by crawling product pages starting from the sitemap.15 We extract
‘product paths’ (e.g., ‘Home/Appliances/Freezers’) from these crawled pages, and
re-construct the ground-truth taxonomy from the paths.

All three of these datasets are used heavily in the real world and offer alternate
perspectives of a given domain (which may be broad, such as e-commerce and
online shopping, and not easily definable using formal language). The three
taxonomies share some similarities such as overlap in some product categories, but
differ significantly both in size and the purposes to which they have been applied
in practice. This allows us to assess the effectiveness and robustness of both the
representation learning methods and super-type classifier methods (described in the
next section) in a controlled setting.

5.2 Methods and Parameters

In Sect. 4, we presented three methods that relied predominantly on representation
learning, each with a slightly different rationale. We evaluate all three methods in
this section to determine which one is appropriate for deriving a taxonomy given
only a concept set. Note that the retrofitting method relies on an example (‘training’)
taxonomy. The methods and their parameterization are briefly enumerated below.
Recall that each method can be thought of as outputting a ranked list of concepts,
given a query concept. Earlier, Sect. 4.1 described how we deal with phrases.

Method 1 (Pre.): Pre-trained Embeddings We downloaded the English pre-
trained fastText embeddings at the following link.16 We believe that the ‘bag-of-
tricks’ approach in fastText is particularly useful in our scenario (even compared
to more transformer-based language models such as BERT) because its faster
training (and re-training) speed allow us to perform uniform comparison between

14 https://www.walmart.com/.
15 The sitemap is itself a hierarchy and can be accessed at: https://www.walmart.com/robots.txt.
16 https://dl.fbaipublicfiles.com/fasttext/vectors-english/wiki-news-300d-1M.vec.zip.
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embeddings. Also, acquiring word vectors is relatively simple, and the model is
robust to misspellings and uncommon words (but which are common in specific
domains). The vocabulary size of the pre-trained embeddings is 1 million words and
the model was trained on the combined corpus of Wikipedia 2017, UMBC WebBase
corpus and the statmt.org news dataset (16B tokens).

Method 2 (Dom.): Domain-Specific Corpus-Trained Embeddings We used the
fastText model to obtain a domain-specific corpus-trained embedding model. We
obtained the corpus as follows. First, we downloaded the Product-specific subset of
schema.org data available on Web Data Commons.17

Although not very well known outside the Web community, schema.org has
seen steady growth as structured markup embedded within HTML webpages [9].
According to the schema.org website, over 10 million sites use Schema.org to
markup their web pages and email messages. Many applications from Google,
Microsoft, Pinterest, Yandex and others already use these vocabularies to faciliate
a rich suite of applications. The WDC schema.org project, which relies on the
webpages in the Common Crawl, is able to automatically extract schema.org data
from webpages due to its unique syntax and make it available as a dataset in
Resource Description Framework (RDF). Since text attributes are an important part
of this data, we were able to use them to construct our domain-specific corpus, as
described below.

Since the Product-specific component of the overall schema.org data on WDC
is a massive, multi-lingual corpus (more than 100 GB+ in compressed form), we
downloaded the first 20 chunks of the data (about 25 GB compressed), and extracted
all the English language text literals from the product entities (by checking for @en
and @en-US language tags). If a text literal is fully numeric, or only contains a URL
(which sometimes appear within the quotes of text literals) we discard the literal.
We also did standard18 pre-processing by removing unicode symbols, newlines and
tabs. The final uncompressed text corpus, after cleaning and preprocessing was
5 GB, a big enough corpus to train the fastText model. We used the skipgram
model (with vector dimensionality set to 300, min and max context size set to
1 and 5 respectively, and all other parameters set to their default values) for
training the model. While the original corpus had 744 million words, many of
these only occurred once and were spelling variations of a more frequent word.
Since fastText is capable of handling such variations within the model, we took
the top 1 million frequently occurring word embeddings and discarded the rest for
the experiments. Before using this model, we validated its quality for taxonomy
induction qualitatively by retrieving nearest-neighbors of some domain-specific
words such as ‘appliance’ and ‘home’ and verifying effectiveness.

17 http://webdatacommons.org/structureddata/2018-12/stats/schema_org_subsets.html.
18 A key reference being https://fasttext.cc/docs/en/python-module.html#important-
preprocessing-data--encoding-conventions.

http://statmt.org
http://schema.org
http://schema.org
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Method 3 (Retro.): Retrofitted Embedding Transfer with Super-Type Classifi-
cation Finally, we use the retrofitting approach described in Sect. 4.1. As described
in that section, we retrofit the embeddings in Pre. using the (pre-processed) training
taxonomy and the retrofitting algorithm described in [6]. We also obtain a binary
super-type classifier (described further below) by training a random forest model.
To use the super-type classifier, during the ranking phase (given a query concept),
a two-step approach is adopted. First, we obtain the ranked list in descending order
of cosine similarity scores, as described earlier. Next, we apply the classifier to
determine the top19 3 most likely super-type candidates for the query node and move
those top 3 candidates to the top of the ranked list. In preliminary experiments, this
approach was found to yield empirical benefits to standard retrofitting.

An empirical question may arise at this point: does the retrofitting even affect
the pre-trained embedding significantly? To verify that it does, we computed the
cosine similarity between the words’ (and phrases’) pre-trained embedding and
the embedding achieved after retrofitting (for each of the three datasets). We then
computed a frequency distribution over these cosine similarities. We only used
words and phrases that occurred in the dataset, which is a limited set of all the
words for which embeddings are available in the pre-trained model. Intuitively, if
retrofitting had no impact on the embeddings, then the cosine similarity frequency
distribution would peak at 1.0 (since the vectors would be identical both before and
after the retrofitting). In contrast, if they were very different we would be seeing
greater frequencies at lower cosine similarities (below 0.3). Since neither extreme is
expected in practice, we should observe a distribution where there is some weight
at the lower and upper extremes but much of the distribution falls between the two.

Figure 3, which plots the cosine similarity frequency distribution for the GPT
dataset,20 bears out this expectation. We find that retrofitting has a visible, but
moderate, effect on most words’ and phrases’ vectors, although for some it has no
effect, and for others, the effect can be marked. We found that these tend to be words
like ‘Apple’ that have a different meaning in the e-commerce context than in the
everyday context. In the next section, we explore in more detail whether retrofitting,
on average, has a more positive effect on LTC performance compared to pre-trained
embeddings.

We consider two ‘supervised’ methods that build on traditional machine learning
classification and are only dependent on representation learning for their features.
The idea behind the classifier is to predict the super-type of a concept node given
a classifier model such as logistic regression or random forest. Since this is a
supervised model, it needs to be trained, and is only applicable in the setting when a
training taxonomy T ′ is available as background resource. Details are given below.

19 We tried multiple values for this ‘reranking’ parameter; 3 was found to work well across all
datasets. Reranking was also found to yield superior results compared to using retrofittings without
reranking.
20 Distributions for the other two datasets are qualitatively similar; hence, we do not show them
here.
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Fig. 3 A frequency distribution of the cosine similarities recorded between words’ original
embedding (in the pre-trained model) and the embedding obtained after retrofitting. The x-axis
is the cosine similarity, and the y-axis, the counts of the cosine similarity observed (binned in
narrow intervals). For this figure, we only use words and phrases that occur in the GPT data

We consider two different feature sets to fully assess the merits of the approach,
described below.

Method 4 (Spre): Super-Type Classification using Pre-Trained Embeddings
This model is trained using the pre-trained embeddings (Pre.) as features. We use
a random forest model with default parameters, but with number of estimators set
to 200. We frame the problem as binary classification, using the difference of the
embedding between the query node and a candidate node as the ‘feature vector’. To
train the model, we use the training taxonomy T ′. Specifically, for each node ci in
T ′ that has a parent cj (recall that there might be a set of upper-level nodes that may
not have a parent), we construct the translational feature vector cj − ci and assign
it the positive label. We randomly sample a sibling of ci (say, ck) and assign the
feature vector ck − ci the negative label, thereby obtaining a balanced training set,
using only concepts in T ′. We obtain the full ranked list on the actual (i.e. the test)
concept set C by ranking all candidates in C − q (q being the query) according to
the probability scores output by the classifier (higher probability indicating higher
likelihood of that concept being a super-type of q).

Method 5 (Sretro): Super-type Classification using Retrofitted Embeddings
This model is identical to the above, except that we use the embeddings obtained
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from Method 3 (Retro.) for deriving the features. This baseline also offers us the
opportunity to study the difference between this method and Method 4 in a second-
order context (where the embeddings are themselves input to a model), rather than
used directly (via cosine similarity) for obtaining the rankings. Note that this model
is also used in the second step of the two-step model previously described for Retro.

5.3 Methodology and Metrics

We stated in Sect. 3.1 that an Information Retrieval (IR)-based methodology could
be used to evaluate the effectiveness of any ranking-based approach to local
taxonomy construction. In the IR methodology, we treat each concept in the
concept-set C as a query, and compute a ranking over all other concepts in the
concept-set. All the methods described in the previous section can be tuned to
return a ranking of all concepts, given a concept. Since we know the ground-truth
taxonomy for the concept-set, we know which concepts in the ranking (for each
‘query’ concept) are ‘relevant’ (to use IR terminology); these are precisely the
concepts that are neighbors of the query concept in the ground-truth taxonomy.

We have already presented two viable IR metrics earlier (NDCG and MAP).
We use these metrics to evaluate performance on the three datasets, using all the
methods presented in the previous section. However, one concern that we had
raised in the earlier section is that, while IR may be a good framework for LTC,
it may not be completely satisfactory for global taxonomy induction. While global
taxonomy induction is not the primary subject of this work, it is an interesting issue
to understand how ‘far off’ we are in achieving good global taxonomy induction
performance. To that end, we describe an additional structural tree-based metric
below that is better suited for assessing the global quality of an induced tree. We use
this set of results to provide some more insight on the difficulty of global taxonomy
induction compared to LTC.

Before we can use the tree-based metric, we note that it requires two tree-like
taxonomies as input, one of which is the ground-truth taxonomy. To induce a full
taxonomy over a concept-set |C|, we consider the following simple approach. First,
we construct an approximate k−regular graph, which is a graph where each node
has exactly k neighbors. We do this by mapping each concept to a node, and then
connecting a node to the top-k nodes in the ranked list retrieved by the approach.
Next, we execute a classic (i.e. Kruskal’s) maximum spanning tree (MST) algorithm
over this approximate21 k-regular graph [17].

21 One might wonder why the graph is only approximately k-regular if we always consider the top-
k neighbors of a node. The reason is that each node is considered as a query in turn, and ranking
can be asymmetric. For example, suppose we used k = 4 and the neighbors of a node c1 were
c2, c3, c4, c5. Hence, c1 would initially have 4 neighbors. However, if there were some other node



Local Taxonomy Construction: An Information Retrieval Approach Using. . . 153

The ‘ideal’ metric for comparing two taxonomies is the tree edit distance [2].
However, because of its time complexity, tree edit distance implementations cannot
handle taxonomies with more than a few hundred nodes. In contrast, two of the
datasets presented in Table 1 have thousands of nodes. For this reason, rather
than use tree edit distance, we consider another method of robustly estimating
the similarity between two taxonomies based on shortest path overlap. The metric
(again between 0.0 and 1.0, with higher values indicating greater similarity between
an output taxonomy and the ground-truth taxonomy, and hence indicating better
performance of the approach) is calculated as follows. First, we randomly sample
20% of the concepts in the test dataset. We call this set the source concept set
SC ⊆ C, where C is the concept-set. We compute the shortest path between each
concept c (equivalently, taxonomy node) in SC and C − c, representing the nodes
in the shortest path as a set rather than a sequence. This yields a ‘bag’ (or multi-set)
of sets of concepts for the ground-truth (G) and for each algorithm’s output (O).
Designate these (bags) respectively as GS and OS , we can compute the Jaccard
similarity J = |GS∩OS |

|GS∪OS | between the two bags.

J = |GS ∩ OS |
|GS ∪ OS | (3)

We note again that both the IR methodology and the structural methodology
have their uses, albeit in different applications and circumstances. The IR metrics
are useful when the goal is not to recover the entire tree, but to treat each concept
as a query and to get relevant or related concepts (e.g., when building related-
product recommenders). The direct comparison of taxonomies is more useful if one
is interested in recovering a taxonomy that is, in its global structure, very similar to
the test taxonomy. The structural metric is biased more heavily towards the test
taxonomy, which may make it less favorable for domains and concept-sets that
are inherently under-determined (i.e where more than one taxonomy with globally
varying structure has high quality).

5.4 Results

Table 2 contains the results for all combinations of training/test taxonomies using
the IR-based methodology described in the previous section. From the table, we find
that the maximum NDCG/MAP scores for each train/test setting always corresponds
to one of the representation learning algorithms, as opposed to the super-type
classifiers. This shows that, at least on a per-query basis, direct use of embeddings is
a better choice than using the embeddings in a downstream machine learning model.

(say, c10) that had c1 as one of its neighbors, then c1 would have (at least) 5 neighbors. The same
observation could apply to any node.
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Table 2 Information retrieval metrics (NDCG/MAP) on each of the six train/test settings. Except
for Spre and Retro. on the Walmart/PriceGrabber case (last row), all results are significant at the
95% level. Furthermore, except for Dom. (GPT/PriceGrabber, Walmart/PriceGrabber), all results
are significant at the 99% level. Maximum values at the row-level for each of the two metrics are
in bold. Since not all methods use the ‘training’ taxonomy, some results may be repeated

Train Test Retro. Pre. Dom. Spre Sretro

GPT PriceGrabber 0.44/0.30 0.38/0.23 0.37/0.22 0.26/0.10 0.34/0.18

GPT Walmart 0.27/0.13 0.29/0.16 0.29/0.15 0.14/0.023 0.19/0.07

PriceGrabber GPT 0.34/0.18 0.38/0.23 0.37/0.21 0.17/0.04 0.23/0.096

PriceGrabber Walmart 0.25/0.11 0.29/0.16 0.29/0.15 0.13/0.017 0.18/0.056

Walmart GPT 0.35/0.20 0.38/0.23 0.37/0.21 0.16/0.03 0.29/0.156

Walmart PriceGrabber 0.39/0.25 0.38/0.23 0.37/0.22 0.23/0.07 0.38/0.23

Reinforcing this conclusion, the rank correlation between MAP and NDCG is also
high i.e. if we rank the five approaches either by MAP or by NDCG we get very
similar results.

Importantly, we observe that the retrofitting embedding Retro. tends to outper-
form Pre. when the training taxonomy is large (as in the case of Walmart) and when
the testing taxonomy is small (as in the case of PriceGrabber). However, noise
also plays a role, since the GPT taxonomy is (arguably) the ‘cleanest’ of all the
taxonomies, having been meticulously designed at Google with several iterations
over the years. We hypothesize that, for this reason, the best performance achieved
by Retro. is in the GPT/PriceGrabber setting rather than the Walmart/PriceGrabber
setting, although it also does quite well (both absolutely and relatively) on the latter.

An overall comment that we make with respect to these results is that the
numbers clearly show that there is usually at least one relevant entry in the top 3.
Typically, this is necessary to achieve an NDCG or MAP of greater than 33%. This
is encouraging, since it hints towards the feasibility of the problem. Furthermore, the
inferior performance of Dom. compared to the other representation learning models
suggests that that pre-trained embeddings are sufficient, and that it is not necessary
to invest significant amounts of time in preprocessing and preparing domain-specific
corpora for re-training embedding models.

Next, we turn to results on the ‘structural’ tree-based metric we had described
earlier as a means for evaluating the quality of a global taxonomy that is induced
by merging LTC outputs and applying the classic MST algorithm. Table 3 tabulates
these results. Unlike the IR-based results, the results in Table 3 demonstrate that
super-type classification, using pre-trained embeddings, is more useful for capturing
the overall structure of the taxonomy. The results in Table 3 are also far more
uniform than the results in Table 2. This is strikingly true both when we consider
the row-wise distribution (how different approaches perform with respect to a given
training/test taxonomy) and the column-wise distribution (how a single approach
performs across different training/test taxonomies).

One question that may arise is whether the numbers can be further improved by
incorporating cosine-similarity weights in the construction of the k−regular graph
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Table 3 Average Jaccard similarities between shortest path sets (of output and ground-truth) as
described in the text (weighted/unweighted MST). Other than Spre for Walmart/PriceGrabber case
(for which, 0.01 < p < 0.05), all results are significant at the 99% level. Maximum values at the
row-level for each of the two metrics are in bold

Train Test Retro Pre Dom Spre Sretro

GPT PriceGrabber 0.14/0.22 0.13/0.21 0.14/0.19 0.22/0.23 0.18/0.23
GPT Walmart 0.11/0.18 0.10/0.17 0.092/0.16 0.19/0.22 0.13/0.18

PriceGrabber GPT 0.16/0.21 0.14/0.19 0.11/0.17 0.23/0.22 0.21/0.22
PriceGrabber Walmart 0.11/0.18 0.10/0.17 0.09/0.16 0.27/0.24 0.16/0.22

Walmart GPT 0.13/0.18 0.14/0.19 0.11/0.17 0.22/0.22 0.18/0.21

Walmart PriceGrabber 0.14/0.21 0.13/0.21 0.14/0.19 0.22/0.21 0.16/0.21

described in the previous section. The intuition is that, if we incorporate those
weights, it may lead Kruskal’s spanning tree algorithm to produce a better tree.

However, in comparing the weighted versus unweighted results in Table 3, we
find that there is hardly any difference for the super-type classifiers (in fact, the
unweighted performance is better). However, unequivocally, for the representation
learning approaches, the unweighted MST performs much better, illustrating that
the raw weights may add noise, even though their retrieval performance is good.
This further suggests that it is more fruitful to use these embeddings in a ranking-
based setting. Additional techniques may be necessary to convert LTC results into a
global taxonomy.

Furthermore, the results in Table 3 should be assumed to be pessimistic,
since there is more than one ‘right’ way to construct a potential taxonomy from
the concept-set, whereas we have conservatively assumed that the ground-truth
taxonomy is the only ‘right’ way. Human-centric evaluation may be necessary
to assess true performance of each method, but the cost may be prohibitive. An
alternative could be to annotate sampled edges in the taxonomy, but this would only
have local validity. Effectiveness of the induced taxonomy could also be indirectly
measured on a downstream task. We leave a direct comparison of these evaluation
choices for future research, as the main subject of the research in this article is LTC.

6 Discussion

While the results in Sect. 5.4 provide some insight into the performance of the
representation learning algorithms using a variety of metrics on the LTC problem,
we provide a brief qualitative assessment in this section to understand those results
at a more intuitive level. Figures 4, 5, and 6 respectively provide an example from
PriceGrabber, GPT and Walmart, respectively. In order to retrieve a consistent
taxonomy, we took the additional step of running the MST algorithm (as described
in the previous section for computing the structural tree-based metric) and we show,
for a selected query in each of the three datasets, the ‘parent’ concept of that query
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Fig. 4 Fragments of the ground-truth taxonomy, random retrieval and retrieval using the pre-
trained baseline (with laptop_tablet_computer_accessories as the query) from the PriceGrabber
dataset

Fig. 5 Fragments of the ground-truth taxonomy, random retrieval and retrieval using the pre-
trained baseline (with computers as the query) from the GPT dataset

concept in the tree output by the MST, as well as the other children of that parent
concept. Because we took this additional step, the qualitative assessment in this
section should not be seen as an assessment of LTC itself, but of the more advanced
version of the problem where we attempt to induce a global taxonomy from the LTC
results.

In the case of PriceGrabber, we use the (randomly selected) query
laptop_tablet_computer_accessories for illustrative purposes. We show both the
ground-truth neighborhood, as well as the results achieved when using a random
baseline (for each query concept, we randomly rank the other concepts and
then perform the MST step) and the Pre. baseline. The result shows why the
problem is a difficult one. Despite surface similarities between the parent concept
(refrigerator_accessories) and the query, semantically, the former is not related
to the latter. Results in the LTC version of the problem were better, but when a
global taxonomy was induced over the LTC results using the MST algorithm, the
performance declined.
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Fig. 6 Fragments of the ground-truth taxonomy, random retrieval and retrieval using the pre-
trained baseline (with computers as the query) from the Walmart dataset

Results are moderately better for GPT; while ‘computer_accessories’ is clearly
a relevant entry for ‘computer’, it should not have been a parent concept, since
computer_accessories is a sub-category of ‘computer’, not the other way around.
Unlike the PriceGrabber case, this is a positive result from the view of LTC, where
we are only looking to retrieve relevant results (both parent and children) rather
than the directed structure of the global taxonomy. However, it is a negative result
from the view of the global taxonomy induction problem. The example highlights an
avenue for future research; namely, devising good algorithms for global taxonomy
induction. A similar observation applies to Walmart.

7 Potential Applications

As intuited in the Introduction section, LTC can enable several applications in
enterprise. We list a few possibilities below. While some of these possibilities are
already being realized, others remain to be investigated:

– There is already some work linking taxonomy induction to building better
recommender systems [3, 38], but much more work is possible by integrating
LTC directly into recommendation algorithms. Also, much of the work seems
to have been done in the research setting. We are not aware of a synergy
between recommenders and LTC solutions in industry, which would be a valuable
potential application for companies looking to get a competitive advantage.

– Due to the close connection between IR and LTC, it may be possible to use
LTC to improve the search experience on websites and other user-facing portals.
Compared to the advanced search algorithms implemented by major companies
like Google, search experience on individual websites is not as impressive.
Integrating LTC into the website’s search engine may provide valuable benefits.
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– We believe there is considerable scope for knowledge engineers and domain
experts to use LTC solutions before commencing on an ontology design process.
However, for this to occur at scale, the LTC algorithms would have to be
‘wrapped’ in user-friendly software that can be easily deployed and used by
domain experts. LTC could also be offered as a ‘service’ on the Web (e.g.,
software as a service, or SaaS). For example, a user could just upload their
concepts as a text file to the service, and a taxonomy would be returned to
the user. Such a service could be easily monetized if the quality of induction
is high enough, and eventually, global taxonomy induction solutions could also
be incorporated into the service. To the best of our knowledge, no such service is
currently available.

– Rendering the output of LTC as a tree or graph may allow users to interactively
visualize, explore and manipulate large concept-sets. In our own group, we are
currently working on developing such a customizable visualization tool.

8 Future Work

Due to the potential applications of LTC, as described in Sect. 7, the growth of
relevant application domains such as e-commerce, as well as the relative novelty
of the problem compared to many other problems in AI, there are significant
opportunities for future research. Below, we describe some of the key future research
areas we have identified:

– An important avenue of future work is to develop methodologies and algorithms
that are applicable to the global taxonomy induction problem. As we stated
earlier, this problem is very different from standard link prediction and triples
classification problems (in the knowledge graph community) due to the complete
lack of initial structure or network. In fact, it is not even completely clear
how one would evaluate such an induced taxonomy with respect to a ‘ground-
truth’ taxonomy. IR cannot be applied in an obvious way, unlike the LTC
problem described here, and neither can measures like tree edit distance and
graph edit distance due to their quadratic time and space complexity (in the
number of nodes). Hence, new metrics, such as the shortest paths overlap metric
presented earlier, may be required to evaluate these algorithms. The strengths and
limitations of these ‘cheaper’ metrics (especially compared to tree edit distance)
are not well understood, however.

– A second promising opportunity is to expand the techniques in this paper for
domains other than e-commerce. For example, taxonomies and concept-sets are
widely used in domains like medicine. We suspect that, in such specialized
domains, the domain-specific embedding model might end up achieving better
performance than the pre-trained embedding model, unlike the results in this
paper. However, this hypothesis would need to be investigated in future experi-
ments.
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– Theoretically, it would be fruitful to consider whether IR is the optimal way
of modeling this problem, or if there are other frameworks (such as a graph-
theoretic formalism) where the algorithms and metrics allow us to address the
challenges more effectively. An advantage of using graph-theoretic approaches
is that they may be uniformly applicable both to the local and the global versions
of the problem, which allows us to compare the difficulty of both problems from
a common algorithmic standpoint.

– On a more practical front, and in line with what we described earlier in Sect. 7,
it is important to move beyond research and aim to apply the research toward
practical tooling. Developing taxonomy induction ‘modules’, for example, that
operate on the basis of the algorithms presented in this paper, and that can be
integrated into existing software workflows, may yield significant benefits for an
enterprise.

– Finally, investigating the scalability of the approach and comparing to more novel
research in the NLP community (especially, transformer-based models such as
BERT and RoBERTa) may be a valuable area of research for those looking to
improve the quality of the initial set of representation learning-based systems
presented in this paper.

9 Conclusion

Local taxonomy construction, or LTC, is the problem of locally inducing a concept’s
neighborhood, given a pre-existing set of ‘target’ concepts, without being given any
example links. While it has many practical applications (Sect. 7), the problem has
witnessed relatively little research attention compared to similar problems such as
link prediction. LTC is a more tractable version of the global taxonomy induction
problem, but still significantly more difficult than ordinary link prediction.

This paper formalized the LTC problem using concepts from Information
Retrieval (IR). In a detailed empirical study, we also presented and evaluated
solutions based on representation learning algorithms, derived and adapted from
the NLP community. These algorithms were found to be viable solutions, but the
experimental results collected using three real-world datasets in the e-commerce
domain also indicate that there is considerable room for improvement. Finally, we
identified several potential applications and promising areas of future research.
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The Evolution of Online Sentiments
Across Italy During First and Second
Wave of the COVID-19 Pandemic

Francesco Scotti , Davide Magnanimi, Valeria Maria Urbano,
and Francesco Pierri

Abstract During crises, online social networks represent a primary source of
information to understand the opinion and feeling of individuals. In this paper, we
analyse Twitter conversations during both waves of COVID-19 pandemic in Italy
(respectively March–April 2020 and October–December 2020) and shed light on
the main factors which drive online sentiment.

Through the application of cross-section and panel regression models, we find
that, during the first wave, more negative feelings are expressed online by users
residing in provinces with higher contagions and larger extra mortality rates. During
the second wave, conversely, we observe that online sentiment is mainly affected
by socio-economic variables since more positive sentiment is associated to users
located in areas with larger income per capita, deprivation index and propensity to
telework. Over the entire period of observation, we detect a stronger improvement
in online sentiment of users located in the provinces located in the North of Italy,
which is characterized by larger wealth and better healthcare infrastructures.

Keywords COVID-19 · Regression · Sentiment analysis · Twitter

1 Introduction

As the pandemic of SARS-COV-2 was spreading around the globe during 2020,
people witnessed a surge of public interest around social media data as a vital
source of information to counter the virus [10]. As a matter of fact, monitoring
human activity on social network may enable authorities and policy makers to detect

F. Scotti (�) · V. M. Urbano
Department of Management, Economics and Industrial Engineering, Politecnico di Milano,
Milan, Italy
e-mail: francesco.scotti@polimi.it; valeriamaria.urbano@polimi.it

D. Magnanimi · F. Pierri
Department of Electronics, Information and Bioengineering, Politecnico di Milano, Milan, Italy
e-mail: davide.magnanimi@polimi.it; francesco.pierri@polimi.it

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Özyer (eds.), Social Media Analysis for Event Detection, Lecture Notes in Social
Networks, https://doi.org/10.1007/978-3-031-08242-9_7

163

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-08242-9_7&domain=pdf
http://orcid.org/0000-0002-8881-0715

 66 3973 a 66 3973 a
 
mailto:francesco.scotti@polimi.it

 851 3973 a 851 3973 a
 
mailto:valeriamaria.urbano@polimi.it

 66 4263 a 66 4263 a
 
mailto:davide.magnanimi@polimi.it

 932 4263 a 932 4263 a
 
mailto:francesco.pierri@polimi.it

 158 4612 a 158 4612 a
 
https://doi.org/10.1007/978-3-031-08242-9_7


164 F. Scotti et al.

outbreaks at an early stage, minimize their spread [6, 10, 21, 31] and understand the
evolution of individuals feelings and opinions during such an unprecedented crisis
[1, 4, 17, 25, 36].

The usage of textual analytics for identifying public sentiment, indeed, provides
relevant insights on attitude, perceptions and behaviours of individuals. Large scale
extractions of people sentiment from social media may support policy makers and
healthcare organizations assessing the needs of citizens in real time and designing
targeted communication strategy. Although several research studies focused on
the analysis of individuals’ feelings and opinions through social media data
emphasizing the role of sentiment analysis, the factors associated with positive
and negative sentiments of people were barely investigated. The combination of
sentiment analytics with socio-economic variables of diverse areas may create
insights contributing to the development of a clear understanding of factors that
drives individual’s feelings [26].

In this spirit, this paper aims at investigating the factors affecting the feelings
of Italians during the COVID-19 pandemic. Specifically, we combine Twitter data
with socio-economic characteristics and epidemiological variables of administrative
units to understand whether user sentiments were driven by socio-economic and
epidemiological factors. We significantly consolidate a preliminary analysis of
online sentiment expressed by Italian users on Twitter during the first wave of
COVID-19 pandemic in Italy (February–April 2020) [30], by extending the period
of observation to include the second wave of contagion and additional covariates in
the regression model. Moreover, we perform an analysis of the factors driving the
change in the online sentiment between the two periods.

First and foremost, this research study provides relevant insights on the impact
of socio-economic characteristics and the severity of coronavirus spread on users’
feelings during the two waves of contagion. Secondly, our analysis investigates the
evolution of sentiments across time and analyse the factors driving the change in
users’ sentiments. To pursue our research goal, we perform an automatic extraction
of tweets sentiment and deployed cross-section and panel regression models to
understand the interplay between feelings expressed by online users and a set of
socio-economic and epidemiological variables, computed at province level. Results
show that during the first period sentiments are mainly driven by the severity of
contagion, revealing that individuals perceived COVID-19 as an health emergency.
On the opposite, during the second wave socio-economic factors, such as local
wealth and level of disparities mainly affect users’ feelings.

The outline of remaining sections is as follows: in the next section we describe
research studies related to the use of sentiment analysis for analysing social media
data during epidemics. We then provide a brief description of the datasets used in
our analysis, and we present our methodology. Finally, we discuss results of the
analysis, and we draw conclusions and future directions for our work.
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2 Related Literature

The proliferation of social media usage for sharing opinions, facts and feelings by
individuals has provided unprecedented opportunities to analyse communication
patterns and sentiment spread across communities. In the public health domain,
Twitter data have been used for surveillance activities [19, 21] but also for
understanding public attitudes and behaviours during past epidemics such as the
N1H1 influenza, Ebola, Zika and Mers-Cov. Monitoring feelings of individuals
through social media data may, indeed, support authorities in responding to public
concern and developing appropriate communication strategy.

During the 2009 N1H1 epidemic, a content analysis of Twitter data revealed the
importance of the platform as a rich source of opinions and personal experiences
shared by individuals, which could be used to support health authorities to better
respond to public concerns [12]. In 2010, several sentiment classification methods
allowed to detect N1H1-related message from Twitter and compare results with
official statistics from the Centers for Disease Control and Prevention (CDC)
obtaining an 84.29% accuracy in classifying messages [14]. In 2015, the use of
sentiment analysis and count based techniques of social media data were introduced
for the detection of N1H1 symptoms in India based on Twitter data [18]. A
similar analysis discussed the effects of MERS-CoV infection on the opinions of
individuals in Saudi Arabia [37]. The study suggested the usage of automated
systems for analysing public opinions in order to help decisions makers to face
health emergencies.

During the Ebola outbreaks, several research studies focused on analysing
sentiments and feelings of Twitter users. In 2014, the epidemic provoked mainly
negative emotions such as anxiety, anger, swearing and death [16], while in
another research study conducted in 2015, researchers confirmed that panic was the
prevalent sentiment in the general landscape of social media [32]. In the same year, a
medical health information system, named ‘eMood’, started to collect social media
data and visualized the results of the sentiment analysis [13]. Besides providing
an overview on people’s feelings during the Ebola spread, the tool developed by
researchers was able to identify most influential users providing relevant insights on
users’ network of relationships and influence patterns.

Similar lines of research have been followed during the recent pandemic of the
novel COVID-19 disease. In an observational study [22], the authors described how
Twitter content and sentiment evolved in the early stages of the COVID-19 outbreak.
Results showed that tweets were predominantly associated with negative sentiment
such as fear, surprise and anger. Another sentiment analysis performed in the same
period revealed the presence of contrasting emotions among citizens as joy and
sadness, disgust and surprise [20]. This may reveal the absence of a homogeneous
perception of the severity of the situation, and explain the difficulties experienced
by policy makers and health authorities to transmit a harmonized and coherent
message to society. This issue was corroborated by some evidence exhibiting that
individuals on Twitter relied more upon common users generated content rather
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than on official government and other related institutional communications [29].
Sentiment of individuals has also been analysed through the lens of epidemic
psychology. Studying the use of language across 39M tweets shared in the US,
scholars identified three different phases characterizing online reactions to the
pandemic: a refusal stage, while only other countries were experiencing deaths,
a suspended reality period, which started after the first COVID-19 victim was
announced in each state and, finally, an acceptance phase, when authorities imposed
social distancing measures, in which individuals found a “new normality” for their
daily activities, conveying more positive sentiments [1].

Despite the large amount of scientific works which covered the impact of
epidemics on individuals’ feelings, to the best of our knowledge there is only a
handful of recent contributions that analysed to what extent the swing of emotions
is influenced by the socio-economic conditions of the population across different
geographical areas. In 2017, a study evaluated the spread of cholera in Uganda,
investigating socio-economic characteristics of population to understand whether
the promotion of social services, such as education, could contribute to control
the virus [11]. During the current pandemic, it was carried out an analysis on the
association between socio-economic variables and sentiment of US citizens about
lifting mobility restriction put in place to cope with the COVID-19 health crisis [26].
They showed that family households, individuals with limited education levels, low-
income and higher house rent are more interested in restarting the economy, thus
providing relevant signals to policymakers that seek to reduce the impact of the
pandemic.

3 Data Collection and Description

3.1 Twitter

To investigate online sentiment of Italian individuals we focus on Twitter conversa-
tions about COVID-19, and we employ two different collections of tweets shared
during both waves of the pandemic in Italy. The first one is part of a collection of
messages from Twitter in the Italian language that is continuously going on since
2012 at the University of Turin [3]. tweets in this dataset are exclusively Italian
and filtered with specific keywords related to the COVID-19 pandemic (e.g. covid,
coronavirus, quarantena, iorestoacasa, etc.). We further collected additional data by
leveraging the Twitter Streaming API to collect Italian tweets using the same set of
keywords. The final resulting collection of tweets is composed by approximately 1.7
M tweets for the first wave and almost 800 K for the second wave of the pandemic,
corresponding respectively to the periods February 17th–May 5th and October 1st–
December 31st. We finally geo-located users based on the location disclosed in
their Twitter profile (when available) and matching it against a list of 8 k Italian
municipalities. Overall, we were able to geo-locate 400 K tweets during the first
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Fig. 1 Number of daily tweets during the first (a) and the second (b) COVID-19 wave periods.
Red lines indicate respectively the 1st diagnosed COVID-19 case in Italy (solid) and the beginning
of national lockdown (dashed)

period and 260 K tweets during the second one. Figure 1 shows the time series of
the daily number of tweets during the two distinct periods of observations. We can
notice a striking difference in the number of tweets shared during the two periods,
with strong peaks in correspondence of the COVID-19 outbreak in Italy (February
21st) and the following national lockdown (March 9th).

3.2 Socio-Economic and Epidemiological Variables

In order to investigate the main factors affecting online sentiment of Italian
individuals we consider several socio-economic variables that measure local wealth,
level of disparities and social cohesion of territories, as well as the possibility of
working remotely (see Fig. 2 for the geographical distribution of these variables).
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Fig. 2 Geographical distribution of several socio-economic variables at province level. The
colorbar is centered at the median value of the distribution

In order to measure local wealth, we take into account the Average income per
capita and the Fiscal Capacity, which indicate respectively the average income
declared by taxpayers in 2018 in the underlying province and the administrative
revenues based on property tax, local income tax, and local fees (see Table 1 for
more details on the sources of variables and the year of reference).

Secondly, as a proxy of the level of disparities we include in the model the
Inequality index, disclosed by the Ministry of Economics and Finance (MEF) and
computed as the ratio between mean and median values of the distribution of
declared income in 2018. In this case, provinces characterized by values larger
than 1 are those where wealth is less equally distributed, since the distribution of
income displays a positive skewness which is a symptom of a few individuals with
large income and a larger concentration of citizens with lower wages. Moreover, to
measure social cohesion of territories we consider theDeprivation index,1 which is a
composite indicator covering the dimensions of education, unemployment, housing,

1 Data refer to the year 2016.
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Table 1 Source and Year of reference for the socio-economic and epidemiological variables

Source Year

Income per capita ISTAT 2018

Inequality MEF 2018

Deprivation ISTAT 2016

Fiscal capacity MEF 2018

Telework Authors calculation (ISTAT & OECD) 2020

Intensive care units ISTAT 2013

Extra Mortality ISTAT 2020

Infected Individuals Italian Civic Protection 2020

Cumulative Infected Individuals Italian Civic Protection 2020

population density and economic poverty. More specifically, indicators for each
dimension are computed and then transformed in percentage deviation from the
national mean, and finally aggregated together with equal weights.

In addition, we exploit the Telework index to understand the extent to which
the possibility to work from remote positions might have influenced the message
conveyed by individuals, given the fear to lose their job during the pandemic. In par-
ticular, this indicator is computed as the linear combination of the product between
the telework coefficient by sector, as estimated in a OECD study [15], and the
share of revenues generated in the considered province in the correspondent sector,
with respect to the overall revenues generated in the underlying administrative unit,
provided by the Italian National Institute of Statistics (ISTAT).

However, users opinions might be influenced not only by pre-existing socio-
economic conditions, but also by the intensity with which the COVID-19 hit
Italian provinces. In particular, the evolution of the pandemic might be a relevant
determinant of the sentiment expressed. For this reason we take into account the
extra mortality rate computed by ISTAT through a comparison of the mortality rate
of 2020 with respect to the mean mortality of the previous 5 years. Furthermore,
we consider the percentage of infected individuals (Infected Individuals (%)),
representing the number of confirmed cases in a specific province with respect to
the overall local population.

As a matter of fact, online feelings might be dependent not only on the current
level of intensity of the pandemic, as the severity of COVID-19 of previous months
might induce long lasting emotions in Twitter users. Therefore, we consider as
an additional regressor the Cumulative Infected Individuals (%), computed as the
ratio between the overall number of infected individuals since the beginning of the
pandemic in a given province and the correspondent number of residents.

Finally, we plug in the model the number of intensive/sub-intensive care units
(Intensive care units), since they constitute a good proxy of the capacity of local
healthcare infrastructure to provide adequate medical cares to patients with serious
respiratory diseases. In Table 2, we show the descriptive statistics of the time fixed
socio-economic variables and of the number of intensive care units. In Tables 3 and 4
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Table 2 Descriptive statistics of the time fixed variables

Min Median Max Mean Sd

Income per capita 13,475 18,234 25,674 18,043 2,864

Inequality 0.563 0.795 0.910 0.780 0.064

Deprivation -85.236 0.223 320.276 38.413 89.830

Fiscal capacity 240.732 466.926 930.677 487.311 155.019

Telework 0.213 0.236 0.316 0.237 0.015

Intensive care units 4 50 755 72.095 94.959

Table 3 Descriptive statistics for time-varying epidemiological variables during the first wave of
contagion

Min Median Max Mean Sd

Extra mortality −0.157 0.201 3.631 0.483 0.682

Infected individuals 0.0001 0.001 0.007 0.001 0.001

Table 4 Descriptive statistics for time-varying epidemiological variables during the second wave
of contagion

Min Median Max Mean Sd

Extra mortality −0.096 0.194 0.544 0.203 0.121

Infected individuals 0.007 0.026 0.062 0.026 0.011

Cumulative infected individuals 0.008 0.030 0.070 0.031 0.013

we present the descriptive statistics of the epidemiological time-varying regressors
for the first and second wave of contagion. Since the first confirmed case of COVID-
19 in Italy was officially registered on the 21st of February 2020 and our first
analysed period covers the period 2nd March–26th April, we exclude the cumulative
number of infected individuals variable from the analysis of the first wave of
contagion, as it would almost coincide with the amount of infected individuals,
leading to problems of collinearity in the estimation of the regression models.

4 Methodology

4.1 Extracting the Online Sentiment

Sentiment analysis enables the identification of subjective information in written
or spoken text. Using a specific lexicon for every language, it is possible to
provide a polarity value that carries the positive, negative or neutral connotation
of each term. Two main approaches are described in literature to perform sentiment
analysis: machine learning approach and lexicon based approach. Machine learning
approaches use sample data, known as training data, in order to develop mathemat-
ical models able to make prediction or classification. In the field of text mining,
the major drawback of these approaches is the fact that performances strongly
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depend on the quality and on the domain of trained data. The second class of
approaches, i.e. lexicon based approaches, uses opinion words that denote negative
or positive opinions building a lexicon. These approaches require the development
of a lexicon to be used for the classification phase. As the largest part of developed
lexicons focuses on the English language, Italian lexical databases are often created
by translating and adapting the English ones. However, the translation of a large
number of Italian tweets to English language can be expensive and results tend to
be less accurate.

In this work we leverage SentITA, an Italian lexicon-based approach to compute
the sentiment of tweets [24]. The tool relies on a combination of two datasets, which
amount to 15,000 positively and negatively labelled sentences, and then combined
with 90,000 Wikipedia neutral sentences to train the model properly. Finally, the
overall dataset was used to train a deep learning model, namely an Attentional
Bidirectional Recurrent Neural Network with LSTM cells, that operates at word
level. For each tweet, SentITA provides two polarity signals ranging from 0 to 1,
one for positive sentiment and one for negative sentiment, as explained also in other
studies [24, 30].

We used the model to extract polarity values from each geo-located tweet, and
then we computed the average positive (negative) sentiment for each province in
a given period of time by computing the mean positive (negative) signal of tweets
originated from a given province and published in the period of interest.

We further investigated the presence of social bots in our data, and their potential
influence on the net sentiment expressed in each geographical region. We employed
a popular and accurate social bot detection algorithm named BotometerLite [35],
and we computed for each geolocated tweet a score which ranges between 0
(human) and 1 (bot). We found that 22.57% of the overall number of geolocated
tweets was shared by users with bot score higher than 0.5. However, this percentage
progressively reduces for higher thresholds and almost vanishes for scores higher
than 0.8 and 0.9, where respectively only 3.27% and 0.36% of tweets were shared
by potential bots. We computed the correlation between (a) the sentiment variable
computed with the full dataset and (b) the sentiment variable computed after
excluding tweets shared by accounts with a bot-score larger than K , for K ∈
[0.5, 0.6, 0.7, 0.8, 0.9] These correlations range between 0.949 and 0.998 and are
always statistically significant (p-val � 0), providing evidence that the potential
presence of social bots did not affect the measurement of our dependent variable.

4.2 Regression Model

In a first step we investigate the main factors affecting the sentiment of Italian
provinces respectively during the first and second wave of contagion. We do this
through the application of the following specification equation:

Yi,t = β0 + γXi + δZi,t + ui + εi,t (1)



172 F. Scotti et al.

Table 5 Descriptive statistics for the online sentiment during the first and second wave of
contagion

Min Median Max Mean Std

First period sentiment −0.285 0.058 0.305 0.029 0.146

Second period sentiment −0.208 −0.050 0.205 −0.039 0.065

where index i refers to the underlying administrative unit and subscript t indicates
the considered unit of time. More specifically, for the first wave we focus on the time
frame 2nd March–26th April with 4 non overlapping windows of 14 days, while for
the second wave we consider the period 5th October–27th December with 6 non
overlapping windows of 14 days.2

Since in the literature there are few other references for the impact of socio-
economic and epidemiological variables on the online sentiment of Twitter users in
Italy [30], we apply a set of different panel models to assess the robustness of our
results. In particular, we estimate Random and Fixed effects model, and we use the
Hausman test to identify the preferred model. However, the idiosyncratic component
of the error term εi,t might be correlated with some of the explanatory variables,
leading to the issue of endogenous regressors and biased results. To deal with this
problem, we rely on a Generalized Methods of Moments (GMM) estimator [2]. We
limit the number of instruments to two per each time-varying regressor, exploiting
lags 2 and 3, to guarantee a parsimonious usage [28]. The reason for this is that
adopting too many instruments, reduce the power properties of the Hansen test [9]
and lead to a downward-bias standard error [34].

Moreover, in order to verify whether the results are mainly driven by the temporal
perspective or instead they are stable across the analysed period, we perform a cross
section analysis based on Ordinary Least Squares (OLS).

Across all the estimated models, the dependent variable represents the average
sentiment at province level, computed as the mean net sentiment of all tweets geo-
localized in a certain province in the period of reference. In particular, as the SentIta
library associates to each tweet a positive and negative score, the net sentiment
score is computed as the difference between the positive and the negative value.
In Table 5 we show the descriptive statistics for the online sentiment during the first
and second wave of contagion (see Fig. 3 for the geographical distribution of the
online sentiment over the two analysed periods).

For what concerns the right-hand side of the equation, Xi is a matrix of time fixed
regressors covering socio-economic, health infrastructure capacities and telework
feasibility dimensions described in Sect. 3.

By plugging the set of socio-economic variables (plus the number of
intensive/sub-intensive care units) we control for the fact that the heterogeneity

2 The term ui is the time-fixed error component, while the term εi,t is the time-varying error
component. β0 is the intercept of the model and γ and δ are vectors of parameters referring to
socio-economic and epidemiological variables and need to be estimated.
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Fig. 3 Geographical distribution of the online sentiment on Twitter during the two periods of
interest, computed at province level, which is used as dependent variable in our regression model.
The colorbar is centered at the median value of the distribution

in the sentiment across different provinces might be driven by wealth, economic
disparities and capacities of the local health infrastructure. Indeed, as the restrictive
measures adopted during the lockdown severely hit several production sectors,
value chains, trade exchange and the sanitary system risked to be overburden by the
number of patients, we suspect that these variables might be relevant determinants
to explain the sentiment of Twitter users.

Moreover, as the COVID-19 pandemic was primarily a healthcare emergency,
we include into the model the matrix Zi,t which encompasses time variant regressors
addressing the epidemiological dimension.

In a second step, we study the main factors driving the change in the feelings
expressed by Twitter users between the first and second wave of contagion, through
the application of the following OLS regression:

Y i,2 − Y i,1 = β0 + γXi + δ(Zi,2 − Zi,1) + ui + εi,t (2)

In this case the dependent variable is represented by the difference between
the average sentiment respectively during the second and first wave of contagion
in each province, while the term (Zi,2 − Zi,1) represents the difference between
the time varying variables as measured in the two analysed periods. For both the
dependent variable and the time varying regressors we rely on an absolute difference
of the correspondent factors between the second and first wave of contagion, so that
positive values corresponds to positive differences and negative values to negative
differences.3

3 On the other hand, using a percentage variation might induce larger complexity in interpreting
the sign of the variables since changes in the sign of variables might lead to positive or negative
values of the indicators, independently on the fact the factor is growing or diminishing. Moreover,
these variables are not affected by size factors, therefore, using percentage variation might risk to
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5 Results and Discussion

5.1 The First Wave of Contagion

In this section we show the results of our regression models, with a focus on the
first wave of contagion. In a first step, we estimate a set of different panel and cross
section models to assess the robustness of our results (see Table 6). We rely on the
formal Hausman test to distinguish between a Random and a Fixed effects model.
The p-value larger than 0.05 allows to accept the null hypothesis and is clearly in
favour of the former specification. As a consequence, we apply a Random effects
panel model4 based on White heteroskedasticity robust standard errors [33], since
the Breusch Pagan test clearly rejects the hypothesis of constant variance across the
error terms.

This model suggests that during the first wave of contagion epidemiological
variables have a strong impact on online feelings. Indeed, both the extra mortality
rate and fraction of infected individuals have negative and statistically significant
coefficients. This pattern reveals that the administrative units hit by the virus with
stronger intensity in terms of deaths and number of contagions tend to convey more
pessimistic messages.

Moreover, we observe a negative relationship between the number of intensive
and sub-intensive care units at hospitals and the online sentiment. This can be
explained by the fact that those areas with a higher capacity in the healthcare
infrastructures also experienced an overburden due to a more severe impact of the
COVID-19 pandemic, thus leading to more pessimistic feelings.

We obtain significant coefficients also for the income per capita and the depri-
vation index variables. Indeed, individual wealth shows a negatively interplay with
Twitter users feelings, revealing that more positive emotions are associated with
areas characterized by lower levels of income per capita. This apparently counter-
intuitive result can be explained by the strong correlation between the intensity
of the pandemic and the income level of Italian areas. This means that the areas
which were more strongly affected by the pandemic were rich territories. Indeed,
focusing on the first wave and comparing the variable income per capita with
Infected Individuals and then with Extra Mortality, we find respectively correlation
coefficients equal to 0.639 (p-val � 0) and 0.547 (p-val � 0). Consequently, this
suggests that during the first wave, the Twitter sentiment was driven by the intensity
of the pandemic, as the sentiment was significantly lower in areas subject to higher
contagions and extra mortality rates. This is confirmed by the negative coefficient for

overestimate even small variations in provinces having a low value in the first wave of contagion
for the considered variable.
4 For completeness, we report also the model estimate according to a Fixed effects model, that
is unbiased (as the Random effect, due to the result of the Hausman Test), but less efficient. The
results for the time-varying covariates in the Fixed effects confirms the results of the Random
effect.



The Evolution of Online Sentiments Across Italy During First and Second Wave. . . 175

Table 6 This table shows the results of the estimation of a OLS, Random effect, Fixed effects and
GMM models, with respect to the first wave of contagion period

Dependent variable:

Online Sentiment

(OLS) (RE) (FE) (GMM)

Income pc −0.407∗∗∗ −0.262∗∗ −0.272∗

(0.123) (0.128) (0.160)

Fiscal Capacity −0.116 −0.024 −0.012

(0.084) (0.081) (0.086)

Deprivation 0.186∗ 0.245∗ 0.351∗∗∗

(0.103) (0.128) (0.113)

Inequality 0.024 −0.059 −0.040

(0.074) (0.095) (0.092)

Telework 0.035 0.030 −0.020

(0.083) (0.104) (0.112)

Intensive care units −0.185∗∗∗ −0.143∗ −0.091

(0.066) (0.085) (0.090)

Extra Mortality −0.233∗∗ −0.221∗∗ −0.147∗ −0.117∗

(0.111) (0.104) (0.083) (0.071)

Infected Individuals −0.163∗ −0.105∗ −0.122 −0.249∗∗

(0.096) (0.059) (0.119) (0.176)

Observations 105 420 420 420

Adjusted R2 0.775 0.276 0.218 0.308

Breusch-Pagan test 0.021 1.12*10−5

Hausman Test 0.228

Hansen Test 0.635

Arellano Bond test order 1 0.003

Arellano Bond test order 2 0.395

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

wealth due to the strong correlation of this variable with pandemic intensity, which
leads territories experiencing the worst online feelings to be also the richer territories
of Italy. Similarly, more optimistic feelings are expressed in areas with higher socio-
economic imbalance, as suggested by the positive coefficient for the deprivation
index. Finally, inequality, fiscal capacity and telework seem not to significantly
affect Twitter users sentiments.

In a second step, we verify the consistency of our previous results, through the
application of a GMM model, where we use the second and third lag of the time-
varying regressors as instrumental variables. In particular, we apply this model,
since the error term might be correlated with some of the explanatory variables,
thus inducing biased estimates. Overall, the GMM model show similar results
with respect to the Random effect model and the only exception is represented by
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the Intensive care units regressor, that show is still negative, but not statistically
significant.5

Finally, we assess whether the results were mainly driven by the temporal
perspective or instead they were stable across the analysed period, through a cross
section analysis based on Ordinary Least Squares (OLS). The results corroborate our
previous estimates since administrative units with more optimistic sentiments are
those with lower income per capita and higher deprivation. Moreover, we confirm
that areas more severely hit by the COVID-19 in terms of extra mortality and number
of infected individuals experience the more pessimistic sentiments.

5.2 The Second Wave of Contagion and Main Differences with
the Previous Period

In this section, we repeat the analysis performed in Sect. 5.1, to analyse the main
determinants of online sentiment during the second wave of contagion. Results
are shown in Table 7. The estimated models provide coherent results and display
evidence of a positive and statistically significant coefficient for the income per
capita and the deprivation index, meaning that areas with larger wealth and socio-
economic imbalance expressed the more optimistic messages over the time frame
October–December 2020. Moreover, we identify a positive interplay between the
telework coefficient and the dependent variable, suggesting that the possibility to
work from remote positions during the pandemic contributed to reduce negative
feelings among Twitter users. This might reveal how the possibility to continue to
perform jobs activities even during the healthcare emergency, contributed to reduce
the perception of the negative effects induced by the pandemic, while the sentiments
were significantly more pessimistic in areas where this approach was less feasible.

In addition, we highlight the low relevance of epidemiological variables during
the second wave of contagion. Indeed, the amount of infected individuals, the extra
mortality rate and the number of Intensive care units do not appear as statistically
significant factors affecting the online sentiment.6 Moreover, the cumulative number
of infected individuals variable has a positive coefficient, meaning that provinces

5 We perform a Hansen test to verify that the identified instruments are valid and robust. A p-
value = 0.635 is in favour of the null hypothesis, which states the exogeneity of the instruments.
Moreover, the GMM estimator provides reliable results in case the first differenced error term does
not display second order autocorrelation and for this reason, we perform the Arellano-Bond test. In
particular, we show evidence of first order autocorrelation, but absence of statistically significant
autocorrelation of order 2 (AR(1) p-value = 0.003, AR(2) p-value = 0.395), contributing to the
validity of the results.
6 The only exception is represented by the OLS model where the extra mortality rate has a positive
and significant coefficient. This suggest the disconnection between epidemiological variables and
Twitter users sentiment, since more positive feelings were expressed by provinces with higher
number of additional deaths.
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Table 7 This table shows the results of the estimation of a OLS, Randome effect, Fixed effects
and GMM models, with respect to the second wave of contagion period

Dependent variable:

Online Sentiment

(OLS) (RE) (FE) (GMM)

Income pc 0.524∗∗ 0.283∗ 0.218∗

(0.228) (0.170) (0.123)

Fiscal Capacity 0.012 0.017 −0.043

(0.123) (0.122) (0.103)

Deprivation 0.419∗∗ 0.253∗ 0.221∗

(0.196) (0.151) (0.115)

Inequality 0.219 0.172 0.157

(0.143) (0.118) (0.099)

Telework 0.314∗ 0.259∗ 0.245∗

(0.158) (0.149) (0.134)

Intensive care units −0.143 −0.085 −0.082

(0.129) (0.107) (0.093)

Extra Mortality 0.194∗ 0.014 0.062 0.019

(0.110) (0.054) (0.075) (0.059)

Infected Individuals 0.391 −0.076 −0.030 −0.002

(0.343) (0.056) (0.050) (0.048)

Cumulative Infected Individuals 0.217∗∗ 0.124∗ 0.272∗∗∗ 0.186∗

(0.105) (0.071) (0.083) (0.100)

Observations 105 630 630 630

Adjusted R2 0.473 0.268 0.256 0.328

Breusch-Pagan test 0.034 2.24*10−8

Hausman Test 0.241

Hansen Test 0.557

Arellano Bond test order 1 0.008

Arellano Bond test order 2 0.281

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

with more positive feelings where those experiencing larger volumes of contagions
since the beginning of the pandemic, confirming a misalignment between the evolu-
tion of the pandemic and Twitter users feelings. This result is reasonable considering
that during the second wave of contagion, Italian regions were experiencing more
similar percentages of infected individuals and number of deaths with respect to the
first wave. For instance, during the first wave, the distribution of extra-mortality rates
ranges between -0.157 and 3.631 (25th percentile = 0.078, Median = 0.201, 75th
percentile = 0.630), while during the second wave the distribution of extra-mortality
rates shrinks between -0.096 and 0.544 (25th percentile = 0.115, Median = 0.194,
75th percentile = 0.262). Similarly, during the period March-May 2020, the regions
of Lombardia and Emilia-Romagna together accounted for 50% of overall national
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contagions, and considering also Piemonte and Veneto, the percentage reaches
the 70%. On the other hand, in the period October-December 2020, Lombardia
and Veneto accounted for only 33% of total contagions and including Piemonte
and Veneto they cover the 53% of overall infected individuals. These patterns,
clearly suggest that during the first wave of contagion there was a strong difference
in terms of pandemic intensity especially between Northern and Southern areas
which strongly affect the online sentiment. Conversely, the COVID-19 pandemic
is much more uniformly widespread across Italian territories during the second
wave and differences in terms of contagions and extra mortality rates do not seem
to have an impact on the online feelings of Twitter users. In addition, the first
wave of contagion was more severe in terms of deaths and stress of hospitals and
healthcare infrastructures with respect to the second [5, 7, 8, 23]. In fact, although
the number of spotted infected individuals was significantly higher during the
second period (due to the significantly higher capacity to execute swabs in Italian
healthcare infrastructures), the extra-mortality rates were higher during the first
wave. In addition, due both to the better knowledge of the COVID-19 disease and
to the increased capacity of hospitals, during the second wave many individuals
were efficiently and effectively cured without requiring intensive and sub-intensive
therapies, reducing their saturation rates w.r.t. to the period March-May 2020 [27].
During the second wave of contagion, all these factors contributed to reduce both the
perception of the severity of the COVID-19 pandemic and relevance of healthcare
variables in driving the Twitter users’ sentiment w.r.t. the first wave of contagion.

Overall, we find evidence of competing behaviours in the determinants of the
online sentiments over the two analysed periods. Indeed, in the first wave of
contagion, the sentiments were driven by the local intensity of the pandemic, which
was mainly perceived as an healthcare emergency. On the other hand, in the period
October-December 2020 a larger relevance to explain Twitter users emotions is
accounted by socio-economic variables, suggesting how in a second step it might
have prevailed the awareness of the financial crisis triggered by the pandemic.

Due to these strong differences in the sentiments among the two analysed
periods, we further investigate the drivers of the change in the province feelings
expressed between the first and second wave of contagion. To do this we apply
an OLS regression, according to Eq. (2) (see Table 8). We show that the main
determinants of this variation in the conveyed emotions are represented by the
socio-economic variables. Indeed, we identify that areas experiencing the strongest
improvement in the sentiments communicated, are those provinces with higher
income per capita. Moreover, a relevant driver is represented by the telework
index, meaning that a larger possibility to work from remote, contributed to
significantly improve the expressed feelings. Moreover, the change in the sentiment
was positively affected by the number of Intensive care units, revealing that in the
long term the higher capabilities of healthcare infrastructures contributed to perceive
better emotions. This is coherent with the fact that the more positive variations in
the feelings conveyed was experienced in the North of Italy.
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Table 8 This table shows the results of the estimation of an OLS regression for the estimation of
Eq. (2)

Dependent variable:

Online sentiment difference

Income pc 0.498∗∗∗

(0.153)

Fiscal Capacity 0.096

(0.083)

Deprivation −0.020

(0.124)

Inequality 0.066

(0.092)

Telework 0.197∗

(0.105)

Intensive care units 0.460∗∗

(0.187)

Extra Mortality Difference −0.237

(0.202)

Infected Individuals Difference 0.366

(0.651)

Cumulative Infected Individuals Difference −0.353

(0.680)

Observations 105

Adjusted R2 0.700

Breusch-Pagan test 0.012

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

6 Conclusion

In this paper we analyse the online sentiment conveyed by Italian Twitter users
during COVID-19 pandemic leveraging a large-scale dataset encompassing over
2.5 M tweets. Focusing on a subset of 660 K geo-located tweets shared during the
first and second wave of contagion, we investigate the main factors affecting the
online feelings among socio-economic and epidemiological variables through the
application of panel and cross-section regression models.

Overall, we observe a strong heterogeneity between the two periods of obser-
vation. In particular, we find that during the first wave of contagion sentiments
are strongly affected by the severity of the pandemic. Indeed, more pessimistic
sentiments are expressed by administrative units subject to a higher number of
contagions and extra mortality rate. Moreover, we find evidence that more positive
feelings are conveyed by areas with lower income per capita and larger deprivation.

On the other hand, we identify that during the second wave of contagion, Twitter
users emotions are mainly affected by socio-economic variables, as more optimistic
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sentiments are communicated in provinces with larger wealth and telework feasi-
bility. In addition, we highlight a misalignment between the feelings expressed and
the intensity of the pandemic, since more positive messages are conveyed by areas
characterized by an higher cumulative amount of infected individuals.

Finally, we observe that during the first period there is a sharp geographical
diversity in the sentiment, with Southern areas communicating the more optimistic
messages. On the other hand, during the second wave of contagion, the feelings are
more homogeneous across areas, without a clear separation between the North and
South of Italy. Overall, we observe that the stronger improvements in the emotions
are experienced by Northern provinces, which are characterized by larger wealth,
telework index and number of intensive care units.

This paper sheds light on the factors affecting the evolution of individuals
sentiments. In particular, we observe that during the first wave of contagion, the
COVID-19 pandemic is perceived as a healthcare emergency and the epidemio-
logical variables account for higher relevance in explaining the feelings. On the
other hand, during the second period, the socio-economic variables play a more
significant role in the influence of the online sentiment. Particularly interesting
is the significance of the telework index, which suggests that individuals have
progressively attributed higher importance to the possibility to work remotely.

From a methodological point of view, we contribute to the analysis of potential
drivers of the online sentiment, providing relevant insights for further research.
Indeed, understanding the importance of socio-economic variables during pan-
demics is still at an embryonic stage. In addition, this work could provide significant
clues to policy makers on the impact of the pandemic on citizens’ sentiments. These
can be exploited in order to design targeted and effective communication preventing
the heterogeneous spread of feelings across Italy.

Overall, our research presents some limitations. First, although we rely on a large
dataset of tweets over the two periods, one could further extend the amount of online
messages in order to increase the representatives of the sample and consolidate the
findings. Second, the usage of Twitter is more widespread among specific population
cohorts, therefore the sample considered for the analysis might not be representative
of the entire population and results might not be generalized. Third, we study the
whole set of collected tweets, without performing more detailed analyses focused
on specific sub-topics associated to the COVID-19 pandemic. In this direction, as
potential future research extension, we plan to perform a comparative analysis of
online sentiment across multiple countries, focusing on the specific topic of the
vaccination campaign that has recently kicked off on global scale.
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Abstract Useful information can be extracted by analyzing the temporal distribu-
tions of both social media user account creation and message traffic data. When
applied over message traffic, the approach can differentiate top trending topics and
persons in different geographical regions. Our analysis can help discover whether
(and where) an influencer’s followers are localized, even in the absence of geospatial
tags. An important application is in finding local experts in a social network,
by identifying which experts are relevant to the geographic region of interest.
We demonstrate how several temporal features can be utilized for distinguishing
local vs. global influencers. For global influencers, spatiotemporal analysis helps
understand the evolution of their popularity over time. We can also infer the number
of followers that were gained in a specified period, which assists in estimating
link creation times. Thus, temporal features can assist in deducing and utilizing
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1 Introduction

Identifying authoritative users (experts) or influencers on social networks is an
important topic of research.1 Local expert finding is important for many applications
such as answering local information needs. The area of influence and expertise may
be localized within a small geographical area for some influencers, and be much
broader for others.

The problem with local expert finding in social networks and on Twitter, in
particular, is the lack of geo-information. Less than 1% of message traffic contains
geo-information, and available information about a user’s location is limited to a
self-reported textual field that may not be filled in. In this research, we illustrate an
alternative approach for how the creation times can be used to infer geo-information.

On Twitter, every user and every message has a creation timestamp. For a group
of users or a group of messages, the creation times can be used to help determine
whether the group is concentrated in a single time zone or is spread out more
globally. The Coordinated Universal Time (UTC) offset2 can be identified for a
group that is from a specific time zone. For a global group (such as the followers
of a global influencer), the daily changes in followers can be inferred and used for
studying the influencer’s evolving popularity.

This work extends our previous paper [31], the time-based features discussed
have applications related to (i) local expert finding in social networks, (ii) inferring
when followers joined an influencer, and (iii) understanding popular trending topics
from message traffic relevant to a specific geographic area. Main portions of the
code are hosted on GitHub.3

The methods in this paper maintain user’s privacy because the location inference
is at the timezone level. Care was taken, during data collection, to minimize impact
from bots; software programs that send out automated posts on Twitter. For analysis
over influencer’s followers, we focused on influencers that have been verified by
Twitter to be legitimate, but in general followers-friends ratio, tweet frequency,
number of times added to favorites, and other features such as screen name length
can be used for identifying real influencers [1]. When analyzing message traffic, to
ensure equal representation for each user, it is recommended to focus on a single
message per user.

The rest of the paper is structured as follows. Section 2 reviews prior research
related to local expert finding. Section 3 shows how group creation times can be
used in a time distribution and how this distribution can be used for predicting
the UTC offset. Section 4 analyzes the temporal distribution of message traffic.

1 We use the term influencer and expert interchangeably when referring to an authoritative user.
2 UTC is the time standard used globally, defined by the International Telecommunication Union
Recommendation (ITU-R TF.460-6); it is a refinement of previous time standards such as
Greenwich Mean Time. For instance, the UTC offset is −5 for the time zone that includes the
northeastern USA.
3 https://github.com/apanasyu.
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Section 5 analyzes the variations in the number of followers and illustrates how
those can be used for understanding daily followers gained. This is useful for link
inference and understanding evolving popularity of global influencers. Section 6
describes a classifier for the discrimination of local vs. global influencers. Finally,
Sect. 7 presents our conclusions and future research directions.

2 Related Research

The problem of finding authoritative users is known as expert finding; this is a
well-studied problem with research going back over a decade, and has gained
popularity within the information retrieval community since it was included in
the TREC enterprise track [2]. A recent survey by Husain et al. [3] reports that
a majority of the expert finding systems were used in: (i) the academic domain
(research collaborations), (ii) enterprise (experts for offering formal help related
to development), (iii) medicine (medical experts), (iv) online knowledge sharing
communities, (v) online forums, and (vi) social media (finding experts from various
social networks like Twitter and Facebook).

Expert finding methods assume that individuals’ published documents are
relevant to their expertise with different degrees of a match, and they focus on
modeling the associations between these documents and candidate experts.

Our research deals with social networks. Lappas et al. [4] give an early survey
on expert finding in social networks, which typically involves (i) using text
content posted by expert candidates and (ii) using the expert candidates’ online
social connections. Two best-known algorithms that exploit link structure to find
authorities are based on PageRank [5] and Hyperlink-Induced Topic Search (HITS)
[6].

Weng et al. [7] proposed TwitterRank which employs the Latent Dirichlet
Allocation (LDA) model to detect the topics of individuals based on their tweets.
Then, for each topic, it builds a weighted graph based on the topical similarity
between two users and then employs a PageRank algorithm to find topic-specific
influential users.

Romero et al. [8] designed an algorithm similar to HITS named Influence
Passivity algorithm to quantify the influence of users in a Twitter network. This
algorithm utilizes both the structural properties of the network as well as the
diffusion behavior among users. Pal et al. [9] proposed an attribute-based approach
for identifying experts and potential experts in community question answering.
Fifteen features were extracted from the Twitter graph and tweets posted by the
users, to estimate their levels of expertise on various topics. Clustering (based on the
Gaussian mixture model) was used to determine experts, maximizing the likelihood
of the data given a number of Gaussian components.

Ghosh et al. [10] proposed a system called Cognos, which represents each user
by the metadata of Twitter lists that contain the user, then ranks users based on the
similarity score between each user and a topical query. Cognos tends to choose users



186 A. Panasyuk et al.

that are contained in many lists and whose metadata contains the query. The authors
show that their system can identify top users for a particular topic better than graph
based approaches.

Separately, research efforts have addressed the task of finding local experts
with specialized knowledge focused around a particular location. Local experts are
important for many applications such as answering local information needs [11].

Li et al. [12] proposed applying points of interest (POI) as a possible catego-
rization of expertise related to a particular geographic location. Example ‘Chinese
Restaurants’ in Los Angeles is a POI topic. High-ranking candidates should be able
to answer questions about the locations or the category of locations in the topic. The
time user reported being at a POI is seen as an important feature in that frequent
visits result in greater familiarity with the location in question [13].

Niu et al. [14] introduced a learning-based method to find local experts on
Twitter. They defined multiple classes of features that could impact a user’s local
expertise, such as tweet content features (e.g. the TF-IDF score of a topic keyword
in the candidate’s tweets) and local authority features (e.g. the distance between
the candidate and the query location). Authors found it best to retain only the first
check-in during a repeated activity (a user posting multiple times about a newly
served dish during the same meal is an example of the same venue during which the
user remains in an unchanged location and activity).

In papers that attempt to identify topical experts typically the GPS coordinates
and place mentions associated with messages are utilized. Inkpen et al. [15] develop
a city, province, and country classifier for monitoring places mentioned in Twitter
messages. The issue with focusing only on tweets with GPS coordinates or POI
information is that they make up a small portion of the Twitter API stream (around
1%) [16, 17]. The message’s author may specify a textual self-reported location
(available for about a third of all users [18]), but geocoding is complicated due
to abbreviations, misspellings, blank textual field, and use of multiple alphabets
[17]. Jurgens et al. [16] reported that using popular gazetteer solutions GeoNames,
DBPedia, GeoLite, and Google’s geocoder were able to each geocode under 4% of
users using self-reported location [16]. For users whose location cannot be extracted
from their message or profile information, the median location of the user’s friends
may be used [19].

Wei et al. [20] attempt to identify local influencers across three US cities using
several modified PageRank based algorithms. Their network was built using social
activity based interactions retweet, reply, and mention present in over five billion
tweets (message contents not analyzed). The influencer’s self-reported location was
used for filtering out those influencers that are not from the area such as @YouTube.
However, it was also shown that limiting users within x miles of the location of
interest would filter out other important users, that had a strong local connection
spanning beyond 100 km.

Multiple surveys have been written related to Twitter user geolocation [16, 17,
21]. Jurgens et al. [16] reimplemented some of the state-of-the-art models, tested and
trained them using their own constructed dataset to ensure fairness of comparison,
and found significant performance issues. Mourad et al. [21] proposed a guide for a
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standardized evaluation of Twitter user geolocation. Analysis of fifteen models and
two baselines illustrated that the choice of effectiveness metric can lead to diverging
conclusions. Due to the high levels of noise and the data collection restrictions
imposed by the Twitter API the user geolocation remains an unsolved research area.

Other features useful for identifying locations are the time zone and UTC
offset [22, 23]. Zannettou, et al. [24] used time zone information to understand
the audience targeted by tweets from Russian-linked accounts. But due to privacy
reasons, Twitter has made these fields inaccessible in 2018.

Twitter does not keep track of any time information other than identifying when
a user account was created, and when a user posts on Twitter. Data for link creation
times between users and their followers are not stored, although it can be extracted
by performing multiple scans of the Twitter network. For example, Kwak et al. [25]
collected daily snapshots of the online relationships of 1.2 million Korean-speaking
users for 51 days as well as all of their tweets to estimate popularity dynamics.

This research paper proposes new time-based features based on user and
message creation times. Account creation times over influencer’s followers are
used for predicting the time zone’s UTC offset and associated geographic area
that the followers belong to. When applied over message traffic, the approach can
differentiate top trending topics and persons in different geographical regions. The
degree of localization (“localness”) is an important concept, with ongoing work in
formalizing the notion [26]. Our time-based features are successfully applied in a
classifier for predicting local vs. global influencers. The resulting classifier can be
applied as a post-processing step for verifying that the local expert is indeed local.
The new time-based features are not just limited to inferring location, but can also
be used for inferring link creation times for studying the evolution of influencer’s
popularity.

3 UTC Offset Prediction Based on Account Creation

This section describes how the time zone’s UTC offset is predicted from a set of
creation times. The creation times can come from a set of users or a set of messages.
Section 3.1 describes the dataset; the creation times come from a group of users
whose self-reported location is in common and where the location’s UTC is known.
Section 3.2 describes how a time distribution is formed and how it is used to predict
the UTC offset. Section 3.3 describes experiments to find the optimal parameter
values used in the proposed approach.

3.1 UTC Offset Dataset

Over 377 million user profiles were analyzed and user groups were chosen based
on self-reported location in common. All self-reported locations were turned to
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Table 1 Five biggest user
groups in UTC offset dataset

Location Group size UTCL Country

london 2065562 0.667 GBR

losangelesca 1768898 −7.333 USA

newyorkny 1425330 −4.333 USA

chicagoil 1173340 −5.333 USA

parisfrance 1026459 1.667 FRA

lowercase with punctuation and spacing stripped out. Of particular interest are those
self-reported locations that match (i) (City, Province) or (ii) (City, Country Name)
in English from GeoNames. The city, country pairs are checked to be unique in that
there are no other cities within the country with the same city name. The population
of all cities considered in is over five thousand. Major well-known city names are
included (without the country name) provided the city is unique and has a population
of over one million. Each self-reported location had to be used by at least 250 unique
users to ensure a large enough sample size.

The resulting dataset, denoted DUT C , consists of 12,271 groups. Table 1 shows
the five most popular locations, the number of users making up each group that use
the location, and the UTC offset associated with the location, denoted as UT CL,
using Eq. (1).

UT CL(loc) = 1

3
UT C(tmz(loc)) + 2

3
DST (tmz(loc)) (1)

GeoNames is used to get the location’s time zone4 via function tmz. UTC and
DST functions are used to obtain the UTC offset during standard and daylight
saving time, respectively; these are equal in time zones where daylight saving is
not observed. Daylight saving time is typically observed for eight months of the
year and is thus given a larger weight.

In our dataset, UT CL takes 42 possible values ranging from −9.9 to 13.53.
Therefore, the corresponding UTC offset interval for our dataset is [−10, 14) (UTC
offset −12 and −11 exist, but belong to sparsely populated islands and therefore
not of interest). Table 1 describes the attributes of the five largest user groups in the
dataset.

3.2 Sleep Cycle and UTC Offset Determination

The following procedure is used to identify the UTC offset in the geographic area
from which the creation times originate. Given a set of creation times:

4 download.geonames.org/export/dump/timeZones.txt.
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1. Creation times to Time Distribution:

(a) The hour from each creation time is used to generate a histogram, with 24
bins corresponding to 24 h.

(b) Time distribution refers to a normalized histogram; f (t) used to denote the
relative frequency of creation times within t th hour.

2. Preprocessing:

(a) The 24-h time distribution is duplicated to generate a 48-h distribution.
(b) The distribution is smoothed by computing the moving average of n = 5

consecutive points.

3. Sleep cycle identification:

(a) If there are four intersection points (between f (t) and the p = 33%), per
48 h, the sleep cycle is identified as a single continuous segment between
two consecutive intersection points where the first has a negative and the
second a positive slope.

(b) A quadratic function is fitted over sleep cycle: f (t) = c0 + c1 × t + c2 × t2.
If c2 > 0, its minimum is considered to be the group’s Potential Sleep Time
(PST), subtracting 24 if needed, so that PST ∈ [0, 24).

4. UTC offset computation:

(a) Given a PST ≥ 14 the transformation PST-24 is applied to transform PST
from [0, 24) range to the UTC range [-10, +14).

(b) Linear regression on known data is used to express the UTC offset as a linear
function of PST, using Eq. (2) at the end of this section based on Fig. 3.

As an illustration, Fig. 1 shows the f (t) formed from account creation times
corresponding to users associated with locations (a) ‘london’ and (b) ‘losangelesca’.
The data (blue lines) is noisy, and to achieve smoothness we compute moving
averages (with n = 5 consecutive points), depicted by green lines.

It is assumed that the regions around the minima (in the smoothed curve)
correspond to a nocturnal period when many residents of the region sleep, and hence
are not active on social media. This region, expected to be an 8-h period (a third of
the 24-h cycle) is identified using the threshold p = 33% in Fig. 1). The portion
of the smoothed curve below the threshold can be approximated by a quadratic
function. Minimum of the quadratic used to predict the UTC offset; confidence in
which increases with the coefficient of determination R2 and the magnitude of the
power coefficient c2 (c2 close to zero associated with a flat like sleep cycle with not
as clear a minimum). We hence record (i) the predicted UTC offset, (ii) the power
coefficient c2, and (iii) the coefficient of determination R2.

The next subsection addresses the selection of parameters for the moving average
n and the percentile p threshold, and describes the linear regression leading to the
computation of UTC.
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(a) self-reported location ‘london’ (b) self-reported location ‘losangelesca’

Fig. 1 Normalized 48-h histograms using creation times of users from (a) ‘london’ and (b)
‘losangelesca’ are shown. The blue curve shows the original time distribution, and the green curve
represents the moving average (with n = 5). The orange line corresponds to the threshold below
which the potential sleep cycle is identified from the green curve. The mins between the two charts
are 7–9 h apart matching expectation in that the time difference between the two locations is 8 h

3.3 Parameter Determination

Instead of using the entire |G| creation times of the group, we use a method akin to
bootstrapping [27]). Random samples of size M are drawn from G, N times, and
for each sample, the PST is calculated. Over N trials, the average PST is denoted
μG(PST ), and σG(PST ) denotes the standard deviation.

These estimates depend on the choices of the sample size M , the number
of samples N , the size of moving average window n, and the sleep cycle
threshold percentile p. We performed multiple experiments, with values of
M = [100, 250, 500, 1000], N = 100, n = [1, 2, . . . , 7, 8] and p =
[20, 25, 30, 33, 35, 40, 45]. Linear regression was performed for PST vs. UT CL

using least squares estimation, as shown in Fig. 3. To measure the performance
of selected values of the parameters Recall, Precision, and F1 measures were
calculated; where,

Recall = # of user groups where PST-estimate calculated

the number of user groups
,

P recision = # of correct UTC predictions

# of UTC predictions
,

and

F1 = 2 × Precision × Recall

P recision + Recall
.
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Predictions that were more than t1 = 0.5 away from UT CL were marked as
incorrect. The following observations emerge from Fig. 2:

– Figure 2a shows F1 for different values of p and n for M = 250 and t1 = 0.5
over all groups in the UTC offset dataset. It can be seen that the best performance
with F1 = 68.14% is achieved using p = 33 and n = 5.

– Figure 2b confirms that p = 33 is the best performing using precision for four
different values of M . This value of p is also an intuitive choice because, as
mentioned earlier, about a third of the 24-h period is expected to be devoted to
sleep. Smaller percentile (p < 30) reduces the associated sleeping cycle and it
is harder to fit a parabola and to get a good UTC offset prediction. On the other
hand, if p is too high (p ≥ 40) then points that are outside of the sleeping cycle
will be incorporated causing the performance to suffer.

– Figure 2c shows that n ∈ [2, 5] exhibit high precision for all values of M . From
this figure, we conclude that any choice of n ∈ [2, 5] is reasonable to smooth out

(a) F1 for n and p (b) Precision for p and M

(c) Precision for n and M (d) Precision for group size x and M

Fig. 2 Variation of ability to predict UT CL (t1 = 0.5) with parameter values: (a) F1 vs. moving
average window width n, for different values of percentile p, fixing M = 250; (b) Precision vs.
percentile p, for different sample sizes M , fixing n = 5 which yielded the best F1 score; (c)
Precision vs. n for different values of M , fixing p = 33 which yielded the best F1 score; and (d)
Precision vs. group size x for different values of M , using sampling with replacement, and fixing
p = 33 and n = 5
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Fig. 3 Result of linear regression performed on data points with known geolocation, plotting
UT CL against μG(PST ), with M = 250, n = 5, p = 33, and group size exceeding 1000

irregularities, preserve high precision, but is not too high to delete the sleep cycle
from the time distribution. However, considering both, the precision and F1, we
conclude that n = 5 is the best choice.

– When using sample size M the group size needed to be at least M because we
have used sampling without replacement. Sampling with replacement allows to
better understand whether improvement comes from a bigger sample size or a
bigger group size. Figure 2d shows performance for sampling with replacement
across different M values as the group size increases (using n = 5 and p =
33). We conclude that performance is not affected by M , although performance
improves with group size.

The plot in Fig. 3 uses M = 250, n = 5, p = 33, and group size equal
to at least 1000. Using these parameters the relationship between predicted PST
and actual UTC is shown. A linear relationship can clearly be observed, using
UT CP = −1.0335×PST +3.9955 with overall R2 = 0.9774; this is approximated
as follows:

UT CP = −1.0 × PST + 4.0 (2)
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4 Temporal Analysis of Message Traffic Data

In this section, we illustrate that time-based features can be used for associating
persons and topics with a geographic area. The time-based approach is confirmed
using message traffic with coordinates.

Our focus is on understanding the spatiotemporal aspects of the Twitter social
graph, connecting senders of messages and users mentioned in the messages. We
explore the geographical distribution of senders of messages who mention an
individual, thereby evaluating the extent to which an influencer (mentioned in the
messages) has global influence. This is often accomplished by analyzing message
traffic data, since the full follower-followee graph cannot be directly collected due
to limitations imposed by the free Twitter API. Messages with coordinates and
place mentions or self-reported locations of the users can be used to filter out users
that are near a specific geographic area; in this manner, influential individuals and
communities belonging to a certain geographic area can be identified.

4.1 Message Traffic Dataset

We collected five days of message traffic data in the first week of December 2020 for
a total of 18.67 million messages. This dataset is denoted as Dmess . Preprocessing
consisted of turning each message to lowercase and tokenizing using NLTK library’s
TweetTokenizer. For each message, the hour was extracted from its creation time.
Each token was associated with a set of hours from the set of messages in which the
token appears. Tokens that were at least three characters in length and appeared in
over 500 messages were retained, resulting in a total of 23,747 tokens.

Messages that contain location coordinates provide ground truth against which
we can evaluate UTC-based predictions. Such messages comprised only 0.71%
of all messages in our dataset, consistent with other literature suggesting that the
number is less than 1% [16]. In our dataset, there were 6632 messages with point
coordinates and 126,765 messages with a place coordinate (bounding box).

Among 23,747 tokens, as many as 20,252 were contained in at least one message
with coordinates. For each token, we record the number of messages that came
from the Americas (longitude ≤ −25), Europe/Africa (−25 < longitude ≤ 65), and
Asia/Oceania (longitude> 65). For coordinates specified using a bounding box,
both the longitude components had to be associated with the same region. A token
was assigned a label based on the region which captured the biggest ratio of
messages. Among the 20,252 tokens with coordinate information, we found that
11,955 were associated with the Americas, 4991 with Europe/Africa, and 3306 with
Asia/Oceania. Table 2 shows examples of ground truth generated in this fashion that
contain topic or person mentions (NA_SA = Americas, AF_EUR = Europe/Africa,
and AS_OC = Asia/Oceania).
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Table 2 Token labels using messages with geolocation tags

Token Label NA_SA AF_EUR AS_OC Total Ratio for label

@realdonaldtrump NA_SA 537 47 19 603 0.89

@joebiden NA_SA 142 14 6 162 0.88

#oath4ssr AS_OC 18 2 30 50 0.6

@narendramodi AS_OC 1 0 47 48 0.98

#gfvip AF_EUR 0 35 0 35 1

@pmoindia AS_OC 0 1 33 34 0.97

@thehill NA_SA 25 2 0 27 0.93

@jairbolsonaro NA_SA 27 0 0 27 1

@nytimes NA_SA 21 3 3 27 0.78

@llinwood NA_SA 24 1 1 26 0.92

4.2 Predicting Region of Token

We extracted the hours (from the creation time) associated with all messages in
which each token appears. The set of hours was used to obtain a time distribution
and corresponding: (i) predicted UTC offset, (ii) coefficient of the quadratic term,
c2, and (iii) coefficient of determination R2 (using the approach in Sect. 3.2). As
before, a large value of R2 implies greater confidence in the fitted polynomial, and
a large c2 indicates greater localization of influence.

The NLTK library contains a list of stop-words, such as ‘the’ and ‘has’, which
are used worldwide. Their temporal distributions are flat and associated c2 is close
to zero. For example, we found that for stop-words the largest c2 was smaller than
0.001. To further refine our dataset, we considered c2 ≥ 0.001. The result was
that not only stop-words but other global topics and persons such as #covid19 and
@YouTube were removed.

Out of 23,747 tokens in the dataset, 16,744 contained a sleep cycle that could
be used to predict a UTC offset. Based on predicted UTC offset the token was
assigned one of three regions: (i) North and South America (UT C ≤ −2), (ii)
Europe and Africa (−2 < UT C ≤ 4), and (iii) Asia and Oceania (UT C > 4).
The number of tokens associated with each region was (i) 9618, (ii) 3012, and (iii)
4114 respectively. Of the UTC predictions, 15,087 had R2 ≥ 0.85 of which 8487
had c2 ≥ 0.001. Among these 8487 higher confidence predictions 4135, 1416, and
2936 belonged to each region, respectively. As an illustration, Fig. 4 shows the top
fifty topic (#) and person (@) mentions in a word cloud.
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Fig. 4 Top trending tokens (topics and persons) for the (a) North and South America, (b) Europe
and Africa, and (c) Asia and Oceania. These were identified using UTC prediction from time curve
over message creation times containing the token

4.3 Evaluation

For each token, one of the three regions using UTC prediction is compared with the
ground truth, and the accuracy of prediction is recorded as the ratio of correct versus
total predictions, for each region.

Table 3 shows the results for the three regions. The first column shows the type of
restrictions placed on a token, based on (i) R2 of the polynomial over corresponding
sleep cycle, (ii) power coefficient c2 from polynomial, (iii) number of minimum
messages, x, used to build ground truth, and (iv) whether a collection is limited
to persons/topics (@/#). The accuracy of predictions for each region is shown in
columns 3–5 (the respective number of predictions per region is shown in the second
column). The final column is the overall accuracy of all predictions.

Table 3 Performance over message traffic

Restriction Predictions NA_SA AF_EUR AS_OC Overall

None 9271, 2825, 2602 94.56 76.14 87.78 89.82

R2 ≥ 0.85 8611, 2426, 2360 95.4 80.3 89.58 91.64

R2 ≥ 0.85, c2 ≥ 0.001 4008, 1327, 1976 98.6 89.9 95.29 96.13

R2 ≥ 0.85, c2 ≥ 0.001, x ≥ 5 3304, 810, 967 99.21 91.98 98.24 97.87

R2 ≥ 0.85, c2 ≥ 0.001, x ≥ 10 2270, 380, 533 99.69 94.47 98.69 98.9

R2 ≥ 0.85, c2 ≥ 0.001, @/# 261, 61, 137 98.08 81.97 97.08 95.64
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Table 3 illustrates that the approach using temporal distribution is successful.
The first row, with no restriction, illustrates that if a sleep cycle is found and a UTC
prediction is made it generally has good accuracy. The accuracy is high, particularly
for those tokens which have ground truth assembled from more messages (larger x)
and with high confidence UTC predictions (high R2 and c2).

About 13% of the tokens that were labeled using UTC did not have any message
traffic with coordinates. A bigger collection could be explored, but there is reason to
think that some tokens just won’t get a geo-tag assigned. Fewer than 1% of messages
contained geo-tags, and 38% of the tokens had fewer than 5 geo-tagged data points;
a prediction based on such a small sample is not made with high confidence. On the
other hand, time is available for all messages and each token appeared in at least
500 messages giving us greater confidence in the corresponding time distribution.
This illustrates the usefulness of our approach.

Another alternative would be to utilize the self-reported locations of the users
that wrote the messages, but this would require a complex geocoding solution that
can handle the different ways persons refer to locations in various languages. Using
time distributions is hence a better solution for quickly understanding important
keywords in message traffic as they pertain to a geographic region of interest.

4.4 Comparison Against Baseline Based on Google Trends

In a recent paper, Zola et. al. [28] attempt to estimate worldwide Twitter user
locations without relying on geolocation target labels (no geotagged tweets or user
location profiles and no access to geographic dictionaries). Their dataset consisted
of 744,830 tweets written by 3298 users from 54 countries. For each user, their
approach was to: (i) collect all of the user’s messages, (ii) use Part of Speech
(POS) processing to identify nouns, (iii) utilize City Google Trends to associate
a noun with a set of weighed city names, (iv) geocode each city name to get its
latitude and longitude coordinates, and (v) apply clustering to identify the most
probable centroid from coordinates and weights associated with each city. Because
no geoinformation is used, the problem is more complex; their approach correctly
predicts the ground truth city locations of 15%, 23%, 39%, 58%, 70%, 82% of the
users for tolerance distances of 250, 500, 1000, 2000, 4000, and 10,000 km. Our
method also does not utilize any geoinformation, relying only on creation times as
the feature, and hence it was appropriate to compare against this baseline based on
Google Trends.

From examining the JSON response from Google Trends (also using the
Python Pytrends library) we find that Google, at the ‘City’ resolution, does return
coordinates for each city; hence it is possible to combine steps (iii) and (iv) from
above. Other differences are that our focus was on all tokens (not just nouns) and
we already had three predefined regions that the world is broken up into (so the
performance was judged based on how well a region is predicted, as was done in
previous subsection).
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The baseline uses Google Trends to identify a set of cities for each token:
set A from the Americas (longitude ≤ −25), set B from Europe/Africa
(−25 < longitude≤ 65), and set C from Asia/Oceania (longitude> 65). Next for
each set of cities in A, B, C the cumulative score across the city weights is recorded
(where each weight is from 0 to 100). A token is assigned to a region that has the
biggest cumulative score.

Because our problem involves large geographic regions it is also appropriate to
utilize the ‘Country’ resolution vs. only ‘City’. Google Trends provides results over
a predefined time in the past: past 1 h, 4 h, 1 day, 7 days, 90 days, 1 year, 5 years, all
(these are predefined and Google Trends does not allow one to enter a custom date
range). Timeframe chosen may have a big impact on the rankings, for example for
@realdonaldtrump the top country is Kenya using 1-month, Canada using 3-month,
and USA using 1-year timeframe (for collection during April of 2020). Our analysis
utilized the default 1-year timeframe.

Google Trends has a limit of around 1440 daily requests. In our evaluation, we
have focused on 3183 tokens that had R2 ≥ 0.85, c2 ≥ 0.001, x ≥ 10 and 459
tokens that are limited to persons/topics (see the last two rows of Table 3). When
we tried to focus on 459 tokens starting with @/#, only 9/459 had results at city and
241/459 had results at the country resolution. This illustrates that Google does not
have enough information for trend analysis over these popular Twitter concepts (as
these are not as commonly used in Google Search).

Table 4 show the results for the three regions at city and country levels using
the 3183 tokens. The first column shows the type of restrictions placed on results
from Google Trends ranking. Restrictions considered were using the ranked location
with: (i) the highest weight, (ii) the top three weights, (iii) weights ≥ 50, and (iv)
using all. The rest of Table 4 is structured the same as Table 3.

Google Trends has information on most of the tokens with 3039/3183 at the
city resolution and 3157/3183 at the country resolution. At the city resolution, it
is seen that as more cities are considered the precision is gradually going up i.e.
performance using just the top city is the worst. On the contrary, the performance
using Country Google Trends has better overall performance when using only the

Table 4 Time-based approach vs. baseline based on Google Trends

Restriction Predictions NA_SA AF_EUR AS_OC Overall

City using top 1 2188, 360, 491 78.29 84.72 83.1 79.83

City using top 3 2188, 360, 491 80.94 87.5 84.73 82.33

City using weight ≥50 2188, 360, 491 84.32 90.83 84.11 85.06

City all 2188, 360, 491 90.81 94.17 89 90.92

Country using top 1 2267, 365, 525 64.49 76.16 88.76 69.88

Country using top 3 2267, 365, 525 55.32 75.07 88.38 63.1

Country using weight ≥50 2267, 365, 525 59.51 78.9 87.62 66.42

Country all 2267, 365, 525 56.64 94.79 80.76 65.06

Our approach using time 2270, 380, 533 99.69 94.47 98.69 98.9
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top Country. This could be because there are a lot of separate countries in Europe
and Africa continent and as a result, this region tends to be heavily favored when
focusing on all countries. Our proposed time-based method performs the best with
98.9% overall precision vs. the best results via Country Google Trends at 69.88%
and City Google Trends at 90.92%.

5 Evolving Popularity: Inferring Daily Changes in Number
of Followers

It is important to understand how an individual’s influence changes with time;
this can help predict future influence as well. To predict the future one must first
understand the past. In the context of Twitter, the corresponding problem involves
estimating the rate at which an influencer has gained their existing followers over
a given time period. In this section, we propose a novel algorithm to address this
problem, using the account creation times of an influencer’s followers.

To find the number of followers an influencer has gained on a daily basis
(i.e., within a span of 24 h) during a period of d days, one would need d + 1
daily collections. Since this is a time-expensive proposition and because Twitter
API doesn’t allow one to go back in time, we propose an alternative method for
approximating daily gains for an influencer, and compare it with an approach based
on Meeder, et al. [29].

5.1 Dataset: Stable, Global, Growing Influencers

Each Twitter user’s profile contains the number of followers that the user currently
has. By collecting user’s profile multiple times we can get a sense for how the
number of followers is changing. Let ψ(i, t) represent the number of followers of
influencer i at time t . Let ψ(i, t0, t1) = ψ(i, t1) − ψ(i, t0) represents the number of
new followers i gains during the time interval [t0, t1]; the number of followers stated
in influencer’s profile at t1 minus the number of followers stated in influencer’s
profile at t0.

Twitter keeps track of popular celebrity users via @verified. There are over
300K verified influencers as of this writing. Our focus is on global stable verified
influencers that continue to gain followers; to this end, we collected data on
influencers that met the following criteria. The influencer:

1. having greater than a million existing followers, i.e., ψ(i, t) > 106;
2. gaining at least a thousand followers within 24 h, i.e., ψ(i, t0, t1) ≥ 103 where t0

and t1 are 24 h apart;
3. the gain in the number of followers is less than 1% of the overall existing follower

base, i.e., ψ(i, t0, t1) ≤ (0.01 × ψ(i, t0));
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We ensured that the above criteria were met over three ψ(i, t0, t1) collections
performed in December 2020. Let U0 contain all verified Twitter accounts. For
each influencer i in U0 we computed ψ(i, t0 = d0, t1 = d1) where d0 and d1 are
24-h apart. Influencers that met the three criteria from above form the set U1. For
each influencer i in set U1 we ensured that the three criteria were again met using
ψ(i, t0 = d2, t1 = d3) where d2 and d3 are 24-h apart to obtain set U2. The process
is repeated again using ψ(i, t0 = d4, t1 = d5) yielding the final set U3 consisting of
600 influencers.

5.1.1 Data Collected for Each Influencer

The data collected is used to illustrate that ψ(i, t0, t1)’s, where t0 and t1 are 24 h
apart, can be predicted using the account creation times. Using an instance of the
Twitter API we collected the first 50K followers for each influencer i ∈ U3. Twitter
API instance is used to record the profile metadata and store them to allP rof ile =
{allprof ile(t, i) : i ∈ U3, t refers to the time of collection}. Profile collection is
repeated every 5 min with the list of collection times given by PC.

Another Twitter API instance collects followers. The follower collection, unlike
profile metadata, cannot be performed quickly across all influencers. The time when
influencer i’s followers are collected is recorded as Followerst (i).

Once the followers for all influencers are collected: given an influencer i, PC

is used to find a the closest time to Followerst (i) (which we refer to as t1) and
to Followerst (i) − 24 h (which we refer to as t0). Recall ψ(i, t0, t1) = ψ(i, t1) −
ψ(i, t0), in this case ψ(i, t0, t1) = all P rof ile(t1, i) − all P rof ile(t0, i).

In this way, we have ψ(i, t0, t1) over the same period that the followers were
collected for all users in U3. In the rest of the paper, we refer to ψ(i, t0, t1) over all
users in U3 as the actual 24 h follower gain, a24.

The followers and the a24 over all users in U3 make up our dataset that is denoted
as D600. Table 5 shows ten influencers from our dataset ordered by the highest a24.

Table 5 Follower gain for
selected influencers over 24 h

Influencer Follower at t0 Follower at t1 a24 = Gain

joebiden 22,009,684 22,057,780 48,096

bts_twt 31,718,727 31,766,383 47,656

bts_bighit 26,238,967 26,280,220 41,253

arianagrande 80,458,070 80,494,729 36,659

elonmusk 41,178,206 41,208,685 30,479

bighitent 18,527,632 18,553,608 25,976

kamalaharris 13,553,348 13,577,323 23,975

narendramodi 64,532,998 64,556,393 23,395

iamcardib 15,913,538 15,935,631 22,093

nasa 42,743,031 42,763,315 20,284
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5.2 An Algorithm to Estimate Follower Gain

Meeder et al. [29] observed that the followers of an influencer are returned by
Twitter in a list that is in the order of following time i.e. most recent follower first.

Dataset D600 for each influencer contains 50K followers. For a specific influ-
encer, let L = [l0, l1, l2, . . . , l49999] be the list of account creation times of its
followers. We select the first 24 × n values from this list for generating 24 rows
of size n each, denoted as L1, L2, . . . , L24. Each Li is used to generate a time
distribution of the account creation times. For example, in Fig. 5, we have plotted
24 such distributions, using n = 600 for the influencer @CNN. In this figure, for
each distribution, the hour during which the frequency peaks is highlighted in red.
We observe that each distribution has a peak and the peak shifts by an hour. Figure 5
is drawn for @CNN but a similar behavior is observed for most global influencers.
In the following, we describe the novel algorithm to estimate an influencer’s daily
follower gains.

Fig. 5 24 time distributions where each time distribution formed from n = 600 followers of
@CNN for a total of 24 × 600 = 14,400 followers. Distributions are plotted one above the other
(L1, L2, . . . , L24). For each distribution the hour during which it peaks is highlighted in red
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Fig. 6 Left: 24-h clock; illustrates the computation of the cosine similarity between two hours.
Right: Each curve is computed using cosine similarity between the peak time in the first time
distribution vs. itself and peak times over remaining 23 time distributions for various n as described
in the text (all graphs for @CNN). The red curve is optimal in that the peaks are in the order of the
hours on the clock

5.2.1 Representing Cyclical Nature of Time

In the 24-h clock, shown in Fig. 6, each hour can be represented using sine and
cosine values of the angle the hour-hand makes with the vertical straight line
from the center to the 24th hour. The angle for an hour h in degrees is given as
360×h

24 . For example, the angle for 2 O’clock is 360×2
24 = 30◦ and 2 O’clock is

represented as (sin 30◦, cos 30◦) = (0.5, 0.866). Similarly 5 O’clock is expressed
as (sin 75◦, cos 75◦)= (0.965, 0.258). The cosine similarity between (0.5, 0.866)
and (0.965, 0.258) is 0.707. If we plot the cosine similarities of (sine, cosine)
representation of a specific hour A, with (sine, cosine) representations of hours A,
(A + 1), (A + 2), . . . , we obtain a smooth cosine curve (see red plot on the right of
Fig. 6). The vector of the above cosine similarities is denoted as V1 and is called the
optimal vector.

Now consider the peak hour in each distribution of @CNN in Fig. 5. If we
compute and plot the vector V2 of cosine similarities between (sine, cosine) rep-
resentations of these hours with the representation of hour 7 (where the peak occurs
in the first distribution), we obtain the brown curve in Fig. 6. Likewise, vectors of
cosine similarities resulting from sample sizes given by n = 100, 200, 300, 400,
and 500 are shown. The similarity between V1 and V2 can be computed using ρ, the
Pearson Correlation Coefficient.

We are interested in the size of n that results in temporal distributions that peak
exactly one hour apart for all 24 h (or as close to it as possible). For example, in
Fig. 6, the curve associated with n = 600 is closest to the ideal red curve. The
key idea is to try different values of n and calculate the associated V2 vectors. The
vector V ∗

2 with the highest correlation against V1 and associated n∗ are obtained.
The number of followers gained over 24 h is predicted as p24 = 24 × n∗. A formal
description of the algorithm is provided below.
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5.2.2 The Algorithm

Input to the algorithm is the list, L, of an influencer’s followers and the precomputed
optimal vector V1. Next, n is chosen from a minimum of 10 to a maximum of
� |L1|

24 �. For each n, 24 time distributions are generated and from each, the hour
during which the time distribution peaks is recorded. V2 is generated using cosine
similarity between the peak hour in first time distribution vs. peaks across all 24 time
distributions. V1 and V2 are compared using the Pearson Correlation Coefficient ρ.
The sample size n∗ that resulted in the highest correlation coefficient is returned.
The predicted 24 h followers turn over, p24, is given as 24 × n∗.

Algorithm 1: infer24HF(L1):
Input: List L1 of follower account creation times;
Output: Predicted 24 Hour Follower Gain, associated
Pearson Correlation, and number of unique peaks;
bestN, maxP, maxH = 0, 0, 0;
V1 = vector of cosine similarities between

hour 0 and hours [0, 1, 2, ..., 23];
for n in [10, 15, ..., |L1|/24]:

Split first 24*n elements of L1 into 24 bins of size n;
Record the hour with most elements for each of 24 bins;
V2 = vector of cosine similarities between

hour in bin 1 and hours in each bin;
P = Pearson Correlation between V1 and V2;
if P > maxP:

bestN = n;
maxP = P;
maxH = number of unique peaks across bins;

Return bestN*24, maxP, maxH;
end

5.3 Evaluation

For each influencer in D600, we compute p24 and compare it to known follower gain
a24, using the comparison measure diff (p24, a24) = max(p24/a24, a24/p24) − 1.

Figure 7 shows the scatter plot of p24 versus a24 for all influencers in D600. The
scatter plot is color-coded: green dots represent influencers with diff≤ 0.25, and red
dots represent large differences with diff > 1.0. The Pearson correlation coefficient
between p24 and a24 vectors is ρ = 0.967, a high value that shows that the proposed
method makes accurate predictions.

We compare our algorithm against two baselines. Meeder et al. [29] provide
a method for estimating when a user had followed the influencer. Given a list of
followers’ account creation times L1 for influencer i, the follow time for a follower
at index j is approximated by max(L1[j :]) (max gives the most recent account
creation time at indices greater than or equal to j ). For our problem we are interested
in the number of followers gained over 24 h so that the datetime max(L1[j :]) is as
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Fig. 7 Scatter plot of inferred vs. actual number of followers gained by 600 influencers over a 24-
h time period (Pearson correlation coefficient = 0.967); 238 points (green) differ by <25%, 195
points (orange) differ by <50%, 126 points (blue) differ by <100%, and 41 points (red) differ by
≥100%

close to the datetime that is 24 h before the follower collection took place (given by
Followerst (i) minus 24 h). Effectively we are trying to utilize the method proposed
by Meeder to estimate the index j that would satisfy this requirement. The method
should work for those influencers that are likely to be followed by brand new users
immediately after their account creation.

Followerst (i) gives time t for influencer i’s followers collection. Let LM [j ] =
(t − account creation time of the j th follower of the influencer, for j = 0, 1, . . .).

5.3.1 Baseline 1

Traverse the list, LM , in reverse order and find the first index j , such that LM [j ] ≤
24 h. If such a j exists, then return j + 1, denoted as p

(B1)
24 ; else return |LM |.
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Table 6 Performance of
three algorithms to predict
influencers’ gains

Approach Correlation Median error MSE

Baseline 1 (p(B1)
24 ) 0.962 0.620 0.665

Baseline 2 (p(B2)
24 ) 0.964 0.541 0.510

Our 0.967 0.298 0.252

5.3.2 Baseline 2

For each j , such that LM [j ] ≥ 24 h calculate LM [j ]
j+1 ; Find the minimum ratio,

which will approximate the average number of seconds that elapse per new follower;
Return p

(B2)
24 = 86,400

rat io
(86,400 s in 24 h).

As before, we can calculate the correlation coefficient between the vectors of
p

(B1)
24 and a24 and between p

(B2)
24 and a24 over all influencers. In addition, median

error and MSE can be computed, where diff(predictions, a24) is the error that is to be
minimized. Table 6 shows how our approach compares against baseline predictions
based on these measures. Correlation values of all three approaches are high, with
slightly better values obtained by our approach. In terms of median error and MSE,
our approach performs much better than the baselines.

5.4 Rationale for Proposed Algorithm and Its Limitations

If we consider a group of users that acted during a specific hour h (such as posting
a message or following another), then we are likely to observe a maximum near
that same hour in their account creation time distribution. This behavior has been
confirmed, as discussed below, by analyzing time distribution for users grouped
using the time that they have posted a message.

We utilize the dataset Dmess . We take all messages that contain a specific token.
For example, for token ‘@youtube’ there were 13704 messages. Next, we separate
the messages (containing that token) by the hour of message creation time. In this
way, 24 groups of users are formed where each user group is known to have been
active during a specific hour (the hour during which the message was generated).
For each user group,we construct the account creation time distribution.

Figure 8a shows a heat map for the 24 time distributions generated for token
‘@youtube’. Notice that a global concept ‘@youtube’ will have a pattern down
the diagonal like an Identity Matrix (‘@youtube’ considered global because c2 <

0.001); the same analysis was performed using stopwords such as ‘the’ and ‘you’
and they also observe this pattern. The pattern is due to a unimodal distribution
that peaks near the same hour as the hour during which the users were most active
in generating the messages. Intuitively if a person had the time for creating their
Twitter account in the morning then this person is likely to be active on the Twitter
platform during the same morning hours in the future (there is thus a correlation
between the account creation times and activity times).
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(a) Messages with ‘@youtube’ (b) Messages with ‘trump’

Fig. 8 Heat maps showing 24 time-distributions from users’ account creation times where users
are binned by the hour that they generated messages containing tokens: (a) ‘@youtube’ (global)
and (b) ‘trump’ (local). For a global token like ‘@youtube’ we see that if a user was active in
posting a message during hour h, then the user was likely to have created their account near the
same hour h. For token ‘trump’ a sleep cycle is observed (period of inactivity hours 5–11)

The distinction between global and local influencers is illustrated by comparing
Fig. 8a vs. b. Figure 8b focuses on a more localized token ’trump’ that clearly has
a period of inactivity, a sleep cycle, during hours 5–11 (token has c2 > 0.001 and
during the collection period it was heavily discussed in the Americas).

The concepts observed over message analysis apply to studying the influencer’s
followers. We do not know when a user followed an influencer, but because the
followers are in sequence of follow time this indicates which followers must have
followed earlier on. Algorithm 1 attempts to find a batch of followers of size n

that results in a unimodal distribution, which indicates that the followers are likely
to have followed the influencer during the same hour as their account creation.
When 24 batches, of size n, each peak during a different hour in sequence, it gives
confidence that the follower gain around the 24-h time period has been accurately
identified (as has been illustrated in Fig. 5 for followers of @CNN and like the
Identity Matrix in Fig. 8a).

Algorithm 1, for this reason, is well suited for global influencers that are gaining
followers around the clock. In contrast, the heat maps for localized influencers show
no strong peaks during some hours of the day. The approach, presented above, also
cannot be relied upon for influencers that are gaining no more than 50 followers a
day, because the average hourly batch will be too small to generate a meaningful
time distribution.

There will be periods during which an influencer gains no followers and even
loses followers. We can reason only about followers that the influencer currently
has, i.e., we cannot know which followers an influencer might have had in the past.
If the influencer has lost many original followers, then the signal in the data will
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be obscured by considerable noise; ρ will be small since the peaks will not cover
all hours, and the order might not be perfect. Hence we have chosen to focus on
influencers that have a large stable following and that are continuing to increase
their follower base. It is preferable to pay close attention to ρ and to stop making
inferences after ρ goes below some threshold. It is also recommended to compare
the modified baseline based on Meeder et al. [29] as an additional check against our
method.

5.5 Studying the Evolution of Popularity

To study an influencer’s evolution of popularity we need to find how many followers
the influencer has gained over multiple days. In an earlier subsection, we have
shown that we can estimate an influencer’s follower gain over past 24 h. The same
technique can be repeatedly applied to study the gains over a longer time span.

To understand the evolution of an influencer’s popularity, we first find its
followers’ creation time list, Lt , obtained at time t . Unlike the list in the previous
section that contained only 50K followers, this list consists of all available followers
of the influencer.

Say we have an influencer with ten million followers. We could send the whole
list to Algorithm 1, but it is not reasonable for the influencer to have gained ten
million followers in 1 day, and so to reduce computation we send a smaller more
reasonable list. The feature wSize sets the threshold for the maximum number of
followers to send to Algorithm 1 (this threshold can be increased or decreased based
on influencer’s popularity).

Using the first wSize followers between indices [0, wSize−1] of Lt , Algorithm
1 calculates the number of followers gained between t and t − 1, denoted as pt

24.
The next wSize followers between indices: [pt

24, wSize + pt
24 − 1] will calculate

pt−1
24 (gain between t − 1 and t − 2). The next wSize followers between indices:

[pt
24 + pt−1

24 , wSize + pt
24 + pt−1

24 − 1] will calculate pt−2
24 (gain between t − 2 and

t − 3). The daily gains returned as list: [pt
24, pt−1

24 , pt−2
24 , . . . .] successively going

backward in time.
Using this approach with wSize = 50,000, Table 7 illustrates the number of

followers gained in the last 10 days by two examples of qualitatively different kinds
of influencers: @MrBeastYT and @NPR. The table also contains the associated
correlation values (suggesting the degree of confidence), and the maximum number
of unique hours captured by the peaks for each calculation from Algorithm 1.
We observe that @MrBeastYT consistently adds more followers than @NPR.
@MrBeastYT also has higher unique hours and higher correlation, suggesting
greater confidence in these predictions. This is reasonable since a more popular
influencer will have more hourly followers, and consequently, the time distribution
will be formed using more data points.
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Table 7 Comparison of
numbers of followers gained
(p24

t-d) over each of 10 days
by two influencers, along
with correlation values maxP
and the number of hours
maxH spanned by the
followers in each 24-h period

@MrBeastYT @NPR

Day d p24
t-d maxP maxH p24

t-d maxP maxH

0 12,480 0.989 20 1680 0.759 18

1 12,120 0.993 21 1560 0.944 18

2 14,400 0.98 22 1440 0.678 20

3 9480 0.98 22 1800 0.847 16

4 10,800 0.989 23 1440 0.91 20

5 12,960 0.934 20 1320 0.944 17

6 10,800 0.981 21 1560 0.834 19

7 11,520 0.978 22 1680 0.972 20

8 11,520 0.979 21 1440 0.948 21

9 10,440 0.984 22 1560 0.967 21

Fig. 9 Daily follower gains from the proposed method are shown as black tick lines on top for
@NPR and on the bottom for @MrBeastYT. The cosine similarity curve, as described in text, has a
periodicity that predictions from the proposed method can capture. We can thus visually verify that
the proposed method is making meaningful predictions going backwards in time beyond a single
day

The evolution of popularity for these two influencers can be visualized using
Fig. 9, generated by repeatedly taking n = 200 followers at a time. The x value
corresponds to the index of the last follower in the sample [n, 2n, 3n, . . .]. Time
distribution is formed over followers using indices [x − n : x] and the hour during
which time distribution peaks is recorded. The cosine similarity between the first
peak hour vs. the sequence of all peak hours is recorded.

The cosine similarity curve has a periodicity (it starts at 1 goes to −1 and then
back to 1). The predicted pt−d

24 from Table 7 are shown using black tick lines at
the top of the chart for @NPR and the bottom for @MrBeastYT. For example for
@MrBeastYT the black tick lines appear at [pt

24 = 12480, pt
24 + pt−1

24 = 24600,
pt

24+pt−1
24 +pt−2

24 = 39000, . . .]. Visually we can see that the black ticks correspond
to the periodicity of the curve for each influencer. In this way, another way to think
about our method is in being able to capture the lengths of the periods in Fig. 9,
which happen to correspond to the past number of daily followers gained.
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6 Global vs. Local Influencer Classifier

In this section, we consider the problem of classifying local versus global influ-
encers. For this, we generate a labeled dataset with 680 local and global influencers.
The features are based on sleep cycle analysis (from Sect. 3.2) and peak analysis
(from Sect. 5.1.1). The resulting classifier illustrates that the features proposed in
this paper are well suited for this task.

6.1 Dataset

The method from [30] is used to generate a list of global and local influencers. Auto-
mated Google search queries are utilized to get top Twitter influencers associated
with the 100 most populous US cities. The followers of the top influencers are used
to generate communities representative of each city. A modified TF-IDF algorithm
is used to rank influencers based on whether they have a strong connection to a
single city community (local) vs. multiple communities (global). Each influencer
was verified manually by reading the influencer’s description and other profile meta-
data. In this manner, 680 influencers were identified out of which 558 were local and
122 were global.

6.2 Features

Given a new influencer, we collect the list Lt , of up to 50K followers. Next,
Algorithm 1 is applied over Lt to generate features: p24, maxP , and maxH (F0
to F2 listed below). In the following, the temporal distribution, resulting from the
first p24 followers in Lt is denoted as p24Dist .

1. F0 = p24; if p24 < 500, p24 = 500.
2. F1 = maxP : the associated ρ.
3. F2 = maxH ; the maximum number of unique hours with peaks.
4. A quadratic is fitted over sleep cycle in p24Dist (as described in Sect. 3.2):

F3 =
{

c2 if sleep cycle exists and quadratic is parabolic
0 otherwise.

5. F4 = std(p24Dist), the standard deviation associated with p24Dist .
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6. F5 = the fifth Fourier Coefficient (we tried the top 10 Fourier Coefficients5

associated with p24Dist , but the final classifier did not find others significant.
A time distribution with a quadratic will need to be represented using higher
order Fourier Coefficients, F5 > 0. Conversely, a simple linear function can be
represented using fewer coefficients so that F5 == 0.

6.3 Results: Local Versus Global Classification

We use four families of classifiers:

1. Support Vector Machine (SVM) with the dot, radial, and polynomial kernels,
2. Naïve Bayes,
3. Decision Tree; using information gain with max depth = 5, and
4. Random Forest; the number of trees ≤ 10, each tree uses information gain with

max depth = 5.

Cross-validation with K = 5 was employed. Accuracy is averaged over
5 iterations. Decision Tree gave the best results with an average accuracy of
(96.91±1.08)%, followed by the Random Forest (96.18±0.86)%, and Naïve Bayes
(96.18 ± 1.27)%; SVM performed poorly for all three kernels. The Decision Tree
Classifier is shown in Fig. 10.

We used information gain to rank the features. Top four features and their
associated weights are: (i) F1: 1, (ii) F4: 0.983, (iii) F2: 0.972, (iv) F3: 0.956 (the
weight for F5: 0.058 so it is not as significant).

Fig. 10 Decision Tree Classifier for differentiating local vs. global influencers based on the
features from account creation times of their followers. The number of local (L) and global (G)
influencers predicted using each branch shown for each leaf node

5 Complex Fourier transform was used with the SciPy mathematical Python library. The real
coefficients corresponding to the cosine terms recorded.
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As we have seen in the previous section, a sample of followers from a global
influencer can lead to a time distribution that is unimodal, and for this reason, it is
important to take a sample determined by Algorithm 1. Algorithm 1 searches for the
optimal curve that is achieved if the peaks from time distributions are in sequence
and contain all 24 h; if the ρ (F1) is low and if a small number of hours (F2) are
covered this indicates a local influencer.

If F4 (std(p24Dist)) is low then the spatial distribution is flat and belongs to
a global influencer; which is consistent with observations made in the previous
sections. The information gain identified that F3 (c2) less than 0.001 should be the
cutoff for a global influencer (this exact value was also confirmed from analysis
of stop words using message traffic in Sect. 4). Finally, if the time distribution is
represented using only low order Fourier coefficients so that F5 = 0 this means this
is more of a flat line simple time distribution associated with a global influencer.

This classifier is intuitive and over the whole dataset achieves 665/680= 97.79%
accuracy. The followers of influencers that the classifier predicts as local can be used
for predicting UTC offset related to local expert finding in social networks. While
the followers of global influencers can be used for inferring daily follower gains and
analyzing how their popularity has evolved.

7 Conclusions

In this paper, we have illustrated an approach for how creation times can be used
in time series analysis. The creation times can stem from a group of messages or
account creation times. It was illustrated that the distribution of creation times that
stem from a single time zone will be approximately parabolic, with a minimum
during the night time for that time zone. Regression with a quadratic function can
thus be used to predict the UTC offset associated with the time zone. By examining
message traffic, this information was utilized to identify trending keywords over
multiple geographic areas of interest. In addition, by analyzing the set of followers
of any influencer, we showed that this information can be utilized to determine
how strongly localized is the range of influence of an influencer. This is useful for
Location-Aware Influence Maximization (LAIM) and local expert finding in social
networks.

We also illustrated that a follower sample exists such that the peaks from
multiple time curves occur in sequence. Analysis of variations of the wave pattern
in the distribution of peaks provides information regarding the periodicity with
which followers were gained. This is useful for understanding how an influencer’s
popularity has evolved over time, as well as for inferring link creation times.

Finally, the proposed time-based features were utilized for creating a local vs.
global type classifier. The classifier is important because the UTC offset prediction
should be applied for local influencers whereas the analysis for how influencer’s
popularity evolved works for global influencers.
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For future work, we plan to study additional techniques from signal processing
for processing temporal data and modeling how influencer’s popularity evolves.
We also would like to study the ranking of local vs. global influencers vs. binary
classification as was done in the paper.
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Covid-19 and Vaccine Tweet Analysis

Eren Alp, Bedirhan Gergin, Yiğit Ahmet Eraslan, Mert Can Çakmak,
and Reda Alhajj

Abstract Social networks are the most effective instruments for gathering informa-
tion about people’s opinions and perceptions on a variety of subjects and concerns.
People spend hours a day on social media to express their ideas, viewpoints, and
answers with others. In this chapter, Covid-19 and Vaccine tweets that are taken
from two different time manners were analyzed. Python was used to perform
experiments on a variety of tweets. After collecting and preprocessing the data,
various visualization techniques were used to show the results for most occurred
words and sentiment analysis for positivity and negativity of tweets.

Keywords COVID-19 · Vaccine · Tweets · Opinion · Sentiment analysis

1 Introduction

Data that people poured into the internet like reactions and comments on the topics
have the potential to reveal valuable insights on human emotions. Thus, the analysis
of people’s ideas and comments can play a crucial role to understand people’s
behavior and response in various ways. With the increasing number of microblogs
and social media, people have begun to express their opinions on a wide variety of
topics on Twitter and other similar platforms. As they are growing and spreading
rapidly these tools became more useful to understand and model various events.

In this chapter, a dataset formed of collected tweets from Twitter was used.
Twitter contains a large number of short messages created by the users of this
microblogging platform. The contents of the messages vary from personal thoughts
to public statements.
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As a microblogging and social networking website, Twitter has become very
popular and has grown rapidly. An increasing number of people are willing to
post their opinions on Twitter, which is now considered a valuable online source
for opinions. As a result, Twitter sentiment analysis provides a quick and efficient
tool to evaluate public opinion for business marketing or social research. In this
project sentiment analysis is done about Covid-19 and Vaccine tweets. First word
occurrences and some visualizations were used and sentiment analysis was done.

Sentiment is an attitude, thought, or judgement prompted by feeling. Sentiment
analysis is the process of determining and measuring the tone, attitude, opinion, and
emotional state of responses. More precisely, it is the concept of deciding whether
a specific conversation is positive, negative, or neutral. In our study just negativity
and positivity of tweets were categorized.

The rest of this chapter is organized as follows. Section 2 covers the related work.
Section 3 describes the methodology. Section 4 presents the results. Section 5 is the
conclusions.

2 Literature Review

There are works about sentimental analysis, measuring the of the user, and topic
modeling. In the Sentiment Analysis and Influence Tracking using Twitter paper [1],
the authors mention that how Twitter data is used as a corpus for analysis by
the application of sentiment analysis and a study of different algorithms and
methods that help to track the influence and impact of a particular user/brand
active on the social network. They used Twitter API, Twitter Streaming API, and
Twitter Search API for data collection. For analysis preprocessing, techniques such
as tokenization, normalization, and part of speech (POS) tagging are used. To
determine the influence of the user PeopleRank and TwitterRank algorithms are
used. Using these data collection APIs data can be collected from Twitter easily and
ranking algorithms can help to calculate the influence of the user.

In the Detecting Real-World Influence Through Twitter paper [2] the authors
investigated the issue of detecting the real-life influence of people based on their
Twitter account. For the dataset CLEF RepLab, 2014 dataset is used. Social
Network Analysis (SNA), Principal Component Analysis (PCA), bag of words,
POS, linear classifiers which are Support Vector Machine (SVM) and libLinear,
logistic regression, logic boost, multinominal Naïve Bayes are used for determining
real-world influence. Since bots are not real influence in the real world this is
helpful to detect someone’s real influence value. In the Topic Modeling of Twitter
Conversations paper [3], the authors presented a way to analyze large amounts of
textual data from Twitter conversations efficiently and effectively. Specifically, it
was explained how to capture the narratives that people share on Twitter about social
events, reduce their complexity, and provide plausible explanations. For this Latent
Dirichlet Allocation (LDA) method is used. By using this method, the topics from
contexts can be extracted efficiently and effectively.
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In the Extracting health-related causality from Twitter messages using natural
language processing paper [4], the authors evaluated an approach to extracting
causalities from tweets using natural language processing (NLP) techniques. Twitter
Streaming API is used for dataset collection. To extract causality, lexicon syntactic
relations and NLP pipeline operations which are lemmatizing, POS and dependency
parsing are used. Since a good causality relationship sentence results in the good
influence of a person when a reader reads that sentence so that this can be used for
determining the influence of the user. However, because there are so many distinct
methods to express cause and effect relationships in a phrase, it’s difficult to keep
track of them all.

In the Investigating the Relationship between Trust and Sentiment Agreement
in Arab Twitter Users paper [5] the authors proposed a research methodology
framework for investigating the relationship between trust and sentiment agreement
on Twitter and explain the framework by applying it to a use case from Saudi Arabia.
For this, the adaptation of the EigenTrust Algorithm which is the MarkovTrust
algorithm is used. Also, surface analysis, deep analysis, and shallow analysis
algorithms are used to determine the relationship between trust and sentiment
agreement. Since the context and sentiment have been taken into consideration,
determining the trust of the user will be more accurate.

In the Influence Analysis of Emotional Behavior and User Relationships Based
on Twitter Data paper [6], the authors analyzed the influence of emotional behavior
on user relationships based on Twitter data using two dictionaries of emotional
words. For the collection of data random sampling, for calculation emotion score
Keyword Matching, and the testing Brunner-Munzel test is used. By looking at
emotional behaviors the influence of the user can be determined.

To sum up, the related work is summarized in Table 1.

3 Methodology

3.1 Data Collection

Implementing the sentiment algorithm and using it for further steps in the project, as
well as a data collection technique. Collecting the data from a social media website
was done through a scraper. A scraper is a type of software used to copy content
from a website. In this project Snscrape was used for this purpose. Snscrape is a
scraper for social networking services (SNS). It scrapes things like user profiles,
hashtags, or searches and returns the discovered items, e.g., the relevant posts.

Shown in Fig. 1 is an example data collection that were taken from Twitter and
transformed into csv file.
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Table 1 Related works

Author Period Title Method/remarks

Pramila M.
Chawan

2012 Sentiment analysis
and influence
tracking using
Twitter

“Paper makes a sentiment analysis on
an entity level; mine people’s idea on
specific entities instead of whole tweets,
scrutinize each tweet. Use three main
features for scoring: followers,
mentions and retweets, and lists, these
are used for ratio to users” [1]

Peiyao Li,
Weiliang Zhao,
Jian Yang, and
Jia Wu

2019 CoTrRank: trust
evaluation of users
and tweets

“Develop a trust ranking approach
named CoTrRank. It mainly uses a
coupled dual network. By evaluating
the coupling affect in users and tweets.
Values are derived with their original
meanings in different trust spaces. The
results of experiment show that the
CoTrRank provides better evaluations
of the trustworthiness of users and
tweets when it is compared with other
methods.” [7]

Jean-Valère
Cossu, Nicolas
Dugué, Vincent
Labatut

2015 Detecting real-world
influence through
Twitter

“Project analyze Twitter-based features
with comparing and allowing to
measure the offline effects and influence
of users. Look for specific
characteristics in twitter that can
explain people known to be influential
in their real-life.” [2]

Son Doan, Elly
W. Yang, Sameer
S. Tilak, Peter W.
Li, Daniel S.
Zisook and
Manabu Torii

2018 Extracting
health-related
causality from twitter
messages using
natural language
processing

“Causality extraction is done by outputs
that are dependency parser of
Lexico-syntactic patterns. These
techniques were used to help and
improve the preciseness of information
extraction. Paper shows that
dependency parser with
lexicon-syntactic relations yields high
precision, which is an important feature
for big data set mining.” [4]

Kiichi Tago and
Qun Jin

2018 Influence analysis of
emotional behaviors
and user relationships
based on Twitter data

“Paper conduct three different
experiments: calculate the average
emotion score of a user, calculate the
average emotion score using emotional
tweets, and calculate the average
emotion score using emotional tweets,
with not including users of few
emotional tweets. Then analyze by
Brunner–Munzel test for the influence
of emotional behaviors to user
relationships. From the result it is
understand that a positive user is more
active than a negative user for building
a user relationship in a specific
situation.” [6]

(continued)
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Table 1 (continued)

Author Period Title Method/remarks

Areeb Alowisheq
and Sarah O
Al-Humoud

2017 Investigating the
relationship between
trust and sentiment
agreement in Arab
Twitter users

“It conducts a research method for
identifying the relationship between
trust and sentiment for Arab Twitter
users.” [5]

Younggue Bae
and Hongchul
Lee

2012 Sentiment analysis of
Twitter audiences:
measuring the
positive or negative
influence of popular
twitterers

“Paper identify between the positive
and negative audiences of popular tweet
users. Then, find that the audience are
influenced by the sentiments used in the
tweets by popular users. Thirdly, from
these two findings it develops a
positive-negative measurement for
influence. Finally, by a Granger
causality analysis, it is understood that
sentiment change of the audience was
related to the real- world sentiment
landscape of popular users.” [8]

Cano Basave, A.
E.; Mazumdar, S.
and Ciravegna, F.

2011 Social influence
analysis in
microblogging
platforms a topic
sensitive based
approach

“Paper suggests the use of lexical
profiles forming dominant users
depending upon the retweet Twitter
graph. Establishes a different version of
the PageRank algorithm for examining
user’s relevance of a retweet
connection.” [9]

Juyup Sung,
Seunghyeon
Moon, and
Jae-Gil Lee

2013 The influence in
Twitter: are they
really influenced?

“Paper tenders a development of
PageRank algorithm, which is
InterRank. It regards both relationship
and topical similarity among users. It
suggests that topical similarity act upon
dominance.” [10]

Eliana
Sanandres,
Camilo
Madariaga,
Raimundo
Abello

2018 Topic modeling of
Twitter conversations

“Paper suggests a technique for topic
modeling on Twitter chatting which is
Latent Dirichlet Allocation to decide
the topics that are talked.” [3]

(continued)
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Table 1 (continued)

Author Period Title Method/remarks

Liangjie Hong
and Brian D.
Davison

2010 Empirical
study of topic
modeling in
Twitter “Paper
suggests a solution
for normal topic
model algorithms
that have been
used on social
media. It proposes
that training a
topic model with
clustered text, it
can be achieved
better accuracy
and preferable
performance.” [11]

Christan Grant,
Clint P. George,
Chris Jenneisch,
and Joseph N.
Wilson

2011 Online topic
modeling for
real-time Twitter
search

“Paper aims to get the attractive
and topical social media entries
from the dataset. It uses topic
modeling algorithm for
examination in the
dataset.” [12]

Elłas Jonsson,
Jake Stolee

2016 An evaluation of
topic modelling
techniques for
Twitter

“Paper assesses of different
topic modelling algorithms and
analyze them by looking their
performance on Twitter
texts.” [13]

Yefeng Ruana,
Arjan Durresia,
Lina Alfantoukha

2018 Using Twitter
Trust Network for
Stock Market
Analysis

“Paper suggests that using the
trust between users on
microblogs, this can improve
the mutual affinity with
financial data in the stock
market.” [14]

3.2 Preprocessing

The preprocessing steps are:

1. Lower Tweets: Text are converted to lowercase.
2. Remove the URLs: Links starting with “http” or “https” or “www” are replaced

by empty string.
3. Remove mentions, retweet and hashtags: Words starting with “”, “#”, “RT” are

removed.
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Fig. 1 Example Covid-19 tweet data from Snscrape

4. Remove symbols: Emoticons, symbols and pictographs, transport and map
symbols, flags, other language characters and dingbats are removed.

5. Remove non alphabet characters: Replacing characters except Digits and Alpha-
bets with a space.

6. Remove consecutive letters three or more: 3 or more consecutive letters are
replaced by 2 letters. (eg: “Cooool” to “Cool”)

7. Remove punctuations: Punctuations are removed from the sentence since it is not
affecting the meaning of the sentence.

8. Remove stopwords: The stopwords are not add much meaning to a sentence.

Shown in Tables 2 and 3 are examples of data and results before and after
preprocessing.

Table 2 Tweet examples

Covid test tweets

@TheRickyDavila @doxiedachsie When they were informed of COVID19 early this year they
invested in a company that makes body bags. Why would they care about the nations virus
death toll? These two are despicable and must be voted out! Let’s go, Georgia!
Short but important thread. #COVID19 #COVID #edchat #iaedchat https://t.co/85Z2nVUMQB

COVID-19 vaccine administered: 63,170 doses #COVID19Colorado https://t.co/IArtRHVaF4
https://t.co/fmWZptXtYA

@CTVNews inaccurate counting: How COVID-19 Deaths Are Counted https://t.co/
gjMyeBNYV2

Some Passengers Infected After Man Died of COVID-19 on Plane https://t.co/GWXB2OhSHo


 1792 3599 a 1792 3599 a
 
https://t.co/85Z2nVUMQB

 1827 3698 a 1827 3698
a
 
https://t.co/IArtRHVaF4

 -130 3782 a -130 3782 a
 
https://t.co/fmWZptXtYA

 1923 3881 a 1923 3881 a
 
https://t.co/gjMyeBNYV2
https://t.co/gjMyeBNYV2

 1762 4064 a 1762 4064 a
 
https://t.co/GWXB2OhSHo
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Table 3 Preprocessed tweet examples

Preprocessed tweets

Informed covid19 early year invested company makes body bags would care nations virus
death toll two despicable must vote let go Georgia

Short important thread covid19 covid edchat iaedchat

Covid 19 vaccine administered 63 170 doses covid19colorado

Inaccurate counting covid 19 deaths counted

Passengers infected man died covid 19 plane

3.3 Vectorization

In this part every single word occurrence was counted to fill the word occurrence
matrix with words and their number of occurrences. This can be counted as n-grams.
An n-gram is a contiguous sequence of n items from a given sample of text. In our
case n is equal to 1, which means single word was counted not group of words. After
vectorization, we obtained one word occurrence matrix for each csv file.

3.4 Sentiment Analysis

There are different types of sentiment analysis types, some of them are; polarity
and subjectivity analysis, positivity and negativity analysis, emotion detection. Our
project includes positivity and negativity analysis meaning that the result for every
tweet is positive or negative. While implementing this, the Naive Bayes Classifier
method from TextBlob library in Python was used. The Naive Bayes Classifier is
wrapping the same named method from NLTK library in Python and this method
classifies movies using a pre-trained model, or the coder can manually train the
model with related data. We choose the second approach and trained the model
with our labeled tweets dataset, then tested and accuracy was found. Finally, the
unlabeled data was given to model and obtained their positivity and negativity
values.

3.5 Visaulization

The results were all numbers, but they are more meaningful when visualization is
good. So, the Matplotlib library of Python was used to draw bar charts, plots, and pie
charts. Wordcloud method from TextBlob library was also used for more colorful
results for word occurrences.
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4 Result and Discussion

In this study, four different Dataset were analyzed. Two datasets from December
2020 about Vaccine (380,000 tweet) and Covid-19(318,000 tweet) and two dataset
from January 2021 about Vaccine (500,000 tweet) and Covid-19(212,000 tweet).
Accuracy of the sentiment analysis algorithm after training is determined as “0.6”.

In this section, the results of the visualization process and criticization of the
results are included. The bar charts and word clouds are the result of vectorization.
The table shows us the sentiment analysis result for each dataset.

By considering the datasets collected in December, 2020, occurrences of the most
common words related to “Vaccine” in the analyzed tweets are shown in Fig. 2.
Occurrences of the most common words about COVID are displayed in Fig. 3. The
same two results for the data collected in January 2021 are shown in Figs. 4 and 5,
respectively. Comparing Figs. 2 and 3 with Figs. 4 and 5, respectively, it is obvious

Fig. 2 Most occurred words in tweets about vaccine in December, 2020
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Fig. 3 Most occurred words in tweets about Covid in December, 2020

that the number of occurrences for the common words decreased from December
2020 to January 2021. This may be attributed to various factors, including the
following. December is mostly characterized as a vital month with holidays season
where people organize a lot of indoor and outdoor activities, travels, etc. On the
other hand, January is considered a calm month where people recover from the
activities and travel they completed in December. Thus, the drop in the interest
in the covid and vaccine can be seen as normal. Further, in January, people are
more uninterested in discussing the pandemic after one year of suffering from its
health, societal and economic consequences. People tend to be more interested in
returning back to normal life style. The most important words discussed during
these two periods for “Vaccine” and “Covid” related tweets are reflected in the
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Fig. 4 Most occurred words in tweets about vaccine in January, 2021

word clouds shown in Figs. 6, 7, 8 and 9. The related to sentiments for these two
periods (December 2020 and January 2021) concerning “Vaccine” and “Covid”
related tweets are shown in Figs. 10, 11, 12 and 13.
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Fig. 5 Most occurred words in tweets about Covid in January, 2021

Fig. 6 Wordcloud of tweets about vaccine in December, 2020
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Fig. 7 Wordcloud of tweets about Covid in December, 2020

Fig. 8 Wordcloud of tweets about vaccine in January, 2021
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Fig. 9 Wordcloud of tweets about Covid in January, 2021

Fig. 10 Sentiment of tweets about Covid in December, 2020
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Fig. 11 Sentiment of tweets
about vaccine in December
2020

Fig. 12 Sentiment of tweets
about Covid in January 2021
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Fig. 13 Sentiment of tweets
about vaccine in January
2021

5 Conclusion

As a result of this study, several conclusions could be derived. First of all, for the
sentiment analysis algorithm, 0.6 accuracy was determined. This accuracy can be
developed with further methods of preprocessing or with a better and much more
efficient training algorithm. Also, the algorithm include just positive and negative
evaluation. This can be expanded thorough more complex and a better algorithm
with adding the neutrality. Even further, some evaluation techniques can be used
with different degrees. All these evaluations are effective in our results. We can see
the most occurred words in the tables and changes through the months in that trend.
Also we see that negativity is seen more in the Covid tweets, whereas positivity is
seen more in Vaccine tweets. But this result can be doubted since accuracy is 0.6
and also algorithm omits the neutral tweets. These results should be considered for
further developments and works.
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