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Preface

This volume contains the research papers of XP 2022, the 23rd International Conference
on Agile Software Development, held during June 13–17, 2022, at the IT University of
Copenhagen, Denmark.

XP is the premier Agile software development conference combining research and
practice. It is a unique forum where Agile researchers, practitioners, thought leaders,
coaches, and trainers get together to present and discuss their most recent innovations,
research results, experiences, concerns, challenges, and trends. TheXP conference series
provides an informal environment to learn and trigger discussions, welcoming both new
and seasoned Agile practitioners.

Although the XP conference series originally focused on eXtreme Programming,
it has since widened its scope to all things Agile. XP 2022 solicited contributions that
address all modern Agile approaches, as well as the application of Agile in a variety of
domains. While Agile methods have been successfully scaled up to large and distributed
projects, we are now facing new challenges in the era of hybrid work. The COVID-19
pandemic has served as a catalyst for this trend. Hybrid work brings new challenges:
not quite distributed and not quite co-located, instead individual developers are working
from anywhere and touching base with the office intermittently. Thus, the theme for XP
2022 was “Agile in the Era of Hybrid Work.”

The XP 2022 conference featured ten tracks, covering research papers, research
workshops, experience reports, industry and practice, Agile in education and training,
journal-first papers, leadership, Agile games, diversity and inclusion in Agile, and
lightning talks. In total, we received 235 submissions, which demonstrates that the XP
community continues to grow.

The research paper track invited submissions of previously unpublished high-quality
research papers, full and short, related to Agile and lean software development. We
welcomed submissions addressing topics across the full spectrum of Agile software
development, broadly focused on Agile, on issues of interest to researchers or
practitioners, or both.

The research track received a total of 40 submissions. Based on a thorough review
process, 14 papers, 13 full and one short, were accepted which address a range of topics,
including studies of Agile practices and processes, and how Agile scales “in the large.”

We would like to extend our sincere thanks to all the people who contributed to XP
2022: authors, speakers, reviewers, sponsors, shepherds, chairs, and volunteers. Finally,
we would like to express our gratitude to the XP Conference Steering Committee and
the Agile Alliance for their ongoing support.

June 2022 Viktoria Stray
Klaas-Jan Stol

Maria Paasivaara
Philippe Kruchten
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Benefits of Card Walls in Agile Software
Development: A Systematic Literature

Review

Marc Sallin(B) and Martin Kropp(B)

University of Applied Sciences and Arts Northwestern Switzerland, Windisch,
Switzerland

marc.salin@outlook.com, martin.kropp@fhnw.ch

Abstract. Card walls are often used to visualize various aspects of the
software development process. They are an essential and widespread agile
practice. Despite the drawback of physical card walls, its digital version
is often not considered a sufficient alternative. This paper aims to find
the reason for this and suggests how to evolve digital card walls into
a viable alternative. We conducted a systematic literature review and
analyzed twenty-two studies. We identified which desirable effects agile
teams get from card wall usage and derived a set of properties a card
wall needs to achieve those effects. Furthermore, we suggested a typology
of card walls to compare the benefits and challenges among them.

Keywords: Agile · Software development · Card wall · Task board ·
Scrum board · Information information radiator · Big visible chart ·
Systematic literature review

1 Introduction

Card walls play a central role when working in an agile team. According to the
state of agile report [1], most agile teams use card walls for team collaboration
and visualization of the project status. In this paper, the term card wall is
used as a synonym for various kinds of boards to track and visualize the team’s
current work and progress. In the mentioned study, the usage of a Kanban board
and a task board, in general, are the two highest-ranked tools in the analysis of
agile tool usage. While there exists a variety of digital board soalutions, which
offer a wide range of inherent benefits, physical card walls are still widespread
[2], and agile teams decide explicitly to use a physical card wall over a digital
one [3,4]. This raised the question of why agile teams still very often favor
physical card walls over digital and what is necessary to make the digital solution
more competitive with the physical ones. What makes the question especially
interesting is the fact that the COVID-19 pandemic has served as a catalyst for
the hybrid working trend, and many teams do not plan to come back in the
office full-time [1]. This paper aims to describe how digital card walls need to be
realized to offer the same benefits as a physical solution, especially concerning
c© The Author(s) 2022
V. Stray et al. (Eds.): XP 2022, LNBIP 445, pp. 3–18, 2022.
https://doi.org/10.1007/978-3-031-08169-9_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-08169-9_1&domain=pdf
http://orcid.org/0000-0002-5784-0655
http://orcid.org/0000-0002-7439-6517
https://doi.org/10.1007/978-3-031-08169-9_1
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hybrid-working. We examined the current state of research with a systematic
literature review (SLR) to answer this question. Our main research question is:

RQ: How do digital card walls need to be implemented to be able to replace
physical solution?

To answer this question and guide the SLR, we framed more granular research
questions. First, we want to understand why and how agile teams use card
walls. Understanding the benefits of applying this agile practice makes it possible
to infer what characteristics are essential to replicate the desired experience.
Second, we wondered why agile teams decided to use physical card walls instead
of digital card walls. That means we wanted to understand the benefits and
challenges of physical and digital card walls. This leads to the following two
research questions.

RQ1: What makes card walls beneficial to agile teams?
RQ2: What are the challenges & benefits of physical/digital card walls?

The rest of the paper is structured as follows. The methodology of the SLR
is described in Sect. 2, followed by the results in Sect. 3. In Sect. 4, the results
are discussed with concrete suggestions about how digital card walls could be
improved, and Sect. 5 contains the conclusions.

2 Research Method

We conducted a Systematic Literature Review (SLR) to answer the two research
questions. We followed the recommended general steps for literature review [5–
8]. After identifying the need for a systematic review, we derived the research
questions. Then, we executed the search for relevant studies using a predefined
search string to retrieve results from several databases. After cleaning up and
eliminating duplicates, we screened the records and included studies based on
the inclusion/exclusion criteria. Finally, we reviewed and analyzed the full text
of the remaining studies. The described process is visualized in Fig. 1.

2.1 Search Process

We defined keywords to retrieve potentially relevant articles from the databases.
To define the keywords, we looked at studies and non-scientific literature about
agile software development and examined synonyms for describing card walls’
usage in an agile context. The resulting keywords are shown below.

Agile: Agile, Scrum, Kanban, Scrumban, Extreme programming
Card wall: card wall, Scrum wall, Scrum board, status board, task board, story

board, information radiator, Kanban board, wall board
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Fig. 1. Research methodology, adapted from PRISMA

Weidt and Da Silva recommend using six search engines to conduct an SLR
[7]. However, Gusenbauer and Haddaway found that only three out of the stated
six are suitable to be used as principal search engines [10]. Therefore, we used
the following three search engines to search the literature for this study: ACM
Digital Library1, ScienceDirect2, and Scopus3. Out of the identified keywords,
we constructed the query string shown in Table 1. Table 2 shows the applied
inclusion and exclusion criteria. The inclusion criteria define the topics we were
looking for. If one or more of the criteria matched included a study. However,
we excluded a study if one of the exclusion criteria matched.

2.2 Data Collection

We executed the search on April 10th, 2020. The initial search in the three
databases returned 829 studies, from which 667 were candidates for further pro-
cessing. Table 3 shows the results of every step in the identification process,
and Fig. 2 shows the graphical representation of the search process4 First, we
did the initial search using the defined query string. Then, if the search engine
offered refinement filters, we applied these as a second step according to the
listed exclusion criteria. Finally, we filtered the results manually in the third
step and excluded obvious false positives like whole journals or books. The only
deviation from the protocol was that ScienceDirect could not process the whole

1 portal.acm.org.
2 sciencedirect.com.
3 scopus.com.
4 Notice that the table contains more detail than the visualization, and the steps do

not directly match.

http://portal.acm.org
http://sciencedirect.com
http://scopus.com
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Table 1. Search query to retrieve studies

(agile OR scrum OR kanban OR scrumban OR “extreme programming”)

AND

((“scrum wall” OR “scrumwall” OR “scrum-wall” OR “scrum-board)” OR

(“scrum board” OR “scrumboard” OR “statusboard” OR “status board”) OR

(“status-board” OR “cardwall” OR “card-wall” OR “card wall”) OR

(“taskboard” OR “task-board” OR “task board”) OR

(“storyboard” OR “story-board” OR “story board”) OR

(“information radiator” OR “information-radiator”) OR

(“kanban board” OR “kanban-board” OR “kanbanboard”) OR

(“wallboard” OR “wall board” OR “wall-board”))

query string in one step. Therefore, we divided the query into three parts, merged
the results, and removed duplicates.

Table 2. Inclusion and exclusion criteria.

Inclusion Exclusion

• Card wall (digital or physical)

•Communication

• Visualization

• Workspace • Not written in English or German

• Process Monitoring/Project Management • Not domain agnostic or not Software Engineering domain

• Global/Large scale organizations

• Distributed teams • Not empirical e.g. no manuals or guides

• Agile Practices/Adoption

• Tools to support agile practices

In the resulting recordset, we extracted the following data from each study to
use in the screening process: Title, Authors, Abstract, Keywords, source (journal
or conference), and complete reference. We then retrieved the full article and
extracted the following metadata for the articles that passed the screening.

– The type of research.
– The agile methodology, which was the subject of the investigation.
– The main topic of the research.
– If card walls were the main topic of the research.
– The contribution of the study to the research about card walls.

We reviewed the title, abstract, and keywords of every record for the screen-
ing process. Of the 667 initial records, we classified 77 as definitely or potentially
matching the defined inclusion criteria and retrieved the full text. After assess-
ing the complete text, we excluded 55 articles because they did not match the
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Fig. 2. Number of included/excluded records.

inclusion criteria or matched one of the exclusion criteria. Finally, we identified
22 articles to include in the synthesis (see Table 4). In 11 of the identified stud-
ies, the card wall is the research object. The other 11 studies have another main
topic but contain important information for answering the research questions.

Table 3. Number of records from identification including source.

Database Number of records

Initial After refinement After cleaning Unique

ACM 484a 406b 390 667

ScienceDirect 121 110b 97

Scopus 287c 251d 242

Total 892 767 729
a We searched “The ACM Guide to Computing Literature” database
b Include only periodicals, proceedings, and journals
c Search all text fields
d Include only English or German, conference papers or articles

2.3 Data Analysis

To answer our research questions, we were interested in the seen and experienced
effects when working with the boards and the feedback from the users. Thus,
we did not consider explanations about a methodology or practice taken from
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Table 4. Studies included in the synthesis.

Id Author/Study Date Agile
Methodology

Main topic Main topic
card wall

Contribution to card wall
research

S1 Ahmad et al. [11] 2018 Kanban Kanban in SWE No Experience report

S2 Annosi et al. [12] 2020 Scrum/Kanban Organizational
learning

No Experience report

S3 Anwar et al. [13] 2016 Scrum Agile adoption No Experience report

S4 Azizyan et al. [2] 2011 Agile Scrum tools Yes Tool usage

S5 Bakke & Agnar [14] 2019 Lean Agile adoption No Experience report

S6 Bastarrica et al. [3] 2018 Agile Agile adoption No Experience report

S7 Eckhart & Feiner [15] 2016 Scrum Scrum tools Yes Requirements to card walls

S8 Hajratwala & Nayan [16] 2012 Scrum Card wall usage Yes Requirements to card walls

S9 Hunt et al. [17] 2007 Agile Workspace No Experience report

S10 Katsma et al. [18] 2013 Scrum Card wall usage Yes Requirements to card walls,
challenges with card wall,
tool usage

S11 Kropp et al. [19] 2017 Scrum Digital card wall Yes Requirements to card walls

S12 Liechti et al. [20] 2017 Agile Actable Metrics No Benefits of physical card
walls

S13 Mishra et al. [21] 2012 Agile Workspace No Impact of card walls

S14 Nakazawa & Tanaka [22] 2016 Kanban Digital Kanban
Board

Yes Impact of card walls

S15 Perry [23] 2008 Agile Digital and
physical card
walls

Yes Requirements to card walls,
prod & cons of digital and
physical

S16 Pikkarainen et al. [24] 2008 Agile Agile practices No Impact of card walls

S17 Rola et al. [4] 2016 Scrum Workspace No Impact of card walls, Benefits
of physical card walls

S18 Rubart [25] 2014 Scrum Digital card wall Yes Experiment with digital card
wall

S19 Rubart & Freykamp [26] 2009 Scrum Digital card wall Yes Benefits of physical card
walls, requirements of digital
card wall

S20 Sharp & Robinson [27] 2008 XP Card wall usage Yes Impact of card walls, Benefits
of physical card walls

S21 Sharp et al. [28] 2009 Agile Physical artefacts Yes Requirements to Card Walls

S22 Wiklund et al. [29] 2013 Scrum Agile adoption No Requirements to Card Wall
(different boards)

a guide or recommendation. Instead, we looked for studies with interviews, sur-
veys, observations, and experience reports. We applied an inductive data driven
approach to develop thematic categories. We did this by scanning the identified
literature for statements that help answer our research questions and highlighted
those statements. That means, statements about benefits, challenges or the way
of working with regards to card walls. In the next step, we worked out categories
for the statements per research question and finally condensed the categories.
The results are shown in tables 5 - 10, and presented and discussed in the next
section. For RQ1, we did not distinguish between physical and digital card walls
since we were interested in the general benefits of card walls. For RQ2, the type of
card wall was considered to be able to list the benefits and challenges depending
on the card wall type.
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3 Results

In this section, we present the results of the SLR and the answers to the research
questions. It is divided into two sections, one devoted to each research question.

3.1 RQ1: What Makes Card Walls Beneficial to Agile Teams?

Table 5 lists the benefits grouped by category why agile teams use card walls
and also references the reporting literature5. The here listed benefits concern
general benefits that are seen and experienced from card walls independent of
their nature (physical or digital boards). On one side, the benefits concern visi-
bility aspects of the board (visualization, always-on, transparency). On the other
side, team aspects like decision making and communication, for example. In the
following, the categories are explained in detail.

Table 5. Benefits of card wall usage.

Id Category Reporting studies

C1 Attention of team [15,18,27]

C2 Collaboration and communication [4,15,18,21,22]

C3 Decision making [11,24]

C4 Focus [12,23,24]

C5 Gathering place [15,18,25,27]

C6 Knowledge dissemination [4,13,21,22]

C7 Up to date information [4,22,23,27]

C8 Physical interaction [4,17,18,27]

C9 Progress tracking [3,4,12,18,20,24]

C10 Transparency [11,12,14,24]

C11 Visualize work [11,12,16,17,23,27,29]

C12 WIP control [11,16,22]

C1-Attention of team: The act of updating the card wall, i.e., walking to the
card wall and interacting with it, raises the attention of other team members
and thus helps to keep the team up to date [15,27]. Furthermore, a large wall,
placed in a central place, which is always “on” catches everyone’s attention
by itself [18].

5 The following Excel sheet shows the extracted segments of the studies and the
assigned codes, which were later used to build the categories https://1drv.ms/x/
s!ApmGN3k-vuHI1YAjDWozMovfryHukQ.

https://1drv.ms/x/s!ApmGN3k-vuHI1YAjDWozMovfryHukQ
https://1drv.ms/x/s!ApmGN3k-vuHI1YAjDWozMovfryHukQ
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C2-Collaboration and communication: The visible interaction with the card wall
encourages open communication and collaboration in the team [15,18]. More-
over, as there is only one single interface to the tool, it acts as a central
meeting point and leads to more face-to-face communication [18].

C3-Decision making: With the visual nature and up-to-dateness, the card wall
supports decision making like prioritization, dependencies, and resource allo-
cation [11,24].

C4-Focus: In ceremonies like the daily stand-up, which are held in front of the
wall, the team is more focused on talking about the currently relevant tasks
[23]. Additionally, the usage of a card wall helps to keep focused on the tasks
that one is working on [12,23]. In one study, it was reported that the card
wall helps to increase the visibility of common short-term goals [24].

C5-Gathering place: The card wall becomes a gathering place, either to hold
discussions [15] or also because ceremonies like daily stand-ups are held in
front of it [25,27].

C6-Knowledge dissemination: It was reported that the card wall helps with
knowledge dissemination even with no further explanation [13]. As a result
of shared knowledge and understanding, redundancy and the overlapping of
work are minimized [21]. With a broader view, team members are encouraged
to grab tasks that are less related to them themselves [22]. Card walls sup-
port knowledge dissemination by the fact that they are used to communicate
besides the cards, which represent tasks to work on [4].

C7-Up to date information: Several studies reported that the team members were
motivated to keep the information on a card wall up to date [4,22,23,27].

C8-Physical interaction: The physical interaction with the card wall leads to a
good feeling, which is a source of motivation. One aspect of the good feeling
arises due to the visibility of the action by the team and the immediate
feedback [4,17,18]. There were also other interactions mentioned which are
related to the card wall. For example, the cards are pulled away from the
wall when working on them, signifying responsibility. Furthermore, a card
sometimes acts as a kind of token. Team members are pulling it from the wall
and holding it while they are talking about it in daily stand-up meetings [27].

C9-Progress tracking: As all activity which the team currently works on is visible
on the card wall and up to date, it makes it an excellent tool for tracking the
progress [3,4,12,18,20,24].

C10-Transparency: The wall is placed at a prominent and visible place. Thus,
the work and progress are transparent to everyone in the room. Furthermore,
all tasks and their assignment are visible at a glance, which also makes trans-
parent who currently works on which tasks [11,12,14,24].

C11-Visualize work: The aspect that a card wall is designed to visualize the
work is considered a significant benefit. The mentioning of visualization as a
benefit or instrument in a broad range of studies reflects this [11,12,16,17,
20,22,23,27,29].

C12-WIP control: The card wall helps the team to track the current work in
progress [11,16]. Due to the visual nature of presenting the cards, it becomes



Benefits of Card Walls 11

evident if there is too much work in progress, even without explicitly defining
a work-in-progress limit [22].

The results show that card walls generally play an important role in agile
team collaboration, especially concerning serving as an information radiator and
for common decision-making.

3.2 RQ2: What Are the Challenges and Benefits of Physical/digital
Card Walls?

With this research question, we wanted to analyze the benefits and challenges
of physical and digital card walls and why teams still often prefer physical over
digital card walls.

Table 6. Card wall types

Id Type Kind Description

T1 Paper Physical Physical wall with paper and
cards on it.

T2 Paper & Audio photo/Video Physical T1 but its
shared/documented with
video and/or photo.

T3 Software Digital Software which helps keep
track of the task but with no
special visualization nor
physical appearance.

T4 Software with virtual card
wall

Digital T3 but replicating the visual
appearance of a physical card
wall.

T5 Software with non-interactive
vertical screen

Digital T4 but permanently
displayed on a big visible
screen.

T6 Software with interactive
vertical screen

Digital T5 but interactive screen,
e.g., drag and drop the
virtual cards

The benefits and challenges depend on the kind of card wall. Different types
of digital card walls must be distinguished. Therefore, we created the typology
of different card wall types shown in Table 6. This typology is based on the
studies identified in this SLR, which aimed to replicate the aspects of the physical
card wall: Scrumpy [15], Kanban Tool [22], Multi-touch-scrum task board [25],
Cooperative Task Board [26], and aWall [19]. Furthermore, the usage scenarios
from Katsma et al. [18] are taken into account. Unfortunately, it was impossible
to extract the concrete used card wall type from the analyzed reports. The
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Table 7. Reported benefits of physical card walls.

Id Category Subcategory

PB1 Physical presence Big and visible [16,20,23]

Publicly available [13,19,23]

Meeting place [13,18,23,28]

Availability [18,23,27]

Attraction outside of team [13]

Place for extra information [19]

PB2 Usability Easy to modify [19,27]

No process pre-defined [15,28]

Ease of use [18,23,28]

PB3 Physical interaction Responsibility [19,27]

Communication Frequency [21,23]

Motivation [17,18,23,24]

PB4 Overview Makes sloppy tracking visible [4,23]

Focused [19,23]

Good overview [19]

PB5 Cost Cheap [18,23]

Table 8. Reported challenges of physical card walls.

Id Category Subcategory

PC1 Physical presence Fixed location [18,19]

Sharing is hard [15]

Cards can get lost [17,28]

PC2 Lack of automation Keep up to date is hard [13]

included studies often do not contain enough details about what kind of tool the
teams used. There are often statements like a “scrum tool” or a “digital task
board”, which do not even allow to make a reasonable guess about the used card
wall type. Thus, for the analysis of the challenges and benefits, we generally
distinguish between physical and digital card walls.

Tables 7, 8, 9 and 10 list the summarized benefits and challenges of physical
and digital card walls. The sub-categories are not explained further, as they are
granular enough to be understandable on their own (see the footnote 9).

One of the main benefits of a physical card wall is its physical nature by
itself: standing in the room draws attention, makes it visible to everybody, and
fosters transparency. Another important aspect mentioned is its ease of use and
haptic behavior (Table 7).

The advantage mentioned above of the physical nature is at the same time
reported as one of the biggest challenges. Its physical presence is restricted to the
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place where it is standing (Table 8). The lack of automation covers the aspect of
missing traceability or missing support of digital intelligence.

Table 9. Reported benefits of digital card walls.

Id Category Subcategories

DB1 Location independent Available at multiple locations [18,19,23]

DB2 Automation Reporting [15,18]

Tracability [19]

Can archive data [18,23]

Integration with other tools [23]

Automatic adjustments of cards [15]

One of the main reported benefits of digital, typically Web-based, card walls
is its location independence together with its digital support like traceabil-
ity, archiving, and integration possibilities (Table 9). Amongst the most often
reported challenges is the complexity of the systems, which makes them very
hard to use, and the missing overview (Table 10).

Table 10. Reported challenges of digital card walls.

Id Category Subcategory

DC1 ICT Possible outage [15,23]

Shifts focus from interactions to tools [23]

DC2 Ease of use Inefficient overview [15]

Too many features [19]

Training required [23]

4 Discussion

In this section, the findings of the research questions are discussed, and the
paper’s main question is is addressed.

4.1 RQ1: What Makes Card Walls Beneficial to Agile Teams?

The first question aims to answer why teams even use card walls. Analyzing
the retrieved studies resulted in twelve categories that reflect the stated reasons.
Looking at the categories, each category is either a benefit of the card wall
itself or an effect of using the card wall. The categories often influence each
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other and whether a card wall has the stated benefits heavily depends on how
it is implemented. So to precisely answer this research question, more details
about the causes and effects (why they are beneficial vs. how they are beneficial)
would be required. Most of the studies do not explain in very detail how the
card wall was implemented and used; also, most studies were not conducted
experimentally. Although it is possible to make some inferences, e.g., that the
team’s attention is an effect of the physical interactions, it is not sure if this is the
only effect or if there are some other interactions. However, the analysis seems
to show that the location of a card wall has an important effect. For example,
if a card wall is placed in its own room and other team members cannot see
an individual’s interaction with the card wall, this will not raise any attention,
and thus, it will not increase the communication frequency. On the other side,
if the card wall is put in a shared office room, its permanent visibility and the
visibility of the interactions of others seem to be very beneficial for agile teams.

4.2 RQ2: What Are the Challenges & Benefits of Physical/digital
Card Walls?

The analysis shows that each approach has its strength and weaknesses. The pure
physical nature of physical card walls brings many benefits, especially serving as
an information radiator and a meeting point. On the other side, digital solutions
add a lot of new functionality to card walls due to their digital nature, which
supports the teams in many aspects. A major benefit concerns the support for
distributed work, especially in today’s distributed world. We found that a binary
classification between physical and digital card walls is not appropriated and
defined six different types of card walls. Furthermore, it must be considered that
the software used for a digital card wall also has a considerable influence. A
digital card wall does not inherently offer all the stated benefits, it also depends
on the specific software and which features it offers. Nonetheless, digital card
walls seem to suffer from their high complexity.

4.3 How Do Digital Card Walls Need to Be Implemented to Offer
the Same Benefits as a Physical Solution?

This question must especially also be seen under the aspect of the new hybrid
work style. We will have more and more distributed and dispersed teamwork, a
mixture of multiple teams distributed worldwide, and team members working at
home. Card walls, as the major collaboration tool for agile teams, must be able
to support such teams as efficiently and effectively as possible.

The two research questions formulated to guide the SLR were intended to
gather the necessary knowledge to answer the main question of this paper. RQ1
resulted in a set of categories from which we derived the following properties,
which lead to the benefits of card walls.

– Physical artifact
– Placed in a central location
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– Big and visible
– Always available and visible to everyone
– Physical interaction necessary for task update
– Visualization instrument

Two aspects cannot be influenced by the card wall itself but need to be
considered by a team implementing a card wall.

– Reflect the real process/state of work of the team.
– What is not on the wall does not exist.

RQ2 revealed that the card wall type T6 “Software with interactive vertical
screen” has the most significant potential to replicate the benefits of a physical
card wall. A digital card wall of type T6 can potentially have all the properties to
be considered. Therefore, the stated benefits and challenges need to be addressed
when implementing the software for the digital card wall. However, it is essential
always to remember that the desired effects may result from specific properties.
That also means that some stated challenges of physical card walls and benefits
of digital card walls should not be addressed because this has a potentially
harmful influence on the experience, which is necessary to replicate the benefits
of a physical card wall. For example, the benefits stated for digital card walls
are: available at multiple locations, interaction with other tools, and automatic
adjustment of cards. Those three benefits could lead to a situation where a
visible physical interaction with the card wall is not necessary anymore. However,
this visible physical interaction seems to be a card wall property that leads
to benefits. There are also certain aspects that are either not solvable by the
current technology, available or contradictive. Thus, there are always certain
trade-offs. An example of a contradiction is traceability (only possible with a
defined process) vs. no pre-defined process. An example of an inherent problem
with the current state of technology is that the risk of an outage with a digital
card wall is higher than that one of a physical one.

The potential of type T6 was already mentioned by Sharp et al. in their paper
“The role of physical artefacts in agile software development: Two complemen-
tary perspectives” [28], but they also point out the fact that it is important to
be able to replicate the social context, not only the purely functional nature of a
card wall. This is in line with the findings of this SLR because it was shown that
it is not sufficient just to solve the mentioned challenges to replicate the expe-
rience. Further research should clarify which properties are critical to replicate
the social context around a digital card wall and how they can be implemented
while maintaining the desired advantages of digitalization.

4.4 Limitations

This study has several limitations related to the methods and the corpus of
studies. First, this review summarizes research results in a field with a rapidly
changing technological landscape. The oldest studies included are from the year
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2008. The benefits of a card wall may not change, but the tools available to
build digital solutions are. Second, despite the systematic approach, the body
of literature discovered may not be exhaustive. We may not include important
literature with our methodology, and we did not consider gray literature. Third,
there were no experimental or quasi-experimental studies on this topic. Hence
all stated causality must be seen as a hypothesis that needs to be checked. Fur-
thermore, as the studies mainly were qualitative case studies with small sample
sizes, they are subjective and may not be transferable to other fields or teams.

5 Conclusion

We created twelve categories that show the benefits arising from card wall usage
in general. Additionally, we summarized the benefits and challenges of physical
and digital card walls. An important finding is that the desired benefits of card
walls depend on specific properties. Hence, the benefits are only achievable by
considering those properties. This is independent of the nature of the card wall,
i.e., if it is a physical or a digital one. Those properties are essential to replicate
the benefits of a physical card wall with a digital card wall. Another finding is
that it is often unclear what is meant by talking about a “digital card wall”.
Hence, we suggested a typology of card walls and used it to analyze the chal-
lenges and benefits differentiated. Although it is not always possible to classify
every aspect clearly as a challenge or benefit because it depends on the view-
point, it is clear which effects are desirable to replicate with a digital card wall.
Bringing the results together showed that the most promising type of digital
card wall so far may be the “Software with interactive vertical screen” as it has
the potential of replicating most of the effects by imitating many aspects of a
physical card wall. However, some aspects are impossible to imitate with digital
card walls, with the currently available technology. Furthermore, some reported
benefits and challenges, if implemented/solved, contradict the properties, which
will potentially lead to the desired effects/experience of using the card wall.

Further research may clarify the hypothesis that a digital card wall of type
“Software with interactive vertical screen” can replace a physical wall and repli-
cate their effect while bringing some of the stated desired benefits and resolving
all the technically resolvable challenges.
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Abstract. This article analyzes the performance of the MoSCoW method to
deliver all features in each of its categories: Must Have, Should Have and Could
Have using Monte Carlo simulation. The analysis shows that under MoSCoW
rules, a team ought to be able to deliver all Must Have features for underesti-
mations of up to 100% with very high probability. The conclusions reached are
important for developers as well as for project sponsors to know how much faith
to put on any commitments made.

Keywords: Agile planning · Release planning · Requirements prioritization ·
Feature buffers · MosCoW method

1 Introduction

MoSCoW rules [1], also known as feature buffers [2], is a popular method to give pre-
dictability to projects with incremental deliveries. The method does this by establishing
four categories of features: Must Have, Should Have, Could Have and Won’t Have,
from where the MoSCoW acronym is coined. Each of the first three categories is allo-
cated a fraction of the development budget, typically 60, 20 and 20 percent, and features
assigned to them according to the preferences1 of the product owner until the allocated
budgets are exhausted by subtracting from them, the development effort estimated for
each feature assigned to the category. By not starting work in a lower preference cat-
egory until all the work in the more preferred ones have been completed, the method
effectively creates a buffer or management reserve of 40% for the Must Have features,
and of 20% for those in the Should Have category. These buffers increase the confidence
that all features in those categories will be delivered by the project completion date. As
all the development budget is allocated by the method, there are no white spaces in the
plan, which together with incentive contracts, makes the method palatable to sponsors
and management.

Knowing howmuch confidence to place in the delivery of features in a given category
is an important concern for developers and sponsors alike. For developers it helps in
formulating plans consistent with the organization’s risk appetite, making promises they
can keep, and in calculating the price of incentives in contracts as well as the risk of

1 These preferences might induce dependencies that need to be addressed by the team, either by
incorporating lower preference features in the higher categories or by doing additional work to
mock the missing capabilities.
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incurring penalties, should these exist. For sponsors, it informs them the likelihood the
features promised will be delivered, so they, in turn, can make realistic plans based on
it. To this purpose, the article will explore:

1. The probabilities of delivering all the features in each of the categories: Must Have,
Should Have and Could Have, under varying levels of under and overestimation of
the features’ development efforts

2. The impact of features’ sizes, dominance, number of features, and correlation
between development efforts in said probabilities

3. The effect of budget allocations other than the customary 60/20/20 on them.

To calculate the probabilities of delivery (PoDs) we need to make suitable assump-
tions about the distribution of the efforts required to develop each feature since the single
point estimate used in the MoSCoW method are insufficient to characterize them.

In this article, those assumptions are derived from two scenarios: a low confidence
estimates scenario used to establish worst case2 PoDs and a typical estimates scenario
used to calculate less conservative PoDs.

The potential efforts required and the corresponding PoDs, are calculated using
Monte Carlo simulations [3, 4] to stochastically add the efforts consumed by each feature
to be developed.

The rest of the paper is organized as follows: Sect. 2 provides an introduction to
the MoSCoW method, Sect. 3 introduces the Monte Carlo simulation technique and
describes the calculations used for the interested reader, Sect. 4 discusses the two sce-
narios used in the calculations, Sect. 5 analyzes the main factors affecting the method’s
performance, Sect. 6 discuss the method’s effectiveness in each of the scenarios and
Sect. 7 summarizes the results obtained.

2 The MoSCoW Method

TheMoSCoW acronymwas coined by D. Clegg and R. Baker [5], who in 1994 proposed
the classification of requirements into Must Have, Should Have, Could Have and Won’t
Have. The classification was made on the basis of the requirements’ own value and
was unconstrained, i.e. all the requirements meeting the criteria for “Must Have” could
be classified as such. In 2002, the SPID method [6] used a probabilistic backcasting
approach to define the scope of three software increments roughly corresponding to
the Must Have, Should Have and Could Have categories, but constraining the number
of Must Have to those that could be completed within budget at a level of certainty
chosen by the organization. In 2006, the DSDM Consortium, now the Agile Business
Consortium, published the DSDM Public Version 4.2 [7] establishing the 60/20/20%
recommendation although this, was probably used before by Consortium’s members
on their own practices. The current formulation of the MoSCoW prioritization rules is
documented in the DSDM Agile Project Framework [1].

2 Worst case, means that if some of the assumptions associated with the scenario were to change,
the probability of delivering within budget would increase.
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During the project planning phase, see Fig. 1.a, features are allocated to one of four
sets: Must Have, Should Have, Could Have, and Won’t Have on the basis of customer
preferences and dependencies until the respective budgets are exhausted.

Fig. 1. MoSCoW rules at play: a) During planning, b) in execution

During execution, Fig. 1.b, features in the Must Have category are developed first,
those in the Should Have second, and those in the Could Have, in third place. If at any
time the work in any category requires more effort than planned, work on them will
continue at the expense of those in the lower preference categories which will be pushed
out of scope in the same amount as the extra effort required. The advantage for the
project sponsor is that, whatever happens, he or she can rest assured of getting a working
product with an agreed subset of the total functionality by the end of the project.

For the MoSCoW method to be accepted by the developer as well as by the sponsor
of a project, the risk of partial deliveries must be shared between both of them through
incentive contracts since approaches like firm fixed price or time and materials, that
offloads most of the risk on only one of the parties could be either, prohibitive or unac-
ceptable to the other. Contractually, the concept of agreed partial deliveries might adopt
different forms. For example, the contract could establish a base price for the Must
Have set, with increasingly higher bonuses or rewards for the Should Have and Could
Have releases. Conversely the contract could propose a price for all deliverables and
include penalties or discounts if the lower priority releases are not delivered. This way
the incentives and disincentives will prevent the developer from charging a premium
price to protect itself from not delivering all features while the sponsor, is assured the
developer will do its best, in order to win the rewards.



22 E. Miranda

3 The Monte Carlo Simulation

The Monte Carlo method is a random sampling technique used to calculate probability
distributions for aggregated random variables from elementary distributions. The tech-
nique is best applied to problems not amenable to closed form solutions derived by
algebraic methods.

The Monte Carlo method involves the generation of random samples from known
or assumed elementary probability distributions, the aggregation or combination of the
sample values according to the logic of the model been simulated and the recording of
the calculated values for the purpose of conducting an ex-post statistical analysis.

The technique is widely used [3, 4] in probabilistic cost, schedule and risk
assessments and numerous tools3 exist to support the computations needed.

The results presented in the paper were calculated using @Risk 7.5. As these are the
product of simulation runs, they might slightly differ from one run to another, or when
using a different number of iterations or platforms.

The rest of the section explains themodel used to generate the cumulative probability
curves and calculate the PoD for each MoSCoW category: Must Have (MH), Should
Have (SH) and Could Have (CH), with the purpose of allowing interested readers repli-
cate the studies or develop their own simulations. Those not so inclined might skip it,
with little or no loss in understanding the paper. The name of the parameters shouldmake
them self-explanatory however, conceptual definitions about its meaning and usage will
be provided throughout the paper.

The probability of completing all features in a given category in, or under, an x
amount of effort is defined as:

FMH (x) = P(EffortRequiredMH ≤ x)

FSH (x) = P(EffortRequiredMH +EffortRequiredSH ≤ x)

FCH (x) = P(EffortRequiredMH +EffortRequiredSH +EffortRequiredCH ≤ x)

The cumulative distribution functions: FMH (x), FSH (x) andFCH (x), are built by
repeatedly sampling and aggregating the effort required by the features included in
each category.

EffortRequiredMH =
∑

∀i∈MH
EffortFeaturei

EffortRequiredSH =
∑

∀j∈SH EffortFeaturej

EffortRequiredCH =
∑

∀k∈CH EffortFeaturek

EffortFeaturei =
{
Low confindence estimates: RndUniform(Estimatei, u × Estimatei, r)
Typical estimates: RndTriangular(0.8 × Estimatei,Estimatei, u × Estimatei, r)

3 @Risk by Palisade, Crystal Ball by Oracle, ModelRisk by Vose and Argo by Booz Allen among
others.
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similarly, for features j and k, and:

u =

⎧
⎨

⎩

1.5 50%
2.0 underestimation of up to 100%
3.0 200%

r =

⎧
⎨

⎩

0 independent estimates
global correlation coefficient for

0.6 correlated estimates

subject to the maximum allocation of effort for each category:

∑
∀i∈MH

Estimatei ≤ 0.6 × DevelopmentBudget

∑
∀j∈SH Estimatei ≤ 0.2 × DevelopmentBudget

∑
∀i∈MH

Estimatek ≤ 0.2 × DevelopmentBudget

The Probability of Delivery (PoD) of each category is defined as:

PoDMH = FMH (DevelopmentBudget)

PoDSH = FSH (DevelopmentBudget)

PoDCH = FCH (DevelopmentBudget)

All quantities are normalized for presentation purposes by dividing them by the
DevelopmentBudget.

4 Low and Typical Confidence Scenarios

Figure 2 contrasts the two scenarios mentioned in the introduction. The low confidence
scenario is characterized by the uniform distribution of the potential efforts required
to realize each feature, with the lower limit of each distribution corresponding to the
team’s estimated effort for the feature and their upper to increments of 50, 100 and 200%
above them, to express increasing levels of uncertainty. Since all values in the interval
have equal probability, this scenario corresponds to a maximum uncertainty state [8].
This situation, however unrealistic it might seem, is useful to calculate a worst case for
the PoD of each category. In the typical confidence scenario, the potential efforts are
characterized by a right skewed triangular distributions, in which the team’s estimates
correspond to the most likely value of the distribution, meaning the realization of many
features will take about what was estimated, some will take some more and a few could
take less.
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Fig. 2. Probability distributions for the effort required by each feature in the low (uniform
distributions) and typical (triangular distributions) confidence scenarios

The right skewness of the typical estimate distributions is predicated on our tendency
to estimate based on imagining success [9], behaviors like Parkinson’s Law4 and the
Student Syndrome5, which limit the potential for completing development with less
effort usage than estimated, and the fact that the number of things that can go wrong is
practically unlimited [10, 11]. Although many distributions fit this pattern, e.g. PERT,
lognormal, etc., the triangular one was chosen for its simplicity and because its mass is
not concentrated around the most likely point [12], thus yielding a more conservative
estimate than the other distributions mentioned.

As before, the right extreme of the distribution takes values corresponding to 50, 100
and 200 percent underestimation levels. For the lower limit however, the 80 percent of
the most likely value was chosen for the reasons explained above.

Considering this second scenario is important, because although having a worst case
for the PoDs is valuable as they tell the lowest the probabilities could be, relying on them
for decision making may lead to lost opportunities because of overcautious behaviors.

4 Parkinson’s Law, the 1955 assertion by British economist Cyril Northcote Parkinson, that
“Work expands so as to fill the time available for its completion”, regardless of what was
strictly necessary.

5 Student Syndrome, a term introduced by Eliyahu M. Goldratt in his 1997 novel Critical Chain
to describe the planned procrastination of tasks by analogy with a student leaving working in
an assignment until the last day before its due date.
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5 Level of Underestimation, Correlation, Number of Features
in a Category, Feature Dominance and Non-traditional Budget
Allocations

Before calculating the PoDs for each MoSCoW category under the two scenarios, the
impact of different factors on the PoD is explored with the purpose of developing an
appreciation for how they affect the results shown, i.e. what makes the PoDs go up or
down. Understanding this is important for those wanting to translate the conclusions
drawn here to other contexts.

Although the analysis will be conducted only for the low confidence estimates for
reasons of space, the same conclusions applies to the typical estimates scenario, with
the curves slightly shifted to the left.

Figure 3 shows the impact of underestimation levels of up to 50, 100 and 200% of
the features’ individual estimates on the PoD of a Must Have category comprising 15
equal sized features, whose development efforts are independent from each other.

Independent, as used here, means the efforts required by any two features will not
deviate from its estimates conjointly due to a common factor such as the maturity of the
technology, the capability of the individual developing it or the consistent over optimism
of an estimator. When this occurs, the efforts are correlated rather than independent.
Having a common factor does not automatically mean the actual efforts are correlated.
For example, a feature could take longer because it includes setting up a new technology,
but once this is done, it doesn’t mean other features using the same technology would
take longer since the it is already deployed. On the other hand, the use of an immature
open source library could affect the testing and debugging of all the features in which it
is included.

The higher the number of correlated features and the stronger the correlation between
them, the more individual features’ efforts would tend to vary in the same direction,
either requiring less or more of it, which would translate into higher variability at the
total development effort level. This is shown by curves “r = 0.2”, “r = 0.6” and “r =
0.8” in Fig. 4, becoming flatter as the correlation (r) increases.

Correlation brings good and bad news. If things go well, the good auspices will
apply to many features, increasing the probability of completing all of them on budget.
Conversely, if things do not go as well as envisioned, all affected features will require
more effort, and the buffers would not provide enough slack to complete all of them.

Estimating the level of correlation between estimates is not an easy task, it requires
assessing the influence one or more common factors could have on the items affected by
them, a task harder than producing the effort estimates themselves. So while correlation
cannot be ignored at risk of under or over estimating the safety provided by the method,
the cost of estimating it, would be prohibitive for most projects. Based on simulation
studies, Garvey et al. [13] recommend using a coefficient of correlation of 0.2 across
all the estimated elements to solve the dilemma, while Kujawski et al. [14], propose to
use a coefficient of 0.6 for elements belonging to the same subsystem, as these would
tend to exhibit high commonality since in general, the technology used and the people
building it would be the same, and 0.3 for elements on different subsystems, because of
the lower commonality.
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Fig. 3. Cumulative completion probabilities under increasing levels of underestimation. The sim-
ulation shows a PoD for the Must Have features of 100% for an underestimation level of up to
50%, of 98.9% at up to 100%, and of 1.3% for an underestimation in which each feature can
require up to 200% of the estimated budget.

The PoDs are also affected by the number of features in the category as well as
by the existence of dominant features, which are features whose realization requires a
significative part of the budget allocated to the category. See Figs. 5 and 6.

As in the case of correlation, a small number of features and the presence of dominant
features result in an increase in the variability of the estimates. Dominant features,
contribute to this increase because it is very unlikely that deviations on their effort
requirements could be counterbalanced by the independent deviations of the remaining
features in the category. As for the increase of variability with a diminishing number of
features, the reason is that with a fewer independent features, the probability of them
going all in one direction, is higher than with many features.

The model in Fig. 7 challenges the premise of allocating 60% of the development
budget to the Must Have category and explores alternative assignments of 50, 70 and
80% of the total budget. Reducing the budget allocation from 60 to 50% increases the
protection the method affords at the expense of reducing the number of features a team
can commit to. Increasing the budget allocation for the Must Have allows developers to
promise more, but as will be shown, this is done at the expense of reducing the certainty
of delivering it. For the 50% allocation level, there is a 100% chance of delivering the
Must Have for underestimations of up to 100%, and of 68.2% for underestimations of
up to 200%. At the 70% allocation level, the simulation shows that the PoD for the
Must Have, when the possibility of underestimation is up to 50% still is 100%, but
that it drops sharply to 34% when the underestimation level rises to up to 100%. For
the 80% allocation level, the PoD for the Must Have falls to 49.7% for the up to 50%
underestimation level and to 0 for the other two. The rest of the paper will then use the
customary 60, 20 & 20% allocation scheme.
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Fig. 4. Probability of completing all features in the Must Have category under a given percent of
the budget when the underestimation level is up to 100% and the efforts are correlated (r > 0)

Fig. 5. Influence of the number of features on the PoD for a Must Have set containing the number
of equally sized independent features indicated by the legend on the chart, with an underestimation
level of up to 100%. The PoD offered by the method drops sharply when the set contains less than
5 features
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Fig. 6. Influence of a dominant feature on the PoD. Each set, with the exception of the dominant
at 100%, contained 15 features, with the dominant feature assigned the bulk of the effort as per the
legend in the chart with the remaining budget equally distributed among the other 14 features. The
safety offered by the method drops sharply when a feature takes more than 25% of the budgeted
effort for the category. Underestimation of up to 100% and independent efforts

Fig. 7. Probability of delivering all Must Have features for Must Have budget allocations of 50,
60, 70 and 80% under different underestimation conditions. The respective number of Must Have
features for each budget allocation were 12, 15, 17, and 20.
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6 Probabilities of Delivery for Each MoSCoW Category

This section discusses the PoDs for each MoSCoW category: Must Have, Should Have
and Could Have under the following conditions:

1. Low confidence estimation, independent efforts
2. Low confidence estimation, correlated efforts
3. Typical estimation, independent efforts
4. Typical estimation, correlated efforts

In all cases, the underestimations considered are of up to 50, 100 and 200% of
the estimated effort, a 60/20/20 effort allocation scheme and a Must Have category
comprising 15 equal sized features with Should and Could Have categories comprising
5 equal sized features each. These assumptions are consistent with the precedent analysis
and with the small criteria in the INVEST [15] list of desirable properties for user stories.
For the correlated efforts cases, the article follows Kujaswki’s recommendation, of using
an r = 0.6, as many of the attributes of an agile development project: dedicated small
teams, exploratory work and refactoring, tend to affect all features equally.

6.1 Low Confidence, Independent Efforts

Figure 8 shows the PoDs for allMoSCoWcategories for the low confidence, uncorrelated
features, r = 0, model. At up to 50% underestimation, the probability of delivering all
Must Have is 100%, as expected, and the probability of delivering all Should Have is
50.2%. At up to 100% underestimation, the probability of delivering all the Must Have
still high, 98.9% but the probability of completing all the Should Have drops to 0. At
up to 200% the probability of delivering all the Must Haves is pretty low, at 1.3%. In no
case it was possible to complete the Could Have within budget.

6.2 Low Confidence, Correlated Efforts

As shown by Fig. 9, in this case the variability of the aggregated efforts increases, with
the outermost points of the distribution becoming more extreme as all the efforts tend to
move in unison in one or another direction. Comparing the PoDs for this case with those
of the previous one, it seems paradoxical, that while the PoD for the Must Have at 100%
underestimation level goes down from 98.9 to 74.0, the PoD for the same category at
200% underestimation level goes up from 1.3 to 26.9%! This is what was meant when
it was said that correlation brought good and bad news.

To understand what is happening, it suffices to look at Fig. 10. Figure 10.a shows
histograms of the Must Have aggregated independent efforts for uncertainty levels of
50, 100 and 200%. Because of the relatively lower upper limit and the tightness of the
distribution spread afforded by the sum of independent efforts, the 100% uncertainty
distribution fits almost entirely to the left of the total budget, scoring this way a high
PoD. A similar argument could be made for the 200% uncertainty level, except that this
time, the distribution is almost entirely to the right of the total budget, thus yielding a very
low PoD. As could be seen in Fig. 10.b, when the efforts are correlated, the distributions
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Fig. 8. Probability of delivering all features in a category in the case of low confidence estimates
under different levels of underestimationwhen the efforts required by each feature are independent
(r = 0)

spread more widely, making part of the 100% distribution fall to the right of the total
budget line, reducing its PoD, and conversely, part of the 200% distribution might fall to
the left of the line, thus increasing its PoD, which is what happened with this particular
choice of parameter values.

Fig. 9. Probability of delivering all features in a category in the case of low confidence estimates
under different levels of underestimation when the efforts required by each feature are highly
correlated (r = 0.6)
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Fig. 10. Histograms for Must Have features’ effort (a) left – independent efforts, (b) right –
correlated efforts

6.3 Typical Estimates

Figures 11 and 12 show the typical estimates’ PoDs for uncorrelated and correlated
efforts respectively. As expected, all the PoDs in this scenario are higher than in the
case of the low confidence estimates. In the case of independent efforts, at up to 50%
underestimation, the PoDs for the Must Have and the Should Have are 100%. At up to
100% underestimation, the PoD for the Must Have is 100% with the PoD for Should
Have dropping to 39.7%. At up to 200% the probability of delivering all the Must Haves
still high, at 70.5%, but there is no chance of delivering the Should Have. In no case, any
Could Have were completed. For the correlated efforts case, the respective probabilities
at 50% underestimation are: 100% for the Must Have, 88.7% for the Should Have and
20.6% for the Could Have. At 100% underestimation: 96.4, 50.3 and 8.6% respectively
and at 200% underestimation: 59.8, 20.5 and 3%.

Fig. 11. Probability of delivering all features in a category in the case of typical estimates under
different levels of underestimation when the efforts required by each feature are independent (r =
0)
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Fig. 12. Probability of delivering all features in a category in the case of typical estimates under
different levels of underestimation when the efforts required by each feature are highly correlated
(r = 0.6).

7 Summary

This article sought to quantitatively answer the following questions:

1. What are the probabilities of delivering all the features in each of the categories:
Must Have, Should Have and Could Have, under varying levels of under and
overestimation of the features’ development efforts?

2. What is the influence of features’ sizes, feature dominance, number of features, and
correlation between development efforts in said probabilities?

3. What is the effect of budget allocations other than the customary 60/20/20 on them?

To answer question 1, it is necessary to look at Table 1 which summarizes the
results for the low confidence and typical estimates scenarios, for the three levels of
underestimation studied: 50, 100 and 200%.

Not surprisingly, the results indicate that the method consistently yields a high PoD
for the Must Have features. What is noteworthy, is its resilience in face of up to 100%
underestimation of individual features in the category. For the Should Have, the results
are robust for up to 50% of underestimation and with regards to the Could Have, they
should only be expected if destiny is smiling upon the project.

Question 2 is important for practitioners preparing release plans. For the method to
offer these levels of certainty, the number of features included in each category should
be at least 5 with none of them requiring more than 25% of the effort allocated to the
category. If these conditions are not met, the safety offered by the method drops sharply.
Correlation, as mentioned before, is a mixed blessing. Depending on which direction
things go, it can bring the only possibility of completing all the features in the project.
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Table 1. PoD summary for the three MoSCoW categories under different conditions

Underestimation up to 50% Underestimation up to 100% Underestimation up to 200%

Independent
efforts

Correlated
efforts (r = 0.6)

Independent
efforts

Correlated
efforts (r = 0.6)

Independent
efforts

Correlated
efforts (r = 0.6)

Low
conf

Typical Low
conf

Typical Low
conf

Typical Low
conf

Typical Low
conf

Typical Low
conf

Typical

Must
have

100% 100% 100% 100% 98.9% 100% 74.0% 96.4% 1.3% 70.5% 26.9% 59.8%

Should
have

50.2% 100% 49.9% 88.7% 0 39.7% 15.6% 50.3% 0 0 4.0% 20.5%

Could
have

0 0 0 20.5% 0 0 0 8.6% 0 0 0 3%

Notice that in Table 1, all the Could Have can only be completed when the efforts are
highly correlated since all of them must be low. Under the independence assumption,
when some could be low and others high, there is no chance of completing them on or
under budget.

With regards to question 3, the 60, 20, 20% allocation seems to be the “Goldilocks”
solution, balancing predictability with level of ambition. As shown by Fig. 7, changing
the allocation from 60 to 70%, has a dramatic impact on the safety margin which, at the
up to 100% underestimation level, drops from 98.5 to 34%.

Finally, it is worth making clear, that the analysis refers to variations in execution
times of planned work and not changes in project scope, which should be addressed
differently.

The author gratefully acknowledges the helpful comments of Hakan Erdogmus.
Diego Fontdevila and Alejandro Bianchi on earlier versions of this paper.
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Abstract. One essential prerequisite for successful agile retrospective
sessions is to accomplish a psychologically safe environment. Creating
a psychologically safe environment for the co-located team is challeng-
ing. Further, it becomes more demanding with online agile retrospec-
tive teams. Literature sheds little light on creating a psychologically safe
online environment for conducting agile retrospectives. Our study aims
at addressing this knowledge gap and asks the research question: how
does the usage of online tools influence psychological safety in online
agile retrospectives? A single case study was conducted with a major
software company’s Research and Development team. We analysed a
recorded online retrospective session of the team to identify patterns of
the usage of online tools associated with the online meeting platform
they used and how that usage influenced the psychological safety level of
the team. Our findings show that retrospective participants are psycho-
logically safe if they share opinions, make mistakes, raise a problem, ask
questions, and show consent using online tools. Our study contributes
online tools that influence psychological safety factors, corresponding
levels and behaviours.

Keywords: Online retrospective · Agile retrospective · Psychological
safety · Online tools · Online meetings

1 Introduction

Practising agile retrospectives helps the participants to reflect & learn from
the experience [20], be more collaborative and contribute to work [18]. Also,
it outlines the problems in workflow, makes transparent the work process [20]
and overcomes efficiency loss challenges (rise in customer requirements, product
complexity and prevention from competitive pressure) [6]. The new normality
has pushed agile retrospectives in an online environment [4].

A psychologically safe environment is one key prerequisite for successful agile
retrospective sessions, as indicated in the Prime Directive1, widely embraced by
agile software development teams. Safety is a state of mind that lets human

1 https://retrospectivewiki.org/index.php?title=The Prime Directive.

c© The Author(s) 2022
V. Stray et al. (Eds.): XP 2022, LNBIP 445, pp. 35–51, 2022.
https://doi.org/10.1007/978-3-031-08169-9_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-08169-9_3&domain=pdf
https://retrospectivewiki.org/index.php?title=The_Prime_Directive
https://doi.org/10.1007/978-3-031-08169-9_3
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beings sense their protectiveness from danger [31]. Psychological safety is a com-
mon belief where individuals or participants feel mentally and emotionally safe
and willing to share their opinions with others in a group [8,16]. It ensures par-
ticipants feel included, can be themselves and enhance their work engagement
within a team [16]. Psychologically safe team participants are inclined to be
efficient and act responsively in the meetings. They are actively collaborating,
contributing and helping their peers to solve problems [8,9,16].

While it is challenging to create a psychologically safe environment when soft-
ware development teams are co-located, it becomes more demanding when agile
retrospectives are conducted fully online. In online agile retrospectives (OARs),
team members use tools provided by the online meeting platform to communi-
cate. The online tools include video or teleconferencing, breakout rooms, chat
and digital boards [10,29]. Video or teleconferencing tools offer good support
to run the online session [17]. The usage of these online tools during OARs can
play a vital role in the psychological safety level of a team.

For example, a participant could use an audio or chat window to express
opinions [9] on other participant’s opinions about What went well? What did
not go well? and What could be done? to obtain improved sprints [18]. Doing so
reveals that the participant is psychologically safe, feels included, and contributes
to the team. Then a vote or emoji as an online tool allows a team member [12]
to express decisions and emotions about the sprint. In a parallel and efficient
way, while the participant is speaking during the OAR, a team member could
use (raise hand ) [9] to ask a question or raise a problem [1]. It provides the
team to reflect, learn and express faster about the sprint [19] and ensures that
participants are psychologically safe [16]. Whereas often, the unsafe participants
are hesitant to express themselves. However, they can be anonymous and express
their emotions with votes or emojis.

Few studies mentioned psychological safety explored during online meetings.
A software engineering study mentions psychological safety in teams and the
norm clarity. The paper outline importance of adopting various norms that could
contribute to a safe psychological ambience [23]. Also, a recent study describes
psychological safety impacts on agile software development team performance.
It might be either directly or indirectly through team reflexivity [3]. Still, there
is a lack of studies investigating psychological safety in OAR.

Hence, the research questions formulated for this study is: RQ: How does
the usage of online tools influence psychological safety in online agile
retrospectives?

The paper is structured as follows. Section two describes the online agile
retrospective, psychological safety levels, behaviours and factors. Also, the online
tools influence the essence of psychological safety in online meetings. Then in
section three, we describe software company information, the data collection
and analysis procedure. Section four findings outline the five stages of OAR.
In each stage, we found the usage of online tools that influences psychological
safety factors, corresponding levels, and behaviours. Section five discusses the
specificity of online agile retrospectives, including the meeting content conducted
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with online tools. Section six concludes the study with the inclusiveness of online
meetings and their linkage to psychological safety as an interesting future study.

2 Background and Related Work

2.1 Online Agile Retrospective (OAR)

The idea of conducting a retrospective with participants is to collect infor-
mation and notify those areas that need closer attention [18,19]. Hence, that
improves the team’s productivity and performance [20]. OAR help participants
acquire knowledge gaps existing in the sprint before the next learning sprint
begins [4] and insights about the learning activities [14]. During a retrospective
session, the objectives or tasks are re-evaluated and then outlined in front of
participants before the next iteration [18,26], which leads to an improved prod-
uct or service development life cycle [19]. Online retrospective participants use
video/teleconference channels to contribute to the reflection of the iteration with
other participants. The participants also share the time, location and duration of
the retrospective [26]. A team can learn from the experience and share learning
with other participants [20]. In retrospect, asking questions and raising a prob-
lem is common to learn from other participants [18]. One participant to facilitate
the meeting must be present during the retrospective. They help to moderate the
communication between the satellite participants [26]. A crucial thing to note
during the OAR is to schedule it in advance. OAR is planned previously in online
settings, as participants could vary with the working hours and time zones [4].
Online retrospectives cannot be very spontaneous, as different time zones could
vary in hours, and the setup of video/teleconference is mandatory. The online
environment could require time to set up the internet and other online tools [26].
In OAR, participants must contribute to work by sharing an opinion or asking
a question about the previous iteration cycle [11]. In doing so, the participant
should feel safe presenting the work [31] and help peers learn better about the
iteration [19].

2.2 Psychological Safety

Psychological safety is a shared or common belief where individuals are will-
ing to share opinions, feedback, information, mistakes, raise a problem, ask a
question, or even disagree with participants without fear [5,8,9]. Figure 1 pro-
vides psychological safety levels and behaviours. It is an unsaid belief within
participants about feeling safe to be (1) included, (2) learn, (3) contribute, (4)
challenge the status quo [5] while working with others.

1. Included: This initial psychological safety level describes the acceptance of
the participant to the workgroup, team or environment gathered by various
humans who are willing to be together. Once a participant is safe to include,
he/she gains acceptance or admittance to the group and attention from oth-
ers. Feeling included is the opposite of being ignored or rejected by others
who are willing to be together in the same environment [5,8,16].
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Fig. 1. Psychological safety [5,8]

2. Learn: The second level is the feeling of being safe to engage and learn with
others. Participants need to be heard and engaged by asking about some
information, experimenting or making mistakes to discover something. This
learning passage helps participants harness confidence, independence, and
resilience [5,8].

3. Contribute: Compared to the previous level, participants are more active
with others and observed as qualified contributors. They demonstrate com-
petence in the environment and usually are free to contribute. Participants
expected contribution is visible at this level [5,8].

4. Challenge the status quo: At the final level, a participant is confident
enough to challenge the ongoing situation in the environment. It requires
courage and proper time to speak the truth when something needs to change
or alter the current situation. Participants at this level are confirmed about
the facts and could rank themselves in a creative process of contribution [5,8].

2.3 Psychological Safety Factors

Four factors influence psychological safety: trust, mutual respect, constructive
response and confidence [7,8].

– Trust: It is a situation when participants have faith in peers. It is the men-
tal attitude of participants that provides a comfort zone for others [7,8]. A
study by Duehr et al. [6] claims that trust among participants provides clarity
and understanding of work objectives during an OAR. Also, trust leads to
increasing the transparency and contribution of information.

– Mutual respect: This factor leads to caring for each other and encourages
a psychologically safe environment. It might be that there are issues inside
a team [3]. However, mutual respect provides being tolerant of dealing with
each other’s responses and behaviours [7,8].

– Constructive response: A response provided on the mistakes or errors that
help a participant improve without feeling discouraged. Errors are typical but
should not lead to rejection and discouragement in a team [7,8].
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– Confidence: It is a clear state of mind believing someone or something is
correct, even if the evidence is entirely lacking. It is the ability to assure that
something is correct [7,8].

With the factors mentioned above, participants are willing to be open about
the actions they intend to consider and have a feeling of invulnerability in the
group. They can share their beliefs without being scared. As a result, information
and knowledge are transparent and circulate in a group [5,7,8].

2.4 Online Tools

Online meetings are comfortable if participants know or have met each other in
person previously. There is a feeling of being connected to other peers, as faces
and characters exist behind the names displayed during online meetings. The
trend of meeting with online participants is increasing after the pandemic [1,10],
which increases the use of online tools [22]. Below is a list of tools embedded
in online meeting platforms that may influence psychological safety in an online
environment [9].

– Video: The video is one of the known tools used during an online conference
[1,10]. It replaces the physical essence of face-to-face conversation and cre-
ates an environment that leads to enhanced interaction with the participants
[9,28,29]. Some participants blur the background or adapt to a banner or
theme behind the face because participants do not want to share the room or
background [22]. Video dramatically relies on the internet bandwidth. Break-
ing down or slowing down the internet, meaning participants can see the held
faces [29]. A speaker should be encouraged to turn on the video and, if the
rest participants prefer, should be allowed to switch it off [9]. Video with-
out audio could be challenging to decipher [25] in the case of silence during
the meetings. Participants in the meeting could hold silent for a few seconds
[15], and then someone brave enough to break it and present their thoughts.
Otherwise, a facilitator should be present at the moderate session [9]. The
facilitator could turn on/off the video and the audio to make it comfortable
for other participants.

– Audio-only: Audio helps make the session interactive during the meetings
[10]. Crucial is paying acute attention to the speaker to avoid misinterpreta-
tion of what the speaker wants to express [28]. For example, a raised question
could clear doubts if there is a misunderstanding. Participant’s must not mis-
judge the silence when there is no audio. A participant’s silence could mean
either Yes or No. To overcome, a checkmark is helpful during the meetings
[9,12].

– Checkmark (Yes/No): Participants who prefer to be silent could use the
checkmark to present their opinion. Usually, the tick (�) sign represents the
Yes, and the cross (X) sign represents No. These checkmarks act as an agree-
ment or disagreement with the presenter’s voice. However, checkmark has a
problem; fully agreeing or disagreeing with speakers’ information. Checkmark
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is not helpful to present partial agree or disagree opinions. To overcome this,
polls or chat should be used [9].

– Polls/Votes: This online tool improves the shared feedback from participants
[29]. However, some participants could be afraid of displaying their names in
the poll. In order to make these psychologically safe, anonymous polls/votes
provide a fair outcome and valid opinion [9,12].

– Chat: Chat is an excellent tool for interaction (such as the risk of asking
a question, expressing an opinion or raising a problem). However, messages
could also distract from the speaker’s conversation if the text is too long.
Messages could become spam if they are redundant and not precise. Hence,
participants should be aware of the length and quality. Chat should be applied
if it is needed to share the information [9].

– Breakout rooms: Breakout rooms inside the online meeting provoke natural
and safe conversation [29]. These rooms are safe spaces where it is possible
to take the risk of raising a problem or making mistakes with a small group
and seek feedback. A structured breakout room [29] involves participants
interacting about a specific task or topic [9]. Often peers are comfortable and
feel included in breakout rooms. Also, in breakout rooms, participants might
know peers and could test, validate, and re-build the concepts [9].

– Emoji (e.g., raise hand ): Emoji functions to interact (raising a prob-
lem, opinion or seeking information) with peers. However, participants should
think wisely before using them. At some point, an emoji could also create an
insecure environment at some speaker’s presentation [9,12].

– Digital board: Digital boards are online tools that let participants com-
ment, chat, reflect and share opinions on the task [24]. For example, Parabol,
Retrium [27], Atlassian, or Mural digital boards conduct agile retrospectives
with remote participants supporting psychological safety.

As far as the authors are aware, no study focused on how the usage of online
tools can influence the psychological safety of participants of online agile retro-
spectives. Our study aspires to address this knowledge gap.

3 The Research Approach

A case study is an appropriate methodology to answer “how” research ques-
tions [30]. To answer our RQ, we conducted a case study of a research and
development team of a sub-branch of a major multi-national software company
(company name omitted due to anonymity agreement). The software company
offers a solution for cybersecurity, business intelligence, enterprise resource plan-
ning, customer relationship management, and system and service management.
This sub-branch also helps other companies in the digitalization and innovation
processes.

https://www.parabol.co/blog/remote-team-psychological-safety/
https://www.retrium.com/ultimate-guide-to-agile-retrospectives/psychological-safety
https://www.atlassian.com/team-playbook/plays/retrospective
https://www.mural.co/blog/psychological-safety-for-imagination-work
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Table 1. The recorded online sessions

Session Description Duration Participants involved

A Online group interview 45min Product manager & 2 team leaders

B One recorded OAR session 75min 11 participants & 1 team leader

C Online interview 25min Product manager

3.1 Data Collection

Due to the COVID-19 pandemic situation, we collected the data in an online
settings. Table 1 presents the data collected in the case study and the data
collection methods used.

– Session (A): It is an unstructured group interview session conducted to
collect contextual information about the software company, the team studied
and how they are doing agile software development. This recorded session
displays various questions and answers with the product manager and two
leaders.

– Session (B): It is a complete recording of an OAR session of the team at
the end of one Sprint. The recording was done by the team and handed over
to the researchers. The researchers were not present at this OAR session.

– Session (C): It is an unstructured interview session with the product man-
ager who directly manages the studied team. This session helped clarify the
data gathered in the previous two sessions.

3.2 Data Analysis

We found various instances of interest from OAR showing the psychological
safety of the bracketing technique as a research approach. It is a technique that
has been applied increasingly in qualitative research studies [13]. It is the art
of picking various episodes of interest from an event and probably, clustering
later those instances into another event [13,21]. It is helpful where key sections
of importance exist in the entire event. They could be diverse and assorted
but are topics of interest. The researcher should describe precise breakpoints
for the different instances of the event. The instances found were time-stamped
and coded into transcripts using NVivo12 software, a qualitative data analysis
software.

– Session (A): This session revealed insights about the work routines of the
studied team and agile practices involved in the online settings. The company
performs various agile practices; sprint planning, standup, retrospective and
low-level design meetings. The research and development participants are
involved in OAR. Often, the service support members also take part in the
OAR. The retrospective lasts between 60 to 75 min. The software company
uses the digital board Parabol and the Microsoft Teams for conducting OAR,
as shown in Fig. 2.

https://www.qsrinternational.com/nvivo-qualitative-data-analysis-software/support-services/nvivo-downloads
https://www.parabol.co/agile/retrospectives/
https://www.microsoft.com/en-us/microsoft-teams/group-chat-software
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– Session (B): We found various thematic codes corresponding to OAR. It is
a method of systematically identifying themes or patterns across qualitative
data [2]. The thematic codes trust, mutual respect, constructive response, con-
fidence, opinion, information, facilitator, included and contributed emerged
under the psychological safety and icebreaker, reflect, group, vote and discuss
under the stages of OAR. Under online tools, we found many thematic codes
such as video, screen-share, audio, text and emoji.

– Session (C): While analysing the OAR, various questions occurred about
the participants, process and OAR. All notes questions, later in the interview,
were asked “Who was the person leading the retrospective meeting? If he is not
a scrum master, then? Who all are involved in the software development?”
to the project manager.

Fig. 2. Online tools (Left-side: The shared screen of Parabol via Microsoft Teams,
Right-side: Microsoft Teams)

4 Psychological Safety in OAR

Parabol is an agile meeting tool that provides a digital board helping remote
participants to connect, reflect, and monitor the work progress. The board con-
sists of five stages, in sequential order: Icebreaker, Reflect, Group, Vote, and
Discuss, shown on the left side of the Parabol (see Fig. 2). The participants start
with the Icebreaker stage and conclude the retrospective with the Discuss stage.
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Fig. 3. Icebreaker stage (The shared screen of Parabol via Microsoft Teams)

4.1 Icebreaker Stage

It is a warm-up stage. In this stage, all participants answer one from the 237
icebreaker questions provided by the digital board. The facilitator shared the
screen using Parabol and Microsoft Teams (Fig. 3), where the question “What is
a food, smell, or sound that you associate with where you grew up” was displayed.
Each participant got a few minutes to answer this question, one by one. During
this stage, the participants had the video off, their avatars or photos with
their names were visible on the shared screen, and they used audio for verbal
responses. We identified the following instances of interest in this stage.

Concerning psychological safety, first-level included. All participants had
the feeling of being accepted to OAR. One participant verbally raised a prob-
lem- “sorry, can anyone please share the Parabol link with me? My link is not
working”. The facilitator then shared an opinion- “yes” and used text to re-send
the link. This behaviour gives the participant a safe feeling of being included at
the OAR. Also, peers show mutual respect by waiting till everyone is on-board.
After a few seconds, the same participant realises that a technical problem exists.
The participant boldly explained the information- “I have reset the password and
laptop, but still have some technical issues”. The online tool was not working.
However, it was essential to respect the OAR schedule and other participants.
Hence, the Facilitator gives a constructive response and shares the opinion- “I
think we can start the meeting, and once you join” Parabol, “you can be in the
Icebreaker question list”.

In some instances, psychological safety could be challenging. A participant
should not ignore and must reply to the facilitator’s question if asked. Regard-
ing psychological safety level included. A participant during the OAR did not
answer the question. The facilitator called a participant’s name during his turn
“we cannot hear you if you are talking”. The participant’s photo with the name
was visible on the shared screen, but no replies. It breaks the trust and mutual
respect when peers want to contribute during OAR. To overcome if the partic-
ipant cannot answer, should share information, and raise the issue by chat or
breakout room to convey the problem. When there was silence for a short while,

https://www.parabol.co/resources/icebreaker-questions
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and participant did not responded. Another participant shared information- “he
is busy, he is in another meeting, but not attending this meeting” using audio.

Concerning psychological safety, third-level contribute using available
online tools. The facilitator takes a significant responsibility to run the OAR.
Also, ensure that every participant is online connected to Parabol and con-
tributes- “Please let me know when you finish. Thank you”.

A participant involved self-referential humour that created a joyful atmo-
sphere during the OAR. Sharing a joke about oneself could make participants
laugh. Concerning psychological safety, level contribute. A participant verbally
shared information- “I hope it is not a cliche, I still enjoy it”. The facilitator
shared the opinion- “It is a bit of a cliche, I would say,” and in return, the
participant laughed at the opinion- “Haha”, and other participants also laughed
“Haha”. Later, other participants shared similar information- “The smell of fer-
tilisers from the cow and the sound of (cows and cock) come at 4:00 am when
you still have one more hour to sleep, but you cannot sleep. Haha”. One partic-
ipant used another online tool, which was a funny image or picture, to share
an opinion in the chat window.

Concerning psychological safety level contribute. There was a voice break
instance when a participant spoke and shared the information about the ice-
breaker question. However, the other participants and facilitator could not able
to hear. Hence, the facilitator asked, “What?What?..”. To reply the participant
shared information via text in the chat- “I am facing a sudden power cut and
my laptop battery has only 30min left” and sorry, restarting. Peers showed trust
mutual respect and gave a constructive response via text. Some used a check-
mark and emoji (Thumbs-up or like: ) to give a constructive response to
the participant’s message.

4.2 Reflect Stage

Compared to the previous stage, this stage was challenging to analyse. Each
participant must carry an individual reflection about the previous iteration cycle
without interaction. Participants used the digital board and wrote down their
thoughts on small (post-it notes) cards. Hence, silence existed during this
stage. OAR was ongoing on Microsoft Teams, with avatar/photo with name
visible on the facilitator shared screen. Concerning psychological safety level
included. The facilitator shared the opinion- “when you finish writing, please
click on the button so that we can move on to mark the end of this stage and
start the next one”. It showed a sign of psychological safety where all participants
were included and shared reflection.

4.3 Group Stage

The group stage is similar to the previous stage. Less audio interaction. The
facilitator shared a screen with the digital board, which displayed all the
inputs. The digital board displayed text inputs and the facilitator clustered
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Fig. 4. Group stage (The shared screen of Parabol via Microsoft Teams)

them into four columns (Plus, Delta, Ideas, and Flowers) evident from Fig. 4.
Each column had a question or topic (What worked well? Things to improve,
New things to introduce and Thank the team members who helped) that par-
ticipants addressed. With respect to psychological safety level contribute. The
participant text was written on various cards and placed under the four columns.
The facilitator sought the participants feedback by asking the question- “Should
we put the..” digital post-it cards “in the sprint? or..”. Some participants con-
tributed by giving their consent- yes and some replied by remaining silent
and letting the facilitator continue to arrange the cards under the columns.

4.4 Vote Stage

Participants vote at this stage. The facilitator shared the screen with all
the voting options and used audio as an online tool to explain the cluster of
cards one by one. The participants used emoji (thumbs-up or like: ) on
the digital post-it cards to vote. A negative factor is a finger-pointing or
being accused, is not a good practice during OAR. It tampers psychological
safety. If done, participants might feel unsafe and less motivated to continue the
OAR. Regarding psychological safety, level contribute. A participant finger
pointed and asked - “who did not vote? It is exactly one person who did not
vote? Maybe..?” and the peer replied, “I voted”. Again the question was raised.
“OK, if you voted, who did not vote?”. There might have been several reasons not
to vote. Probably not aware of the functionalities of the online tool, or someone
may be new to an online platform. Later a participant shared the feedback -
“maybe someone did not know how to vote. Hence, this resulted in few votes. It
is a constructive response that made OAR psychological safe.

4.5 Discuss Stage

In the final stage of OAR, shown in Fig. 2 left side, participants discussed the
previous stage’s context and the next iteration sprint. This instance existed in
the “cross-team” issue cluster. Concerning psychological safety, level challenge.
One participant challenged the current situation of the cross-team tasks. The
facilitator had a shared screen where participant’s avatar or photo with
their name was visible with Parabol. With confidence, the participant raised
the problem using audio- “I really did not like” and shared the opinion- “Prob-
ably it is a controversial opinion” about the situation, but “it would better if it
is done in the other way”. The facilitator appreciated, “I like your opinion, we



46 D. Khanna and X. Wang

Table 2. Online tools influencing psychological safety

Agile retrospective stages -
Online tools

Psychological safety
factors

Psychological safety level:
behaviour

4.1) ICEBREAKER STAGE -

Screen share, avatar or photo
with name, audio, text, image
or picture, thumbs-up or like
( )

Self-referential humor,
ignoring, silence

Included, contribute

4.2) REFLECT STAGE -

Screen share, avatar or photo
with name, audio, digital post-it

Silence Included

4.3) GROUP STAGE -

Screen share, avatar or photo
with name, audio, text, digital
post-it

Silence Contribute: consent

4.4) VOTE STAGE -

Screen share, avatar or photo
with name, audio, text, digital
post-it, (Thumbs-up or like: )

Finger pointing Contribute

4.5) DISCUSS STAGE -

Screen share, avatar or photo
with name, audio, text, heart
( ), smile face ( ), neutral

face ( ), sad face ( ), flowers

bouquet ( ), fire ( ) and
rocket ( )

Challenge: consent,
contribute

could try to handle it in this way”. While another participant joined the conver-
sation and, with confidence, showed the consent and shared the opinion- “In
the previous sprints, we handled the situation in this way. The wrong part was
that we did it all in the same sprint. However, many jobs were there to do. We
were forced to work across the team”. Finally, to finish the conversation, the first
participant ended up with constructive response and shared the opinion- “OK,
in this context. I agree” to you.

Regarding psychological safety, level contribute. The facilitator presented
three clusters of digital cards. First, a discussion with 21 cards about the “cross-
team” cluster. Then the “sprint” cluster with 16 cards and finally “thanks (mis-
cellaneous)” was clustered with 13 cards. The facilitator read aloud each card’s
content and participants shared their opinions through text and emojis.

As evident from Fig. 2, different emojis heart , smiley face , neutral

face , sad face , flowers bouquet , fire , rocket peers responded
to the facilitator’s question, “Do you want to add something to the cluster of
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cards? If you think something is underestimated”. One participant shared an
opinion using audio, “I think maybe on..card, where i wrote..I work a lot using..”
and another participant with a constructive response, shared feedback - “I think
it is good idea to add”. Finally, the facilitator shared the opinion- “OK, I will
add a task card”.

4.6 Summary

Psychological safety is essential for every workplace. We obtained several
instances of interest by bracketing technique as a research approach. The find-
ing answers the rq: how does the usage of online tools influence psychological
safety in online agile retrospectives? Table 2 presents online tools which influ-
ence psychological safety during OAR. The team preferred video (screen share,
avatar or photo with name), audio, chat (text, image or picture) and emoji as
online tools to moderate the OAR. Instead of video, participants were interested
in keeping the camera off and putting the avatar or photo with the name. The
table also presents self-referential humour, ignoring, silence, and finger-pointing
are the psychological factors and agree as consent or psychological behaviour
that participants practised during OAR.

– It is vital to intermingle with the participants and invest some social time
cultivating psychological safety. Since participants are online, it is crucial
to start the online retrospective by revealing some fun facts for a team to
know peers’ emotional context. The use of an online tool provides a list of
icebreaker questions where each participant can intermingle by responding to
one question and knowing the team and their emotions.

– The team that conducted OAR did not have a scrum master. One person
among the participants took the role of the facilitator and hosted the OAR.
We found out that the digital retrospective board, an online tool, allow a
structured and efficient way to conduct a retrospective, although the team
was missing the scrum master. If the scrum master is not present to moderate,
other participants can become the facilitator using the digital board to run the
OAR. The retrospective board was psychological safe and included different
stages of agile retrospectives.

– We also found that the facilitator sharing screen enhances the team’s will-
ingness to share emotions and contributions during OAR. When the team
members see anonymous input from peers on the digital cards, they are more
motivated to share contributions without fear. Being anonymous gives the
team freedom, confidence, and free to express themselves.

– We discovered it is more convenient for a facilitator to moderate and give
more contributions without hassles using an online tool. The facilitator was
concentrated and involved with the participants due to online functionalities.
For example, using digital post-it notes and commenting on them with partic-
ipants’ emotions and moods saved the facilitator’s time. Hence, the facilitator
invested more time and had feelings of being included during OAR.

https://www.parabol.co/blog/remote-team-psychological-safety/
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– An efficient time control watch is visible on the shared screen with online
tools. In this way, each participant’s input is given equal importance and
considered. Hence, allowing participants a feeling of being included in OAR.
This psychology helps the team to have a control discussion mechanism.

5 Discussion

Participant’s interaction matters most when online with peers [10,28], which
helps influence psychological safety during OAR. Interesting to discuss is the
silence that might occur during the meetings. In terms of psychological safety,
participants’ audio and written text messages are easy to decipher, but silence
being a participant online is challenging. Silence could be consent that is either
yes or no. Short or long enough, silence online could mean differently [15]. Peers
might psychologically feel ignored during OAR. A long silence could be awkward
[15]. However, it could be that the participant is taking time to think during the
reflecting stage 4.2. Whereas during the icebreaker stage,4.1, the participant was
silent and, without informing, was busy in another meeting. To overcome if the
participant is busy, should share information via online tools such as chat or
breakout room to convey the problem to the facilitator.

On the other hand, interaction through audio or writing is crucial [28] to
realise psychological safety. Misinterpretation about silence might occur during
online meetings [15].

Also, if long enough silence exists, the facilitator could raise a proactive ques-
tion, what do you think about the situation? [9] to encourage interaction. Online
tools do give support to factors and raise the interaction among participants.
Suppose participants are introverted and do not like to raise their opinions via
audio as an online tool. The team repeated the pattern of using emojis as an
online tool during the OAR. Emoji could be a powerful way to share the contri-
bution and speak aloud to the participant’s opinion. Participants were able to
present their emotions during the OAR without interrupting the speaker.

Video is one of the most applied online tools [10] during meetings [1], influenc-
ing psychological safety [9]. Instead of video, participants with a photo can use
audio or other online tools to lead an effectual interaction by sharing opinions
and asking questions. An interesting thing to notice was that all the partici-
pant’s video was off for the entire OAR. Still, the participants showed they are
psychological safety by challenging the status quo during the OAR.
Threats: We analysed one OAR with a single case, the external threat to our
study. To what extent does the proposed study apply to other participants
involved in the online meetings. The internal threat to our study is the his-
tory of the participants. Previously, how much they were familiar or acquainted.
Some might acquaint themselves as long time working colleagues who show trust
and respect with peers. To overcome, pre-session gave us insights into the entire
OAR process and its participants. The session involved the project manager and
two teams leaders. Both of them have been working with the company for many
years. Then we also did we did a post retrospective FAQ session 3.2 with the
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team leader, where we asked various OAR questions. We recorded and observed
all three sessions thoroughly to know the in-depth phenomena of psychological
behaviour of OAR participants. Further analysis of other company participants
may be interesting, as switching to other agile software development practices
and remote work might affect the various psychological behaviours.

6 Conclusion

OAR provides an opportunity for participants to learn, contribute, and dis-
cuss iteration cycles if the team feel psychologically safe. This study outlines
how online tools influence psychological safety factors, corresponding levels and
behaviours. Due to icebreaker questions, accessible digital inputs, anonymous
emotion sharing, commenting, and online retrospective facilitation via structured
five stages. For researchers, the study is helpful, as it serves as a base stone that
guides psychological safety research focused on the online perspective. Further
research could be considered the psychological safety levels, factors and online
tools with other online meetings. For practitioners, participants could use the
study during the online agile retrospective and other online meetings and see
if they feel psychologically comfortable contributing and willing to share their
learning.
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Abstract. Effective coordination is the key to successful agile teams. They rely
on frequent interactions and mutual adjustment to manage dependencies between
activities, which traditionally has been solved by co-locating the team. As the
world is adjusting to post-covid work-life, companies are moving towards a work-
from-anywhere approach where workers can choose to what degree they want to
work from home or office. However, little is known about coordination in such
a context. We report findings on developers’ emerging strategies when working-
from-anywhere, from an exploratory case study in Norway, including eight inter-
views. Our study shows that new strategies for mutual adjustment emerged as
teams experimented with different tools and approaches: developers chose tasks
according to location, tasks with vague requirements are performed collocated
while individual tasks requiring focus are best performed at home; large meetings
are virtual, preserving co-located time for collaborative tasks; using virtual rooms
to maintain unscheduled meetings as they communicate mental presence to team-
mates, lowering the threshold for intra-team unscheduled talks. The strategies can
help organizations create a productive and effective environment for developers.

Keywords: WFX ·Work from home · Large-scale agile coordination ·
Co-located ·Mutual adjustment · Unscheduled meetings · Virtual rooms ·
Discord · Slack · Hybrid

1 Introduction

In March 2020, technology companies closed their offices and sent employees to work
from home (WFH), due to the Covid-19 pandemic. While some reported a decrease in
developer productivity a recent study [1] found that many software developers benefit
from WFH, and argued that most developers do not want to fully return to the office,
while at the same time teamwork suffers. Therefore, many companies will opt for a
hybrid workplace – office days mixed with WFH days. Consequently, companies like
Facebook, Twitter, Square, Shopify, and Slack have established policies of long-term or
even permanent working from home [2]. Spotify announced the Work-from-Anywhere
(WFX) policy that allows employees to choose how often they prefer to be in the office
or at home, or somewhere else. At the same time, there is little knowledge about the
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long term effects of WFX. We have little knowledge on consequences for learning,
coordination and solving tasks [1].

In agile teams, work relies heavily on coordination by feedback and mutual adjust-
ment, particularly in meetings and ad hoc conversations [3]. Therefore, distributed agile
teams need an effective coordination structure, with both scheduled and unscheduled
meetings and the right informal collaboration tools to support mutual adjustment [4].
However, mutual adjustment in its pure form requires everyone to communicate with
everyone [5]. Coordination by mutual adjustment is challenging when part of the team
is working full time from home or from the office, or the whole team is working from
anywhere. Also, it is challenging to knowwhat collaboration should occurwhen the team
is co-located, which sometimes is only a few times per week, month, or year. Given that
coordination by mutual adjustment is essential for agile teams, and that more and more
organizations are implementing practices for working from anywhere, we identified the
following research question:What coordination strategies are used by agile teams when
working from anywhere?

To answer, we report empirical insight from a case study on two developer teams in
the company Entur. Since the study is exploratory, we have included both inter- and intra-
team coordination. Section II describes related work. Section III outlines our research
method and case context, followed by our findings. Section V discusses the strategies
found and compares them to related research, concludes our work, and points to future
research.

2 Coordinating Work in Distributed Agile Teams

Agile practices have stretched from the intended ideal of small co-located teams and
reached safety-critical, large-scale, and distributed software development programs.
Effective coordination is the key to success for agile teams in all contexts. A key to
coordination “is managing dependencies between activities” [6]. In agile teams, coor-
dination is exercised through several mechanisms [7]. As agile software development
relies on frequent interactions andmutual adjustment, and since physical distance makes
people communicate less [8], virtual teams need tools that can mitigate the barriers of
distance and reduced communication.

In their study of distributed teams, Stray and Moe [4] found the IM tool Slack to be
one of the most important collaboration and coordination tools. While Slack supported
coordination in the distributed teams, the research by Stray shows that some users were
very active, while others posted very few messages. Further, experienced teammembers
favored messages in open channels while less experienced people favored more direct
messages (i.e.one-to- one communication). At the same time, Slack causes interruptions.
In their study of a globally distributed project, Matthiesen et al. [9] found that interrup-
tions on IM tools were perceived as normal or as negative disruptions, depending on the
quality of the relationships between the distributed colleagues. While tools are impor-
tant, Calefato et al. [10] argue that face-to-face meetings are essential for having more
in-depth discussions. In line with this, Stray [4] found the importance of co-locating per-
manent distributed teams once or twice a year and that themost complex and challenging
meetings be organized during the co-location periods. In global software development,
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the setup is planned and voluntarily. In March 2020 most had to go home. To understand
howWFX can work, there is a need to understand what happened during the pandemic,
and specially why some teams struggled.

During the pandemic, several explanations have been found for why developers
and teams had problems managing dependencies between team members. Examples
are connectivity problem and poor workspace equipment, lack of match of working
hours in the team, and greater difficulty in interpersonal communication [11, 12]. Smite
et al. [1] found a reduced speed of solving tasks resulting from an increased number of
meetings, worse understanding of what is going on in the team, and exhaustion from
running meetings virtually. Furthermore, brainstorming sessions and problem-solving
sessions were reported to be more challenging and to require more time due to the lack
of accustomed whiteboards, possibility to spontaneously connect to the needed people,
and requiring considerably more time to prepare. Finally, developers have stopped pair
programming practices because they lack tool support or are not aware of the status
of other team members [13]. At the same time, many have reported more effective
task solving and work coordination from the home office. Reasons include better focus
time, fewer interruptions, more time to complete work, more efficient meetings, and
a better/more comfortable work environment [11, 12]. Smite et al. [1] found fewer
distractions and interruptions, increased flexibility to organize ones work hours, and
easier access to developers a person depend on to complete the work. While tasks are
solved more effectively, coordination suffers [1].

3 Method

To answer the research question, we conducted a case study, investigating practices in
two developer teams at Entur; a public, mature large-scale agile development company.
We chose this case because Entur is part of an established research program. Entur has
twenty development teams, and each team is responsible for their part of the digital
infrastructure they deliver to the Norwegian public transport system. Prior to Covid-19,
the teams used tools such as Slack, Jira, and Confluence, and material artefacts such as
task boards. The teams chose freely how they go about solving their tasks and rely on
agile methods of choice. As such, there was no one unified agile approach across the
teams. More details can be found in [14, 15].

We followed two teams. Team Alpha (12 members) is responsible for the app used
by travelers. Team Beta (9 members) gathers data from travel companies and structure
them into products that other teams use to build their features. We chose these teams
because we wanted to explore if coordination strategies differed as Alpha hold lots of
dependencies to other teams, while Beta is mostly independent (others are to a large
degree dependent on them). We kept an exploratory approach as we did not set out to
test any specific theory or hypothesis [16] further, we hold an interpretive view in this
study, comprehending the world and its truths as subjective realities [17].

Data collection spannedover threemonths (November 2021 to January 2022), includ-
ing eight semi-structured virtual interviews (86 transcribed pages) and notes from two
virtual stand-ups. In addition, the first author accessed the virtual workspace of Team
Alpha, to observe how members utilized virtual rooms. Analysis was conducted in par-
allel with data collection, with codes rising inductively from data and forming categories
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and phenomena. Nvivo was used for coding and building categories. In March 2022,
we presented the preliminary findings both in text and in-person presentation to the two
teams and facilitated discussions to verify and adjust our findings.

4 Results

According to the company guidelines, the teams decided how to execute work-from-
anywhere as long as they followed national covid-restrictions. In the period of 24th

of September to 30th of November 2021, there were no restrictions. “The offices were
completely open, but many choose to use the home office as themain base [in our team],”
(B1). Team Alpha came to the office 2–3 days per week, except for a few members that
never came in. Team Beta were located in two cities, where three members came to the
office most days in one city, while those in the other city rarely went to the office. Prior
to the Covid-19 pandemic, all developers in both teams went to the office every day.

4.1 Choosing Tasks

When choosing tasks from backlogs, developers take their location into consideration –
whether they are at home or in the office. While co-located, the teams preferred tasks
with an interpretive element, demanding frequent clarifications and discussions. “When
developer and designer spend time together – that is the most valuable office-time. […]
These tasks have waited about a year, which we pick up now that we are hybrid and back
in the office” (A2).

Two criteria are critical when choosing tasks for the home office: One criterion is
that the task needs minor clarifications. “I pick simpler tasks [from the backlog] more
often for the home office. […] These are just-go-and-do-it tasks that we all agree on how
to do,” (A1). Informants in both teams tell a similar story of deliberately picking tasks
with fewer dependencies with low coordination needs. This way, they “gain a feeling of
progression” (B2). Examples of such tasks were bugfixes and small design adjustments.

The second criteria for home tasks is that the task requires uninterrupted focus.
“We had this task where everyone worked alone on sub-tasks. We wouldn’t gain the
same degree of flow if we were at the office, even if we isolated ourselves in a meeting
room. Some tasks are best suited when we can isolate at home” (A1). Despite setting up
barriers to defend against interruptions, like putting up signs on the meeting room door,
co-workers spotted them and found ways to squeeze in a quick talk. It is easier to hide
away at home and stay uninterrupted”. The team also avoids filling up their calendars
with meetings during office days to enable collaborative work. This was a common
opinion for all informants.
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4.2 Use of Communication Tools

Fig. 1. Shows the virtual
rooms and their participants
(pictures are generated by
an AI for anonymity). In
the ‘Team-room’, six
members are present, all
muted but with their
speakers on, simulating
their shared team space at
the office. No one is present
in ‘Do not disturb’. While
two are present in ‘Open
for questions’, they are also
muted. Three members
have a live discussion in
‘One-on-one’ with their
cameras on. The other
rooms, ‘Design’, ‘The
Fashion Room’, ‘Small talk
corner’, and ‘Tech’ are
empty.

Team Alpha uses tools for mimicking their previous co-
located work practices. When the teams were sent home
when the pandemic started, an experienced gamer proposed
using virtual rooms in Discord to sustain quick clarifications
and short exchanges of information the same way online
gamers do. They identified several rooms. A “Team-room”
imitates their shared space at the office where they all sit
together. A room called “One-on-One” imitates meeting
rooms where developers can retreat for private discussions.
“Do-not-disturb” is like a quiet room (Fig. 1).

Observing each other’s presence in different rooms pro-
vides awareness of coworkers’ state of mind. “I can see, for
example, thatMaria and Peter are sitting in another room and
having a meeting. […] you knowwhere they are [mentally]”
(A4). Awareness of what others are doing helps develop-
ers interpret if it is appropriate to approach them. “Discord
matches how we work when we sit near each other in the
office. We can get quick clarifications like ‘can you have
a brief look at this? Looks OK?’” (A1). Knowing when a
person can be contacted lowers the threshold for contacting
them, and helps progress in their tasks. All informants in
Team Alpha told the same story, often using the same words
to describe it.

In contrast, tools like Slack and Teams do not create the
same awareness because there is a mistrust of status indi-
cators (indicating i.e. available when green and busy when
red). Unclear statusesmake it hard to knowwhen co-workers
can be approached/contacted. “You don’t know if you are
interrupting people when you contact them on Slack. […]
you have no idea what they are doing. […] I don’t update
it [my status indicator] much myself. Based on how I use it
myself, I may not fully trust it” (B2). “Yellow or orange or
red… I don’t dare trust them” (B3). As we have seen, Team
Alpha mitigated such challenges by using virtual rooms,
while Team Beta relied on Slack.

Implementing tools like Discord requires experimen-
tation. “In the beginning, everyone had their microphone
unmuted to make it feel like you were in the office, but at
home, you also have other sounds that come from the kitchen
or children or cats and stuff, so it did not work well,” (A3).
Experimentation led Team Alpha to a practice where speak-
ers are un-muted, combined with muted microphones when
members are not speaking. In that way, they can unmute and
ask questions or address someone while everyone hears it.
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When asked if this is annoying for others in the same virtual room, all informants told
us that the practice enabled transparency and opportunities to include oneself. “If you
do not like it, you can always turn off your sound, it will be like putting on headphones
in the office” (A3). “I thought maybe it would be a little tiring, but it’s not. People are
very respectful and do not bother each other” (A4).

An important feature is movingmembers between rooms. “We are all administrators,
so that we can move each other between rooms. It’s convenient if you want to talk to
someone, just enter a room and stick him in there with you and we are off talking. This
is the new way of tapping someone on the shoulder when they have their earphones on
in the office” (A1).

Although it may be true that virtual rooms maintain unscheduled meetings in virtual
settings, things look different on days when the majority of the team is co-located. When
presenting preliminary findings to Team Alpha, discussions revealed that they down-
graded their use of Discord when coming to the office because they physically observed
each other’s mental presence. Those few who worked virtually on such days stopped
relying on the virtual rooms to communicate teammates’ mental presence. However,
they all agreed that on non-office days, Discord was still the “lifeline of operations.”

4.3 Meetings

Unscheduled meetings in the office have transformed into scheduled meetings virtually.
Informants highlight this transition as one of the biggest challenges when working vir-
tually. “In the office, it is easy just to say “hey, shall we do this?” and then you have
sort of made a clarification in 15 s. While digitally, you often end up having to invite
for another meeting” (A4). When virtual, people first ask for a talk, then agree if they
should meet face to face or virtually, then find a time that suits both calendars. Discord
is a way of shortening this process.

While Discord solved the problem of scheduling meetings on team level, the prob-
lem still persisted on the inter-team level.: “…each team is on its own Discord server.
However, collaboration across teams takes place mainly via Slack or Teams. And there
it is again – you have to arrange meetings in advance” (A3).

Even when teams are free to work at the office, inter-team meetings are still chal-
lenging. “On those days we were at the office, the other teams weren’t” (A3). Informants
speculated on various reasons for this: it is more comfortable to go when there are fewer
colleagues to share the space with; the best meeting-rooms are available; it is precious
time for the teams to meet internally and build cohesion. On the other hand, managers
tend to go in on the same days. “Those I need to meet in person [outside my team], I
almost always meet them on Tuesdays and Thursdays [their common office days]. Once
we have started talking in person, it’s easier to take it up again digitally on Slack” (A2).

Interestingly, Team Alpha has concluded that large meetings and retrospectives are
exclusively for home-office. The combination of well-functioning virtual whiteboards,
competition for the best equipped meeting rooms and that teams are seldom present
simultaneously makes virtual meetings easier. “There is always someone with a cold or
has a sick child, or an [private] appointment to run to. There are always at least two at
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home” (A2). Virtual meetings led to higher inclusion as everyone always gets to partici-
pate. Additionally, retrospectives are automatically documented in virtual whiteboards,
whereas they have to convert thewhiteboard in physical meetings into digital documents.

5 Discussion and Conclusion

We have seen how two software development teams over a period of 3 months used
various tools and strategies to cope with working from anywhere. Entur offers a full flex
solution where teams decide themselves where to work from and how many days at the
office. Now, we turn to discuss our research question, what coordination strategies are
used when working from anywhere? Three distinct strategies that emerge from our data,
are summarized in Table 1.

Table 1. Strategies for mutual adjustment when working from anywhere

Strategy Description/Rationale

Work location decides tasks Tasks with vague requirements are performed
collocated because they often require
unscheduled discussions and clarifications,
which are more effective in-person. Individual
tasks requiring focus are best performed at home

Unscheduled meetings are maintained in
virtual rooms

Virtual rooms reveal mental presence to
teammates, lowering the threshold for intra-team
unscheduled talks

Meeting type decides location Meetings reporting status are reserved for virtual
time to free up office time for unscheduled
meetings. Those forced to stay at home, for
various reasons, are still included and updated on
important information

Tasks with vague requirements are chosen for office time because they often require
continuous clarifications, joint decision-making, or discussions while working (mutual
adjustment or frequent coordination). Our findings are in accordance with Calefato et al.
[10] who argue that face-to-face meetings are essential for having in-depth discussions.
Co-location seems especially important when tasks require multiple competencies or
domains, for example when a developer and designer collaborate on a task. Being co-
locatedmakes it easier to adjust to each other’s expectations and comprehensions by solv-
ing problems together. Further this practice reduced waiting time and blockages which
is important for effective coordination [7], and reduced communication problems when
solving complex tasks. Teams with communication problems are likely to experience
problems coordinating their work [18]. To secure enough time for working co-located,
large meetings (typically reporting status) and individual work are down-prioritized, and
set aside for the home-office.



Coordination Strategies When Working from Anywhere 59

Unscheduledmeetings are close to the core of mutual adjustment and upheld through
virtual rooms. Being present in a room reveals hints about mental presence that help
coworkers interpret when it is appropriate to approach them – making it easier to reach
out for a quick clarification. For example, when a developer observes a coworker in
a meeting room with their manager, he recognizes that this is not the right moment
to interrupt. On the other hand, if the developer observes them together at the coffee
machine, he can take this opportune moment to interrupt with a quick question. Smite
et al. [13] found that a lack of tools showing status of the other teams members was a
reason for not being able to mimic the old working practices like pair programming.
Further, awareness of what is happening and who is doing what also seemed to initiate
unscheduled meetings. Our findings suggest that virtual rooms through Discord facili-
tates constant informal communication, which improves communication in distributed
agile projects [19]. Increased transparency also builds trust, which is vital for distributed
teams’ success [20].

To conclude, the three strategies affect mutual adjustment by maintaining unsched-
uled meetings and informal talks. This especially holds true in an intra-team setting,
while these strategies seem to struggle in inter-team settings.

Our explorative findings show a need to further understand emerging strategies when
WFX.Especially, investigating how these new strategies differ from those already known
in the fields ofGlobal Software Engineering andComputer-SupportedCooperativeWork
(CSCW). Future research should examine the three strategies in new contexts as they
will change in the coming years. For example, virtual rooms have only been utilized for
a few months in a hybrid setting and will most likely change as teams keep adapting.
Also, what long term effects on processes like user involvement, knowledge transfer and
onboarding new team members are worth investigating.

Acknowledgements. Wewish to thank Entur and the informants for willingly sharing their expe-
riences. Also, we thank Knowit AS and the Norwegian Research Council and for funding the
research through the projects Transformit (grant number 321477) and A-Team (grant number
267704).

References

1. Smite, D., Tkalich, A., Moe, N.B., Papatheocharous, E., Klotins, E., Buvik, M.P.: Changes
in perceived productivity of software engineers during COVID-19 pandemic: the voice of
evidence. J. Syst. Softw. 186, 111197 (2022). https://doi.org/10.1016/j.jss.2021.111197

2. Stoller, K.: Never want to go back to the office? Here’s where you should
work. https://www.forbes.com/sites/kristinstoller/2021/01/31/never-want-to-go-back-to-the-
office-heres-where-you-should-work/. Accessed 18 Feb 2022

3. Moe, N.B., Dingsøyr, T., Rolland, K.: To schedule or not to schedule? An investigation of
meetings as an inter-team coordination mechanism in large-scale agile software development
(2018)

4. Stray, V., Moe, N.B.: Understanding coordination in global software engineering: a mixed-
methods study on the use of meetings and Slack. J. Syst. Softw. 170, 110717 (2020). https://
doi.org/10.1016/j.jss.2020.110717

https://doi.org/10.1016/j.jss.2021.111197
https://www.forbes.com/sites/kristinstoller/2021/01/31/never-want-to-go-back-to-the-office-heres-where-you-should-work/
https://doi.org/10.1016/j.jss.2020.110717


60 T. Sporsem and N. B. Moe

5. Groth, L.: Future organizational design: the scope for the IT-based enterprise (1999)
6. Malone, T.W., Crowston,K.: The interdisciplinary study of coordination.ACMComput. Surv.

26, 87–119 (1994). https://doi.org/10.1145/174666.174668
7. Strode, D.E., Huff, S.L., Hope, B., Link, S.: Coordination in co-located agile software

development projects. J. Syst. Softw. 85, 1222–1238 (2012)
8. Noll, J., Liu, W.-M.: Requirements elicitation in open source software development: a

case study. In: Proceedings of the 3rd International Workshop on Emerging Trends in
Free/Libre/Open Source Software Research and Development, pp. 35–40 (2010)

9. Matthiesen, S., Bjørn, P., Petersen, L.M.: “Figure out how to code with the hands of others”
recognizing cultural blind spots in global software development. In: Proceedings of the 17th
ACMConference on Computer Supported CooperativeWork& Social Computing, pp. 1107–
1119 (2014)

10. Calefato, F., Damian, D., Lanubile, F.: Computer-mediated communication to support dis-
tributed requirements elicitations and negotiations tasks. Empir. Softw. Eng. 17, 640–674
(2012)

11. Ford, D., et al.: A tale of two cities: software developers working from home during the
covid-19 pandemic. ACM Trans. Softw. Eng. Methodol. (TOSEM) 31, 1–37 (2021)

12. Oliveira Jr., E., et al.: Surveying the impacts of COVID-19 on the perceived productivity of
Brazilian software developers. In: Proceedings of the 34th Brazilian Symposium on Software
Engineering, pp. 586–595 (2020)

13. Smite, D., Mikalsen, M., Moe, N., Stray, V., Klotins, E.: From collaboration to solitude and
back: remote pair programming during Covid-19. In: Gregory, P., Lassenius, C., Wang, X.,
Kruchten, P. (eds.) XP 2021. LNBIP, vol. 419, pp. 3–18. Springer, Cham (2021). https://doi.
org/10.1007/978-3-030-78098-2_1

14. Berntzen, M., Moe, N.B., Stray, V.: The product owner in large-scale agile: an empirical
study through the lens of relational coordination theory. In: Kruchten, P., Fraser, S., Coallier,
F. (eds.) XP 2019. LNBIP, vol. 355, pp. 121–136. Springer, Cham (2019). https://doi.org/10.
1007/978-3-030-19034-7_8

15. Berntzen, M., Hoda, R., Moe, N.B., Stray, V.: A taxonomy of inter-team coordination mech-
anisms in large-scale agile. IEEE Trans. Softw. Eng., 1 (2022). https://doi.org/10.1109/TSE.
2022.3160873

16. Runeson, P., Höst,M.:Guidelines for conducting and reporting case study research in software
engineering. Empir. Softw. Eng. 14, 131 (2008)

17. Oates, B.J.: Researching Information Systems and Computing. Sage (2005)
18. Marks, M.A., Mathieu, J.E., Zaccaro, S.J.: A temporally based framework and taxonomy of

team processes. Acad. Manag. Rev. 26, 356–376 (2001)
19. Ramesh, B., Cao, L., Mohan, K., Xu, P.: Can distributed software development be agile?

Commun. ACM 49, 41–46 (2006)
20. Moe,N.B., Šmite, D.: Understanding a lack of trust inGlobal Software Teams: amultiple-case

study. Softw. Process Improv. Pract. 13, 217–231 (2008)

https://doi.org/10.1145/174666.174668
https://doi.org/10.1007/978-3-030-78098-2_1
https://doi.org/10.1007/978-3-030-19034-7_8
https://doi.org/10.1109/TSE.2022.3160873


Coordination Strategies When Working from Anywhere 61

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Agile Processes



Roles of Middle Managers in Agile
Project Governance

Maduka Uwadi1(B), Peggy Gregory1, Ian Allison1, and Helen Sharp2

1 University of Central Lancashire, Preston PR1 2HE, UK
{mcuwadi,ajgregory,iallison}@uclan.ac.uk

2 The Open University, Milton Keynes MK7 6AA, UK
helen.sharp@open.ac.uk

Abstract. Project governance is an important activity in agile soft-
ware development (ASD) projects for project success. Middle managers
are part of the governance structure in ASD projects. Despite the effi-
cacy of project governance and existence of middle managers in agile
teams, project governance and middle management in ASD projects are
under-researched. This multiple-case study investigates the roles of mid-
dle managers in agile project governance activities within two Nigerian
ASD projects through the lens of activity theory. We collected data in
semi-structured interviews, observations, questionnaires, and company
documents. Our findings show that middle managers performed 25 roles
related to planning and coordination for project alignment and execution,
continuous improvement and organisational change, agile and technical
leadership, monitoring, and capability building. We conclude that mid-
dle managers are pivotal to project governance practice and the effec-
tual functioning of agile teams in ASD projects. The study will help
agile practitioners to better understand the roles of middle managers in
agile project governance. Results from this work contribute to the ‘mid-
dle management in agile’ debate and offer an alternative view that may
change beliefs about middle managers in agile project settings.

Keywords: Agile project governance · Middle managers · Agile
software development · Activity theory · Interpretive case study

1 Introduction

Project governance (PG) is an important but complex activity performed dur-
ing agile software development (ASD) projects, and encompasses the necessary
oversight, processes, tools, manpower, and support to accomplish projects [23].
Despite its importance, PG vis-à-vis ASD projects, is under-researched and not
fully understood [13,23].

Middle managers (MMs) in ASD projects participate in project activities,
relay senior management (top management) directives to lower-level personnel,
ensure implementation of directives in projects, and communicate implementa-
tion progress reports back to senior management (SM). MMs in agile teams may
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include Scrum masters as gatekeepers and product owners as stakeholder repre-
sentatives [29], as well as line managers [1]. Although MMs exist in agile teams,
there is a lack of clarity about the role of MMs in ASD projects [12,24], and
Barroca et al. [6] show this is one of the top ranked challenges affecting agile
teams. Agile projects are considered lightweight, self-organising, and flexible,
hence practitioners question how ‘management’ and ‘governance’ fit in. Middle
manaager (MM) role uncertainty may generate tensions within agile teams dur-
ing task execution [12], thereby threatening team stability and project congruity.

To shed light on this topic, this study seeks to answer the question: What are
the roles of middle managers in agile project governance? To answer, we conduct
case studies of PG activities in ASD projects within two companies: HOLDCOY
and BANKCOY, in order to determine the roles of MMs in agile PG.

This article is an extended version of [32], which presented preliminary find-
ings from a single case study. In this extended article, we include further empir-
ical data from additional interviews and observations conducted in the first case
study and findings from a second case study to present a composite thematic
model of middle management roles in agile project governance (PG).

2 Related Work

PG is the “framework, functions, and processes that guide project management
activities in order to create a unique product, service, or result to meet orga-
nizational strategic and operational goals” [28, p. 4]. In project management,
governance includes “the set of policies, regulations, functions, processes, pro-
cedures and responsibilities” that are involved in establishing, managing, and
controlling projects, programmes, and portfolios [2, p. 8]. PG is an important
project activity with the capacity to advance project performance and success. It
provides SM with crucial information to make informed investment and risk deci-
sions regarding projects, while allowing developers to build products iteratively
and incrementally under conditions of uncertainty [16]. PG enables operation
of governance mechanisms, roles, and metrics, which allow project personnel to
monitor project performance and risks in order to realise business value [31].

Kujala et al. [21] derived a six-dimensional PG framework, which Lappi et
al. [23] synthesised with findings from their review of 42 agile studies to develop
a framework conceptualising agile PG in six PG dimensions, viz., goal setting,
incentives, monitoring, coordination, roles and decision-making power, and capa-
bility building. This agile PG framework by [23] answered the question: “What
is agile project governance?” in Lappi [22]. The six PG dimensions include activ-
ities, agile practices, and roles that are utilised and performed by various actors
in agile PG [23]. For example, agile PG actors include the project manager: acts
as coordinator or administrator of agile team; agile coach: supervises agile capa-
bilities in agile team; and Scrum master: manages team performance and sprints.
They did not discuss the actors in the context of organisational levels they belong
to, hence middle management was not considered. However, the study calls for
further research to better understand agile PG across organisational levels and



Roles of Middle Managers in Agile Project Governance 67

its pervading effects in organisations; “from top management via projects to
individuals” [23, p. 54]. The authors also highlight weak organisation-project
strategic connections as an agile PG issue and the need for further research to
examine how PG structures and practices can help strengthen such connections.

Middle managers (MMs) are the intermediary workforce that link SM with
other teams that operate in the lower echelon of an organisation [5]. They occupy
the middle-level position in an organisation’s governance structure, reporting to
SM who provide strategic direction, and serving as nexus between SM and the
workforce that executes core tasks at project-level [5]. In essence, MMs receive,
consume and transmit strategic directives in top-down fashion, perform and
oversee implementation activities, and communicate implementation reports to
SM. According to Cheng et al. [8], MMs are subordinate to SM and supervise
at least two layers of lower-ranking staff. Still, the positions “in the middle”
may vary depending on organisation size and context [4]. For instance, several
layers of people may be positioned “in the middle” in large organisations, and
in the wider organisation they are all regarded as MMs. Smaller organisations
may have fewer organisational levels and few people in the middle echelon.

Kalenda et al. [19] argues that agile teams are no longer expected to be
managed by MMs. MMs are seen as liabilities to organisational agility because
they tend to resist change and agile transformation initiatives [19]. Neverthe-
less, there is ‘management’ and ‘leadership’ in agile settings. Parker et al. [27]
suggest when a manager embraces agile practices, the manager can become an
adaptive leader while managing the agile team. Little is known about MM role
in ASD projects [6,12,24]. Hoda et al. [17] examined self-organising roles in ASD
teams and identified several self-organising roles that exist within agile teams,
viz., mentor, coordinator, champion, promoter, translator, and terminator. They
highlighted positive influences of SM in supporting self-organising agile teams,
however, the role of MMs was not considered in the study. Shastri et al. [30]
examined the “agile manager” role in agile project management in a generic
context without specifying the managerial level. They identified four agile man-
ager roles: coordinator, mentor, negotiator, and process adapter. Moe et al. [24,
p. 16] mentions “Redefining the managers [sic] role” and “Right level of respon-
sibility” as major barriers to effective functioning of self-organising teams, thus
highlighting issues in ASD projects, which includes issues associated with mid-
dle management and governance. There is also a lack of understanding as to the
decision-making power of MMs, and the legacy roles required in ASD projects
[24].

Regarding impact of MMs in ASD projects, Russo [29] reports in an agile
transformation study that MMs were taking the roles of Scrum masters and
product owners. They were ranked above developers. The MMs were hands-on
in mediating between SM software expectations and daily development issues to
develop a desired system. SM valued the domain knowledge and adaptability of
the Scrum masters, who also served as gatekeepers that focused on agile values in
the project environment. Scrum master leadership skills were also vital in deal-
ing with various day-to-day project issues. Product owners ensured alignment
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between stakeholder expectations and completed software features. Hermkens
et al. [15] argue that MMs will remain instrumental to organisational agility,
albeit this brings changes to the role of MMs. [15] therefore calls for research to
ascertain the impact of the agile approach on the middle management role, as
well as ascertain the roles of MMs that are most contributory to organisational
agility.

3 Research Design and Case Description

This study adopts a qualitative and interpretive multiple-case study design. This
is well-suited because it puts the researchers in the world of the study partic-
ipants living the PG and middle management experience in the ASD project
settings, thereby allowing them to interpret the views and experiences of the
participants [33]. Case study design was selected because case studies are rec-
ommended when prior research is limited and under-researched [7]. In addition,
case studies are particularly suited for practitioner-oriented studies aiming to
address “practice-based problems where the experiences of the actors are impor-
tant and the context of action is critical” [7, p. 369], which applies to this study.
Multiple-case design provides broader picture of issues in different organisations,
which strengthens evidence and generalisability of findings [7]. A case study pro-
tocol was used as the agenda for inquiry at each case organisation.

Agile PG is complex and multifaceted in nature given that it involves multi-
ple actors, processes, tools, and socio-technical interactions aimed at achieving
project success [23]. Consequently, our study demanded a flexible socio-technical
theoretical framework with expansive analytical and interpretive power; activity
theory lends itself to these demands [11,18,20]. Activity theory was used as the
principal theory to develop an Activity-oriented Project Governance (APGov)
conceptual framework (Fig. 1) to aid data collection, analysis, and results inter-
pretation. In this present article, we only report on division of labour in relation
to the roles of middle managers (MMs) in the agile PG activity. The unit of
analysis for this study is the PG activity, which has ASD project as the main
governance object, and middle management as one of the activity actors.

Data was collected from two companies between February and March 2020
and it involved 20 semi-structured interviews, three project team meeting obser-
vations, company documents, and questionnaires (which were only used to collect
qualitative data about the companies and their ASD projects). The interviews,
observations, and administering of questionnaires were performed by the first
author. The use of semi-structured interviews facilitated information elicitation,
interview question adaptation, and further probing, which helped to obtain first-
level constructs (facts) and interesting insights from participants. Interviewees
included three members of SM, ten MMs, and seven members of lower-level work-
force (LOW) so as to obtain a variety of perspectives. Interviewees were asked to
reflect on past project events. We used observations to complement other data
sources and facilitate discovery of occurrences, subtleties, and actions in the
cases [7]. For observations, we employed direct non-participant observation app-
roach [9], and took ‘outside observer’ role [33]. Only one company was observed
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Fig. 1. APGov framework [32]

because the project in the second company was already completed at the time
of data collection. Observations in the observed company were limited to three
project team meetings due to the COVID-19 outbreak. Use of observations in
one company did not affect overall results from both companies: observation
data substantiated other collected data. For more sample population details,
interview protocol, and other data sources details, visit https://bit.ly/3uL1Ryl.

Data analysis was performed using thematic network analysis [3]. A thematic
network consists of (a) basic themes, which are the lowest-order premises found
in the data, (b) organising themes, which are higher-order themes (categories of
grouped basic themes) summarising main discoveries contained in the data [3],
and (c) global theme, which is the superordinate theme that encapsulates “the
principal metaphors in the data as a whole” [3, p. 389]. Interview transcripts
and observation notes were read several times and coded by applying a coding
framework comprised of components of the APGov framework, research inter-
ests, and emerging discoveries from data [3]. NVivo and Microsoft Word were
used to organise text segments into codes, which later formed themes for the
construction of a thematic network interpreting various roles of MMs in agile
PG. All possible roles of MMs referenced in the raw data were coded. This pro-
cess produced a total of 40 codes, which were reduced to 25 basic themes (MM
roles). The basic themes were grouped into organising themes (role categories)

https://bit.ly/3uL1Ryl
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by considering the MMs’ contexts. As a quality check, collected data and anal-
ysis findings were shared with participants. Responses were noted and helped
clear up misconceptions. Cross-case analysis was done to identify similarities
and differences in the MM roles across the two cases. The steps in the analysis
process were performed by the first author and checked by the other authors to
ensure analysis and interpretations accorded with data and research standards.

Two Nigerian case studies involving a financial technology (fintech) company;
HOLDCOY, and a bank; BANKCOY, were undertaken. Both companies were
undergoing agile transformation. The Nigerian technology and finance industries
were germane for this study due to the use of agile development to create and
deploy software solutions for financial services in the region [26]. Brief descrip-
tions of each case organisation will now be given.

HOLDCOY is a Nigerian fintech holding company that was established in
2008. It has five divisions and several functional areas (e.g., Operational Excel-
lence (OpEx) team), which provide shared services to all the divisions. The
company has used agile methods to implement and govern software projects for
eight years. HOLDCOY’s corporate customers include banks and other financial
services providers. The research in HOLDCOY was limited to analysis of the PG
activity and middle management in one of its divisions: the TECHCOY division,
which was the agile project team executing the ASD project under examination.
The project entailed development of a software to be used by financial services
providers for inter-banking services to their customers and it had been ongoing
for two and a half years. The project used Scrum, Kanban and Dynamic Sys-
tems Development Method (DSDM) in its delivery with modifications tailored
to suit the company. The TECHCOY agile project team performed daily Scrum
meetings in weekly/biweekly sprints, sprint planning, sprint reviews, monthly
retrospectives, and Monthly Performance Review (MPR) sessions. MPR is used
by SM to review, provide feedback, and grade the performance of TECHCOY
agile project team as a whole, as well as the performance of the sub-teams. It
is also used to set, plan, and continuously review monthly project goals in col-
laboration with the TECHCOY agile project team. The observed MPR session
was attended by SM (led by the Group CEO), TECHCOY agile project team,
and other internal stakeholders. The observed daily Scrum and sprint planning
meetings were attended by the TECHCOY agile project team members only.

The TECHCOY agile project team was co-located and cross-functional, com-
prised of 13 persons (ten full-time employees and three interns), which included
three MMs: Head of Operations (P1), Head of Technology and Scrum Mas-
ter (also a senior software developer) (P6), and Head of Business Development
(P7). It was led by a divisional CEO (P9), who is not a MM but a member of
HOLDCOY’s SM team. The agile project team comprised of several sub-teams.
Developers in the agile project team were mostly junior-level developers who
had limited competency and industry domain knowledge. This was a concern.
The developers were not competent to the point where they could perform their
tasks unsupervised, hence middle management closely monitored the project
(using code reviews for example) to ensure the quality and integrity of software
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outputs were not flawed. The agile project team spent project time travelling
between their office and customer offices to collaborate with customer teams.

BANKCOY is a Nigerian microfinance bank that has used agile methods
for software project implementation and governance for three years. The bank
was established in 2008. It implements projects to build software solutions for
financial services to customers. The bank has an IT team of 40 staff which provide
IT services, including in-house software development. The IT team is led by a
Chief Information Officer (CIO) and supported by seven MMs.

The BANKCOY project was an ASD project to build a solution that allows
customers transfer funds from other banks to their BANKCOY bank accounts. It
was completed in nine weeks in 2019 through monthly sprints. The project used
Scrum and Kanban. The agile project team was co-located and cross-functional.
It comprised of 12 full-time employees, including six of the seven MMs: Project
and Change Coordinator (P11), E-channels Manager (P12), DevOps Lead (also
a software developer) (P13), IT Operations Manager (P14), Information Security
and Assurance Lead (P16), and Head of Service Delivery (P18). The CIO (P21)
is not a MM; he is part of the senior management (SM) team.

The MMs were part of the agile project team in each case. The three MMs
in HOLDCOY and six MMs in BANKCOY—all SM direct reports—were the
people officially recognised by SM in each company as the MMs in the respec-
tive agile project teams based on each company’s organisational structure. For
organisational structure diagrams of both cases, visit https://bit.ly/3uL1Ryl.

4 Results

Results show that the MMs performed 25 roles in the two cases during the gov-
ernance of their ASD projects. Comparing and combining the identified themes
in the two cases produced a composite thematic network comprised of 25 basic
themes that represent the roles MMs performed within the agile PG activity’s
division of labour in the two companies (see Fig. 2). The roles were grouped into
five organising themes (role categories): Planning and coordination for project
alignment and execution, Continuous improvement and organisational change,
Agile and technical leadership, Monitoring, and Capability building, and linked to
a global theme - Roles of middle managers in agile project governance. Through
these roles, the MMs supported their respective agile project teams and con-
tributed towards agile PG practice in their respective ASD projects.

There were similarities and differences regarding the MMs roles we found.
We found that of the 25 roles, 24 roles were performed by MMs in HOLD-
COY, whereas in BANKCOY 21 roles were performed by the MMs. Four roles
in HOLDCOY were not found in BANKCOY, i.e., Pastoral Care Provider, Aux-
iliary Resource, Foreseer, and Auditor. One role in BANKCOY was not found in
HOLDCOY, i.e., Mediator. Results suggest there were no differences regarding
the role categories under which the MM roles were performed in the respective
agile PG activities of the two companies. The following subsections and tabular
figures describe each role under the five role categories. Results show that a MM

https://bit.ly/3uL1Ryl
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Fig. 2. Thematic network of MM roles in agile PG

can perform one or more of these roles in different instances as circumstances
demand during project implementation. Also, more than one MM can take up
the various MM roles regardless of job title.

4.1 Planning and Coordination for Project Alignment
and Execution

In ASD projects, stakeholders need to work together in order to be successful
and accomplish project tasks and goals. Planning, coordination, and maintain-
ing alignment between and with stakeholders, timelines, and business strategy
throughout project delivery are important for project success. MMs supported
these practices through several roles described in Fig. 3.

4.2 Continuous Improvement and Organisational Change

The MMs engaged in continuous improvement efforts to improve working pro-
cesses and support team productivity. These efforts tended to result in organisa-
tional changes. They engaged in such efforts by performing Process Owner and
Improver, Auditor, Innovator, and Rule-maker roles (see Fig. 4).

4.3 Agile and Technical Leadership

ASD projects involve developing software solutions following a set of work rules,
principles, values, and technical activities to decompose and accomplish solution
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Fig. 3. Planning and coordination for project alignment and execution MM roles

requirements in iterations and increments so as to quickly release good-quality
software that meet stakeholder expectations. In the two cases, middle manage-
ment led the respective ASD teams as Agile Leaders and Technical Leaders.

As Agile Leaders, middle management ensured the agile project teams imple-
mented their projects in accord with the agile approach (P1, P6, and P11).
They helped to keep the agile project teams current regarding technologies they
adopted for project delivery by showing interest in technology trends and keeping
up to date with technologies being used in industry (P6 and P18). They encour-
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Fig. 4. Continuous improvement and organisational change MM roles

aged shared decision-making (P6 and P11). P6 exercised business sense through
his appreciation and understanding of the business opportunities associated with
the ASD project, thereby helping to bring clarity of such opportunities to the
agile project team—opportunities for the company to quickly introduce a new
product to customers through agile delivery and gain advantage over competi-
tors. P1 helped his team to maintain agility by adapting weekly work approaches
when necessary to ensure the team achieved project goals. The MMs engaged
team members with a listening ear and emotional intelligence to ascertain work
situations and personal issues that might affect project delivery (P1 and P6).

As Technical Leaders, MMs (P6 and P13) provided technical leadership by
leading software development in the projects, supporting the agile teams with
advanced technical expertise and hands-on support. P6 ensured work completed
by developers were within project scope and aligned with project expectations.
He ensured technology requirements to accomplish the project were identified
and provisioned, ensuring that all necessary technical considerations for devel-
opment were made in order to achieve expected results. P13 ensured align-
ment between BANKCOY and external vendor technical specifications for their
project.

4.4 Monitoring

The MMs monitored project work and team members’ performance in the PG
activity as Gatekeepers, Goal and Task Inspectors, and Pastoral Care Providers
to ensure the agile project team members accomplished assigned project tasks
and goals as required with healthy state of mind (see Fig. 5).
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Fig. 5. Monitoring MM roles

4.5 Capability Building

MMs were found to contribute towards the capability building and competence
development of members of the agile project teams in the two cases. They did
so by assuming the Capability Building Advocate and Coach roles (see Fig. 6).

Fig. 6. Capability building MM roles

5 Discussion

We have undertaken a multiple-case study to answer the question - What are
the roles of middle managers in agile project governance? The previous section
described results from two cases, which suggest that MMs performed 25 pivotal
roles in agile PG. This section will discuss findings in light of related work.

Comparing our model with the agile PG framework in Lappi et al. [23], the
MM roles and categories are represented in the six dimensions, albeit not in the
same grouping; for instance, coordination (e.g., coordinator), capability building
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(e.g., coach), monitoring (e.g., goal and task inspector), goal setting (e.g., goal
definer and interpreter), roles and decision-making power (e.g., decision-maker),
and incentives (e.g., motivator). Our agile and technical leadership category
fits into the roles and decision-making power dimension, in which Lappi et al.
[23] highlights the adaptive nature of leadership provided by an agile project
manager which is needed to handle seemingly increasing workload due to risks
and greater coordination needs in autonomous teams. As an adaptive leader, the
project manager also serves as coordinator or administrator for the agile project
team [23]. This role interchange behaviour is similar to that of MMs in our study.

Regarding continuous improvement and organisational change in our cases,
MMs facilitate innovation, rule-making, auditing, process and procedural
changes, and retrospectives. These mechanisms allow the project teams to review
and reflect on how they operate and devise and implement improvements and
strategies to address inefficiencies in their work processes, thus affecting not
only their projects, but also PG practice in the organisations as a whole. Our
MMs roles highlight the pertinence of continuous improvement and organisa-
tional change to agile PG. While Lappi et al. [23] categorises retrospectives as
a mechanism within the coordination dimension, our study posits continuous
improvement and organisational change as a possible dimension of agile PG
warranting further research. A hallmark of agility is the continuous affinity for
and responsiveness to change [10]. This should also reflect in the way agile PG
is exercised. From our study, MMs facilitate continuous improvement [15] and
change [1,5], hence contributing to a culture of PG in ASD projects that is not
rigid and static, but one that is dynamic and mutative: constantly evolving so
as to remain effective.

From our study, middle managers (MMs) tend to switch between roles to
cater for project needs that are occasioned by project events. There can be one
or more MMs performing the same middle management role regardless of their
job titles, which is how agile managers tend to operate in agile projects [30]. This
dynamic, instantaneous, and transitory nature of the MM roles in agile teams
during agile PG is characteristic of roles found in self-organised teams [17].

Gatekeepers, such as the MMs in our cases, are viewed as “organizational
actors that sit at the junction of a number of communication channels in such a
way that they can regulate the flow of demands and potentially control decision
outcomes” [14, p. 11]. Hence, a gatekeeper is essentially an entity that controls
‘who’ or ‘what’ is given access to something, or one that controls the advance-
ment of a thing from a particular state or condition to another. In Russo [29,
p. 30], the MMs (Scrum masters and product owners) were collectively desig-
nated the “gatekeepers between the top management directions and the imple-
mentation efforts”. The Scrum masters in particular “acted as gatekeepers, focus-
ing on Agile values” [29, p. 29], which is related to the Agile Leader MM role
in our study and the agile manager mentor role in Shastri et al. [30] in that the
three roles ensure project delivery follows the agile approach. The Scrum masters
were also domain experts [29], similar to our Subject Matter Expert role. The
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product owners represented stakeholders and ensured software outputs matched
user expectations [29]. This is similar to our Product Owner role.

In our study, middle management as a collective ‘owned’ the projects and
acted as single point of accountability and oversight, ensuring tasks were com-
pleted by the right people to achieve stakeholder expectations and best project
outcomes. This is closely related to the ‘single point of accountability’ PG func-
tion in agile settings [25]. Moran [25] argues that ultimately, any agile undertak-
ing (e.g., project) must be traced back to a single person who has access to the
necessary resources and authority to direct activities and can be held accountable
for performance and outcomes. Despite being project owners by SM mandate,
the MMs worked alongside their teammates with a shared project ownership and
team autonomy mindset. For example, P1 believed that for their agile project
to succeed, each person in the agile team had to own the project, as well as own
their respective project tasks: “the only way an agile project can succeed is if
your team members actually own this project and own each task” (P1).

As Strategists, the MMs contributed to strategy making and implementation
efforts within the two companies, as in Balogun [5], which argues that MMs are
enabling and influential in defining and implementing strategy in organisations
due to their intermediary position. This also links with the Coordinator role in
our work in that MMs are intermediaries. As Coordinators, the MMs in our study
coordinated the agile teams’ interactions with internal and external stakeholders
for optimal collaboration to achieve shared project goals. This is similar to an
aspect of the agile manager coordinator role in Shastri et al. [30], where the agile
manager coordinates team collaboration with customers and specialists, as well
as collaboration within and between teams. The boundary spanning position of
the MMs in our study gives them access to knowledge from across intra- and
inter-organisational boundaries, thus providing substantial intelligence for gen-
erating and implementing useful ideas. Projects are apparatus in organisations
that enable transformation of business ideas and strategies into achieved goals.
In agile settings, weak strategic connections between organisations and their
projects is a PG issue [23]. Our study suggests the strategic and coordination
agency of MMs may potentially help strengthen organisation-project strategic
connections in agile settings considering middle management’s frequent partici-
pation in strategic and technical-operational multistakeholder exchanges.

A few other MM roles we found match other findings in Shastri et al. [30].
For example, in our Coach role, MMs train teammates on new software tools for
project work. They provide guidance and assistance while allowing teammates
to own their project tasks. The MMs also assign minor tasks to teammates to
build their know-how and aid their growth. This is on par with the coaching
aspect of the mentor role in [30], which entails guiding and assisting teammates
to complete tasks, and aiding their growth by giving them minor tasks to com-
plete. The mentor role also builds team relations using different means, including
organising team bonding activities. This is close to our Motivator role whereby
MMs support and organise team bonding activities to inspirit teammates. It is,
therefore, noteworthy that as multirole actors, MMs are vital to ASD projects
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and teams. Our study and other recent studies [1,15,29] call attention to the
relevance and evident potential of MMs in present-day agility landscape.

As for limitations, we acknowledge our study involved a short period of field-
work. This was due to COVID-19 pandemic. Still, useful data was collected lead-
ing to the discovery of 25 roles of MMs in agile PG. The nature of qualitative
studies is subjective, however, our use of multiple data sources for corroboration
strengthens validity of findings. The two case studies are limited to companies in
Nigeria and the finance industry. The finance industry is an intensely regulated
industry. The sensitive nature of business activities in such industry may demand
a certain degree of oversight and control, which may influence how governance
is performed and how MMs operate in ASD projects within such contexts. The
small number of companies involved may limit generalisability of findings to our
two cases. Nonetheless, the companies we studied are representative of compa-
nies that use agile approaches, hence companies with like contexts, structures,
and projects may derive instructive insights from our research.

6 Conclusion and Future Work

Our study suggests that MMs are important to agile PG. As conspicuous and
influential actors in agile teams, MMs perform a variety of pivotal roles through
which they contribute to agile PG practice and support the effectual functioning
of agile teams, thereby helping to accomplish mandated ASD projects.

This study has developed a thematic model of MMs’ roles in agile PG that
describes multiple roles, which MMs can perform when working alongside agile
teams and governing ASD projects. It contributes to the ‘middle management
in agile’ debate in hopes of prompting scholarly discussions on the topic. It con-
tributes to filling a gap in knowledge as to the spectrum of middle management
involvement and impact in agile PG and agile teams by offering alternate, clari-
fying, and optimistic views about the middle management role. It adds to studies
on agile PG and MMs in ASD projects, which are limited. The study exempli-
fies the use of activity theory in agile PG research through its application of the
APGov framework, and advances the use of activity theory in ASD research.

Organisations that use agile methods and have MMs may use the model of
MMs’ roles as a tool for (a) creating job descriptions and person specifications
for recruitment of MMs, (b) education and training for continuing professional
development of MMs and aspiring MMs, and (c) ensuring MMs maintain accept-
able levels of job performance in the governance of ASD projects. The model
should help MMs, SM teams, aspiring MMs, agile teams, and researchers to
better understand the roles of MMs in agile PG practice, which may lead to
stronger organisation-project strategic connections and project success, as well
as foster organisational agility, better working relationships between MMs and
their teammates in agile project teams, and further research. We encourage SM
teams to involve agile MMs in strategic exchanges as they may possess unique
technical-operational knowledge and insights regarding project work and com-
plexities on the ground. Participation of MMs in strategic exchanges with SM can
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reinforce project teams’ commitment, dedication, and ownership of ASD projects
to ensure mission-critical initiatives are realised with short time to value.

Future work should further explore continuous improvement and organisa-
tional change as a PG dimension in ASD projects. Also, the roles of MMs in PG
within additional ASD projects in finance, other industries, and other countries
should be examined—with larger sample size—to validate, generalise, or build
upon our findings. To further validate our findings, quantitative research is also
suggested (e.g., determine the relative importance of the MM roles in agile PG).

Acknowledgements. We thank the Agile Research Network for funding this study.
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Abstract. This paper presents the design of eight tools for working
with psychological safety in agile software teams, which were designed in
collaboration with industry practitioners using design science. The tools
were adopted over a two-week period by four Danish industry software
teams and evaluated through team interviews and surveys. Results show
that the designed tools can be successfully adopted and integrated in the
practices of a software team. Participating teams found the tool format
valuable, as it allowed them (i) to engage in discussions they were not
always capable of having, (ii) to find the right shared vocabulary to frame
these discussions, and (iii) to provide them with needed prompts to let
such discussion surface. Finally, teams unanimously reported interest in
the continued use of the designed tools.

Keywords: Psychological safety · Agile · Teams · Design science

1 Introduction

In 1999, Edmondson published her seminal work on psychological safety [6],
defining the term as “a shared belief held by members of a team that the team
is safe for interpersonal risk taking” and laying the foundation for future research
on the subject. Edmondson found that psychological safety existed in most inter-
personal interactions, and that psychological safety was a key component in team
learning and innovation. Fifteen years later Google found psychological safety
to be the most important predictor of team effectiveness [5]. Though psycholog-
ical safety is important to understand and attend to, it is hard to measure, and
even harder to improve. Research on measurements of psychological safety have
been published in the medical domain [16], but research on affecting change of
psychological safety is sparse, especially in the domain of software engineering
[12].

Due to this sparsity, a previous 6-month case study in a Danish software
company was conducted [1], replicating survey and observation methods used to
measure levels of psychological safety in the medical domain [16]. “Triggered by
an industry [. . . ] need that can be addressed by developing an artifact” [17], the

c© The Author(s) 2022
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study included an initial exploration focused on the design of an intervention
through a workshop to affect change in levels of psychological safety.

To reduce the gap identified in [1] and [5], among others, and improve the
understanding of viable practices for working with psychological safety in soft-
ware teams, this paper aims to further explore this topic through the use of
the methodology presented by Peffers et al. [17] for conducting design science
research, hence, by creating, evolving, and evaluating artifacts (tools) to assist
and enable teams to work with psychological safety. In this paper, the term
tool refers to the tangible, descriptive representation of an intervention activ-
ity designed to affect change (intervene) on levels of psychological safety. When
referring to such tools, the following italicized format will be used: tool .

This paper presents the design and production of a toolbox comprising eight
such tools, which can be selected and adopted by teams wishing to incorporate
working with psychological safety into their practice. Four software teams par-
ticipated in evaluations after implementing a selection of tools over a two weeks
period. Through the design and evaluation of these tools, this paper aims to
answer the following research questions:

RQ1: How can interventions on psychological safety be designed as actionable
tools which enable agile software teams to work with psychological safety as
part of their practices?

RQ2: To what extent can tools aid agile software teams in working with psy-
chological safety?

The remainder of this paper is structured as follows: Sect. 2 presents related
work, while Sect. 3 presents the method used to develop and evaluate the tools.
Section 4 presents the design and evolution of the tools. Finally, results are pre-
sented in Sect. 5, discussed in Sect. 6 and concluded on in Sect. 7.

2 Related Work

Google’s study “Aristotle” found psychological safety to be the number one
predictor of team effectiveness across 180 international teams [5]. Additionally,
Google’s 2019 “State of Dev-Ops” named a “Culture of Psychological Safety”
a major contributor to “organizational performance, and productivity, showing
that growing and fostering a healthy culture reaps benefits for organizations and
individuals” [10], a result found independently through the application of two
separate research models. Of the five key dynamics found to be significant (psy-
chological safety, dependability, structure and clarity, meaning of work, impact
of work) they found that “Psychological safety was far and away the most impor-
tant of the five dynamics we found – it’s the underpinning of the other four” [5].
This indicates that, despite the lack of research on the application in the domain
of software, its importance is well-established.
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Measuring Levels of Psychological Safety. Several attempts have been
made at quantifying psychological safety in the medical domain. In particu-
lar, research has been done by O’Donovan et al. on both measuring [16] and
intervening [14] on psychological safety. The work of O’Donovan et al. in [16]
developed a method to measure levels of psychological safety in teams, which
was replicated in the pre-study [1]. This method of data gathering was designed
specifically to inform interventions on psychological safety. This method was
replicated in the pre-study [1], in which explorative work on measuring and
affecting change on levels of psychological safety within software teams was con-
ducted in a 6-month project with two teams from a Danish software company.
In [1], the survey and observation methods for measuring psychological safety
from [14,16] were applied within the software domain, in order to measure the
effects of intervening on psychological safety.
Intervening on Psychological Safety. In the pre-study, the measurements of
O’Donovan et al. [16] were used to measure levels of psychological safety before
and after an intervention workshop aiming to heighten the awareness of psy-
chological safety within the participating teams. While the project’s explorative
(and short) nature was only an initial step towards the improvement of psycho-
logical safety, several of the lessons learned motivated this paper. Specifically, the
workshop showed that awareness alone could act as an intervention on psycho-
logical safety, something which became an early inspiration for the tool concept.
The measurement techniques used, while applied successfully to the domain of
software, were deemed more appropriate for continued measurements over longer
periods of time, and as such will not be re-used in this paper, given its short
and exploratory nature. O’Donovan et al. also analysed outcomes of interven-
tions to improve psychological safety in [15]. Herein they concluded that the
reviewed attempts on improving psychological safety had mixed results, in part
identifying that “multifaceted interventions may allow future studies to further
investigate the efficacy or effectiveness of these interventions.” [15]. The tools
designed in this paper explore such multifaceted intervention, with the intent of
investigating their effectiveness within software teams.

3 Method

This paper expands on preliminary work [1] and, by following design science
research guidelines (i.e., Hevner et al. [11], Peffers et al. [17], and Wieringa
[20]), aims to answer the research questions providing knowledge supporting the
design of solutions in the form of artifacts to real-world either construction or
improvement problems [3].

Figure 1 depicts the four cycles followed for artifact (tool) design and the
mapping of steps of the design science process proposed by Peffers et al. [17].
These cycles and the related process steps (depicted as squares) are detailed
in chronological order in the following. Process steps involving external input,
such a workshop with participants, are marked with a triangle corner. Artifact
versions from each Cycle are depicted by the rounded squares at the top of each
Cycle, with the details of their evolution being presented in Sect. 4.
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Fig. 1. Project activities based on the model proposed in [17]

Cycle 0. Initiated in [1], and leading to an objective-centered entry point (i.e.,
“triggered by an industry or research need that can be addressed by develop-
ing an artifact“[17]), the cycle led to: the identification of the main challenges,
the analysis of the motivation to solve these, and the objectives of a potential
solution. This cycle founded the research questions and the insight of using a
designed artifact to solve the challenges, with motivation drawn from the iden-
tified gap in research, and the insights provided by Google in [5].
Cycle 1. Cycle 1 initiated early industry engagement through a talk held at a
virtual Danish meetup designed to raise interest among local practitioners. The
core concepts of psychological safety and the results from [1] were presented to 70
attendants. Input was gathered through collaborative discussion activities held
as part of the talk, as well as a following Q&A session. The meetup contained a
call to sign up for Cycle 2’s workshop, which used the gathered input.
Cycle 2. Industry input for tool design continued through a digital workshop
held on April 6th 2021 with 5 participants (14 sign-ups) comprising a mix of
attendants from Cycle 1 and participants from industry. The goal of this work-
shop was to collect concrete experiences of psychological safety to inform tool
design. It was conducted digitally using Zoom and Miro – an online collaborative
white-board solution. Herein participants explored how psychological safety was
experienced in their workplace, and proposed action points for making those
experiences more psychologically safe. These points, and the discussions that
emerged, became central to the design of tools. Concluding industry input col-
lection, Cycle 2 resulted in the design of a tool compendium containing eight
tools for working with psychological safety.
Cycle 3. The designed tools were evaluated to answer the research questions.
Importantly, the subject of evaluation was the tool concept itself and the degree
to which it aided the teams in working with psychological safety, not the success
of each individual tool or their comparison.
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Participating teams were recruited via calls to action distributed in several
agile communities (e.g., AgilityLab: the host of the meetup from Cycle 1). These
communities were primarily targeted for practical reasons: a large concentration
of technical teams interested in processes and open to trying new ways of work-
ing. Four software teams from three different companies volunteered. Each team
received a copy of the tool compendium, and chose their tools in an initial meet-
ing with the researchers. Before implementation, teams were asked to conduct a
shared viewing and open floor discussion of Edmondson’s Ted Talk on Psycho-
logical safety [7], in order to establish a baseline understanding of the subject.
Teams then implemented their selected tools autonomously over a two-week
period, immediately followed by two forms of evaluation: A) anonymous individ-
ual surveys distributed to all members of participating teams (see Table 1), and
B) one-hour semi-structured group interviews held virtually with all members
of each team. Both types of evaluation aimed to evaluate the degree to which
the tools had worked as successful intervention activities, as well as their success
of aiding the teams in working with psychological safety. The group interview
focused on collecting this evaluation in the same group construct in which the
psychological safety of the participating teams existed. The individual surveys
allowed individual team members to voice their feedback through a safe medium
wherein candid feedback could be given, even if their experience was negative
or differed from that of the team. Following the conclusion of the two types of
evaluation, results were gathered and analysed. Group interview responses were
grouped using thematic clustering and analyzed alongside survey responses. The
results of this analysis are presented in Sect. 5.

Table 1. Tool evaluation survey questions

Code Question

Q1 How psychologically safe do you feel your team was prior to using the tools?

Q2 I felt psychologically safe while using the tools

TQ1 I enjoyed using the tool

TQ2 While using the tool, I reflected on things that my team does not normally discuss

TQ3 Using the tool made it easier for my team to work with psychological safety

TQ4 I could see the tool fit in with the way we normally work

Note: All questions but Q1 were answered using a 5-point Likert scale; Q1 used a 7-point
numerical scale for higher granularity. Questions TQ1-TQ4 were repeated for each tool .

4 Building the Toolbox: Input and Design

This section will present the evolution of the artifacts designed in this paper,
namely the tools for working with psychological safety. As mentioned in the
introduction, this paper uses the term tool to refer to the tangible, descriptive
representation of an intervention activity designed to affect change (intervene)
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on levels of psychological safety within a team. Concretely, a tool describes: A)
an intervention activity, B) How and when this activity should be carried out,
C) Meta-data about the activity, such as its duration or setting, D) Prerequisites
of the activity, E) The purpose of the activity, and finally F) The expected out-
come of the activity. Importantly, as the tools were designed during the Corona
pandemic, all tool activities were designed to function within the boundaries of
distributed and virtual work environments. The set of tools designed in this paper
are collected and described in a “toolbox”, namely the tool compendium, which
is publicly available at [2]. In this compendium, each tool is presented alongside a
short example of the tool in use. This format allows for a tangible representation
of the interventions on psychological safety to exist in an accessible, shareable
format, designed to enable any team (participants in this paper or otherwise) to
implement the tools autonomously without the researchers’ involvement. This
Section will not go into detail about the contents of each individual tool , but
will rather aim to describe the four stages of artifact evolution through the four
design science phases outlined in Sect. 3, by presenting the four resulting artifact
versions shown in Fig. 1.
AV0 – The Tool Concept. Tool design was initialized by A) identifying the
problem to be solved, namely the research questions put forward in Sect. 1, and
B) defining the objectives of a solution to said problem; the designed artifacts
(tools for working with psychological safety). Importantly, improving psychologi-
cal safety was not a direct objective of the tool design process, which rather aimed
to produce tools that enabled teams to work with psychological safety, poten-
tially (hopefully) with the outcome of improving it. This distinction is important,
as the improvement of psychological safety—a cultural change—is most likely
to result from a team paying continuous attention to it over a longer period of
time [9, Chapter 8]. It is therefore rather the aim that a tool successfully enables
the team to work with psychological safety by creating a useful frame for this
change process. Based on this objective, tool design began an iterative journey
that continued throughout the following cycles. The initial inspiration began in
the explorative work of the pre-study [1], wherein an early attempt at interven-
tion on psychological safety was conducted. The learnings from implementing
this intervention with industry software teams inspired both the problem to
solve, and the artifacts designed to solve it. The goal of the design process was
to synthesize research and industry experiences of psychological safety into an
accessible but powerful set of intervention activities which teams could utilize
to work with psychological safety, and to present these in a digestible format
as tools. The word “tool” was chosen to present the activities as practical and
tangible items as accessible as picking up a hammer to hammer in a nail. This
was a core goal of tool design; using the tools should be as simple as possible, and
should be compatible and useful regardless of a team’s existing practices. This
phase resulted in the first, early artifact version; the definition of a tool based
on the objectives identified. As described earlier, tools were defined as tangible,
descriptive representations of an intervention activity designed to affect change
(intervene) on levels of psychological safety, allowing teams to pick up and imple-
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ment them in their practice. The following three phases took this idea through
iterative artifact design to realize this goal.
AV1 – Tool Definition and Format. To initiate tool design, the concept
of psychological safety was broken down into several factors. Due to its com-
plex nature, this would allow different tools to cover smaller subsets of the
many aspects of psychological safety. This list of factors was synthesized by
the researchers based on descriptions of psychological safety in Amy Edmond-
son’s seminal work [6]. An additional factor of “awareness” (i.e., the awareness
of the concept of psychological safety itself) was also added to this list, based on
findings from the pre-study [1], in which an awareness workshop was conducted
with positive results. The list of factors is presented in Table 2.

Table 2. Factors of psychological safety

Code Factor Description

F1 Awareness The awareness of the concept itself

F2 Identification Identifying instances in your own particular environment

F3 Asking questions Model curiosity, moving towards a culture of questions and interaction

F4 Acknowledging mistakes Being able to detect, speak openly, and reflect on the mistakes of the team or the individual

F5 Learning Framing work as a learning problem, not an execution problem. Fostering a culture of experimentation

F6 Challenging the status quo Challenging the “way things are”, accepting constructive criticism, reflecting on existing process

F7 Voicing concerns or Ideas Enabling team members to voice their concerns and ideas instead of holding back

These factors would stay prominent throughout the further design evolution
of the artifacts. They would come to influence the design of tools in phase 2
(see AV2 below), but for AV1 the factors were used to design the next step of
artifact evolution: the tool one-page format, containing fields for different meta-
data about the activity, such as when and why a team might use it, in addition
to a description of the activity itself. This format was inspired by the “struc-
ture” concept of Liberating Structures, a collection of structures that provide
“an alternative way to approach and design how people work together” [13].
The format was designed for use in an ideation workshop with industry partic-
ipants, in which participants related the factors of psychological safety to their
existing practice, and shared early ideas of intervention activities that were later
used in tool design. The format used in this workshop additionally became the
foundation for the presentation of tools in the final tool compendium.
AV2 – Tool Design & Tool Compendium. The second artifact version
consisted of the design of the tools and their activities, based on the synthesis
of collected input from industry and the research background of psychological
safety. Industry input was gathered through the pre-study [1], a talk given at
AgilityLab, and an ideation workshop with industry practitioners (see Sect. 3).
Research input was drawn from literature on both psychological safety [6,8],
as well as agile practices and methods [4,18]. Several tools were designed to be
integrable with Scrum due to its popularity among agile practitioners. Eight tools
were designed with the aim of covering the several aspects of psychological safety
(see Table 2). Table 3 presents each of these tools, which factors of psychological
safety they target, and where the inspiration for each tool was drawn from. For
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tools inspired directly by activities discussed in the tool workshop held with
industry practitioners, the indicators WA (workshop activity) 1 through 5 are
used. For tools wherein the inspiration was drawn directly from Edmondson’s
descriptions [8] of how to work with that particular factor of psychological safety,
the codes from the psychological safety factor table (Table 2) are used, pre-fixed
with an E (i.e. EF1 for Edmondson’s descriptions of how to work with factor 1).

Table 3. The designed tools - Factors and inspiration

Tool Factors Inspiration sources

What’s it to me? F1, F2 Learning diary methods; Pre-study awareness workshop [1]

Checking In F1, F3 Daily Scrum [18]; WA4; Edmondson’s 7-step survey for psychological safety [9]

Celebrating mistakes F2, F4, F5 EF4; WA5

Presenting the journey F2, F4, F5 EF4, EF5; Scrum sprint demo [18]; WA1

Three questions F3, F6, F7 EF3, EF7; Edmondson, impression management, risking appearing incompetent, intrusive and disruptive [8]

Acting on concerns F2, F6, F7 EF2, EF6, EF7; Scrum retrospective [18]

The way things Are F2, F6, F7 EF6; Scrum retrospective [18]

Meeting from hell F2-F7 EF2-EF7; Liberating structures (Triz) [13]; Scrum from hell [19]

WA: Workshop Activity, F: factor of psychological safety (Table 2), EF: Edmondson’s
Description of working with these factors

Tools were designed to differ along several axes of a design space in order
to improve understanding of how teams could work with tools for psychological
safety, as well as to provide a rich toolbox of viable options for the many different
practices of different teams. Each tool ’s placement within the design space axes
was communicated in the tool compendium using an iconography, allowing teams
to choose the tools they saw fit. Four axes were chosen for the design space:

Setting. The setting axis had two options: team activity or individual activity.
Outside of practical differences, team activity tools could be more confronting,
but allow for group reflection within teams finding such a setting useful,
whereas individual activities could be a safer starting point other teams, or
provide more time for individual reflection. Importantly, a team activity does
not imply a physical meeting.

Duration. A linear scale of expected time needed to carry out a given tool ’s
intervention activity. Durations listed in the tool compendium were estimates
made during tool design, and existed mostly to provide teams some expecta-
tion of time investment required. Letting tools vary across the duration axis
allowed for the design of significantly different types of tools, ranging from
short-and-sweet questions for a team to discuss, to longer activity formats.

Frequency. The frequency axis indicated the frequency with which a tool was
expected to be carried out, and had the following values along its axis: once,
iteratively (i.e., with a cadence of e.g. a week or a Scrum sprint), daily, and
any. A value of “any” meant that the tool was used in an ad-hoc fashion,
such as the tool “Celebrating Mistakes”, which involved addressing mistakes
as they happened. Distributing tools along the frequency axis allowed for the
design of tools that were either meant as incremental continuous improvement
tools, to tools that were designed to be one-off conversation starters.
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Table 4. Overview of tools including selections from the evaluating teams

Tool Setting Duration Frequency Required Comfort Selected by teams

What’s it to me? Individual 10 min Iteratively 1 1,2

Checking In Group 15 min Iteratively 2 2,3

Celebrating mistakes Individual 10 min Any 2 None

Presenting the journey Group 15 min Iteratively 1 None

Three questions Group 5 min + 5/person Iteratively 1 None

Acting on concerns Group 20 min Iteratively 1 3,4

The way things Are Group 10 min + 3/person Iteratively 1 1,2

Meeting from hell Group 45 min Once 3 1,3,4

Required Level of Comfort with Dissent. The “Required Level of Com-
fort with Dissent” axis (numerical, 1–3) indicated how high a team’s comfort
with dissent should be to achieve a constructive outcome from using the tool .
While neither the scale nor a team’s self-assessment are well-defined values,
distributing tools along this axis allowed tool design to challenge different
teams at different levels, with self-assessment and tool selection being at the
discretion of the teams. Some tools were designed to be introductory and
safe, while others were more challenging. Importantly, comfort with dissent
is a separate concept from psychological safety, though the two are related. A
team could struggle with some factors of psychological safety, such as voicing
concerns or challenging the status quo, but still have a strong comfort with
dissent whenever dissent occurs. Such a team might have mediocre psycho-
logical safety, but might still be in a position to get a constructive outcome
from tools with a higher requirement of comfort with dissent.

An aim of this design process was to spread tools across the design space,
providing both safe and challenging options that could fit different practices.
The only area of the design space for which no tools were designed, was the
combination of short duration and a high requirement for level of comfort with
dissent. This design decision was made to avoid exposing teams to challenging
activities without being given the proper time to engage and reflect. For the
purposes of sharing the designed tools for implementation, they were collected
in a single document; the tool compendium. This compendium contained all of
the designed tools, as well as introductions to the concept of psychological safety
and using the tools. The compendium was designed with the aim that any team
could pick up the compendium and use the tools autonomously, without any
interaction with the researchers. This version of the designed artifact—the tool
compendium—was the final artifact version used in evaluation.
AV3 – Finalised Tool Compendium. During the evaluation of AV2, several
points were brought up resulting in minor changes being made for future users
of the tool compendium. Upon the conclusion of evaluation, it was also decided
that the introductory activity of watching Edmondson’s Talk on Psychological
Safety [7] would be added as the ninth tool , giving future tool compendium users
a similar introduction to the subject, as the one given to the participating teams
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in this paper. This is also supported by Google’s similar recommendation of the
talk in [5]. This final version (AV3) of the tool compendium can be found in [2].

5 Results

This section presents the results from tool evaluation. Tools were evaluated with
four software teams of 9, 6, 4, and 3 members from three different SaaS companies
working with variations of Scrum. Table 4 presents the characteristics of the
designed tools and details which team selected them for implementation.

5.1 Survey Results

Table 5 presents survey responses, grouped as positive (agree + strongly agree),
neutral, and negative (disagree + strongly disagree) responses, for ease of pre-
sentation. All teams reported a high level of psychological safety prior to using
the tools (Q1 between 5.8 to 6.75, 7-point scale). Overall, teams expressed enjoy-
ment (TQ1), positive reflection (TQ2), and engagement with psychological safety
(TQ3) across all tested tools and were mostly positive regarding the likelihood
of fitting the tools in their process (TQ4). A notable pattern in the results was
the exposure to the Meeting from Hell tool . While for Team 1 the use of this
tool was still generally positive, for Team 3 and 4, the use of Meeting from Hell
was a negative experience and the majority of the negative responses received
in the survey are related to these pairing of team and tool . Table 5 accounts for
this pattern by presenting two versions of response data: TQx for the overall and
TQx* disregarding answers of Team 3 and 4 in relation to Meeting from Hell.

Table 5. Survey answers

Answer TQ1 TQ1∗ TQ2 TQ2∗ TQ3 TQ3∗ TQ4 TQ4∗

Positive 58%–67% 71%–81% 64%–69% 56%–66%

Neutral 27%–31% 18%–15% 24%–25% 20%–23%

Negative 15%–2% 11%–4% 13%–6% 24%–11%

Note 1: TQx∗ columns are presenting results disregarding the
answers from Team 3 and 4 in relation to Meeting from Hell.
Note 2: N(TQx) = 55; N(TQx∗) = 48.

5.2 Evaluation Interview Results

The evaluation group interviews were held with each participating team. Each
session was annotated and recorded. Thematic clustering was used to analyse
annotations and recordings, which led to the six themes presented below.
Aiding Teams in Working Towards Better Psychological Safety. Teams
were extremely positive on this topic. Participants stated that the tools (with the
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exception of some experiences with the tool Meeting from Hell discussed later)
they used enabled constructive discussions about psychological safety, which they
might not have had otherwise. “I think that it was good for the team. It made us
discuss stuff that we don’t usually discuss.” says team 2. While team 4 highlights
how “Acting on Concerns made us have a lot of good discussions [...] I feel like
we talked about it in a new way. Hopefully it would have come up anyways, but
it was good to get it out in the beginning of the project.”

Multiple teams also experienced process improvements during their partic-
ipation. While this was not a direct goal of this paper, the ultimate purpose
of improving psychological safety is that of team excellence, not just pleasant
culture [8]. Team 1 reports that “it has provided some efficiency to our meetings,
and some afterthought to one self.” Team 2 continues: “The result of our The
Way Things Are was really good. It actually already feels like it’s made a bit of
a change in how we do our stand-ups. [. . . ] I am actually confident now, that no
one is sitting and struggling with something, because we actually mention it.”

Finally, participants indicated that the tools were engaging and functional
team activities. According to team 2, “[. . . ] it’s quite often that our discussion
go more to one domain than the other [...] But actually, for all of our tries with
the tools, I noticed that everyone participated, all the way through.”
Putting a Label on It. Several participants spoke to the concept of psychologi-
cal safety being a label to several things they had either worked with or otherwise
experienced in the past and that having a name for this concept was almost as
helpful as the tools themselves. This finding is in line with the experiences of the
awareness workshop conducted in [1], in which some participants experienced
higher levels of psychological safety after awareness of the concept was spread
within the participating teams. Team 2 confirms that they were “really good
conversation starters in the sense that it’s not necessarily things that are easy to
bring up normally, but putting it within a frame made it very easy to go about.”
And also: “have it named within a team, right. We talked about this, we talked
that it’s okay to bring it up”. Interestingly, for team 3 “it is clear that the idea
of speaking about psychological safety is something we might want to do”, and
team 1 explains how while “we are free to challenge things already, [. . . ] I still
think that [using tools] can be a good jump start for some people.”
Prompted with a Purpose. Another re-occurring theme among participants
was that of simply taking the tools as a prompt to have a discussion, which
they might already have been able to have, but were not having. One reason
as to why the teams did not have these discussions, was described as trying to
avoid appearing a certain way to your co-workers, something that Edmondson
identifies as key reason why people hold back, namely because of impression man-
agement [9]. When prompted to purposefully engage in this kind of behaviour,
participants expressed that this worry was easier to let go, especially when see-
ing other team members engage in similar behaviour. “Sometimes” – says team
4 – “if you are speaking about concerns, you might seem like a grumpy old man
that is only seeing issues and road blocks, but actually [pause] making this room
where you map out all the different concerns, and see that other people have the
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same concerns, or talk about some of the things that you believe are concerns
which is not a concern for others. I think it’s just a great tool.”

Others simply had not found a space for these discussions, or did not know
where to start. Team 4 says that [the tool] is just great at facilitating and getting
those questions asked., which is confirmed by Team 3 that states: “Acting on
Concerns is a great way to kind of create a space, where [psychological safety,
concerns] is what you are speaking about. And that just provides insane amounts
of value. That is at least how i experienced it with everyone.” Additionally,
acknowledging that working with psychological safety was worth allocating time
for was identified as another enabling factor. Team 1 reports how “it was great
to see that we take it seriously, that we look into psychological safety, that we
put it on our agenda, and that we want to spend time on it.”
Does it Matter what Tools we Use? During interviews, several participants
pondered whether the overall outcome of implementation could differ depending
on the tools selected. While the concrete experiences with each tool differed,
and some tools were preferred over others, several teams, like Team 1, expressed
that “it almost does not matter what tool you use”, alluding to the strength
of simply addressing the topic of psychological safety. This could indicate that,
when the tool activity goes well, a successful tool leaves the focus to the team’s
self-reflection rather than the tool itself. However, as mentioned earlier, some
teams (i.e., Team 3 and 4) did have negative experiences with one of their tools,
Meeting from Hell. Team 3 described the tool as “decidedly awkward”, struggling
with getting the discussion started as “it requires a lot from the person hosting
it”, who needs to “assume control for it to go well”. Team 4 also reported that
their negative experience might have been due to a “wrong mix of personas”.
Given that Team 1 had a very different (positive) experience with Meeting from
Hell, a poor fit between a team and the tool could explain a negative experience.
Additionally, Team 3 and 4 being from the same company might have been
related to their similar experience. Team 3 and 4 successfully implemented their
other tools explicitly voicing their preference: “I don’t think that Meeting from
Hell is a particularly bad exercise [...] but it didn’t create a lot of value considering
the time we spent on it, whereas Acting on Concerns created a lot of value and
a great discussion and dialogue with less effort” (Team 4).
The Impact of Existing Levels of Psychological Safety. The question of
how a team’s existing level of psychological safety might impact tool outcomes
was discussed by several teams. Participants reflected on whether a team with
a lower existing level of psychological safety would have benefited more than
one with a very high level, and whether a team with a “high enough” level
of psychological safety would benefit from using the tools in the first place.
These discussions resulted in similar assessments across teams: “discussion about
[psychological safety] is never bad, even if [the level of psychological safety] might
still be good beforehand” (Team 2); Team 1 “did not think that [psychological
safety] was a big issue [but] it was great to see that we take it seriously, that we
look into psychological safety, that we put it on our agenda, and that we want to
spend time on it”; and, Team 2 highlights that an individual might think “‘oh
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yeah, this place is super psychologically safe’, when in reality my team members
are just shitting themselves if they have to say anything.”
Future use of Tools. As the final step of the evaluation interviews, teams
were asked if they could see themselves using their tools again in the future. All
teams responded positively with at least one tool they would like to continue to
use, while some teams identified wanting to use multiple. Team 1 describes how
“The Way Things Are was super. It is a good tool. [...] we could definitely [use
it again]. And also Meeting from Hell. [...] I think I could see Meeting from Hell
in a [company name] version, wherein you take it up once in a while.” Team
2 thinks that “we should do another The Way Things Are. Not necessarily the
next, like, week or month or anything, but eventually. I think that was a really fun
experience. [...] I definitely think it could be interesting to try it again.” And,
even more decisively regarding Acting on Concerns: Team 3 “I am convinced
that we will be using it again”; and Team 4, “I think it is just a great tool. It is
definitely something we will use again, I believe, in all our big projects, actually.”

6 Discussion

This section will discuss the results presented in Sect. 5. Results are discussed per
research question in the subsections below, followed by future work. Where sur-
vey results are referenced, two results are presented using the following format:
25% (35%), parallel to the format of the results presented in Table 5, showing
results from TQx, and TQx* respectively.

6.1 RQ1: Designing Tools to Enable Agile Software Teams to Work
with Psychological Safety as Part of Their Practice

This paper saw tools for working with psychological safety designed as the syn-
thesis of research and industry input through an iterative process using design
science (see Sect. 3). These tools were implemented and evaluated with four
industry software teams. In evaluation surveys, 64% (69%) agreed that using
the tools made it easier for their teams to work with psychological safety, and
58% (67%) enjoyed using the tools. For a potentially sensitive subject such as
psychological safety, the teams enjoying using the tools is an important aspect of
whether those tools can aid the teams in working towards better psychological
safety, especially for continuous use. Evaluation interviews saw overwhelmingly
positive responses, with participants identifying the tools as enabling them to
have discussions they did not normally have, and finding it easier to speak up.
Additionally, 56% (66%) reported that they could see the tools they used fit
their existing practice. These results indicate that the designed tools were largely
successful, answering the research question of how such tools can be designed;
namely through the synthesis of research on psychological safety, and the expe-
riences of industry practitioners, into bite-sized intervention activities, shared
through one-page descriptions, using the tool format (see Sect. 4).



Building a Toolbox for Working with Psychological Safety 95

The tool concept itself seemed to provide a useful frame for working with
psychological safety for the teams. The presented format and the design space
created for the tools appeared to make the different tools understandable and
easy to pick up and implement for the teams, with none of the teams having
any facilitation being conducted by the researchers. This indicates that the tool
concept was successful, and could be re-used for the design of future tools.

6.2 RQ2: Aiding Agile Software Teams in Working Towards Better
Psychological Safety Through Tools

The primary aim of the designed tools was to aid software teams in working
towards better psychological safety. While the tools themselves could not guar-
antee the improvement of psychological safety within the teams directly, tools
were designed to make it easier for teams to achieve this goal by providing
an enabling frame for the team to work within. Most participants 72% (81%)
reported that using the tools caused them to reflect on things which their team
did not normally discuss. From interviews, participants reported that they in
some instances found it easier to speak up and voice their concerns during or
after using the tools, and recounted experiences in which they had spoken up
as a direct result of using a tool . Even teams that viewed themselves as having
high psychological safety prior to using the tools reported that they felt more
confident in their psychological safety after using the tools within their team.
Several participants mentioned that thinking that your team has a high level of
psychological safety is different to openly discussing and aligning individual per-
ceptions with the team. Additionally, participants identified that the tools gave
their teams a needed prompt to address unspoken subjects. Allocating the time
to discuss these things as a team was deemed an important part of the successful
experience, with some participants stating that they found the prompt and the
time allocation even more impactful than the activities of the tools themselves.

All participating teams reported that they wanted to continue using one or
more of their selected tools going forward, in order to continue working with psy-
chological safety. This both indicates a positive experience using the designed
tools, as well as an expressed interest in continuous attention being paid to psy-
chological safety over time, using these tools. This outcome falls in line with
Edmondson’s descriptions of psychological safety requiring continuous renewal
over time [9, Chapter 8], further indicating that the designed tools could contin-
uously aid software teams on their journey of working with psychological safety.

6.3 Threats to Validity

Team Levels of Psychological Safety. In the evaluation surveys, all teams
unanimously reported high existing levels of psychological safety. Given the strat-
egy of recruiting from an agile community, this is not surprising. However, it
raises the question of whether the success of the designed tools depends on the
existing levels of psychological safety of the implementing teams. Objective mea-
surements of psychological safety have had limited success [1,16], which renders
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existing levels of psychological safety an undefined metric for most teams. Even
though the designed tools were distributed across a varied design space to accom-
modate for this uncertainty, allowing different options for different teams, the
question of how teams with little to no psychological safety could initiate their
journey with psychological safety was considered out of scope, as it was deemed
likely to require a specific focus on such environments.
The Tool or The Toolbox? As mentioned in Sect. 3, the center point of both
design and evaluation was the tool concept itself, its design space, and the degree
to which tools implementing the concept could be integrated into the practice
of software teams. As such, an active choice was made not to focus on the suc-
cess or differences of the intervention activities of individual tools. This choice
had several implications: tool selection was conducted with team/tool fit being
prioritized over aiming for all tools to be evaluated. Additionally, the implemen-
tation of different tools among the individual teams likely resulted in differing
experiences of individual tools. This is, however, a direct goal of the tool design;
namely that of finding a way for software teams to work with psychological safety,
regardless of tool selection, practice or implementation details. The tools were by
design not prescriptive, aiming rather to provide guidelines for teams to engage
with the concept of psychological safety, than exact rules of implementation or
discussion. To this end, the evaluation shows that the designed tool concept is
one useful way for software teams to work with psychological safety as part of
their practice, potentially being a step towards bridging the gap identified in
Sect. 1. Whether more successful tools can be designed within the design space,
or indeed the design space itself can be improved, is a topic for future research.
Tool Implementation. The designed tools were implemented over a two-week
period by the participating teams. While it is possible that a longer duration
could provide richer data, the intent of this paper was to experiment with inte-
grating working with psychological safety into the practice of agile software
teams. For this reason, many of the tools were designed around common foun-
dations of agile practices, such as iterative structures, and had their frequency
of use in part defined by such iterations. As such, it was the aim to explore the
insertion of the designed tools into an existing iterative structure, which aligned
with the two-week implementation period for the participating teams. Given the
results of this paper, continuous implementation and evaluation could provide
further insights.

6.4 Future Work

Research on psychological safety is still very new to the domain of software. The
work conducted in this paper is an initial step into a broader subject of how
software teams can adopt, work with, and improve their psychological safety.
The continuous implementation and evaluation of the tool concept is a natural
continuation of this paper. For continuous evaluation of the effect of tool usage
on psychological safety over time, repeated quantitative measurement techniques
akin to those designed by O’Donovan et al. [16] (as was utilized in the pre-study
[1]) could be useful.
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7 Conclusion

Using design science research, this paper presents the design of actionable tools
to aid and enable software teams in working with psychological safety. Eight
such tools were designed and implemented autonomously by 4 software teams
over a two-week period, followed by survey and group interview evaluations.
Evaluation showed that teams found the tools both enjoyable and helpful as
both conversation starters and frames within which to work with psychological
safety. Teams additionally found the tools to fit within their existing practice,
and universally planned to use one or more of their tools in the future.
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Abstract. The principles in the AgileManifesto, the ScrumGuide andmost other
approaches to agile software development emphasize self-organizing teams, but
rarely address issues of leadership. In this paper we report on a study of the nature
of different aspects of leadership in agile teams. We used an established model
of leadership, distinguishing transactional and transformational styles, and asked
IT professionals a set of questions about the leadership they experience, both
from direct supervisors (hierarchical leadership) and from the team itself (shared
leadership). We determined correlation measures of these four types of leadership
with the extent of agility in the whole organization. Our results show that agility
is indeed related to the transformational style, but that the transactional style also
plays a part, especially as shared leadership. Furthermore, even in highly agile
software development, leadership by direct supervisors still plays an important
role. We propose that, as software development becomes more agile, the trans-
actional aspects of leadership may shift away from the leadership dyad between
supervisor and employee into the agile team, while transformational leadership
is important for both the team and supervisors. We discuss our results in light of
applications for both research and practice.

Keywords: Leadership · Agile software development · Shared leadership ·
Transactional leadership · Transformational leadership

1 Introduction

When compared with classic hierarchical and Tayloristic management, agile software
development is a radically different way of organization. While early agile methods
like XP and Scrum aimed at the team level only and more or less ignored the organiza-
tional context, nowadays whole organizations “go agile”. Such a transformation requires
taking into account more than just core teams: management processes and responsibili-
ties, the underlying organizational culture, and leadership will be affected, the more an
organization implements agile software development [1–3].
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Early approaches to agile software development did not explicitly address leadership.
In fact, leadership or the leader’s role are not even mentioned in the original Agile Man-
ifesto and its twelve principles [4], or in the latest version of the official “Scrum Guide”
[5]. On the other hand, self-organization and autonomy are at the core of agile teams.
It is striking that these approaches seem to ignore the wider organizational context, and
especially the role and responsibilities of “classic” hierarchical leaders or line managers.
While the classical leadership roles might have changed, the tasks of leadership have
not disappeared. But how are they executed in agile teams and organizations? How are
they adapted in order for agile methods to work in an organizational context?

Recently, industry has become more aware of this new challenge. The “Agile 2”
movement postulates that the “largest defect in agile thinking regards the role of lead-
ership” [6]. They propose a new set of values and principles, many of which directly
concern leadership and its role in agile organizations. In the Harvard Business Review
article “The Agile C-Suite”, the authors state the need for a new leadership approach [7].
Such practitioner-led endeavors manifest the change in the leadership role and maybe
the need for a better understanding of it. On the academic side, while some studies
have investigated questions around “agile leadership”, the overall body of research is
still rather thin [9]. In this paper, we present our findings from an online survey about
agile software development and leadership in IT companies. We show how leadership
styles and practices change in more agile contexts. We address the following research
questions:

Q1: Do organizations implementing agile software development show less hierar-
chical leadership and more shared leadership than less-agile contexts?

Q2: How does transactional and transformational leadership differ in agile vs. less-
agile software development?

Our results show that while there are, broadly speaking, shifts from hierarchical to
shared leadership and from transactional to transformational leadership, reality seems
to be more complex.

The rest of the paper is structured as follows: In the next section, we present our
theoretical framework. Section 3 explains our research design and measurement of con-
structs. In Sect. 4 we present the results of our study, followed by a thorough discussion
and final conclusions.

2 Related Work

Leadership is a mature area of organizational research underpinned by numerous theo-
ries and approaches [8]. However, in the agile software practice literature, leadership is
rarely addressed explicitly. Guidelines such as the ScrumGuide [5] only briefly mention
servant-leadership and self-managing teams. In academic literature, a few studies have
been conducted on the role of leaders and leadership in agile software development.
A recent systematic literature review [9] categorizes studies into three groups: a) stud-
ies based on leadership theories, b) tangential theories and models where leadership is
included, and c) leadership styles. Leadership theories used include full range leader-
ship theory (transactional, transformational, and laissez-faire leadership), a leadership
taxonomy, complexity leadership theory, and role theory. Leadership styles explored
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include adaptive, shared, transformational, ad-hoc, mentor, servant, situational, expert,
and super leadership. They conclude that while research on agile leadership has grown
since 2005, it is still a nascent research area in which more empirical research studies are
needed. They did not find a common view, but indicate that the focus moves away from
hierarchical and bureaucratic leadership, and that leadership needs to change as agile
teams change and mature. Yang et al. [10] asked traditional and agile project managers
whether a transformational, transactional, or laissez-faire leadership approach best suited
their projects. They found more need for transformational leadership in agile projects
than in traditional ones. A paper by Gren and Ralph [11] reports on a small qualitative
study with self-described leaders in agile development projects, finding that leadership
is shared with teams, builds a sense of common purpose, and adapts to organization cul-
ture. Spiegler et al. [12] undertake a grounded theory study of Scrum Master leadership
and identify nine roles that are transferred from the Scrum Master to the development
team as it matures.

For this paper, we focused on two dimensions of leadership, namely leadership style
(transactional or transformational) and leadership locus (hierarchical or shared) as they
are well-researched, classical concepts that encapsulate some of the key differences
between traditional and agile organization.

Fig. 1. Leadership locus/style matrix. Vertical axis is leadership style (transac-
tional/transformational). Horizontal axis is leadership locus (hierarchical/shared)

First, a long-established body of leadership theory pertains to the style with which
leadership is executed. Classic concepts distinguish transactional and transformational
leadership styles [13]. Transactional leadership is, in essence, the idea of leading people
by designing and adjusting an economic contract between leader and follower. Labor
and its output are traded for a salary or for opportunities for promotion. The function of
transactional leadership is to set, monitor and adjust goals, expectations and incentives.
In contrast, transformational leadership describes a relational contract rather than an eco-
nomic one. Avolio et al. [14] define transformational leadership as “leader behaviors that
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transform and inspire followers to perform beyond expectations while transcending self-
interest for the good of the organization.” The function of transformational leadership
is therefore to create a sense of mission and purpose within those being led.

Second, it has long been recognized that leadership is not just situated in an individual
with formal authority, but can rather manifest in different loci like context, team, dyads,
etc. [15]. In our paper, we focus on the leader (individual with formal authority) and on
the team (group of people interacting with little or no regard to formal hierarchy) and call
these loci hierarchical leadership and shared leadership, respectively. Shared leadership
has been defined as “a dynamic, interactive influence process among individuals in
groups for which the objective is to lead one another to the achievement of group or
organizational goals or both” [16]. In contrast, we define hierarchical leadership as
influence processes occurring in a relationship characterized by formal authority (e.g.,
a line manager and their respective employee). Leadership can thus be found in at least
two places, or loci: in the hierarchical relationship between formal leader and follower,
and shared (distributed) among team members. This structure of two leadership loci and
two leadership styles is illustrated in Fig. 1, with locus on the horizontal axis, and style
on the vertical axis.

It should be noted that both transactional and transformational leadership were orig-
inally thought of as personal styles, existing purely on the individual level of the formal
leader. Following Schein [17] we argue, however, that both these leadership styles can
also be seen as important leadership functions in the organization, which can be served
by different loci. The goal-setting and -adjusting of transactional leadership can there-
fore (theoretically) also be accomplished on a team level, as can the inspiration, creation
and affirmation of a sense of mission typically attributed to transformational leadership.
Using these two distinctions – hierarchical vs. shared leadership and transactional vs.
transformational leadership – we can now theorize and derive questions about changes
in leadership in less agile vs. more agile contexts of software development.

Reading many agile concepts and methods could lead one to assume that only trans-
formational and shared leadership is important in agile software development.Most agile
methods still presume the existence of a formal leader (sometimes called “line man-
ager”), but their importance is reduced and many leadership tasks are distributed among
the development team, using specified roles, as well as principles of self-organization.
Because of this, and because of a presumed general occurrence of agile methods in
“flatter” organizations, one would assume that agile software development is correlated
with shared leadership. But does this also mean that hierarchical leadership decreases
or do both exist simultaneously? Regarding leadership style, does the importance of
short-term-iterated planning and adjusting of goals, inherent in agile principles, relate
to a decrease or increase of transactional leadership? Does the relevance of transfor-
mational leadership increase in more agile software development, because creating and
maintaining a sense of purpose becomes more important in self-managed organizations,
as some have argued [18]?

We found that using our theoretical lense of leadership style and locus produced
a number of interesting issues, all worthwhile pursuing, which led us to apply a more
explorative approach. We do not aim to provide definitive answers to any of these ques-
tions, but rather want to open up avenues for further debate and research. We therefore
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decided against testing specific and focused hypotheses and formulated the following
research questions instead:

Q1: Do organizations implementing agile software development show less hierar-
chical leadership and more shared leadership than less-agile contexts?

Q2: How does transactional and transformational leadership differ in agile vs. less-
agile software development?

3 Research Methods

3.1 Data Collection and Sample

This study is based on the online survey “International Agile Study 2018/2019” con-
ducted in Switzerland, the United Kingdom, and New Zealand in 2018 and 2019 regard-
ing the usage of development methods and practices in the IT industry, and about the
impacts of applying agile methods. For a detailed description of the survey instrument
see Kropp et al. [19]. The survey addressed both agile and plan-driven companies, as
well as both agile and plan-driven IT professionals, or any hybrids. There were in fact
two independent surveys: one for companies, and one for individual IT professionals.
In the company survey we targeted representatives of the company or the development
department of a company, i.e., typically upper management level. The addresses of the
companies were collated from participating IT associations from all involved countries
as well as from our own institutional databases. To ensure a company was represented
only once in the company survey, we sent personalized links to one management repre-
sentative of each company. The IT professional survey was anonymous, and we invited
wider participation. We sent invitations with a link to the survey via email and through
professional social media like LinkedIn and XING (a career-oriented social networking
site popular in German-speaking markets). Participants were typically directly involved
in software development, and we describe the demographics in the section below. The
survey was a general survey about the state of agile software development, either in IT
companies or in companies with significant IT activities (e.g., banks, insurance, chem-
istry). The questions covered a broad range of aspects in agile software development and
were the same for both surveys1. In this paper we focus on the analysis of the leadership
questions.

3.2 Participants

The surveywas answered by 199 professionals and by 88 company representatives. Since
wewanted to study shared leadership, we removed high-level leaders (because theymost
likely are not part of a real team), and we excluded all those who did not answer any
of the leadership questions (missings). The final sample was N = 200 (20.5% of which
from the company and 79.5% from the professionals’ survey). The average age of the
participants was 42 years with an average IT experience of 18 years. The participants
were IT professionals working in various sectors like retail, medical and health, finance,
transportations and shipping. Of the 200, 75% were male, 12% female, 3% explicitly

1 The complete questionnaire is available at https://tinyurl.com/5n749v6y.

https://tinyurl.com/5n749v6y
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preferred not to say and 10% did not indicate gender. The participants mainly came
from the organizing countries, but we also had answers from Austria, Germany, and the
United States.

Table 1 shows the roles of the participants in their company.

Table 1. Roles of participants.

3.3 Questions, Constructs and Analysis

Extent of Organizational Agility. In order to measure the extent of agility of an orga-
nization, we used the single-item question: “Is your organization currently practicing
plan-driven or agile software development?” with a 5-point Likert-scale with the follow-
ing anchors: (1) all plan-driven, (2) mostly plan-driven, (3) both plan-driven and agile,
(4), mostly agile and (5) all agile. Note that the question specifically referred to software
development rather than other aspects of the organization. To gain further insight, we
also asked which agile methods were used, if any, the number of years of the organiza-
tion’s experience with agile methods, and to what extent participants were satisfied with
the organization’s methodology.

Leadership Loci: Hierarchical vs. Shared Leadership. In order to measure hierar-
chical leadership, we used the questionnaire from Ismail et al. on transactional and trans-
formational leadership styles [20], which is an adaptation of Bass and Avolio’s Multi-
Factor Leadership questionnaire [21]. To assess shared leadership, we re-formulated the
items by replacing “my direct supervisor” with “my team.” This means that each par-
ticipant saw 20 leadership questions, 10 for hierarchical locus and 10 for shared locus,
each with 5 for transactional style and 5 for transformational style, as shown in Table
2. Each question was answered using a 5-point Likert scale from 1 (Strongly Disagree)
to 5 (Strongly Agree). The responses were combined, resulting in an aggregate score
from 1 to 5. The internal consistency of the answers was good to very good: for the four
combinations of locus and style, we report Cronbach’s Alpha in Table 3.



Understanding Leadership in Agile Software Development Teams 105

Table 2. List of items used to measure leadership: answered using Likert scale from 1 (strongly
disagree) to 5 (strongly agree).

Table 3. Four sets of responses for locus and style, with Cronbach’s Alpha showing good internal
consistency.

Analysis. Our approach in this study emphasizes understanding and is principally
exploratory. While we do address our research questions, we therefore refrained from
proposing and testing specific hypotheses. Our analysis consists mainly of inspecting
descriptive results, correlations, and graphical comparisons of distributions. We hope
this approach serves to inform future work that is then able to frame and test hypotheses.

4 Results

The participants worked in companies which are experienced in agile software devel-
opment, with a large majority practicing Scrum alone or in combination with other
methodologies. Most companies (74.8%) have been practicing agile software devel-
opment for at least three years. The vast majority of the participants (81%) worked in
organizations which are at least slightly experienced in agile software development, with
28% very experienced, 31% moderately experienced, 28.5% slightly experienced. Only
5% stated that the company had no experience with agile software development (7% did
not rate the experience of the company).
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The extent of agility in software development varied across the organizations: 13 par-
ticipants (6.5%) reported all plan-driven software development, 25 participants (12.5%)
mostly agile, 78 participants (39%) work in organizations where they practice both plan-
driven and agile software development, 65 (32.5%) participants report mostly agile, and
19 (9.5%) participants report all agile software development. Elsewhere in our surveywe
asked questions about use of a range of agile practices, and we found strong correlations
between that data and the level of agility reported.

The companies used a broad range of agile methodologies (Scrum, XP, SAFe).
Most companies claim to follow the Scrum methodology (47%), followed by Kan-
ban (8.5%), combined Scrum and eXtreme Programming (6.5%) and DSDM/AgilePM
(6.0%). 12.5% used the free text option and most of them stated that they use a mix
of different methodologies; 0.5% did not state the methodology of the company. The
majority (59%) of the participants were satisfied with the company’s current method-
ology. Only 11.5% of the participants were unsatisfied about their company’s current
methodology.

In Table 4, we display descriptive statistics for the extent of agility and leadership by
locus and style. On the right of the table, we display the correlation between extent of
agility and leadership, showing Spearman’s rho and the p value (uncorrected for multiple
tests). Although the intent of our study is principally exploratory, rather than hypothesis
testing, we report p values as an indication of the rarity of the results in order to inform
future work.

We can see some general differences in the data for both leadership loci and styles.
In every case where we distinguish loci, shared leadership is consistently rated higher
than hierarchical leadership. In every case where we distinguish styles, transformational
leadership is rated higher than transactional leadership. For the four specific cases (last
four rows), ANOVA and Tukey HSD tests show all differences to be significant.

Table 4. Descriptive statistics for Extent of Agility, for leadership by locus and style, and corre-
lation between Extent of Agility and leadership (for measures combining loci or styles, we only
include cases where we had responses for each).

Examining the relationship between the extent of agility and leadership, we can see
that, in general, over both loci and both styles, leadership is related to the extent of agility
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(rho = 0.277, p < .001). At a finer level, however, we can discern several differences.
The strongest relationships are with a shared locus (overall rho = 0.370, p < .001) and
with transformational style (overall rho= 0.321, p< .001). The hierarchical locus does
not show a correlation overall (rho= 0.111, p= 0.117), and in particular no correlation
is seen for a hierarchical locus and a transactional style (rho = 0.008, p = 0.914). To
examine the patterns, we created the series of graphs shown in Fig. 2. Each of the four
graphs corresponds to one of the four combinations of locus and style, arranged as
described earlier in Fig. 1. Each graph shows five boxplots, one for each of the extents
of agility (All Plan-Driven to All Agile), showing the rating for the leadership locus and
style specified.

Fig. 2. Plots showing relationships for each of the four pairings of locus (hierarchical and shared)
and style (transactional and transformational). The boxplots show the relationship between the
Extent of Agility (horizontal axis), and level of Leadership (vertical axis). [Each boxplot shows
the median (dark horizontal line, the inner quartiles (colored box), the outer quartiles (whiskers)
and outliers (circles).]
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The pattern for hierarchical locus & transactional style (bottom left) shows an initial
rise from all plan-driven, but then a fall for mostly and all agile, corresponding to the
lack of correlation (rho = 0.008, p = 0.914). However, it may be important to note that
while there is no correlation: the measure is fairly consistent, and even for all agile,
hierarchical-transactional leadership is rated midway on the scale. Hierarchical locus
with transformational style (top left) shows a modest rise (rho = 0.179, p = 0.012).
Shared locus with transformational style (top right) shows a consistent and strong rise
(rho= 0.370, p< 0.001). Shared locus and transactional style, interestingly, also shows
a strong and consistent rise (rho = 0.311, p < 0.001).

5 Discussion

5.1 Interpretations of Our Findings

We set out to study the relationship between leadership style and locus and the extent of
agility in agile software development, and we found strong correlations between some
aspects of leadership, but not all of them.

Our first research question concerned hierarchical and shared leadership and their
connection to agility. Our data show that while shared leadership is (somewhat unsur-
prisingly) strongly related to more agile contexts, scoring very high in all-agile software
development, the results are a bit more nuanced regarding hierarchical leadership. Over-
all, the intensity with which people experience hierarchical leadership does not change
much as software development becomes more agile. Differentiating between the trans-
actional and transformational style within the hierarchical leadership locus showed us
that transformational hierarchical leadership increases slightly, showing a weak corre-
lation, whereas the relationship between the transactional leadership style and agility
resembles an inverted U-shaped curve. In essence, it is fair to say that in agile software
development, hierarchical leadership is still present – especially in combination with
the transformational style. Our data do not tell us whether this generally is positive – it
could very well be that agile software development with less hierarchical leadership
outperforms other practices. Nevertheless, it is still surprising to see that hierarchical
leadership does not wane much.

With our second research question, we looked specifically at changes in leadership
style as software development becomes more agile. We found distinct evidence that
transformational leadership is related to the extent of agility in software development.
This effect is very strong for shared transformational leadership and weak (but still
present) for hierarchical transformational leadership. We also found that shared trans-
actional leadership markedly increases in more agile contexts, while for hierarchical
transactional leadership the above-mentioned inverted U-shaped relationship applies.

In our view, the two most interesting results of our study are:

(1) Hierarchical leadership does not become irrelevant in agile software development.
People experience both transactional and transformational hierarchical leadership
quite strongly, even in mostly or all-agile contexts. While leadership does become
more distributed, leadership executed by direct supervisors and/or line managers
still holds relevance.
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(2) Transactional leadership does not become irrelevant in agile software development,
either. Goal-setting, accountability and other more “directive” aspects of leadership
are still very present in agile contexts, but their locus seems to shift from the line
manager to being shared in the team.

As we described earlier, our questions on leadership were based on Ismail et al.’s
questionnaire [20], with five each for transformational and transactional styles, and we
adapted these to distinguish a hierarchical and a shared locus. To further investigate our
results post-hoc, we explored correlations between extent of agility and the responses
to individual questions. In Table 5 we show these correlations. One overall pattern is
that almost all the correlations for the shared locus (rightmost column) are greater than
the equivalent correlations for the hierarchical locus (column to the left). The only
exception involves the question about monitoring performance, where the correlation is
not significant for shared, but negative for hierarchical. Also, while this is the only non-
significant correlation for the shared locus, there aremany for the hierarchical.Moreover,
with an alpha of .001, none of the correlations are significant for the hierarchical, whereas
six remain significant for shared locus. Looking at the three strongest single correlations
could give us some idea of what differentiates agile from non-agile leadership the most:
“Setting standards to carry out work”, “encouraging to rethink never-questioned ideas”,
and “taking action before problems are chronic” within the team (shared locus) seem to
be good indicators for agile leadership. Notably, two of these regard the transactional
style.

Table 5. Correlations between Extent of Agility and responses to individual leadership questions,
by locus and style; columns at right show Spearman’s rho, where below p= 0.05 (uncorrected for
multiple tests).

Another question that arises from this in-depth analysis is the role of performance
monitoring, which notably does not increase with a shared locus and seems to become
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even less relevantwith a hierarchical locus.At least in part, the phrasing of the question as
“monitoring performance and keeping track ofmistakes”might be the cause of this result,
as that could have a rather negative connotation for people. However, the drastically
different result for this single item still raises the question: Who monitors performance
in agile software development?

Looking at our results more broadly, it is also noteworthy that, overall, people expe-
rience more, or more intense, leadership (as measured with our items) in agile software
development. One could have assumed that overall leadership is equally “strong” in
plan-driven contexts, just more hierarchical and/or more transactional. This would have
shown as a sort of x-shaped relationship in our data (as one aspect of leadership goes
down, another one goes up). Instead, it seems that leadership in general is more prevalent
in agile than in plan-driven software development (with the exception of hierarchical-
transactional). The positive interpretation of such a finding might be that agile software
development allows more people to participate in leadership processes as part of an
empowerment or even emancipation process. On the other hand, one could argue that
“more leadership” is not without cost, as it also means more complexity in decision-
making and navigating relationships. Handling such increased complexity requires more
psychological and social resources from people.

5.2 Implications for Research

The qualitative study of Gren and Ralph [11] found that self-described agile leaders
emphasized the importance of shared leadership and fostering a sense of common pur-
pose. Our results are consistent with those findings. Yang et al. [9] found that transforma-
tional leadership was more highly rated by agile managers than by traditional managers
whereas transactional leadership was equally rated. We also find that transformational
leadership becomes more important as organizations become more agile, but addition-
ally that shared transactional leadership is important, and that hierarchical leadership
still appears to play a part. Another consideration is the role of individual people. Gren
and Ralph’s participants all claimed to be leaders, and some of their job titles appeared
to possibly suggest some hierarchical authority. The interplay between a hierarchical
and a shared locus of leadership for agile development may be complex and subtle.

The nature of the transactional style within agile development also needs further
study [9, 10]. The issue of hierarchical-transactional leadership relates to the role of a
hierarchical locus within Agile, and while this is seldom acknowledged in articulation
of agile processes, it is still commonplace in practice. Another issue relates to shared-
transactional leadership. Our results suggest this is stronger in mostly or all-agile teams.
This might relate to some well known practices, such as XP’s “planning game” or
“planning poker”, where the whole team is involved in planning, and then commits to
that plan. However, especially in an organizational context, this raises issues of stress
and overwork, and overall responsibility. Even in a positive context, the effects of social
pressure can be serious.

In future work, it would be interesting to look at different results based on individual
roles. For example, do Scrum Masters perceive shared leadership in the agile software
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development teams differently than developers or product owners? Such detailed anal-
yses could reveal insights about the distribution of leadership responsibilities and its
effects on software development.

In summary, we suggest there is a need for further research into the role of trans-
actional and hierarchical leadership in agile software development. While this study
has identified their continued use, without contextual research that seeks to uncover the
potentially complex stories underlying their use, we can only speculate about their role
and relevance.

5.3 Implications for Practitioners

Members of agile software development teams could, firstly, use our results to clear
out some myths that might exist around agile leadership: that hierarchical leadership
is no longer present, or that encouragement, emotional support and other ideas around
transformational leadership are the only important aspects in leading an agile team.
We can show quite clearly that direct supervisors still play an important role and that
transactional leadership on the team level is even more relevant in agile software devel-
opment. This leads to our second implication, namely that teams should understand and
take to heart the nature of shared-transactional leadership: Aspects such as goal-setting,
making expectations clear, and taking action before problems become chronic are key
for agile shared leadership. This requires actually a very disciplined work style of agile
teams. Especially Scrum Masters should not only make sure there is commitment (in
the emotionally invested sense), but also that all members are aware of exactly what
they have committed to. This point is also noted by Spiegler et al. [12], who identify a
leadership role called “disciplinizer on equal terms” for Scrum Masters which involves
them helping the team to understand for themselves the importance of discipline and
focus in their work.

5.4 Limitations

Weneed to recognize issues relating to our sample.We invitedmany people to participate
in our survey on agile software development, but only some chose to participate, so our
sample is self-selected. In our analysis we look for relationships between the extent of
agility and attributes of leadership. We need to be cautious about several aspects of this
issue. We determined the extent of agility on a scale from 1 to 5 by asking participants
about software development in their organization. We acknowledge this is a complex
issuewhich cannot easily be represented as a simple ordinality. The questions fromwhich
we derive our measure of leadership are based on established instruments, but there may
have been different interpretations of the wording. For example, we discuss above how
“monitoring performance” might be interpreted negatively. Perhaps most importantly,
our analysis uses correlation. While this allows us to determine, for example, that more
agility is associated with more shared leadership, we cannot assume that more agility is
the cause of more shared leadership, or vice-versa. Establishing causality would require
more detailed study.
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6 Conclusions

Our study was to explore leadership in agile software development, in particular the
style of leadership, transactional and transformational, and the locus of leadership, hier-
archical or shared. We adapted an established questionnaire instrument and examined
the responses from professionals actually involved in development. Our results suggest a
strong relationship between the level of agility and the impact of a shared locus, includ-
ing both a transformational style and also a transactional style. The extent of agility was
also (more weakly) related to a hierarchical locus transformational style, but not with a
transactional style.

For future work, we would like to address the limitations and probe the key findings.
We especiallywish to further examine howa shared locus of leadership appears to involve
both transformational and transactional leadership at the same time. Furthermore, look-
ing at outcome measures (e.g., productivity measures, satisfaction, or perceived success
of agile transformation) and their relationship to the different aspects of leadership in
agile software development should prove particularly valuable.
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Abstract. Context: Almost every organization with a strong digital
capability has embarked on an agile transformation journey. But do these
changes actually deliver on the envisioned transformation goals? What
conclusions can we draw from measurements and observations?

Objective: The ambition of this report is to (1) assess whether tooling
data can be used to guide a transformation towards improved organiza-
tional performance; (2) verify claimed benefits of agile transformations
using tooling data in the presented case study.

Method: We measure productivity, time-to-market, and quality as
transformation objectives by analyzing longitudinal Jira backlog tool-
ing data within an embedded multiple-unit case study.

Results: By analyzing over 57,000 Jira issues from eight agile release
trains over a period of three years, we (1) provide a proof of concept of
how tooling data can be used to guide agile transformations; (2) provide
empirical evidence on the assessment of transformation objectives over
time and organizational layers at FinOrg; and (3) connect measurement
results with available literature.

Conclusions: We may conclude that tooling data is a viable addition
to guide transformations through identification of improvement opportu-
nities on the set objectives. We connected the case study results to exist-
ing literature and identified similarities. We argue that there is a need
for a measurement framework and better understanding of the dynamics
between measurement and performance.

Keywords: Agile transformation · Backlog tooling data · Performance
measurement framework · Metrics · Organizational performance

1 Introduction

Almost every organization with a strong digital capability is on an agile trans-
formation journey [9]. However, whether this transformation benefits the orga-
nization, and whether goals are reached, are frequently heard concerns [33].
c© The Author(s) 2022
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Measurement is fundamental to justifying change efforts and provides objec-
tive reference material from which to learn and improve (cf. [25,31]). While
previous work (cf. [28]) displayed the feasibility of using data for individual
organizations and metrics, the change across organizational layers over time has
largely been unexplored to date. Can we find objective data to confirm whether
these transformations were actually quantitatively measured and whether they
improved organizational performance [33]? In this paper we report on a case
study with multiple units, for the first time exploring the application of backlog
data to measure and guide a large-scale agile transformation, based on eight
Agile Release Trains in a large international financial services company.

2 Related Work

2.1 Large-Scale Agile Frameworks and Impact of Transformations

While agile techniques vary in practice, they share common characteristics, such
as iterative development and the focus on people and their interactions, captured
in the 2001 Agile Manifesto and its principles [2]. Current figures and surveys on
scaled agile transformations [9,33] indicate that SAFe [19] is considered the most
applied framework (35%), followed by Scrum of Scrums (16%), and others like
Disciplined Agile Delivery (DAD), Large Scale Scrum (LeSS) [22], Enterprise
Scrum, and Lean Management (4%).

Current literature documents multiple attempts to measure the impact of
agile transformations [21,28,33]. Consolidating prior evidence, Stettina et al. [33]
report the impact of agile transformations being significant along the dimensions
of Productivity, Responsiveness, Quality, Workflow health, and Employee satis-
faction & engagement. From a practitioner perspective, the Scaled Agile Frame-
work (SAFe) proposes three dimensions of metrics, namely Outcome, Flow, and
Competency [30]. Outcome metrics focus on whether solutions meet the needs
of customers and business, Flow metrics focus on organizational efficiency, and
Competency metrics focus on how proficient the organization is in its practices
to enable business agility [30].

2.2 Research on Performance Measurement Frameworks

In general management literature, multiple performance measurement frame-
works and models have been developed and applied, amongst others the (1)
Balanced Scorecard (BSC); (2) Performance Pyramid [39]; and (3) Performance
Prism [26]. A comparative overview is provided by Öztayşi and Uçal [42], based
on the seven purposes formulated by Meyer [24] (i.e., (1) look back; (2) look
forward; (3) roll up; (4) cascade down; (5) compare; (6) compensate; and (7)
motivate) combined with two additional views: (8) alignment with company
strategies; and (9) flexibility (dynamism) of the measurement model according
to change. Öztayşi and Uçal [42] show that (only) BSC satisfies all purposes.
The latter two purposes seem especially relevant in the context of agile trans-
formations.
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The BSC approach [16,17] has been introduced to capture strategic intent
while linking it to the performance of an organization, and views strategy man-
agement as an integrated end-to-end process [16,27]. BSC is widely applied
across different industries and describes four perspectives: (1) Learning &
Growth (can we continue to improve? ); (2) Customer (doing the right things);
(3) Internal process (doing things right); and (4) Financial perspective. In the
context of agile strategy, an elaborate description is provided using (Dynamic)
Balance Scorecards by Wireaeus and Creelman [40], observing the absence of
robust objective statements and not using tools such as driver-based models and
so-called Key Performance Questions to bridge the gap between objectives and
KPIs (p.15 [40]). We argue that the same challenge applies to the Objective &
Key Results (OKR) approach and see a similar ambition in the Goal Question
Metric (GQM) approach. In the software quality domain this approach has been
proposed to define the right measures [1]; Goals need to be traced back to data
that are intended to define those goals, and a framework needs to be provided
for interpreting the data with respect to the stated goals.

2.3 Research on (Backlog) Data in Agile Software Development

Backlog tooling to support the application of agile frameworks is perceived by
agile teams as highly important within their development toolchain [34]. Further,
a combination of tool-driven quantitative reporting (e.g. based on backlog tool-
ing) supplemented by cadence-driven qualitative insights (e.g., iteration reviews,
demos as well as employee and customer surveys) is applied among more mature
agile teams and organizations [35]. A literature study by Biesialska et al. [3]
describes a multitude of tooling data sources available in agile software devel-
opment and provides an overview of the use of backlog tools for monitoring
the status and progress of projects, backlogs, and corporate initiatives. A sub-
stantial part focuses on estimation and predictability models [7,29] on diverse
levels, ranging from team-level user stories [5,6], requirements [8], and Epics [4]
to sprint projects and releases [23]. Using data from these sources raises reliabil-
ity challenges such as (1) the need for automation (unobtrusiveness cf. [23]); (2)
transforming the data; and (3) the assessment (of the maturity) of data qual-
ity [5]. Based on SWEBOK [15] knowledge areas, Biesialska et al. classify no
research under Software Engineering Economics. By this we may conclude that
areas such as efficiency, effectiveness, productivity, time-value, and business case
are to this date not covered in the context of big data analytics, whereas these
are crucial topics in the context of agile transformations. However, the case of
Fannie Mae [31] describes the use of analytics to facilitate guidance during a
Agile-DevOps transformation using automated function points for productivity
and defects for quality measurements.

2.4 Summary of Literature and Research Question

Based on the current state of the literature, we can make the following observa-
tions: (1) there is no generally accepted view on success of agile transformation
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or of its impact on organizational performance; (2) although there are some
measurement frameworks available for understanding the impact of agile trans-
formations (cf. [21,28,33]), none of those have been used to act as common
ground for reference or for the guidance of agile transformations; (3) the same
applies to using backlog tooling data. These observations challenge us to pose
the following research question: How can we measure and guide the impact of
agile transformations on organizational performance using backlog tooling data?

3 Methodology

In order to address our research question, we conducted exploratory analyses
(cf. Tukey [37]) on backlog data in an embedded multiple-unit single case study
(Yin[41], Type 2). By analyzing a single organization and multiple units, we were
able to compare results and observe the impact of interventions, maturity, and
trends within the same context of the transformation. Units (i.e., value streams
and shared services) have a 1:1 relation to Agile Release Trains (ARTs), and
consist of multiple teams at FinOrg.

3.1 Our Case Study Subject: FinOrg

The subject of our case study is the agile transformation of a large Dutch finan-
cial services organization: 11 release trains, approximately 70 teams, ranging
from development teams, DevOps teams, supporting staff departments (e.g.,
architecture, security, HR, procurement, marketing), and back-office business
(non-IT) operations teams. All units are individually profit-and-loss responsi-
ble, have own product market propositions and are autonomous1 in the imple-
mentation of the new agile way of working, which is driven by the following
objectives:

1. Improve productivity (PROD)
2. Faster time to market (TTM)
3. Higher quality (QBD)
4. Higher customer satisfaction (CUST)
5. More engaged employees (EMPL)

No targets for these objectives have been communicated at FinOrg. FinOrg uses
Jira as its backlog system, plugins Easy business intelligence for dashboards, and
Structure to aggregate data across units and teams. For statistical analysis we
used JASP and Jamovi for plots.2

1 Transformation efforts are decentralized, supervised at c-level.
2 Atlassian’s Jira: www.atlassian.com; Jamovi: www.jamovi.org, JASP: jasp-stats.org;

ALM Works Structure: almworks.com; Easy Business Intelligence: eazybi.com.

www.atlassian.com
www.jamovi.org
http://www.jasp-stats.org
http://www.almworks.com
http://www.eazybi.com
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3.2 Mapping Literature to Transformation Objectives at FinOrg

In order to map the transformation objectives to categories in the literature, we
will use the dimensions introduced by Stettina [33].

– (a) Responsiveness: maps to FinOrg’s faster time to market driver (TTM).
That, in turn, translates to the speed of epics and features on portfolio /pro-
gram level and team issues of throughput time from creation up until the
moment the item is resolved. Note that the notion of delivered or to-market
is interpreted in different ways in the literature and tooling. In order to pre-
vent confusion, we used the resolve time (i.e., the item reached its final state)
denoted with TTR (Time to Resolve).

– (b) Productivity: maps to the productivity objective (PROD), which trans-
lates to delivering more value to the customer. The notions of WSJF and Cost
of Delay are aligned with this objective. Items at program level and above
are WSJF-estimated. WSJF is an abbreviation of Weighted Shortest Job First
and relates the Cost of Delay (value) attributes as proposed by SAFe [19] to
their Job Size (estimated effort).

– (c) Workflow health: For this dimension one must note that the measure-
ments proposed in literature overlap with responsiveness and time to mar-
ket [33], although with a different objective. An illustration: an increase in
functionality per time unit (cf. [28]) can indicate higher productivity, but
might be categorized as faster time to market as well. To dissolve this confu-
sion, we assigned its measurements: (1) Job Size; and (2) the number-of-items
resolved to both objectives: PROD and TTM.

– (d) Employee satisfaction & Engagement: maps to the EMPL objective.
By focusing on backlog data, we were not able to address employee engage-
ment. Instead, we used other employee-related measurements with regards to
number of people assigned during the flow and a custom FinOrg indicator of
complexity as proxy for collaboration/organized/planned measurement and
classified these as part of (c) Workflow health.

– (e) Quality: maps to the quality by design objective (QBD). In order to keep
track of compliance and quality aspects, FinOrg introduced a quality-by-
design process, implying that all initiatives need to be checked against relevant
compliance and quality policies (e.g., security, privacy, legal, ITSM) and are
thus explicitly linked to quality backlog items. QBD items have to be resolved
alongside the respective initiative (similar to acceptance criteria) assigned
to, and executed by, the appropriate roles and colleagues. Number-of-items
resolved and TTR for QBD items are used as measures.

4 Results

4.1 Case Background: FinOrg’s Agile Transformation Journey

The framework implemented at FinOrg was based on SAFe [30] with a few addi-
tions, the most important being the introduction of the aforementioned quality-
by-design process. Another addition was the integration of business operations,
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including non-IT teams, into the units. FinOrg implemented a workflow on pro-
gram and portfolio level with funnel, review, analyze, backlog, and implemen-
tation stages, mandatory initiative statement registration, and multiple WSJF-
estimation and Quality by Design sessions within a quarterly cadence.

With respect to the transformation timeline, we distinguish three phases in
the transformation at FinOrg: Wave 0 : agile at team level, using backlog sys-
tem at team level with mixed maturity levels and agile models e.g. Kanban and
Scrum variants (months 0–12). Wave 1 : introduction at program and portfolio
level of a new way of working based on the SAFe framework (months 13–24).
Wave 2 : maturing at program and portfolio level (months 25–36, most recent).
The lead author helped guide the digital transformation at team level during
Wave 0 and helped design and implement the operating model at portfolio and
program level. At Wave 1, the lead author was responsible for creating and
introducing the solution on top of the existing Jira backlogs. This functionality
was created with the use of the plugins and custom scripting to facilitate guid-
ance on the program/portfolio and quality-by-design aspirations. An extra layer
was introduced using two additional backlogs containing: (1) functional items
(i.e., Epics, Features); (2) non-functional also known as quality-by-design items.
Release trains and teams are responsible for documenting initiatives and quality
aspects and linking activities to the overarching items. This functionality has
been iteratively developed and introduced with a minimum viable product at
the start of Wave 1 at corporate level.

Table 1. Descriptive information on the Jira tooling data of FinOrg

Agile release train (unit): U01 U02 U03 U04 U06 U07 U08 U12 Total

Jira projects # 3 8 3 3 2 9 2 6 36

Teams # 7 15 6 3 7 11 4 4 57

Portfolio & program level

- Epics # 10 55 37 17 41 14 9 28 211

- Features # 231 256 295 90 291 79 193 26 1,461

Team level

- Team issues # 3,211 13,461 5,201 2,683 3,460 13,751 3,185 10,248 55,200

Quality by design

- QbD items # 48 192 58 99 51 132 78 71 729

Total issues 3,500 13,964 5,591 2,889 3,843 13,976 3,465 10,373 57,601

Bold, italic and green indicates the highest score compared to other release trains.
Team backlogs are only included if historical data of ≥36 months were available, backlog size >1,000 issues and
recent (i.e. <1 month) updates were registered at that backlog, thus excluding dormant backlogs.
Units are included if the unit was not explicitly excluded from transformation efforts and data spanned over a
period of 24 months.
Quality by Design teams are not counted in the total number of teams count. These teams cover approximately
12 disciplines; the backlog data for these disciplines also span a period of 24 months historically.
Note on epics, features and team-level issues: at portfolio level, epics are defined as >1 quarter of impact for one
or more units. Feature definition: ≤1 quarter and can be resolved within a train. Team-level issues are smaller
than features and can be solved within one team. Issues at team level are compressed to one layer and the lowest
level of sub-task is discarded.
Overall >2,000 colleagues have been affected by this transformation.
Other data sources are available at FinOrg used for incident/problem management and CI/CD tooling. Both
domains were impacted with coinciding migrations and are not included, since their data maturity was significant
lower and alignment not yet feasible.

Table 1 presents our case study data. We performed data cleansing, resulting
in dropping three units and multiple Jira team projects based on our assessment
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that their activities were not substantial enough as a basis for detecting empirical
trends and differences. In addition, we harmonized workflows, different uses of
statuses, issue types, and custom fields by adding an abstraction model, exposing
backlogs in only three basic layers (i.e., Epics, Features, Team issues) and a
simplified workflow (i.e., only create/open, resolve statuses). By this, clarity in
presentation was improved, while keeping the backlog system intact (refer to
additional notes Table 1 for details).

4.2 Uncovering Trends in Backlog Data

Our exploration ambition is to determine whether desired trends are noticeable in
order to guide the transformation. We first illustrate productivity PROD. Figure 1
plots resolved Cost of Delay, our proxy for value delivery, relative to its mean3,
making comparison of results over time possible and uncovering potential trends.
We share two observations based on this AVP plot: Observation 1 : the start of
the portfolio/program-level wave, starting in month 12, is visible by the cadence
of resolved items/dots starting just before month 14, two months after the Wave
1 kick off. As envisioned at program/portfolio level, we observe a positive trend.
Observation 2 : At month 25 a global cost-saving program was introduced within
all units, displaying a flattening and subsequent decrease of Cost of Delay, a
plausible explanation for this negative trend, since the organization was not able
to focus on value delivery. WSJF measurements, the next identified measure of
productivity, show the exact same trend.

Fig. 1. Added Variable Plot (AVP) of Cost of Delay for units, baselined per issue type
and unit over time (months). The value of 1 therefore represents the baseline. Outliers
>3 have been discarded in the plot, to help improve the visualization quality. Dots
represent resolved issues. Confidence bands and fitted line based on Loess.

3 A baseline is essential since estimations are not standardized at FinOrg. Values are
divided by its mean in the context of the unit and issue type.
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4.3 Trends Across Organizational Layers, Focus on Responsiveness

Another sample demonstration looks at the trends in responsiveness (TTM)
including diving into layers and units (Fig. 2). This proved helpful while deep-
ening insights into the dynamics of flow. The impact of local interventions to
improve refinement processes, creating better-sized and better-defined chunks
of work, is visible over time. It reveals significant differences. One illustration:
all trains started with the mandatory use of program/portfolio Epics at Wave
1 (month 12), meaning that all initiatives had to be registered and estimated.
Note that one ART (U02) already used features and greatly reduced the TTR for
these items during the three years, mainly by defining smaller chunks of work.
However, this downsizing of items at U02 did not lead to worsening TTR results
at team level; rather the opposite seems true: more items were delivered and
there were better rates of TTR for this level as well. Overall, we see decreas-
ing TTR values, which is in line with the envisioned improvement on the TTM
objective.

Fig. 2. Baselined Time-to-Resolve (TTR) measurements for ARTs U01-U12 across the
three organizational layers and transformation Waves 0-2

4.4 Understanding Transformation Success

In this section we report on a way to provide evidence regarding the overall
success of this transformation. For this purpose we compare data sets of the
transformation on the program & portfolio level of Wave 1 to Wave 2 in Table 2.
A summary of our findings:
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Table 2. Impact (%) Wave 1 versus 2 transformation program level across ARTs on
objectives

Agile release train (unit): U01 U02 U03 U04 U06 U07 U08 U12 AVG

(a) Responsiveness

Time-to-resolve Epics (ii) TTM −24% −50% −66% −37% −33% −34%

Time-to-resolve Feat. (ii) TTM −20% −22% −25% −42% −24% −30% 25% −24% −27%

Time-to-resolve Team (ii) TTM −52% −68% −22% −35% −45% −48% −33% −35% −47%

(b) Productivity

Cost of Delay Epics (i) PROD −16% 21% 179% 116% 24% 30%

Cost of Delay Feat. (i) PROD −1% −7% −2% 315% 69% 51% 54% −76% 32%

WSJF Epics (iv) PROD 163% 4% 297% 181% 90% 73%

WSJF Features (iv) PROD 13% 26% 253% 88% 99% 303% 64% −92% 114%

(c) Workflow health

JobSize Epics (i) PROD-TTM −62% 74% −39% −28% −58% −22%

JobSize Features (i) PROD-TTM −14% −25% −78% 149% 31% −26% −11% 200% −24%

# items Epics (iii) PROD-TTM −59% −68% −45% −76% −44% −70%

# items Features (iii) PROD-TTM 48% −39% −55% 73% −63% −90% −32% 667% −36%

# Team Issues (iii) PROD-TTM −6% 47% −70% 18% −47% −30% −29% −7% −15%

Autonomy (iv) EMPL 11% 13% 47% −23% −3% 36% 35% −132% 21%

Complexity (iv) EMPL 173% −21% −3% 21% 9% −100% −24% 48% −7%

(e) Quality

QbD # items (iii) QBD −63% −66% −29% −66% −35% −69% −41% −58% −59%

QbD time-to-resolve (i) QBD −45% −55% −47% −47% 7% −56% −35% −51% −41%

Scales: (i) pseudo, Fibonacci 1–250, (ii) hours, (iii), items, (iv) custom calculated measure at FinOrg:

complexity = assignees∗handovers
channels

, channels =
assignees∗(assignees−1)

2 (i.e., rule of thumb number

of communication lines), autonomy = Δ dependecies.

�✓ (a) (TTM): Transformation improves (a) responsiveness. At all issue layers a
substantial improvement (i.e., decrease in resolve time) was observed, ranging
from team-level improvements of over 47% to epic-level ones of 34%.

�✓ (b) (PROD): Transformation improves (b) productivity. We are able to report
that more value has been delivered (Cost of Delay) (30% epic level, 32% fea-
ture level) and better priorities (WSJF) have been set (73% feature level,
114% epic level). Notice the (large) improvements within some units which
can be explained by interventions improving the WSJF estimation and prior-
itization events and redefining epics and features. Note that some units (U01,
U08) did not report any resolved epic items.

� (c) (PROD,TTM): Transformation improves (c) workflow health. Data from our
case study displays an ambivalent picture. Averages of resolved Job Sizes
decreased on both levels (22% features, 24% epics), which should be evaluated
in the context of number of items. In Fig. 2 one can deduct that indeed the
number of Epics and Features are decreasing since less data point are visible in
more recent months. A reasonable explanation for this is creating less over-
arching items like epics and shift to smaller (right-sized) items facilitating
a better flow. It is therefore interesting to observe the dynamics between
priority setting (WSJF) and TTR to this dimension. Furthermore, note the
differences in unit results: U04, for example, shows workflow decreases on Epic
level, but improvements on other levels, which indicates that focus shifted to
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the delivery of smaller-sized items. Note: the lagging performance of U03 can
be explained by specific challenges.

�✓ (d) (QBD): Transformation improves quality. Data from our case study display
interesting results. The number of QbD items decreased, while the resolve
time improved. A plausible explanation is that since the number of resolved
epics (initiatives) decreased, a decrease of associated QbD items is to be
expected as well. The overall QbD numbers are positive: the ratio of quality
aspects is congruent with the initiatives and the handling of the QbD aspects
improved over time (TTR 41%).

� (e) (EMPL): Transformation improves employee engagement. By not using
subjective survey data on engagement, we fail to report on this measurement.
However, we are able to report on autonomy and a (custom) complexity mea-
surement as part the (c) workflow health category and report an increase in
autonomy (21%) and a decrease in complexity (7%).

5 Discussion

5.1 Using Backlog Data to Guide Transformations Based on Trends

We will now continue to discuss how Jira data contributes to the understanding
of the transformation impact and trends in relation to the five dimensions of
impact established in agile literature and subsequently to the Balanced Score-
card (BSC). Figure 3 provides insights in how measures, objectives and perspec-
tives are linked by establishing a connection between the Balanced Scorecard,
the impact dimensions, and the measurements conducted during the transfor-
mation at FinOrg. The perspectives of the BSC as presented by Kaplan and
Norton [16,17], offer a holistic view on the dimensions of organizational per-
formance in contrast to the empirically, bottom-up understanding of impact of
agile transformations as presented by Stettina et al. [33]. Plotting Jira backlog
data over time and projecting data in multiple layers, as discussed in this paper,
allows for zooming into organizational layers and trend analyses provide valuable
augmentation.

Firstly, one can observe that the Time-to-Resolve and Items-time (resolved)
on Epic, Feature and Team level augment the Responsiveness dimension. This
dimension contributes to Learning & Growth through the opportunity of pro-
viding faster feedback through faster delivery. Based on the baselined Time-to-
Resolve plots in Fig. 2, one can confirm the envisioned trend of decreasing resolve
time. In Sect. 4.3 we discuss how smaller slices of Features contribute to lowering
TTR using the example of U02. A further general observation that can be made
when looking at Fig. 2, is that the impact differs significantly per organizational
layer, as previously suggested by Stettina et al. [33].

Secondly, one can observe how the measures of Cost of Delay and WSJF
contribute to the dimension of Productivity as they represent how implemented
Epics, Features and Stories link to prioritization given by the customer. Here one
assumes that a better adherence to previously defined customer issue priorities
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FinOrg case study results
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Fig. 3. Overview of case study results and objectives (blue, 1st block), literature (2nd
block). Last column connection to BSC perspectives. Shaded gray results: converted
Likert scales of qualitative survey results. (Color figure online)

leads to better performance as previously described in literature [10,11]. Figure 1
plots aggregated Cost of Delay values for the delivered issues over all units
delivered to the customer. Based on the plot one can recognize positive as well
as negative trends. Specifically, the implementation of the program & portfolio
layer transformation of Wave 1 indicates a positive impact on Cost of Delay
values. The negative effect of a cost-saving program on performance due to loss
in focus on value delivery can be visually identified to be starting in month 25.

Thirdly, the measures of Autonomy, represented by the number of depen-
dencies linked in Jira across the implemented issues, as well as Complexity,
represented by communication complexity (refer to notes Table 2), provide an
indication for Employee Satisfaction & Engagement.

Fourthly, one can observe how the Quality by Design issues, can serve as an
indicator for Quality improved. The perspective taken here is that the quality of
design requirements and lower TTR values lead to better quality of the product.
We point out that quality aspects are executed with improved speed and with
fewer items. This indicates an improvement in quality by design, especially in the
context of firmly enforced protocols and a rigorous (internal and external) audit
process. In that respect we may exclude possible manipulation of measurements.
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In line with previous findings of Lin et al. [23] we argue that unobtrusive-
ness and transparency are key success factors to using backlog data. To address
this the measurements at FinOrg have been automated and made available in
real time. The system is an integral part of the way of working, in other words,
no extra effort is needed and, since the system provides relevant insights for
users, they are motivated to maintain (1) high data quality and, (2) the inherent
openness reduces the risk of gaming (cf. [18]). In addition, understanding how
measures are interconnected and using more than one measure per objective
strengthen the (3) reliability of the results. As an example over- or underesti-
mating Job Size will show up in relation to the Time-to-Resolve and number of
items measurements denoted by the connecting lines.

5.2 Transformation Success at FinOrg Compared to Prior Evidence

We will now continue to elaborate on the main question: Can we declare trans-
formation success based on FinOrg’s objectives and what if we compare these to
prior findings? Fig. 3 presents the results of our case study (Sect. 2.3) and con-
nect these to the (most) conservative findings from the literature from Stettina
et al. [33]. Both categorized into seven levels (refer to legend). Based on the
backlog data we were able to identify improvements on three of FinOrg’s five
transformation objectives.

(1) Improve Productivity (PROD) by >30%. Note: existing literature reports on
effectiveness values >60%. However, we cannot confirm the significantly
higher results reported in existing literature with regard to the workflow
health dimension; linked to both productivity and time to market (PROD-TTM)
as described in Sect. 3.2: Functionality/time (483%), Business Value (400%),
Days between commits (38%). Moreover, the results of number of delivered
items and velocity decreased and we postulated as explanation the shift from
epics and features to better defined and smaller sized (team level) items.

(2) Faster Time To Market (TTM) by >27%; Note: existing literature reports
higher numbers: time-to-market survey results (67%), and the request journal
interval measurements (24%) and lead time (64%).

(3) Higher Quality (QBD) by >41%. We used the (leading) indicator of FinOrg:
the quality-by-design measurement. The prior literature focuses on defects
and incident/problem data, and in that respect focuses on lagging indicators
and therefore comparison is problematic.

With the use of backlog data we were not able to look at (4) Customer
Satisfaction, (5) Employee Satisfaction & Engagement as well as the Financial
Balanced Scorecard perspective (not part of the FinOrg transformation objec-
tives). Lacking measurements on customer feedback (i.e., customer satisfaction
CUST) and employee satisfaction we argue that the perspectives can be improved
using additional surveys or direct user experience data.
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5.3 The Need for a Performance Management Framework

Our challenges with regard to the comparison and interpretation of measures
and results in the literature indicate a need for more research on performance
measurement, a topic often discussed but rarely defined (cf. [27]). It is important
to learn how measurement (systems) can support, facilitate, and impact the
change process and performance of an organization, especially in the context
of agile transformations. There is sufficient motivation to suggest that the use
of performance management systems can lead to improved capabilities, which
then impact performance (cf. [13,20]). Advantages reported in the literature are
higher results orientation, better strategic clarity, higher employee engagement,
and quality. Reasons for use are improved focus on control and strategy [38]. An
interesting area to pursue would be to verify these findings in the context of agile
transformations. A way forward is to improve our understanding of measures
(e.g., performance, productivity, effectiveness, and efficiency cf. [12,14,32,36])
and enhance the exploratory mapping we introduced with Balanced Scorecard
perspectives in the context of agile transformations. Combining multiple sources
of quantitative measurement of backlog with qualitative data such as surveys,
customer experience data and (inter)subjective estimation data (e.g., Job Size
and Cost of Delay estimations) need to be researched further.

5.4 Limitations and Threats to Validity

This report describes an exploratory data analysis of a case study demonstrat-
ing a proof of concept of using backlog data to measure agile transformations.
An exploratory analysis imposes requirements on traceability on how data has
been collected and used. We documented and automated all steps in gathering
and transformation of the data, alongside our decisions not to use specific data
(e.g., exclude dormant backlogs, exclude units and document outliers). In addi-
tion, since the data was transparently available, presented, and used through-
out the whole organization, potential errors, deficiencies, or lack of quality in
registering and maintaining data are largely eliminated. Finally, we were able
to use an extensive data set ranging over a long period of time (36 months),
which mitigates data-maturity issues. We therefore claim high reliability. With
respect to construct validity, we used Jira software as a single data source. As
noted, we paid considerable attention to the care, depth, and quality of data.
In addition to this, we reviewed data and findings with relevant stakeholders at
FinOrg. Finally, for all categories of measurements we used multiple measure-
ments in order to substantiate the outcomes. Construct validity can be further
improved by extending the research to other data sources and tool-providers and
by doing so provide additional insights and knowledge on how to combine differ-
ent data sources. Using substantial time series data, validating results and trends
over multiple units, and providing plausible explanations on differences between
units all strengthen the internal validity of our research. We suggest that further
research on objective measurement attributes is a productive avenue to pursue,
e.g., financial measures, experience and usage data on services, and problem



A Case for Data-Driven Agile Transformations 127

and incident data. With respect to external validity, we used a case study with
release trains as embedded units. These units are clearly defined, act within
the same transformation context, and are therefore suitable for comparison in
an exploratory case study. Finally, we projected our findings in the context of
current literature. These efforts strengthen the external validity of our research.
However, we recognize that broadening the scope to other organizations and
branches, repeating our analysis, will improve generalization evidence.

6 Conclusions

The objective of this report was to discuss if, and how, backlog data can be
used to help guide agile transformation journeys towards improved organiza-
tional performance. We conducted an exploratory embedded multiple-unit case
study to identify trends and measure their development against FinOrg’s five
transformation objectives. We used Jira backlog data from eight Agile Release
Trains and their teams over a period of three years, with a total of over 57,000
issues, supplemented by engagement of the first author in the transformation.

Our contribution is threefold: Firstly, we provide a proof of concept of how
backlog data can be used to identify trends and provide guidance by creat-
ing a mapping of Jira data sources to impact dimensions proposed by Stettina
et al. [33] as well as the Balanced Scorecard. Secondly, we provide empirical evi-
dence on the assessment of transformation objectives over time at FinOrg. And
thirdly, we compare our measurements to previously available literature.

We find evidence pointing towards improvements on three of FinOrg’s five
transformation objectives: (1) improved productivity, (2) faster time to market,
and (3) higher quality. Backlog data did not enable us to report on customer
satisfaction and engaged employees. We observe that results are in line with
the current literature, although in trends rather than in absolute numbers. It is
important to consider the point of departure of the transformation as context
for the measurement of success or comparison.

We may conclude that backlog data can help guide agile transformations. By
mapping Jira data to the impact dimensions as discussed in available literature,
this report describes how backlog data provides a viable source of information
to recognize trends and guide agile transformations and allows organizations to
act upon them. Authors suggest to complement measurements with other data
sources and apply a measurement framework as proposed here.
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6. Conoscenti, M., Besner, V., Vetrò, A., Fernández, D.M.: Combining data analytics
and developers feedback for identifying reasons of inaccurate estimations in agile
software development. J. Syst. Softw. 156, 126–135 (2019)

7. Czekster, R.M., Fernandes, P., Lopes, L., Sales, A., Santos, A.R., Webber, T.:
Stochastic performance analysis of global software development teams. ACM
TOSEM 25(3), 1–32 (2016)

8. Dehghan, A., Neal, A., Blincoe, K., Linaker, J., Damian, D.: Predicting likelihood
of requirement implementation within the planned iteration: an empirical study
at IBM. In: 2017 IEEE/ACM 14th International Conference on Mining Software
Repositories (MSR), pp. 124–134. IEEE (2017)

9. Digital.ai: The 15th state of agile report (2021). https://stateofagile.com
10. Dikert, K., Paasivaara, M., Lassenius, C.: Challenges and success factors for large-

scale agile transformations: a systematic literature review. J. Syst. Softw. 119,
87–108 (2016)

11. Dyb̊a, T., Dingsøyr, T.: Empirical studies of agile software development: a system-
atic review. Inf. Softw. Technol. 50(9–10), 833–859 (2008)

12. Forsgren, N., Hering, M., DeGrandis, D., Guckenheimer, S.: Measure efficiency,
effectiveness, and culture to optimize DevOps transformations - metrics for DevOps
initiatives. DevOps Enterp. Forum (2015). IT Revolution

13. Franceschini, F., Galetto, M., Turina, E.: Techniques for impact evaluation of per-
formance measurement systems. Int. J. Qual. (2013)

14. Grafton, J., Lillis, A.M., Widener, S.K.: The role of performance measurement and
evaluation in building organizational capabilities and performance. Acc. Organ.
Soc. 35(7), 689–706 (2010)

15. IEEE Computer Society: SWEBOK Guide v3.0 (2004). http://www.swebok.org/
16. Kaplan, R.S., Norton, D.P.: The balanced scorecard-measures that drive perfor-

mance (1992)
17. Kaplan, R., Norton, D.: Using the balanced scorecard as a strategic management

system (1996). jackson.com.np
18. Kennerley, M., Neely, A.: Measuring performance in a changing business environ-

ment. Int. J. Oper. Prod. Manag. 23(2), 213–229 (2003)
19. Knaster, R., Leffingwell, D.: SAFe 4.5 Distilled: Applying the Scaled Agile Frame-

work for Lean Enterprises. Addison-Wesley Professional (2018)
20. Koufteros, X., Verghese, A.J., Lucianetti, L.: The effect of performance measure-

ment systems on firm performance: a cross-sectional and a longitudinal study. J.
Oper. Manag. 32(6), 313–336 (2014)

https://agilemanifesto.org/
https://doi.org/10.1007/s10664-018-9656-z
https://doi.org/10.1007/s10664-018-9656-z
https://stateofagile.com
http://www.swebok.org/
http://www.jackson.com.np


A Case for Data-Driven Agile Transformations 129

21. Laanti, M., Salo, O., Abrahamsson, P.: Agile methods rapidly replacing traditional
methods at Nokia: a survey of opinions on agile transformation. Inf. Softw. Technol.
53(3), 276–290 (2011)

22. LeSS: Large-Scale Scrum. https://less.works/
23. Lin, J., Yu, H., Shen, Z., Miao, C.: Studying task allocation decisions of novice

agile teams with data from agile project management tools. In: Proceedings of the
29th ACM/IEEE International Conference on Automated Software Engineering,
pp. 689–694 (2014)

24. Meyer, M.W.: Rethinking Performance Measurement: Beyond the Balanced Score-
card. Cambridge University Press, Cambridge (2003)

25. Moran, A.: Managing Agile. Strategy, Implementation, Organisation and People
(2015)

26. Neely, A., Adams, C., Crowe, P.: The performance prism in practice. Measuring
Bus. Excellence (2001)

27. Neely, A., Gregory, M., Platts, K.: Performance measurement system design: a
literature review and research agenda. Int. J. Oper. Prod. Manag. 25, 1228–1263
(2005)

28. Olszewska, M., Heidenberg, J., Weijola, M., Mikkonen, K., Porres, I.: Quantita-
tively measuring a large-scale agile transformation. J. Syst. Softw. 117, 258–273
(2016)

29. Pospieszny, P., Czarnacka-Chrobot, B., Kobylinski, A.: An effective approach for
software project effort and duration estimation with machine learning algorithms.
J. Syst. Softw. 137, 184–196 (2018)

30. SAFeR©: Scaled Agile Framework. https://scaledagileframework.com/metrics/
31. Snyder, B., Curtis, B.: Using analytics to guide improvement during an agile-

DevOps transformation. IEEE Softw. 35, 78–83 (2017)
32. Sproles, N.: Identifying success through measures. Phalanx 30(4), 16–31 (1997)
33. Stettina, C.J., van Els, V., Croonenberg, J., Visser, J.: The impact of agile trans-

formations on organizational performance: a survey of teams, programs and portfo-
lios. In: Gregory, P., Lassenius, C., Wang, X., Kruchten, P. (eds.) XP 2021. LNBIP,
vol. 419, pp. 86–102. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
78098-2 6

34. Stettina, C.J., Heijstek, W.: Necessary and neglected? an empirical study of inter-
nal documentation in agile software development teams. In: Proceedings of the
29th ACM International Conference on Design of Communication, pp. 159–166
(2011)

35. Stettina, C.J., Schoemaker, L.: Reporting in agile portfolio management: routines,
metrics and artefacts to maintain an effective oversight. In: Garbajosa, J., Wang,
X., Aguiar, A. (eds.) XP 2018. LNBIP, vol. 314, pp. 199–215. Springer, Cham
(2018). https://doi.org/10.1007/978-3-319-91602-6 14

36. Tangen, S.: Demystifying productivity and performance. Int. J. Product. Perform.
Manag. 54(1), 34–46 (2005)

37. Tukey, J.W., et al.: Exploratory Data Analysis, vol. 2, Reading (1977)
38. de Waal, A., Kourtit, K.: Performance measurement and management in practice.

Int. J. Product. Perform. Manag. 62(5), 446–473 (2013)
39. Wedman, J., Graham, S.W.: Introducing the concept of performance support using

the performance pyramid. J. Continuing High. Educ. 46(3), 8–20 (1998)

https://less.works/
https://scaledagileframework.com/metrics/
https://doi.org/10.1007/978-3-030-78098-2_6
https://doi.org/10.1007/978-3-030-78098-2_6
https://doi.org/10.1007/978-3-319-91602-6_14


130 G. C. Boon and C. J. Stettina

40. Wiraeus, D., Creelman, J.: Agile Strategy Management in the Digital Age.
Springer, Cham (2019). https://doi.org/10.1007/978-3-319-76309-5

41. Yin, R.K.: Case Study Research. Sage, Thousand Oaks (2003)
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Abstract. To have engaged and high-performing agile teams are what most orga-
nizations strive for. At the same time, there is little research on the drivers of team
work engagement in the software context. Team autonomy and trust are crucial for
agile teams and are suggested as potential boosters of team work engagement and
performance. In this study, we apply the Job Demands-Resources model to exam-
ine the role of autonomy and trust and their impact on work engagement and team
performance in agile teams. We analyze quantitative survey data from 236 team
members in 43 agile teams to examine how team autonomy and trust relate to team
work engagement and how engagement mediates the relationship between these
factors and performance. Our results show that while both autonomy and trust
are positively related to team work engagement, team trust plays a more critical
role than team autonomy. Teams with high team trust showed higher engagement,
which enhanced team performance. Our results highlight the importance of social
factors such as trust in creating conditions for high performance in agile teams
through its effect on team work engagement.

Keywords: Agile teams · Team performance · Trust · Team autonomy · Work
engagement · Job demands-resource model

1 Introduction

Having high-performing agile software development teams is what most organizations
operating in the field strive for. Among the numerous determinants of team performance,
autonomy and trust deserve special attention when it comes to agile teams. Team auton-
omy is considered crucial for team performance because it allows teams to self-organize
and make better decisions without needing to wait for approval [1, 2]. When it comes
to team trust, it has been found to be one of the fundamentals of agile teams [3] as it
creates favorable conditions for cooperation by strengthening the interactions between
teammembers and improves problem-solving and overall software quality because team
members that trust each other are more likely to share knowledge and report problems.

Although both team autonomy and trust are acknowledged as crucial for agile teams,
there is a lack of theoretical explanation for how these factors impact performance. One
possible explanation may be found in the Job Demands-resource model (JD-R), which
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depicts work engagement as a mediator of the relationships between job resources (e.g.,
team autonomy and trust) and performance [4]. In other words, factors such as team
autonomy and trust may relate to work engagement, while work engagement, in its turn,
relates to team performance.

Work engagement is in itself important for agile teams because it is closely related
to the concept of motivation. According to the 5th principle in the agile manifesto, agile
projects should be built aroundmotivated individuals that have support and trust to get the
job done. Motivation has been described as an important issue in software engineering
[5], and job enthusiasm has been highlighted as the strongest predictor of developers’
productivity [6]. Motivated teams are also highly engaged, which means they are full
of energy, enthusiastic about their work, and persist when facing drawbacks. Research
shows that engaged teams outperform teams with low levels of engagement [7].

Recently the interest in work engagement is starting to emerge in the field of agile.
For example, Huck-Fries et al. [8] demonstrate that work engagement in agile teams is
indeed influenced by job resources and that agile practices are positively related to these
resources. However, there is still insufficient insight into the effects of job resources and
work engagement on the performance of agile software development teams. Against this
background, we are suggesting the following research question: What are the effects of
team autonomy and team trust on team work engagement and team performance in agile
software development teams?

To answer this question, we develop and test a statistical research model that inves-
tigates how team autonomy and trust relate to team work engagement and how team
work engagement mediates the relationship between these resources and team perfor-
mance. We use survey data from 236 team members in 43 software development teams
in Norway. Our results have important theoretical and practical implications for the field
of agile development and contribute to the existing literature in several ways. First, we
show how a well-established psychological theory (JD-R) can be successfully applied
to examine agile teams. Second, we expand the research on JD-R theory by including
the team level of analysis. And third, we provide valuable theoretical as well as practi-
cal insights by showing how team autonomy and trust relate to work engagement and
performance of agile teams.

2 Related Work and Hypothesis Development

2.1 Team Work Engagement in Agile Software Development Teams

Software development teams now commonly adopt agile methods, which emphasize the
importance of a collaborative, people-oriented approach with the use of self-organizing
teams with high levels of autonomy [1, 9]. With the increased use of teams in software
development, there is a growing recognition of factors that influence the performance of
teams in this context. While the AgileManifesto is based on the idea of highly motivated
team members [10], empirical research on work engagement in the agile development
literature is still limited.
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Work engagement can be defined as a positive, fulfilling, work-related state of mind
characterized by vigor, dedication, and absorption [11]. Vigor is described by high levels
of energy while working and persistence in the face of difficulties. Dedication refers to
being strongly involved in one’s work and experiencing a sense of significance, enthusi-
asm, and strong identification with the work. Absorption means being fully concentrated
and immersed in one’s work and difficulties with detaching oneself from work. In sum,
engaged employees feel full of energy, are enthusiastic about their work, and often lose
track of time when working. Based on an abundant amount of research, work engage-
ment has been found to have numerous benefits, such as organizational commitment, job
satisfaction, extra-role behavior, and superior work performance, as well as increased
well-being and general health [12]. Althoughmost studies onwork engagement focus on
the individual level of measurement, the concept also exists at a team level [7, 13]. Team
work engagement (TWE) describes a shared perception of work engagement of the team
as a whole and can be defined as “a positive, fulfilling, and shared emergent motivational
state that is characterized by team vigor, team dedication, and team absorption, which
emerges from the interactions and shared experiences of members of a team” [13].

2.2 Work Engagement and the Job Demands-Resource Model

The JD-R model has frequently been used as a framework to explain the antecedents
and consequences of work engagement [14]. According to the JD-R model, working
conditions can be broadly classified into two categories; job demands and job resources.
Job demands are the aspects of the job that require sustained physical and/or psycho-
logical effort and are therefore associated with certain costs. Examples are high work
pressure, role conflict, and emotionally demanding interactions. Job resources refer to
the job-related aspects that are functional in achieving work goals that allow employees
to cope with the demanding aspects of their job and stimulate their learning and develop-
ment [14]. Job resources may exist at different levels: the task level (e.g., job autonomy),
the social level (e.g., team climate), and the larger organizational level (e.g., organiza-
tional justice). The JD-R model further suggests that job demands and job resources
trigger two distinct psychological processes: health impairment and the motivational
process. The health-impairment process posits that poorly designed jobs or constant job
demands exhaust employees’ resources resulting in stress and health problems [15]. The
motivational process, on the other hand, proposes that job resources both have intrinsic
and extrinsic motivational potential and lead to high work engagement. Resources are
intrinsically motivating because of their capacity to fulfill basic human needs such as
autonomy, belongingness, and competence [16], and may also be extrinsically motivat-
ing because they translate into instrumental help that allows employees to successfully
achieve work goals [14]. Research has consistently shown that job resources are the
strongest predictors of work engagement due to their potential to enable employees
to cope with demanding aspects of their job and, at the same time, stimulate personal
growth, learning, and development [12, 17].
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Some recent research indicates that agile work practices have a positive effect on
work engagement through job resources [8, 18, 19]. Huck-Fries et al. [8] found, for
instance, that agile practices significantly influenced the job resources of job autonomy
and perceived meaningfulness, which again positively predicted team members’ work
engagement. Similarly, Rietze and Zacher [19] demonstrated that agile work practices
were positively related to job resources such as autonomy, peer support, and feedback
and indirectly influenced work engagement via these job resources. Neither of these
studies, however, studied job resources and work engagement at the team level. Further,
the mediating effect of work engagement on the relationship between job resources
and team performance is lacking in the previous studies on work engagement in agile
software development teams. In the software engineering literature, team autonomy
and team trust have continuously been identified as central to the effectiveness of agile
software teams [3] and have also been recognized as important resources in the work
engagement literature [20].

2.3 Team Work Engagement, Team Autonomy, and Trust

While many types of job resources may boost work engagement [14], previous meta-
analyses and reviews suggest that resources at the task level, such as autonomy, are
strong drivers for work engagement [17, 21]. Indeed, recent findings indicate that team
autonomy is positively related to work engagement, suggesting that team members with
a voice in allocating tasks, managing time, and defining leadership roles express greater
vigor, dedication, and absorption at work [22]. Team autonomy is a key principle of
agile practices and is recognized as an important condition for the responsiveness and
effectiveness of agile software development teams [1]. Team autonomy can be defined as
the extent to which the team has considerable discretion and freedom in deciding how to
carry out tasks [23]. The increased levels of autonomy in the team bring decision-making
authority directly to the operational level resulting in increased speed and accuracy of
problem-solving [1]. The self-determination theory (SDT) also suggests that autonomy
triggers the motivation of team members and may thus increase the level of engage-
ment. Muecke and Greenwald [24] suggest that autonomy influences work engagement
through both motivational and cognitive mechanisms, leading to job enrichment. The
motivational perspective suggests that autonomyaffectswork engagement by influencing
employees’ feelings of personal responsibility for work outcomes, feelings of mastery,
and increased chances for learning and growth, all leading to higher motivation [25, 26].
The cognitive perspective focuses on the cognitive demands caused by job autonomy,
such as increased problem-solving and information processing. As autonomy increases,
employees are allowed to choose suitable strategies to deal with situations, resulting in
more cognitive activities and higher cognitive demands that promote work engagement.
Based on this review, we, therefore, hypothesize that: H1: Team autonomy is positively
related to team work engagement.
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Trust in the team represents a potentially vital job resource for agile teams because
trust constitutes a central determinant of effective teamwork [27, 28] and has been found
to play a crucial role in the functioning of teams in this context [3]. Trusting one’s
teammates implies positive expectations about their actions and motivation grounded
in the belief of their competence, integrity, and benevolence [29]. It is proposed that
a high level of trust within the team can positively boost the team’s work engagement
in several ways. For example, if team members trust their fellow teammates, they are
confident that they have the competence to do their job and would not intentionally do
anything to compromise them or the team. This could influence the motivation of team
members and the collective engagement in the team. The confidence in their fellow team
members may also increase their willingness to commit themselves to the goals [27] and
increase their level of work engagement. By contrast, if team members lack confidence
in their fellow team members and feel that they are not competent to do their tasks, they
may not exert the effort and energy necessary for the team to succeed. In addition, if
team members believe that their co-workers are consistent and would do what they say
they will do, this could contribute to higher work engagement because they would be
able to focus on achieving their tasks and goals as opposed to expending their energy
and focus on monitoring and controlling actions of their fellow teammembers. Also, the
support, mutual respect, and encouragement of fellow teammates provide teammembers
with feelings of being accepted and cared for, satisfying their need for belonging and
relatedness [16], thus increasing their work engagement. In addition, trust within the
team has been found to facilitate the open sharing of knowledge and ideas in teams
[28]. The increased sharing of knowledge and the presence of shared information may
boost the team’s engagement [30]. Trust as a resource at the team level has not been
extensively studied in the work engagement literature. However, related factors such as
social support have frequently been included in the work engagement and JD-R studies.
At the team level, Torrente et al. [7] found that social resources such as supportive team
climate, collaboration, and teamwork were positively related to team work engagement.
Based on this review, we hypothesize that: H2: Team trust is positively related to team
work engagement.

2.4 Team Work Engagement as a Mediator Between Job Resources and Team
Performance?

Both the JD-R model and the SDT propose that engagement leads to a higher level of
performance because of the fulfillment of psychological needs, which enhances intrinsic
motivation. Indeed, work engagement at the individual level has been found to predict
task performance and extra-role performance [17]. Christian et al. [17] suggest that
engaged employees are more persistent and pursue their tasks with more intensity, mak-
ing themmore focused on their work tasks and thus promoting higher task performance.
While the empirical studies on teamwork engagement so far are relatively limited, some
findings show a positive relationship between teamwork engagement team performance,
with engaged teams outperforming teams with lower levels of engagement [7]. Explana-
tions for this might be that engaged teams are able to maintain high motivational levels,
resulting in greater commitment to collective goals and focused action on goal achieve-
ment [31]. Furthermore, engaged team members consider their work meaningful and
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relevant [32]. Also, engaged teams create a positive and activated affective climate that
is characterized by high levels of energy and feelings of pleasure while working. This
positive affective climate is beneficial for the performance of teams. Based on this, we
hypothesize that: H3: Team work engagement is positively related to team performance.

The JD-Rmodel proposes thatwork engagementmediates the impact of job resources
on organizational outcomes [33]. Previous research has lent support for the mediating
role of engagement, indicating that resources at the team level will have an indirect effect
on teamperformance. Indeed, Torrente et al. [7] reported evidence for atmediation role of
team work engagement between social resources and team performance in their sample
of 63 teams.AndCosta et al. [32] also showed that teammembers job resources positively
affected work engagement and, consequently, team performance. In line with this, we
propose H4: Team work engagement mediates the relationships between team autonomy
and team performance. H5: Team work engagement mediates the relationships between
team trust and team performance.

Taken together, we hypothesize that the job resources, team autonomy, and team
trust will both be positively related to team work engagement (H1 and H2). Team work
engagement again will positively influence team performance (H3) and will mediate the
relationship between team autonomy and team performance (H4) and team trust and
team performance (H5). Figure 1 illustrates our research model and hypotheses.

Fig. 1. The research model and the hypothesis

3 Method

In this section, we outline the sample and its context, the data collection process, the
measures employed, and the statistical procedures used.

To test the proposed hypotheses, we conducted a quantitative study with survey
data from software development teams in four companies in Norway, representing IT
consultancy within software development and fintech. The teams included in the survey
employ various agile practices, which are summarized in Table 1, alongwith information
about the industry, number of employees, and number of teams included in the study.
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Table 1. Description of the sample and its context

Company A B C D

Industry IT consultancy IT consultancy FinTech FinTech

No. of
employees

150 750 2000 300

No. teams 7 12 14 10

Agile
practices

Customer-centered
teams with high
autonomy using
agile practices
influenced by both
Scrum and Kanban,
including daily
standups, backlog
grooming and
iterative planning

Self-organizing
teams with
common practices
from Scrum and
Kanban, such as
standups,
retrospectives,
sprints, product
backlogs, and
visual task boards

Cross-functional
teams with a
combination of
Scrum and Kanban
with daily
standups, sprint
planning, backlog
grooming,
retrospectives, and
lean startup
principles

Cross-functional
teams with
Kanban-inspired
ways of working,
including daily
standup,
retrospective, and
iterative planning

Email addresses from team members working in software teams were provided to
the researchers, and the questionnaire was distributed and collected electronically via an
online survey platform. All participants were given information about the purpose, data
protection, and confidentiality before accepting the invitation to participate. In total, 239
team members from 45 teams responded. Two teams were excluded from the sample
because they had fewer than three participants, leaving us with a final sample consisting
of 236 team members from 43 teams, providing an overall response rate of 78 percent.
The distribution of teams across the four organizations was 14, 10, 7, and 12. The team
size ranged from 3 to 10 members, with an average of 5.5 members per team. A total of
72.7% of the participants were male, and the age distribution was as follows: 2.8% aged
18–24, 38.9% were 25–34, 34.1% were 35–44, 19% were 45–54, and 5.2% were 55
or older. All variables were measured with pre-existing validated measures. They were
assessed on a Likert scale, ranging from 1 to 5 or 1 to 7.

Team autonomy was measured with six out of the eight original items from
Langfred’s [23] team autonomy scale. This is a modified version of a well-validated
scale for individual job autonomy, adapted to the team level. An example of an item
from the scale is “The team is free to decide how to go about getting work done.” Team
members were asked to assess how much they agreed with the statements concerning
the team on a scale ranging from 1 (“completely disagree”) to 5 (“completely agree”).

Team trustwasmeasured using a shortened version of the perceived trustworthiness
in teams scale developed by Costa andAnderson [34]. An example item is: “In this team,
people can rely on one another.” Responses ranged from 1 (completely disagree) to 5
(completely agree).

Team work engagement was measured using the 3-item scale from the ultra-short
version of theUtrechtwork engagement scale [35], adapted to the team level by following
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Costa et al. [13] using a reference shift from “I/me” to “we/our” to achieve the team
focus. The items are: “In our team, we feel bursting with energy at our work,” “In our
team, we are enthusiastic about our job,” and “In our team, we are immersed in our
work.” The response alternatives ranged from 1 (“never the last year”) to 7 (“every day”).

Teamperformancewasmeasured by three items based on scales developed by Jehn,
Northcraft, and Neale [36]. Team members were asked to rate their team performance
in terms of efficiency, quality, and overall performance. A sample item is: “How would
you assess your team performance in terms of efficiency?” where the responses ranged
from 1 (“very poor”) to 5 (“very good”).

Control variables included in the analysis were team size and time spent in the team,
as these variables could potentially account for variance in the output variables. Team
size was calculated based on how many team members from the team participated in
the survey. We chose to proceed in this way because the average response rate per team
was quite high (78%). The item for time spent in the team was “How much of your time
do you work on this team?” (1 = less than 25%; 5 = around 90% or full-time). This
measure was aggregated based on the scores provided by individual team members so
that the scores represented the average for each team.

Data Aggregation. As all hypotheses in the present study refer to the team level of
analysis, we aggregated the initially individual-level data to the team level. All the
variables, except team performance, assumed a referent-shift consensus model [37]. In
a referent-shift model, the referent is directed towards the team because these constructs
are collective in nature. Rather than asking team members about their own individual
perceptions, referent shift incorporates the team as a whole. In contrast, role clarity and
team performance assumed a consensus model [37] with the referent items directed
at the individual team members because the construct resides in the individual’s own
perception of how well the team performed. Both forms of models assume that team
members share a commonperception, and therefore, the interrater agreement is necessary
to justify aggregation. To do this, we assessed the within-group agreement index rwg(j)

[38] for all measures.

Data Analyses. Data analyses were performed using Stata/MP version 16.1, which is
a commonly applied software tool for statistical analyses. To test the hypothesis in the
researchmodel,we used partial least squares structural equationmodeling (PLS-SEM) as
the data analysis procedure. This procedure is recommended for datawith relatively small
sample sizes, and it allows for avoiding issues with non-normally distributed data [39].
The reliability and validity of the model were assessed by evaluating the measurement
model (how well the latent variables reflect the variance in the measured items) [39].
This was done based on indicator reliability (item loadings’ size), composite reliability,
convergent validity (average variance extracted (AVE), and discriminant validity [39].
Composite reliability was examined by evaluating Dillon-Goldstein’s rho (DG rho),
which is an alternative to Cronbach’s alpha, in which the recommended level should be
above 0.7. Discriminant validity (whether latent variables are sufficiently independent
of each other) was assessed by comparing AVE values to the squared correlations among
the latent variables in the model.
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We tested the hypothesis by assessing the structural part of the model. To evaluate
mediating relationships, one must compare the indirect paths suggested by the media-
tors to the direct paths [40]. Variables may have no mediating effect (the indirect effect
is insignificant), a partial mediating effect (if the direct effect is significant), or a full
mediating effect (if the direct effect is insignificant) [39]. The significance of the indirect
effects was assessed based on bootstrap tests with 10 000 repetitions which is the pro-
cedure recommended by Hair et al. [39]. Finally, we tested potential common method
bias (CMB) in the model through variance inflation factor (VIF), which is argued to be
a reliable indicator of CMB in PLS-SEM [41]. Researchers argue that CMB can lead to
results that are not due to the constructs of interest but rather to themeasurement method,
especially when it comes to behavioral research [42]. As a remedy, the assessment of
VIF allows for uncovering possible multicollinearity in a PLS-SEM model [41].

4 Results

Since our study focuses on the team level, we first report the results of the within-group
interrater agreement test that is recommended to justify the aggregation. As shown in
Table 2, all average rwg(j) values are at about the threshold of 0.7, which, according to
Le Breton and Senter [38], indicates acceptable interrater agreement within teams. This
justifies us in aggregating the data collected at an individual level to a team level. Table
2 also shows average values and standard deviations of the aggregated variables.

Table 2. Summary of the aggregated variables for all teams

Aggregated variable M SD rwg(j)

M SD

Team autonomy 3.93 0.45 0.87 0.16

Team trust 4.54 0.29 0.88 0.16

Team work engagement (TWE) 5.61 0.54 0.78 0.24

Team performance 4.10 0.31 0.90 0.06

Control var: Time in teamteam 3.64 0.34

Control var: Team size 5.49 1.54

As shown in Table 3, all the standardized loadings are close to or above the recom-
mended threshold of 0.7, AVE exceeds the recommended level of 0.5, and all D.G. Rho
values are above the level of 0.7. These findings indicate acceptable indicator reliability,
composite reliability, and convergent validity.
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Table 3. The measurement model (step 3)

Latent variable Items Loadings D.G. Rho AVE

Team autonomy 6 0.730–0.927 0.937 0.710

Team trust 4 0.835–0.933 0.931 0.773

Team work engagement (TWE) 3 0.884–0.967 0.909 0.863

Team performance 3 0.794–0.954 0.909 0.770

All AVE values (Table 3) are larger than the squared correlations among the
latent variables in the model, which suggests acceptable discriminant validity of the
measurement model.

Table 4. Discriminant validity (Squared correlations < AVE)

Trust TWE Performance Autonomy Team size Time in the team

Trust 1.000 0.348 0.249 0.162 0.005 0.011

TWE 0.348 1.000 0.367 0.205 0.017 0.002

Performance 0.249 0.367 1.000 0.069 0.041 0.021

Autonomy 0.162 0.205 0.069 1.000 0.001 0.025

Team size 0.005 0.017 0.041 0.001 1.000 0.008

Time in the team 0.011 0.002 0.021 0.025 0.008 1.000

AVE 0.773 0.863 0.770 0.710 1.000 1.000

Table 4 summarizes both direct and indirect effects in the model with “team work
engagement” (TWE) and “team performance” as outcomes. Taking into account the
potential relationship between “team autonomy” and “team trust” as job resources, we
present the coefficients in a stepwise fashion. In Step 1, we entered “team autonomy” as
a predictor, whereas “team trust” was entered in Step 2 and the control variables in Step
3. All the significant effects are highlighted in bold (Table 4).

In Step 1 we see that “team autonomy” has a positive direct effect on “team work
engagement” (β = .453, p < .01), whereas “TWE” in turn has a positive effect on
“team performance” (β = .613, p < .001). This means that teams with higher autonomy
could be expected to also have a higher level of work engagement; and that the teams
where the members were highly engaged also showed increased performance. There
was no significant direct effect of “team autonomy on “team performance”, whereas
the indirect effect was significant (β = .277, p < .05). The combined findings at this
step show an indirect-only mediation (according to Zhao et al. [40]) between “team
autonomy” and “team performance” (β = .277, p < .05), meaning that “TWE” fully
mediated the relationship between the two variables. For this step, we could conclude
that “team autonomy” functions as a job resource, thus strengthening teams’ engagement
which then leads to subsequent increased performance.
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Table 5. Summary (stepwise) of the effects with standardized path coefficients

Step 1 Step 2 Step 3

Direct Indirect Direct Indirect Direct Indirect

Autonomy → TWE 0.453** 0.257 0.251

TWE →
Performance

0.613*** 0.494** 0.443**

Autonomy →
Performance

−0.014 0.2771* −0.056 0.1272 −0.024 0.1114

Trust → TWE 0.487** 0.503**

Trust →
Performance

0.232 0.2413** 0.276 0.2235*

Time in the team
– TWE

−0.037

Team size → TWE 0.159

Time in the team →
Performance

−0.179 -0.012

Team size →
Performance

0.148 0.070

Note. For the indirect effects the p-value is linked to the bootstrap test (10000 repetitions).
95% CI 1(0.112, 0.571); 2(−0.017, 0.256); 3(0.085, 0.454); 4(−0.024, 0.375); 5(0.036, 0.467).
*p < 0.05, **p < 0.01, ***p < 0.001.

In Step 2, we entered “team trust” as the second independent variable in the model.
As shown in Table 5, “team autonomy” had neither direct nor indirect effect on “team
performance” when controlled for “team trust”. At the same time, “team trust” showed
a strong direct effect on “team work engagement” (β = .487, p < .01), which indicates
that teams with a high level of trust were often highly engaged in their work. We also
observed a significant indirect effect of “team trust” on “team performance” mediated
by “TWE” (β = .241, p < .01). Since “team trust” did not have any direct effect on
“team performance”, we concluded an indirect-only mediation (full mediation) between
these two variables. We concluded that in Step 2 “TWE” fully mediated the relationship
between “team trust” and “team performance” when controlled for “team autonomy”.
In other words, “TWE” functioned as a mediator between “team trust” and “team per-
formance”, but not between “team autonomy” and “team performance”, as it was in
Step 1 when we did not control for “team trust”. In Step 3, the same results were vali-
dated by entering the control variables. Again, we saw that “team trust” had a significant
indirect effect on “team performance” mediated by “TWE” (β = .223, p < .01), but
no such effect was observed for “team autonomy”. As no control variable had either a
significant direct or indirect effect on the dependent variables and the effects from Step
2 stayed significant (Table 4), we concluded that the findings could not be attributed to
the properties of the particular teams. The overall conclusion from the analysis is that
both “team autonomy” and “team trust” may function as team work resources, affecting
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“team work engagement” and eventually “team performance”. However, “team autono-
my” as a work resource seems to have a weaker effect than “team trust”. Finally, all VIF
values in the model ranged between 1.017 and 1.754, which is lower than the threshold
of 3 recommended by Hair et al. [39] for PLS-SEM. This, in combination with other
reliability diagnostics, indicates that the findings are not solely due to the measurement
method.

5 Discussion

Team autonomy and team trust have long been acknowledged as fundamentals of agile
teams [1, 3]. Our study indicates that these factors do not directly affect the performance
of such teams but insteadmay affect teamwork engagement. Further, teamwork engage-
ment seems to have a strong effect on team performance, thus indirectly linking it back
to trust and - to a smaller extent – to team autonomy. In this way, our results confirm that
work engagement is significant for the performance of agile teams [5, 6]. The results are
summarized in Table 6.

Table 6. Summary of the results and implications

Hypothesis Findings

H1: Team autonomy → Team work
engagement

Partially supported. High autonomy can lead to
engagement in teams, but this effect is weakened
when trust is considered

H2: Team trust → Team work engagement
(TWE)

Supported. Teams with high trust are likely to be
highly engaged in their work. Trust shows a
stronger relationship with TWE than team
autonomy

H3: TWE → Team performance Supported. TWE is positively related to team
performance. Highly engaged teams perceive
their performance higher than the teams with
lower engagement

H4: TWE mediates Team autonomy →
Performance

Partially supported. Team work engagement
mediates the relationship between team
autonomy and team performance, but the effect
is eliminated when trust is controlled for

H5: TWE mediates Team trust →
Performance

Supported. Team work engagement mediates the
relationship between team trust and team
performance, indicating an indirect effect of trust
on perceived team performance

The absence of the direct effect of autonomy on performance and its weakened
effect on team work engagement may sound surprising as autonomy consistently has
been described as one of the fundamental needs of agile teams [1] and also one of the
key characteristics in many work-stress models and theories (e.g., [26]). However, the



Work Engagement in Agile Teams 143

strength of the relationship between autonomy and work engagement has been found to
vary across studies [20]. This can partially be explained by the so-called autonomy para-
dox, meaning that greater autonomy can have both positive (e.g., increased control over
tasks) and negative effects (increased stress due to increased job demands and expec-
tations of their contribution to organizational performance) [22]. We follow Hakanen
et al. [20], suggesting that the engaging power of autonomy is not so straightforward in
the context of agile teams with complex tasks and organizational contexts.

Our findings indicate that team trust plays an important role in fosteringwork engage-
ment and further enhancing team performance in agile teams. This is in line with the
proposition of Moe et al. that mutual trust is of fundamental importance for agile teams
and that teams that had not established mutual trust use more time on discovering and
acknowledging issues [3]. Another explanation for our findings is the possible interac-
tion between autonomy and trust. Our results indicate that the level of trust may impact
the effect of team autonomy on engagement and performance. This corresponds to the
findings in our recent study [43], showing that team autonomy positively affects psy-
chological safety, a distinct but related construct of trust. Other studies also highlight
lack of trust as one of the potential barriers to team autonomy [44]. We, therefore, invite
researchers to further investigatewhether and how team trust and team autonomy interact
to affect the level of engagement in agile teams.

6 Limitations and Future Work

While providing valuable contributions to the literature, this study also has some limita-
tions. First, the research model in our study is confined to a limited number of team-level
factors influencing team work engagement and team performance. The reality for teams
in organizations is obviously much more complex, with a daunting number of other
factors, both on the individual, team, and organizational level, that impact the work and
performance. The present study examines how job resources (trust, autonomy) and work
engagement relate to the performance of agile software development teams and is a first
step in understanding the factors impacting teams’ engagement and performance in this
setting. We acknowledge that there are several organizational and technical factors that
could impact the engagement andperformance of software development teams. Forsgren,
Humble, and Kim [45], for instance, identified 24 capabilities that drive software deliv-
ery performance, including organizational culture, leadership, and architectural aspects.
We thus encourage researchers to test more complex research models to further explore
the effect of job resources at different levels that are relevant for the engagement and
performance of agile software development teams. Second, the cross-sectional nature of
our data does not allow us to conclude causality between the variables (for example, that
work engagement leads to better team performance or vice versa). We are thus left with
only indications of causality derived from theory and previous research. Future research
should be conducted using a time-lagged design in order to examine the causal relation-
ships between team autonomy and team work engagement; and team work engagement
and performance. Further, self-reported data was the only foundation of the study. For
example, we did not apply external actors’ evaluation of the teams’ performance, which
may have biased the performance scores. Still, we believe that a strong relationship
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between teams’ trust and work engagement; and between work engagement and their
own perception of performance is a valuable result that deserves further investigation.
We invite researchers to validate whether this result holds when additional measures
of performance are also applied. Finally, the self-reported data may have inflated the
correlations among the variables and thus potentially suffer from Common Method
Bias (CMB). However, pre-existing measures were used, and statistical procedures for
PLS-SEM were undertaken to reduce the risk of CMB.

7 Implications and Conclusion

Our results provide valuable theoretical insights and also have important practical impli-
cations for agile teams. The study demonstrates the theoretical value that the JD-Rmodel
and the work engagement literature can provide for agile research. Work engagement
is a meaningful construct at the team level that mediates the impact of job resources on
performance in teams. The overall results indicate that highly engaged teams are also
likely to perform their tasks more efficiently and effectively, thus generating a competi-
tive advantage. Agile practitioners should therefore promote team-based resources that
contribute to engagement in their teams. Our findings suggest that both increasing the
level of autonomy and, more importantly, building trust in the teams can foster team
engagement, which in its turn has the potential to enhance the performance of agile
teams. The “social fabric” of the teams plays an important role for team engagement
and performance probably because succeeding in agile software development teams
requires honest feedback, communication and collective problem-solving. We, there-
fore, urge practitioners to provide opportunities for teams to build trusting relationships
where team members can demonstrate their competence, integrity, and benevolence.
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Abstract. This paper reports on the design and validation of a capabil-
ity measurement instrument for software delivery teams that make use
of the DevOps approach. The instrument is based on the results of a
systematic literature review and was developed and validated by involv-
ing a total of five domain experts and conducting a field study among
six DevOps team members. To this end, we used qualitative and survey-
based data collection methods from participatory action research as well
as design science. The resulting instrument encompasses five dimensions,
covering seventeen capabilities and thirty-eight associated practices. The
practices are evaluated on five capability levels. The results of the vali-
dation process indicate clear agreement of the domain experts and team
members with all aspects of the instrument. As a contribution to prac-
tice, this research offers a pragmatic tool for IS practitioners which pro-
vides insight into the status of their DevOps transformation and offers
directions for improving DevOps team performance. Furthermore, this
research contributes to the ongoing research stream on DevOps by pro-
viding novel insights into the nature of DevOps capabilities and their
potential configurations.

Keywords: DevOps · IS capabilities · Measurement instrument
development · DevOps teams · Agile

1 Introduction

A growing amount of organizations is reorganizing their IT functions according
to the DevOps paradigm. This calls for the establishment of cross-functional,
agile teams that are responsible for development and operations of their sys-
tems and automate substantial parts of their processes [6,32]. While DevOps
is becoming increasingly popular in practice, the approach has also attracted
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growing attention from the IS research community over the past years. Multiple
studies have attempted to create standardized definitions of DevOps [26] and
identify its core elements [16] in order to foster a shared understanding of the
paradigm. However, there is still no uniform definition of DevOps available [6,17].
Furthermore, there is little research-based guidance available to practitioners on
how to implement DevOps and assess the current status of their transformation.

Prior research has related the implementation of IT capabilities to an increase
in performance, both at team-level as well as on an organizational level [22,30].
We therefore propose to adopt a capability-based perspective when address-
ing the implementation of DevOps in organizations. Consequently, we argue
that a standardized measurement instrument which evaluates the capabilities of
DevOps teams will enable IT professionals to identify potential shortcomings or
points for improvements in their transformation and will ultimately lead to an
increase in team performance if the results of the measurement are addressed
successfully.

While there have been efforts to create both industrial and scientific DevOps
maturity models [34], to the best of our knowledge there is no instrument avail-
able which assesses the state of DevOps capabilities themselves. We therefore
aim to develop a capability measurement instrument for DevOps teams which is
based in extant academic literature but built in close collaboration with industry
professionals in order to ensure its validity and practical use. Such a measure-
ment instrument is expected to contribute to both the lack of a shared definition
of DevOps and its practices as pointed out by Lwakatare, Kuvaja & Oivo [17] as
well as provide a more structured approach for practitioners in how to implement
DevOps and improve the performance of their DevOps teams.

This research makes use of the definition of a capability as proposed by
Iacob, Quartel & Jonkers: “A capability is the ability of an organization to employ
resources to achieve some goal” [14]. We furthermore build on the resource-based
view and more specifically on the theory of dynamic capabilities [28] which argues
that the competitive advantage of organizations lies within their resource base
as well as in their ability to reconfigure their assets to address rapidly changing
circumstances. According to Teece, Pisano and Shuen [28], these firm capabili-
ties need to be understood in terms of managerial processes and organizational
structures. Dynamic capabilities are idiosyncratic which makes them difficult
to imitate for competitors [28]. However, Eisenhardt & Martin [5] suggest that
while dynamic capabilities may be idiosyncratic in their details, they constitute
a set of specific and clearly identifiable processes at a higher level. We therefore
argue that it is possible to define a specific set of capabilities that are relevant
to DevOps teams but that any measurement instrument of capabilities will need
to capture various configurations of the same capability in order to account for
their idiosyncratic implementation. Subsequently, our research is guided by the
following main research question and sub-questions:

How to design a capability measurement instrument for DevOps
teams?

(a) Which capabilities and practices are relevant for DevOps teams?



Capability Measurement Instrument for DevOps Teams 153

(b) How to assess varying configurations of capabilities with a measurement
instrument?

2 Research Methodology

In order to develop the envisioned measurement instrument, we followed the
procedural model proposed by Aldea & Sarkar [1] which is meant for developing
valid and reliable measurement instruments for theoretical constructs. According
to the aforementioned authors, the procedural model is suitable for researches in
which the theory on which the instrument is based already exists and is sought to
be empirically tested. The first stage of the model involves identifying theoretical
constructs and candidate items which represent these constructs. The candidate
items are then sorted into separate domain categories (substrata identification)
from which a revised set of items is identified. These items are then further
revised and improved. Finally, the instrument is validated in order to obtain
evidence on the validity and reliability of the instrument.

An overview of all steps of the procedural model and the respective method-
ology applied in this research can be found in Table 1.

Table 1. Development of the DevOps capability measurement instrument

Instrument development stage [1] Application to this research

1. Item creation Systematic literature review

2. Substrata identification Open and axial coding

3. Item identification Domain expert workshops

4. Item revision Domain expert interviews

5. Instrument validation Domain expert evaluation survey & field study

2.1 Systematic Literature Review

The capabilities and practices that are part of the measurement instrument are
based on the results of a systematic literature review (SLR) which we have con-
ducted prior to this research and which we have detailed in a separate publication
[21]. The review spanned 37 empirical research papers on DevOps capabilities
and concepts. Data was gathered and synthesized by applying open and axial
coding techniques in the qualitative data analysis tool Atlas.ti. To this end, we
defined and applied codes to paragraphs of the papers which addressed capa-
bilities and practices that were important for DevOps teams. The codes were
continuously compared, merged or redefined and relationships between codes
were established [33]. We then grouped the single codes into a more comprehen-
sible set of code categories which resulted in an overview of DevOps practices
and higher-level DevOps capabilities respectively. The core results of the review
are summarized in Sect. 3.
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2.2 Instrument Design

The capability measurement instrument was designed in close collaboration with
industry practitioners by applying methods from Participatory Action Research
(PAR). PAR seeks to combine theory and practice with the pursuit of designing
practical solutions to pressing concerns of people [2]. This approach provides an
opportunity for mutual learning and enriching dialogue between researchers and
practitioners and is especially suitable when the nature of the artifact aligns with
the participatory philosophy of PAR [24], as it is the case with our theory-based
yet practically applicable measurement instrument.

Domain Expert Workshops. A first draft of the measurement instrument
was created by conducting two workshops with a domain expert that served as a
senior consultant at a Dutch consulting firm focused on digital transformations.
This expert had vast experience with DevOps transformations and automation
technologies.

Workshops are frequently used as qualitative data collection methods in PAR
designs [3]. During the workshops, all candidate items were discussed in detail.
Based on the suggestions made by the domain expert, items that displayed too
much similarity to other items were eliminated in order to increase convergent
and discriminant validity. Furthermore, one additional practice was added to the
reference model based on the expert’s suggestion. Additionally, all questions and
answer options pertaining to the revised items were discussed and were clarified
or supplemented with industry examples where applicable.

Domain Expert Interviews. The measurement items were further revised
by interviewing four additional domain experts who also served as senior or
principal consultants at a Dutch consulting firm. All of them had vast experience
with Agile, DevOps or Lean methodologies and digital transformation projects
in general. The capability measurement instrument was shared with the subjects
before the interviews via e-mail.

The interviews had a semi-structured nature and were prepared beforehand
through means of an interview guide [19]. The interviews lasted between 30 and
45 min. We started the conversation by introducing our research rationale and
explaining our interpretation and definition of the concept of capabilities. We
then discussed the capability levels with the interviewees and asked for their opin-
ion on whether the scales and their definitions were understandable and covered
all possible configurations of a DevOps capability sufficiently. This phase led to
some minor adjustments in the capability level definitions. We then discussed the
instrument taxonomy with the experts and asked whether the identified capabil-
ities were indeed relevant for DevOps teams, whether there were any capabilities
missing or redundant and whether the definitions of the capabilities were clear.
The interviews led to the inclusion of another practice in the taxonomy and
some minor adjustments regarding the names of some capabilities, the practices
assigned to them and in the definitions of the capabilities and their measurement
scales.
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2.3 Instrument Validation

Maturity models can be evaluated through three different methodologies [23]:
The first method is the evaluation of the instrument by the authors them-
selves. Another technique is the evaluation by domain experts which is performed
through interviews, surveys or assignments. The last method is evaluation in a
practical setting. The capability measurement instrument at hand was validated
by applying a combination of domain expert evaluation and a field study. In
doing so, we follow the suggestions of Venable, Pries-Heje and Baskerville [29]
who propose to first evaluate design artifacts in an artificial setting, for example
by using theoretical arguments, before moving towards a naturalistic evaluation
in the real environment of the artifact.

Domain Expert Evaluation Survey. After the interviews, the four domain
experts who were involved in the item revision stage were requested to fill in
an online survey. They were asked to rate a number of statements regarding
the instrument based on a five-point Likert scale, ranging from strongly disagree
to strongly agree. The remaining domain expert who participated in the item
identification workshops was not engaged in the validation of the measurement
instrument due to their high involvement during the creation of the instrument.

The statements in the evaluation survey were based on the evaluation tem-
plate for domain expert reviews of maturity models by Salah, Paige and Cairns
[23]. The template was slightly adjusted to suit the nature of our capability mea-
surement instrument better. The results of the survey indicate clear agreement
of the domain experts with the validated aspects of the instrument. An overview
of all statements and the mean agreement scores given by the four respondents
as well as the standard deviations of these scores can be found in Table 2. 1.

Next to these statements, the experts were also asked a number of open
questions focused on whether there were any questions, answers or descriptions
which the respondents would add, remove or update and whether the model
could be improved to make it more useful.

Field Study. Simultaneous to the expert validation, the instrument was pre-
sented to six DevOps team members from three different organizations. After
taking the assessment, the team members were asked to rate a number of state-
ments which were modified from the domain expert evaluation survey. The par-
ticipants were solely asked to rate statements related to the understandability
and ease of use of the instrument, as well as whether they thought that the
capabilities covered all aspects relevant to DevOps teams. The evaluation of the
underlying design of the instrument such as the sufficiency and accuracy of the
capability levels or the general use in the industry were left to the domain experts
and were not part of the field study evaluation. An overview of the validation
statements, mean agreement scores and their standard deviations can be found
in Table 2, along with the results of the domain expert validation survey.
1 The individual scores given by the respondents will be provided upon request
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Table 2. Validation survey statements and mean agreement scores from domain
experts (n = 4) and field study participants (n = 6), based on a five-point Likert
scale

Validation statements adapted from [23] Domain
experts

Stand.
Dev.

Field
study

Stand.
Dev.

Capabilities & practices 4.3 4.3

1. The capabilities and practices are relevant to
DevOps teams (Relevance)

4.5 0.5 4.5 0.5

2. The capabilities and practices cover all aspects
impacting/ involved in DevOps teams
(Comprehensiveness)

4.0 0.0 4.0 0.0

3. Capabilities and practices are clearly distinct
(Mutual Exclusion)

4.3 0.4 – –

4. The answer options are clearly distinct (Mutual
exclusion)

– – 4.2 0.4

5. There are no questions asked more than once in
the assessment (Mutual Exclusion)

– – 4.3 0.5

Capability levels 3.9*

6. The five capability levels are sufficient to represent
all states of a team capability (Sufficiency)

4.3 1.3 – –

7. There is no overlap detected between descriptions
of capability levels (Accuracy)

3.8 0.4 – –

8. The question answers are correctly assigned to
their respective capability level (Accuracy)

3.8 0.4 – –

Capability assessment 4.5* 4.1

9. The capability descriptions are understandable
(Understandability)

4.5 0.5 – –

10. The capability levels are understandable
(Understandability)

4.5 0.5 – –

11. The questions and answers are understandable
(Understandability)

4.3 0.4 4.3 0.7

12. The capability assessment is easy to use (Ease of
use)

4.5 0.5 4.2 0.9

13. The capability assessment is easy to evaluate
(Ease of use)

4.3 0.4 – –

14. The capability assessment has the right length
(Ease of use)

– – 3.8 1.2

15. The capability assessment is useful for conducting
assessments (Usefulness and Practicality)

5.0 0.0 – –

16. The capability assessment is practical for use in
industry (Usefulness and Practicality)

4.8 0.4 – –

∗Deviation from averages of values displayed in the table due to rounding errors.
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3 Theoretical Framework

In a previous publication [21], we have extracted DevOps capabilities from extant
literature and analyzed these in the light of the dynamic capabilities theory [27].
We then put forward the argument that DevOps teams can contribute to the
competitive advantage of organizations by building capabilities that allow them
to sense opportunities and threats, seize opportunities and rapidly transform
their assets. The success of these capabilities however is dependent on the pres-
ence of a set of organizational enabler capabilities that allow the teams to per-
form their work independently and autonomously and work towards supporting
the organizational strategy and vision. If these two sets of capabilities are imple-
mented successfully, organizations can expect to achieve a third set of beneficial
outcome capabilities. The identified DevOps team capabilities were divided into
the classes sensing, seizing and transforming which is in line with the classifi-
cation of dynamic capabilities by Teece [27]. An overview of the results of the
literature review is given in Fig. 1.

DevOps teams need to develop capabilities on two levels: First, business-
related capabilities concern structures, processes and habits in their way of
working which the DevOps teams develop. Second, the teams need to develop
technology-related capabilities which allow them to automate processes and per-
form monitoring activities.

In order to sense opportunities and act upon these, DevOps teams
should design customer-centric processes [13,20] and have frequent information
exchange with stakeholders [12]. Furthermore, they should have a clear process
for translating customer wishes into requirements and manage the backlog [9]. At
the same time, teams need to be venturous [31] and self-empowered by assum-
ing responsibility and ownership of their system [10,25] so they can operate
autonomously and take appropriate decisions quickly. This can be facilitated by
building an open team culture which is focused on continuous improvement [20],
sharing opinions [6] and in which team members trust and respect each other [26].
In order to shorten decision-making and authorization processes, teams should
also be skilled at lean-process management [6] and collaborate well within the
team as well as with other teams [7]. Once teams have decided to take action
based on an identified opportunity or threat, they need to deal with changes

Fig. 1. Conceptual model of DevOps capabilities resulting from SLR [21]
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effectively and timely [20]. This requires a flexible yet up-to-date planning pro-
cess [26] as well as continuous exchange of knowledge and information [10] so
team-members can assume multiple roles and responsibilities in this process.

On a technology-level, the automation of software delivery and provisioning
processes enables DevOps teams to bring changes into production quickly. Most
dominantly, many DevOps teams develop continuous engineering capabilities [9]
in which they automate their entire delivery process including code testing and
deployment activities. This process can be further supported by automation of
infrastructure provisioning [15] and configurations [12]. Furthermore, DevOps
teams should develop strong monitoring and logging capabilities [6] in order to
secure their systems and act quickly in case of irregularities.

4 Results

4.1 Instrument Taxonomy

As an answer to the first sub-research question, we have defined a taxonomy of
the capability measurement instrument, which is composed of dimensions, capa-
bilities and practices. An overview of all capabilities, definitions and practices of
the instrument is shown in Table 3.

The dimensions of the instrument serve as broad categories which enable
easy communication of the results to stakeholders. They are represented by the
CALMS acronym which was coined by Humble & Molesky [11] and is widely
used to address the core components of the DevOps paradigm [8]. The CALMS
acronym originally represents the dimensions of culture, automation, lean, mea-
surement and sharing. However, in consultation with one domain expert it was
decided to replace the measurement section in our instrument with the category
monitoring, since the requirement to measure the progress of any capability is
already integrated into the capability measurement scales of our model and is
thus an inherent part of every capability which is performed at level four or
higher (refer to Subsect. 4.2 for a detailed explanation of the capability levels).
Adding this category to the taxonomy is in line with previous research which
has defined monitoring to be another integral part of DevOps [16,17].

Every instrument dimension contains a set of capabilities which are in turn
composed of between one to three practices. Each practice is represented by
a single question in the assessment. In order to facilitate communication and
understanding of the capabilities, we added a definition to each capability which
was validated by the domain experts.

4.2 Capability Measurement Scales

The second research sub-research question is based on the argument that
dynamic capabilities are idiosyncratic in their details [28], which suggests that
the identified DevOps team capabilities may be exhibited in distinct ways by
different teams. It was therefore decided to design the instrument in such a
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Table 3. Final taxonomy of the capability measurement instrument

Capability Description Associated practices

Culture

Intrapreneurship The team has processes and structures in

place to ensure it fulfills all necessary

business activities in order to remain

relevant to customers

Opportunity scouting

Experimentation

Problem recognition & solving

Continuous

improvement

The team has processes and structures in

place to ensure a team culture focused on

communication and innovation

Accepting & providing feedback

Continuous improvement

Sharing goals & values

Self-empowerment The team has processes and structures in

place to ensure it can function

independently without intervention from

management

Change readiness

Decision-making

Self-organization

Automation

Continuous

software

engineering

The team has processes and structures in

place to ensure the continuous release of

high quality software

Automated build

Automated testing

(Continuous) Integration

(Continuous) Deployment

Infrastructure &

configuration

management

The team has processes and structures in

place to ensure the necessary infrastructure

is available and configured correctly

Infrastructure provisioning & con-

tainerization

Managing configurations

Artifact

management

The team has processes and structures in

place to ensure artifacts are stored and

versioned in a repository

Use of artifacts

Architecture

management

The team has processes and structures in

place to ensure the architecture is and

remains flexible

Use of microservices or a modular

architecture

Security & access

management

The team has processes and structures in

place to ensure their applications are secure,

in line with compliance requirements and

may only be accessed by authorized users

Performing risk analysis, risk eval-

uation, compliance requirements &

security testing

Using access policies

Lean

Lean process

management

The team has a process or framework in

place to ensure optimum flow of work

Lean/Agile way of working

Lean/Agile project management

Change &

operations

management

The team has processes and structures in

place to manage change requests and

systems operations

Resolving incidents

Automated recovery

Managing changes

Continuous

planning

The team has processes and structures in

place to ensure a flexible planning

Planning

Customer-centric

design

The team has processes and structures in

place to ensure their services are targeted at

involving and meeting customer needs

Stakeholder management

Product-oriented team setup

Cross-functional team setup

Requirement

management

The team has processes and structures in

place to manage and prioritize

system/service requirements

Requirement specification & prioriti-

zation

Use of NFRs

Monitoring

End-user

monitoring &

feedback

The team has processes and structures in

place to ensure it is aware of how their

system is used and improve it based on

end-user behaviour and feedback

Monitor customer systems & receive

feedback from end-users

System

monitoring &

documentation

The team has processes and structures in

place to monitor the performance and

behavior of their internal systems

Monitoring & logging of internal

systems

Sharing

Knowledge

sharing

The team has processes and structures in

place to ensure that information, knowledge

and skills are equally distributed and

disseminated throughout the team

Information sharing

Continuous learning

Sharing knowledge & skills

Team

collaboration

The team has processes and structures in

place to ensure regular alignment between

team-members and with other teams in the

organization

Intra-team alignment

Inter-team alignment

Sharing priorities
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way that it captures numerous possible configurations of a capability instead
of merely assessing whether a capability is performed at a sufficient level or
not. The capability measurement instrument subsequently uses a continuous
representation in which the separate capabilities are assessed on five different
capability levels. This is opposed to many maturity models that make use of a
staged representation in which the capabilities are assigned to maturity levels.

Table 4. Measurement scales and final definitions used for capability levels per instru-
ment dimension

Dimension Culture, Sharing (Definition
adapted from Magdaleno
CollabMM [18])

Automation, Lean, Monitoring
(Definition adapted from CMMI
capability levels [4])

Level 1 Initial* - The capability is not
performed

Incomplete - The capability is
not performed

Level 2 Ad-hoc - The team decides on
the spot how to carry out
collaboration activities

Performed - The capability is
carried out and works in
practice. However, the team has
no agreed way of working for
doing this

Level 3 Planned - The team has an
agreed way of working in which
it collaborates, e.g. through
regular meetings or platforms

Managed - The team has
agreed on a specific way of
working such as a process or
policy to ensure that the
capability is performed

Level 4 Aware - Team members are
aware of their tasks and of the
agreed process, no central
coordination is necessary for the
members to collaborate. The
team might include monitoring
activities to ensure the way of
working is leading to the desired
capability

Defined - The team has worked
out their way of working in
detail, e.g. through process
descriptions, monitoring
performance measurement
metrics or adapting the process
from the organizational policy
to their own needs

Level 5 Reflexive - Team members are
aware of the agreed way of
working and are self-organizing.
They can identify which results
are relevant and are
continuously collaborating,
interacting and sharing
knowledge among each other.
They use double-loop learning
to recognize whether the desired
goal state is still applicable.

Optimizing* - The team does
not only have an elaborate way
of working but also continuously
reflects on the process and
improves this to perform the
capability even better

∗Levels added by researchers to equalize scales.
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Given the diverging nature of capabilities in the relationship-oriented dimen-
sions of culture and sharing and the more traditional, process-oriented dimen-
sions of automation, lean and monitoring, it was decided to use two different, yet
comparable measurement scales to define the capability levels in our instrument.

The answer options to questions related to the culture and sharing dimen-
sions were adapted from the Collaboration Maturity Model (CollabMM) by Mag-
daleno, Araujo and Werner [18]. This scale was chosen due to its explicit focus on
team collaboration, as opposed to the more process-oriented focus of many other
models. Although the CollabMM scale is originally used in a staged representa-
tion, we found the scale to also be useful for assessing the separate capabilities
and have developed descriptions which suit this aim.

The capability levels of the dimensions automation, lean and monitoring
were adapted from the CMMI continuous representation capability levels [4].
This measurement scale was chosen due to its wide recognition and use in both
academia and practice, as well as the continuous nature of the scale.

In order to equalize the scales, we added a capability level to the lower end of
the CollabMM and to the upper end of the CMMI capability level descriptions.
The descriptions of each capability level were validated and adjusted based on
feedback given by the domain experts. The final definitions can be found in
Table 4.

4.3 Assessment Items

The practices and capability levels which we previously discussed were translated
to fitting questions and answer options and were supplemented with industry
examples with the help of a domain expert during the item identification stage.
The final version of the instrument contains 38 assessment items which represent
the practices in Table 3. Two example questions and answer options are displayed
in Table 5.

5 Discussion and Conclusion

The research at hand describes the design and validation of a capability mea-
surement instrument for DevOps teams. To arrive at this artifact, we have inves-
tigated the sub-research questions “Which capabilities and practices are relevant
to DevOps teams?” and “How to assess varying configurations of capabilities
with a measurement instrument?”. As an answer to these questions, we offer a
comprehensive taxonomy of DevOps capabilities and practices and describe two
measurement scales on which the varying configurations of a capability can be
measured. Due to the taxonomy being based on the results of a SLR, the capa-
bilities and practices in our measurement instrument are supported by exist-
ing literature on DevOps capabilities [17,25,26] but extend the aforementioned
works. The resulting instrument was developed and validated in close collabo-
ration with industry practitioners, using qualitative research approaches from
PAR as well by collecting data via surveys. The results of the validation phase
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Table 5. Measurement instrument

Dimension:
Practice:

Culture
Experimentation

Capability :
Measurement Scale:

Intrapreneurship
CollabMM [18]

Does your team experiment with new ideas or techniques
regarding your way of working or product/service?

Level 1: We never experiment with new techniques. We rather stick to what we
know and what works for us

Level 2: We sometimes experiment with new ideas but not in a coordinated
way

Level 3: Experimentation is a planned and coordinated part of our work, e.g.
we free up time during our sprints to try new things

Level 4: We regularly experiment with new techniques to improve our
product and way of working as part of our daily work. This happens
inside and outside of planned events

Level 5: We regularly experiment with new techniques to improve our product
and way of working, inside and outside of planned events. These
insights often lead to improvements in our product or way or working

Dimension:
Practice:

Lean
Resolving incidents

Capability :
Measurement Scale:

Change & operations mngmt.
CMMI capability levels [4]

How do you deal with incidents?

Level 1: We do not have a procedure for this. We deal with incidents when
they arise

Level 2: When an incidents arises we decide on a case-to-case basis based on
our own judgement if we deal with it directly or later

Level 3: We have a standardized procedure for classifying and dealing with
incidents, e.g. based on ITIL

Level 4: Dealing with incidents is part of our way of working, e.g. incidents are
prioritized and placed on the backlog or we have reserved time every
day to deal with important incidents

Level 5: Dealing with incidents is part of our way of working, e.g. incidents are
prioritized and placed on the backlog or we have reserved time every
day to deal with important incidents. We regularly reflect on our
incident handling process and improve it, e.g. by performing a
blameless post-mortem analysis

indicate clear agreement of the experts and the DevOps team members with all
aspects of the measurement instrument, resulting in high mean agreement scores
as shown in Table 2.

Nevertheless, participants had varying opinions regarding the appropriate-
ness of the length of the instrument and the associated number of questions which
resulted in a high standard deviation of validation item number 14 (Table 2).
When asked about the amount of time it took them to complete the survey,
participants reported values between 10 and 30 min. Furthermore, the domain
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experts disagreed on the sufficiency of the five capability levels to represent all
possible states of a team capability. Three respondents strongly agreed (score of
5) with this statement whereas one respondent disagreed (score of 2). One of the
interviewed domain experts pointed out that a five-point scale is the industry
standard on which many assessments and maturity models are based and that
the scale should therefore be kept this way.

During the interview phase, multiple domain experts pointed out that they
would like to include behavioural or intangible aspects such as trust and respect
between the team members in the assessment. This is supported by the results
of our literature review which has revealed the above mentioned factors to be
essential to the performance of DevOps teams [26]. However, while we find these
traits to be invaluable for DevOps teams, they did not fit our definition of a
capability and could not be measured using one of our proposed measurement
scales. We have therefore decided to not include these aspects in the assessment.

The proposed measurement instrument is designed to be used as a self-
assessment. This is different to traditional capability maturity models, in which
the researcher is often required to evaluate the organization in question based on
pre-defined guidelines and templates [23]. One of the interviewed domain experts
pointed out that a strong aspect of the proposed type of self-assessment is its
ability to measure the capabilities over a large amount of teams. Furthermore,
the standardized measurement instrument may help to compare the capabilities
of different teams. However, the same interviewee indicated their preference for
a more qualitative, in-depth approach when dealing with a smaller sample size
of teams. This approach ensures that the neutral opinion and observations of
the assessor are taken into account when conducting the assessment whereas our
proposed approach is entirely dependent on the judgement of the team members
using the measurement instrument.

5.1 Contributions to Theory and Practice

The research at hand provides novel contributions to both theory and practice.
On the practical side, we contribute a tool that may be used by IT professionals
to measure the capability configuration of DevOps teams. The results of the
measurement provide valuable information into the status of the transformation
process of DevOps teams and offer directions for further improving their team
performance. The tool may also contribute to fostering a shared understanding
of a DevOps definition and associated capabilities.

On the theory side, we provide insights into the nature of DevOps capabilities,
the different configurations which they may take on as well as propose suitable
scales to measure their maturity. Different to extant models and research on
DevOps capabilities, our measurement instrument accounts for the idiosyncrasy
of capabilities. Present DevOps maturity models are primarily focused on map-
ping capabilities to maturity levels [34] but did not investigate the potential ways
in which a capability may be implemented. We therefore adopted a continuous
representation in which we measure the configuration of DevOps capabilities in
themselves on a five-level scale, but do not imply any hierarchy of capabilities
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or succession regarding their implementation as it would be the case in a staged
representation maturity model.

5.2 Limitations and Further Research

Our research and the accompanying DevOps team capability assessment are lim-
ited by a number of factors. Primarily, our research was predominantly based on
qualitative research approaches which was done to support the design of theory
behind the instrument. No statistical methods were used to judge the valid-
ity and internal consistency of the categories. Future research should therefore
further validate and improve our taxonomy by using techniques such as factor
analysis or Cronbach’s alpha. Collecting a larger number of responses on the
survey would also support an in-depth psychometric analysis. Furthermore, our
research solely focuses on the implementation and configuration of capabilities,
to be understood in terms of underlying processes and structures. Behavioural
and intangible aspects such as trust or respect were therefore excluded from our
model and warrant further investigation in terms of how to measure and include
these in a measurement instrument.

5.3 Conclusion

The research at hand proposes a capability measurement instrument for DevOps
teams. Based on a systematic literature review and in close collaboration with
industry practitioners, we developed a taxonomy which encompasses seventeen
capabilities and thirty-eight associated practices that are measured on five capa-
bility levels. The resulting instrument and its taxonomy provide insights into
the nature and configuration of DevOps capabilities as well as a standardized
approach to measuring these and improving DevOps team performance.
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Abstract. The product manager (PM) role is well established in leading tech-
nological companies, such as Google, Amazon, Microsoft, and Facebook. PMs
are responsible for integrating technical, design, and business perspectives when
developing software products and product portfolios. In agile methods (e.g.,
Scrum), similar responsibilities are linked to the Product Owner (PO) role. In con-
trast, in large-scale agile, one can find both Product Owners and product managers
who sometimes compete. Despite the widespread adoption of the product manager
role, the attention toward it in the agile academic community has been surprisingly
limited. In this multiple case study, we analyzed 17 interviews with 11 product
managers from four agile companies. We found that the PMs facilitated contin-
uous product experimentation and innovation, supported the product teams, and
engaged in additional activities to achieve optimal product development. Our sum-
mary of the product management activities can guide product managers working
in agile companies.

Keywords: Agile · Product manager · Innovation · Product discovery ·
Continuous improvement · Lean startup · Scaled agile framework · Product
owner

1 Introduction

In an increasingly more complex environment, companies need a holistic product strat-
egy to develop products. When products must adapt to constantly changing user needs
and new products should be launched, there is an increasing need to establish an end-to-
end flow between customer demand and the fast delivery of a product or service. In agile
software development (e.g., Scrum), the Product Owners (PO) are responsible for this
flow. POs translate business needs into practical software requirements, elicit and pri-
oritize requirements, approve software produced for release to customers [1] and make
sure the product is profitable [2]. In this way, POs represent the customer demand. How-
ever, as described and practiced in Scrum, the Product Owner role may not be sufficient.
What is needed is a product analytics capability to constantly evaluate the current value
of the products and adjust them. A dedicated manager should systematically discover
features that maximize the product value and quickly experiment with the delivery of
those features, the cost of their delivery, the usage by customers, and the actual return
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on investment from these features, as argued by Fitzgerald and Stol [3]. This is similar
to what the Lean Startup approach [4] and dual-track agile [5] aim to achieve through
a continuous build-measure-learn loop and experimentation with users. To achieve this,
one needs a continuous end-to-end flow between customer demand, business strategy,
and software development [3].

Product management is a discipline that can achieve such flow. The role of a prod-
uct manager is to continuously develop product portfolios and sustain their link to the
customer demand [6]. The adoption of product management is now standard in compa-
nies like Google, Facebook, Amazon, and Microsoft and has been increasingly popular
after the success of Marty Cagan’s Inspired [6], which provides guidance on product
management based on the experience of the most advanced technological companies.
The academic literature has also been investigating product management for decades.
We now have detailed descriptions of the activities that product managers are supposed
to perform towards software development [7], the impact of these activities [8], and
how they manifest in practice [9]. However, these descriptions seem to be based on a
plan-driven approach, making it unclear whether they can guide product managers in
agile companies.

Althoughwe see that productmanagers clearly have an important role in today’s agile
companies, we do not fully understand how this role is practiced. While the role of the
Product Owner has been extensively researched during the last two decades, the role of
a product manager has been disregarded by the agile academic community, possibly for
being too conservative and plan-driven [10]. Nevertheless, we know from the research
on large-scale agile that the PM role is indeed being utilized in agile projects [10–12],
but not which activities they perform, how, and why. The answer to these questions may
be a way to guide product managers into more agile ways of working. We are therefore
asking the following research question: How is the product manager role practiced in
agile companies?

To answer the research question, we conducted a multiple case study based on data
from four agile companies with the product manager role. The paper is structured in the
following way. The next chapter gives an overview of the roles responsible for product
development (product owner and product manager). Section 3 describes our research
approach and the case contexts. We present the findings in Sect. 4 and discuss them in
Sect. 5.

2 Background

There are no extensive studies on product management in the agile academic literature.
However, a product manager role is similar to that of a Product Owner because both
roles represent customer demand. We will thus begin our literature review by describing
PO. Then we will draw on the management literature to describe what we mean by a
product manager.

2.1 The Product Owner Role

The customer relationship is key in agile, where the customer should be on-site and co-
located with the development teams [13]. In Scrum, the PO is defined as a person who
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gathers and prioritizes features, interacts with the customer [1] and communicates the
customer’s business needs to the development team [13]. The PO also decides on release
dates and content and is responsible for the profitability of the product [2]. During the
planning meeting (usually every second or fourth week), the product owner presents a
prioritized product backlog. The highest priority items from the backlog are then detailed
in a sprint backlog by the developers. The development team is responsible for designing,
testing, and deploying systems. In Kanban and XP, the PO role is not defined but similar
activities are performed. In addition to these practices, Sverrisdottir et al. [14] found in
their survey that POs use several additional project management practices.

When there are several teams in an organization (e.g., large-scale agile), POs often
form PO teams to gather and prioritize inter-team requirements to solve conflicting and
competing business needs [13]. The POs on these teams can either share the responsi-
bility or be responsible for a subset of product features [15]. Bass [13] described the
PO role in large-scale as a complex one with a broad set of responsibilities and iden-
tified nine different functions: architectural coordination, assessing risk, and ensuring
project compliance with corporate guidelines and policies. Further, Berntzen et al. [16]
found that there are differences in coordination both amongst POs and between POs and
their teams. This may be due to differences in coordination preferences among the POs,
different routines in a team, and different understandings of goals. Berntzen et al. [16]
also argue the POs need to invest in building good relationships for effective coordina-
tion among them. They suggest regular knowledge-sharing activities and retrospectives
focusing on improving coordination, strengthening shared knowledge and goals, and
reinforcing mutual respect and trust within the PO group.

2.2 The Product Manager Role

Product manager is a role uniting technical and business perspectives in developing
software products to provide value to the customer [9]. Product management has been
existing since its adoption at Procter &Gamble in the 1930s [17] but did not become
popular in software organizations until the late 1990s (aka software product manage-
ment) [7]. The academic and industrial knowledge on the topic is summarized in the
software product management body of knowledge (SPMBoK) described, for example,
in [7]. This framework encompasses 38 activities within seven functional areas that
product managers are said to be involved in. PMs participate in strategic management,
are responsible for product strategy and product planning, and orchestrate develop-
ment, market, sales, distribution, and service and support. Based on this framework,
Maglyas et al. [9] identified 12 activities that product managers are engaged in practice,
where vision creation, product lifecycle management, roadmapping, release planning,
and product requirements engineering are described as core activities (see Table 1 for
the definitions). In addition to the core activities, the authors describe other activities
that the product manager may be involved in but that can, in practice be delegated to
other functions. These are portfolio management, product analysis, product launches,
product support, and product (software) development. Finally, Springer and Miller [18]
compared product managers across several companies and summarized responsibilities
that were the same regardless of context: defining goals, proposing solutions, prioritizing
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projects or tasks, user research, analysis of requirements, market analysis, stakeholder
management, cooperation with the development team.

Table 1. Core product management activities with definitions from [9]

PM activity Definition

Vision creation Defining and positioning the product based on the targeted
markets, product use, and product scope. A product vision
answers the questions of Where do we want to go? How
will we get there? Why do we think we will be successful?
[9]

Product lifecycle management Planning the product lifecycle by collaborating with
company functions (e.g., development, marketing, sales,
etc.)

Roadmapping Planning the evolution of the product showing how product
features, technologies, and resources should evolve.
Roadmaps are used to translate product strategy into
long-term plans and obtain the respective company’s
commitment and support [7]

Release planning Selection and assignment of requirements to projects for
implementing sequences of product releases [7]

Product requirements engineering Collecting stakeholder needs, expectations, and ideas for
guiding the implementation of the software product. The
product manager performs triage to reduce a large number
of inputs and to ensure the inputs’ relevance and feasibility.
These inputs are translated into product features [7]

This review shows that the product manager’s responsibilities described in the aca-
demic literature do not necessarily reflect how product managers act in agile companies
(e.g. described in Inspired [6]). Specifically, it does not explain how to integrate product
discovery and delivery, which is crucial for creating the desired products [5]. Further,
the product manager responsibilities described by the academic literature so far are quite
broad and may overlap with other roles. For example, some authors consider product
manager and Product Owner to be similar role roles [19]. On the other hand, it is argued
that while a Product Owner is a role within the Scrum framework, whereas product
manager can be adopted regardless of the framework, and that covers a much broader
range of responsibilities [20]. A product manager can sometimes assume a Product
Owner role, but this may hinder her from fulfilling other obligations (such as market
analysis and product strategy) because PO tasks require intensive interaction with the
development team [20]. In large-scale agile, there is no agreement on how and whether
a product manager role should be applied. On the one hand, SAFe recommends that
PMs be responsible for vision, roadmap, and features to meet customer needs [12]. On
the other hand, LeSS outlines the necessity of the product owner to look more outward
than just managing the backlog, thus essentially recommending expanding the Product
Owner to being a product manager [21]. Nevertheless, the research on large-scale agile
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has not looked into the particulars of the PM role but focused more on the challenges
and success factors of the introduction of the frameworks [10, 11]. For example, it has
been documented that product managers can overrun POs when it comes to prioritizing
new features [15]. We have thus conducted our own study to examine how the PM role
is practiced agile.

3 Methods and Case Description

Our overall research strategy is a multiple case study. We chose this strategy because
we were following up the companies for several years and had access to various data
sources that allowed for deep insight into the company contexts. We collected and ana-
lyzed data in four Norwegian companies that applied agile practices (see Table 2 for an
overview of the practices). Company A is a large, globally distributed company focusing
on maritime services. Company B is a technology and investment company in digital
product development. Company C is a financial services company that offers pension,
savings, insurance, and banking products to both the private and the business markets.
Company D is a leading app developer and content platform focusing on mobile phone
personalization and entertainment.

Table 2. Overview of agile practices and data collected in the case companies

Company A B C D

Industry Maritime Technology and
investment

FinTech Personalization
and entertainment

No.
employees

3700 80 2160 39

Market B2B B2C/B2B B2B B2C

Industry Maritime Technology and
investment

FinTech Personalization
and entertainment

Agile
practices

Lean startup
principles,
Scrum in the
development
teams, standups
in the data
scientist team

Lean startup
principles,
self-managing
product teams with
agile practices
(e.g., standups,
retrospectives)

Scrum in the
product teams (daily
standups, sprint
planning, backlog
grooming,
retrospectives), lean
startup principles

Scrum (daily
standups,
retrospectives,
backlog, Scrum of
Scrums, elements
of Spotify model
(tribes)

Data
collected

Interviews with
product
managers,
minutes from
meetings,
product slides

Interviews with
product owners,
pitching slides,
notes from
participatory
observations

Interviews with
product managers,
notes from the
feedback session,
notes from a
workshop on
product
management

Interviews with
product managers,
getting-started
guides from
product managers,
description of the
development
process
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The primary data sources for this study were interviews with product managers
(Table 3) triangulated with other data sources (see Table 2). Interviews ranged between
40 and 90 min and were recorded and subsequently transcribed. All PMs were asked to
describe their products, areas of responsibility, work routines, and challenges.

Table 3. Overview of the informants.

Firm ID Role Product description Interviews

A I1 Idea owner AI-enabled services monitoring the condition of
ballast water

3

I2 Idea owner Data-based service providing insight into vessel’s
emissions

2

I3 Idea owner AI-enabled service facilitating maritime inspection
of the hull

3

I4 Idea owner AI-enabled service that allows to automatically
process Q&A requests

1

B I5 Startup founder Mobile application for patient rehabilitation 1

I6 PM Online second-hand store 2

C I7 PM A set of products that enables digital claims; plus
internal automation solutions

1

I8 PM A set of products that enables business customers to
perform purchases as a self-service

1

D I9 PM Interface towards the software users (“user
journey”)

1

I10 Technical PM Internal billing system 1

I11 SVP* of Product Content platform focusing on mobile phone
personalization and entertainment

1

Total 17

Note* Senior Vice President (SVP).

The data were analyzed by the first and the second authors usingNVivo version 1.6.1.
The analysis approach was thematic analysis. The authors first coded all the transcripts
in searching for the instances that had to do with the activities of product managers,
which resulted in 748 initial codes. The codes were subsequently grouped into higher-
order sub-categories (e.g., leading product teams, product monitoring, and adjustment).
Finally, we grouped the sub-categories to achieve a logical structure and formulate the
overarching categories of activities.

4 Results

Our data analysis resulted in three overarching categories of PM activities: 1) those
related to the products, 2) related to the product teams, andwhat we coined 3) supporting
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activities.Wewill now describe all the productmanagement activitieswith the respective
quotes in detail (see Table 4 for the total number of quotes per category).

4.1 Product-Related Activities

This category encompasses activities related to developing new products, improving the
existing products, and formulating the product strategy.

Product Discovery. A significant aspect of product management was related to explor-
ing new products and business models, something we labeled product discovery. Activ-
ities in this category could be further grouped into product ideation and idea evaluation.
Product ideation concerned formulating and/or collecting new ideas for products (com-
panies A, B) or features (D). In companies A and B, the product managers came up with
new ideas and pitched them internally to receive feedback and potential opportunity
for subsequent idea evaluation. In company B, the product manager shared his idea to
attract internal support: “I came up with an idea and presented it at an internal forum
receive feedback” (I5).

Table 4. Number of codes per product management activity in the case companies

Product manager activities Case company

Category Sub-category A B C D

Product related A1: Product discovery 24 20 1 14

A1.1: Product ideation 1 3 0 2

A1.2: Idea evaluation 23 17 1 12

A2: Product monitoring and adjustment 4 0 10 15

A3: Strategic vision creation 2 2 1 4

Related to product teams A4: Supporting team delivery 2 3 7 9

A5: Individual follow up 1 0 6 3

A6: Process lead 1 2 4 4

Supporting activities A7: Engaging internal stakeholders 14 0 4 2

A8: Collaborating with other PMs 1 0 5 2

A9: Acquiring resources 2 7 3 0

Idea evaluation comprised examining the market fit for new ideas typically through
the use of minimal viable products (MVP) at different stages (e.g., mock-up, working
prototype, pilot version of the product). Exemplar activities in this sub-category are
gathering user feedback on the MVP with the purpose of evaluating whether there exists
the need for the product andwhether the product can create revenue.APMfromcompany
A described: “We build something that is cheap to build, which is fast to build, and then
we will test our assumptions that it will give value for the customers and that they are
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really willing to pay for this” (I4). Idea evaluation is happening hand in hand with the
product team (e.g., UX designers and software engineers) that collaborates with a PM
to develop a first working prototype and then incrementally adjust it according to user
feedback.

Product Monitoring and Adjustment. If product discovery relates to exploring new
products and features, product monitoring and adjustment encompasses activities
directed to the existing products and product portfolios. These activities were charac-
teristic of companies C and D, where PMs worked primarily on improving the existing
products. Typical examples from this category were participating in joint planning and
coordinating events to evaluate the current state of the products and set priorities and
product goals for the subsequent period. KPIs were often used to track the product per-
formance and report on the planning events. In terms of formulating and communicating
priorities, roadmaps were often-applied. PMs in the large company C felt bounded by the
roadmaps they committed to because they needed to “please” all internal stakeholders
who influenced the prioritization. At the same time, PMs in a much smaller company D
were more flexible in the ways they applied their roadmaps. Product manager I9 said:
“It’s really unlikely to get through that roadmap exactly as it is, then you’re doing some-
thing wrong. So, it’s nice to have ideas and to have a plan on what you want to work
with, and to be able to present that to the rest of the company. But it’s on the premise
that this will change” (I9).

Strategic Vision Creation. For the product managers to guide their product discovery
and monitoring and adjustment activities, they need to outline the strategic vision for
their product. These activities were typical for companies A, C, and D as they had
established business goals. In companies A and C, the product managers utilized higher
order business goals to create the strategic vision for their products. In contrast, product
managers in company D were part of the business goals for the whole company. The
output of this activity is typically formulated using Objectives and key-results, and KPIs.
The frequency of this activity varies from company to company (from annually in C and
D to a 5-year horizon at A). A PM from company C outlined: Our company has some
fluffy overarching business goals. We are using those to formulate our objectives based on
those goals. The objectives are set on a one to two-year basis. We then define measurable
key results for the next quarter” (I7).

4.2 Activities Related to the Product Teams

The work of the product managers did not stop when UX designers and developers
worked on the product. The PMs took on multiple leadership responsibilities to ensure
that the development of the product was on track. We identified four areas of the team
leadership activities across the case companies: Coordination activities, process lead,
support teams delivery, and individual follow-up.

Support Team Delivery. The PMs took an active role in supporting the teams through-
out the various stages of product development. PMs in all companies were involved in
discussions and dialogswith theUXdesigners and developers, ensuring that the business,
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design, and technology aspects were considered. Product managers also communicated
goals by presenting them to the product teams. Some PMs were also collecting feedback
on the goals and how to measure their success (e.g., key results) from the team mem-
bers. They did not only monitor the development progress but worked together with the
teams. In companies C and D, the PMs collaborated with the product owners on the
backlog and formulating acceptance criteria. I9 described: “I work really closely with
the product owner and try to bring him in quite early to the discovery process. Once
something goes into development, he’s the one who’s responsible for keeping on track”.
However, one PM from company D was clearly acting like a Product Owner and took
full responsibility for the product backlog. She explained: “As a product manager, I am
not doing anything different from when I was a PO. Because it’s the same; your main
goal is to ensure that your product goal as planned” (I10).

Process Lead. PMs in all case companies took on a process lead role by structuring the
work process of the product teams (e.g., running agile meetings (company C), arranging
kick-offs for new products and features (company D), helping to find better ways to
collaborate (company C), coaching (company C) and setting up and leading new teams
(company B and C). PMs in company D had the team lead responsibilities ensuring the
team was motivated and worked on improving the development process. She said: “I
work on the process and how we can improve it” (I10). As shown in Table 4, activities
in this sub-category did not occur equally frequently across the case companies. In
companies C and D, the process lead aspect of the product management role was more
prominent. For example, in C, the PMs took responsibility for finding the best way for
teams to come back from the home office at the end of the COVID-19 pandemic. PM
I8 said: “We chose Wednesday as an office day based on a team survey. On Tuesday, we
have a mix of work from home and office” (I8).

Individual Follow-Up. In cross-functional product teams, members are highly special-
ized in their tasks, from designers to backend developers. PMs took responsibility for
following up with individual team members by running one-on-ones (company C and
A), supporting new team members (C), and even monitoring the members’ emotional
state (company D). For example, a product manager in D set up a tool for tracking the
team’s health. She explained: “You have like battery pictures, and every team member
should indicate if he feels fully charged or empty” (I10).

4.3 Supporting Activities

Apart from being responsible for the products and product teams, the PMs engaged
in activities that helped them successfully fulfill their other tasks, which we called
supporting activities.

Acquiring Resources. Many PMs took responsibility for acquiring both financial and
human resources to fulfill the product goals. In company B, product managers were
actively acquiring external financing for their new products. They were also compet-
ing with other PMs and functions in the company to attract the software developers
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and convince them to work on their products. In big companies, PMs were also attract-
ing resources, normally by contacting internal stakeholders (A7) to allocate additional
budgets or software workforce. In A and C, which were large-scale organizations with
independent software units, the competition for developers was even stronger. One prod-
uct manager described how he had to “fight” for the software developers: “I had just to
threaten that I would go extremely high in the organization if they did not give me the
software resources, so I received them at the end (laughs)” (I4).

Collaborating with Other Product Managers. Such activities played an essential
role for the product managers who relied on each other to coordinate, exchange knowl-
edge and experience, and sometimes solve the problems together. PMs in companies C
and D coordinated their collective effort through regular steering meetings. The product
managers expressed several challenges regarding their roles and how to perform their
tasks. They believed that discussing with other PMs could help. Companies A and C had
formalized communities of practice for the product managers where topics related to
the role were discussed. In contrast, D had an informal CoP that did not have a specific
structure or agenda. A product manager from C said, “Lean coffee is a place to discuss
methods and how we work together. We nominate topics before the meetings and arrange
it every other week” (I7).

Engaging Internal Stakeholders. Product managers often link the product teams and
other functions (e.g., finance, legal, sales, and marketing) or members of multiple prod-
uct teams. In companies C and D, it was crucial to consider the stakeholders’ interests
because they partly constituted an input to what the product teams were supposed to
deliver. For example, I4 from company A took charge of multiple delivery teams to
develop and integrate the new product into the existing ecosystem. He arranged coor-
dination meetings twice a week where three different teams met for 15 min. Multiple
products in company A were based on internal and external data for both the data sci-
entist and the product managers to understand how the data should be contextualized. A
product manager explained: “The data scientist had competence on the things I did not
know. And a fantastic ability to understand the business context, not only the technical
data parts” (I3).

4.4 Activities Across the Companies

We have observed that the frequency of product managers mentioning the activities
varied from company to company which can partly validate our findings. As can be seen
in Table 4, Product discovery (A1) was often mentioned in A, B, and D, but not in
company C. This corresponded well to our observations and collected documents from
the companies, as both A, B, and D were heavily focusing on new products and services,
whereas company C mainly was concerned with the evolution of the existing services.
This is also supported by the frequent mentioning of A2 (Product monitoring and
adjustment) in company C. At the same time, A2 was not so frequent in companies
A and B, indicating that the product managers were not involved in working with the
existing products (because the company did not have a holistic product approach to the
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current portfolio). In company B, all products were relatively new since it was a venture
builder; thus, there were no activities identified as productmonitoring and adjustment
(A2). Another striking difference is that A7 (engaging internal stakeholders) was
mentioned more often in company A than in all other companies. Although this can
partly be explained by the high number of interviews in that company, it is also worth
noting that company A is very large and has only a short history of product management,
where the product managers were very new to their tasks. Therefore, PMs had to engage
internal stakeholders (A7) for collaboration, validation, coaching, and, not the least,
for acquiring resources (A9). Finally, acquiring resources (A9)was described as a PM
activity in all companies except D probably because, in that company, the product teams
were fully dedicated to their respective products, which was not always the case for the
other cases. In A and C, software developers could sometimes be moved from team to
team because the software resources were insufficient. In B, PMs were competing for
the interest of the developers, who could be involved in the products part-time.

The relationships between the three categories are visualized in Fig. 1. Product
discovery is at the center of what a PM does. Product discovery iterates between product
ideation and idea evaluation, which happens in close collaboration with the product
team (arrows toward the team activities). Product discovery contributes to strategic
vision creation and is also defined by it. Finally, product discovery creates the need for
supporting activities (e.g., acquiring resources),whichmobilize organizational resources
to achieve optimal product outcomes.

Fig. 1. Product manager activities

5 Discussion

The adoption of product management is growing, and the practice is used by companies
like Google, Amazon, Facebook, and Microsoft. However, there is a lack of research on
how the product manager role is practiced in agile organizations. Therefore, we have
described what activities the product managers performed in four agile companies. We
will now answer our research question, “How is the product manager role practiced in
agile companies?” by discussing the three groups of activities described in the Results
section: product-related, team-related, and supporting activities.
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5.1 Product-Related Activities

The core activities of the product managers in our study were related to discovering and
developing the products (activities A1, A2 in Table 4). While the PO role in Scrum is
about gathering and prioritizing features [1], the product managers in our cases focused
primarily on formulating the hypotheses on which features should be developed and
then testing these hypotheses to provide a further direction and insight for the product
teams. Instead of believing that the customer requirements exist upfront and should only
be gathered, as POs would do, our PMwould first ask whether the features are needed in
the first place (Activity A1.2). Thus a lot of the effort of product managers in our study
was dedicated to hypothesis formulation and testing in close collaboration with both the
users and the product team, which is the essence of the Lean Startup [4] and dual-track
agile [5]. These PM activities also remind what is described by the SAFe-framework,
where the PMs are responsible for “defining and supporting the building of desirable,
feasible, viable, and sustainable products that meet customer needs over the product-
market lifecycle” [12] The PMs were working in this way both when it comes to new
(A1) and existing products (A2) in the companies of different scale. This highlights that
product discovery can be applied in most organizational contexts.

In addition to discovering and developing the products, product managers in most
companies were involved in formulating the strategic vision for their products/product
areas and even overall business strategies of their companies (A3: Strategic vision cre-
ation). This is in line with the concept of BizDev and the idea that integration between
business strategy and software development is needed in the sameway as between devel-
opment and deployment [3]. A model for continuous experimentation [22] also suggests
that product and business strategy should be informed by the results of systematically
testing the product assumptions.

Earlier research on product management described roadmapping, release planning,
and product requirement engineering as separated activities [9]. In contrast, we found
that these activities are not always possible to differentiate in the agile context because
they are all part of product discovery. This is in line with Fabijan et al. [23] who highlight
the importance of evolving the continuous experimentation approach from the ad-hoc
approach in new products to a more targeted experimentation for established products.
In the same way, development of the existing products (A2: Product monitoring and
adjustment) required both portfolio management, product lifecycle management, and
roadmapping that are all part of the same activity (e.g., planning events and product
steering forums in companies C and D). Therefore, we believe our description of product
manager activities better fits the PM practice in agile firms compared to the earlier
frameworks (e.g., described in [7]).

5.2 Team-Related Activities

We found that product managers had several responsibilities toward the product teams,
including supporting their delivery (A4), following-up individual team members
(A6), and being process leads (A7). These activities are somewhat similar to those
of a Product Owner. POs are typically involved in steering the delivery of the teams
by deciding on the release date and content and prioritizing the product backlog [2].
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We found that in one case (informant I10) a PM who earlier was a PO, continued to
identify herself as PO andwas assuming PO responsibilities (e.g., managing the backlog,
formulating the requirements). However, another PM, who had not had experience with
agile before, was clearly distinguishing herself from a Product Owner. She talked about
a PO as her partner whose responsibility was to make sure that the tasks were “on track.”
This shows that some PMs can confuse these two roles because many agile practitioners
are less familiar with the PM-role. While some companies introduce the role due to
its increasing popularity, the content of the PM and the PO-roles may overlap. The
inconsistency of how much the PM role is similar to that of a PO can be explained by
the size of the company. Earlier findings suggest that product managers can assume a
PO-role in small companies because they have fewer responsibilities around steering
the product [20]. However, other sources describe PO and PM as two distinct roles that
sometimes even compete with each other [15]. We can conclude that the PM-role can
partly overlap with that of a PO, but that the PM-role is much broader, as we have
identified a plethora of PM activities that a typical PO does not cover.

An example of such activities of PM is functioning as process leads (A7) and even
following-up team members (A6).We were surprised to find out that all PMs were so
attentive to their teams given that earlier literature on product management argues that a
PM should not have responsibilities toward teams [7, 20]. In contrast to this, PMs in our
study reminded us of ScrumMasters or agile coaches [24] in that they took responsibility
for the team goals, climate, and process structure.

We found that many product managers defined goals for the product teams (A4).
These findings correspond well to what had earlier been described by both managements
literature [7, 18] and agile practitioners (e.g., the SAFe-framework [12]). However, the
fact that only certain PMs involved product teams in the goal-setting (e.g., by formulating
Key results) is alarming. Moe et al. found that if a process lead does not involve teams in
goal setting, team autonomymay be reduced [25], which jeopardizes the agile principles.
Autonomy is also crucial when newproducts are developed inside established companies
[26, 27]. We can thus recommend that product managers in agile companies collect the
teams’ feedback on the team goals.

5.3 Supporting Activities

While the PO collaborates with customers and other POs, in our case, the product
managers acted more as negotiators that took into account the ideas and interests of
various internal stakeholders (A7) and sometimes convinced them to allocate addi-
tional resources (A9). We found that engaging internal stakeholders was especially
important in the large established company A. When developing new digital products in
such companies, many functions can be involved in the product development (e.g., legal,
marketing, sales, etc.) [28]. Therefore, the PMs need to collect their input on the new
products. Our findings are in line with [18], who highlights a PM’s responsibility as a
stakeholder manager. This is also consistent with what was described by Mikalsen et al.
[29] that an agile product team needs to negotiate with several other departments and
stakeholders to reduce dependencies. We thus highlight the role of a product manager
as a negotiator in agile organizations.
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We also found that product managers worked together and that many of them saw
value in communities of practice (A8). Just as product managers in our study, Product
Owners also tend to team up when they need to solve competing business requirements
(e.g., in large-scale agile) [13]. Communities of practice are often introduced in large-
scale agile [11], and internal software startups [30] to improve learning and knowledge-
sharing. However, neither academic nor practical literature on product management
(such as Inspired [6]) described such interaction with other PMs as crucial to their job.
Therefore, we suggest that product managers working in agile firms allocate sufficient
time to collaborate with other product managers.

6 Practical Implications

Based on our results, we can summarize some recommendations for those working
as product managers. First, a PM should serve as a continuous link between business
needs and software development. Our results show that this is the essence of product
management regardless of the company context. Thus, we believe that all PM practices
should be chosen based on whether they contribute to achieving this goal. We also see
that both internally and externally communities of practice across product managers
is one way to learn and teach such practices. Our next advice is for the PMs working
in large companies facing organizational inertia in product development. Most likely,
such inertia is what you as a product manager will and should deal with. Our findings
show that successful PMs actively involve internal stakeholders and collaborate with
them to achieve a more seamless product development. This implies that PMs should
have a good network within their company and have solid negotiator skills. Finally, we
recommend that product managers in agile companies invite their product teams to set
goals for themselves (e.g., by facilitating the formulation of the so-called “key results”).
Many PMs were asking the teams to formulate their own goals, which had been shown
to increase teams’ autonomy and hence agility.

7 Conclusions, Limitations, and Further Work

Despite the increasing popularity of product managers in agile companies, little research
exists on how this role is performed in practice. We have thus conducted a multiple case
study of product managers to find out how the product manager role is practiced in agile
companies. Given today’s increasing rate of PM-role adoption, our findings can provide
guidance for how product managers should work. The paper’s contribution is a summary
of the PM activities toward products, teams, and organizations, which is a step toward a
theoretical understanding of agile product management.We found that the essence of the
PM’s role in agile is to make sure that the products are continuously linked with market
demand, which is in linewith the concept of BizDev. Themain goal of a productmanager
is to set up experiments that will help the product teams decide which features are needed
for the new or the existing products. Besides, PMs are highly dedicated to their teams,
supporting their delivery, individual members, and their overall autonomy. In this sense,
the role is sometimes practiced in a similar fashion as the Product Owner (e.g., managing
backlog, keeping things on track). However, the PM role involves responsibilities that a
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typical PO does not cover (e.g., contributing to the organizational strategy and acquiring
additional resources).

This was the first academic attempt to holistically describe the role of product man-
agers in agile companies, which is not without limitations. First of all, the study relied on
a specific sample (companies based in Norway), which may reduce the generalizability
of the results. We thus encourage researchers to investigate agile product management
in other countries further. Second, we provided only a preliminary description of how
organizational context (large- vs. small-scale, B2B vs. B2C) influences PM practices.
Further investigations are needed for more conclusive results. Finally, we need to know
more about how exactly the product manager role differs from that of a Product Owner.
We also need to understand how these two roles may collaborate to achieve optimal
product outcomes.
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Abstract. For years, industry institutions and academic researchers
have been surveying software practitioners on agile software development
methods adoption. These surveys have been useful in describing the char-
acteristics, challenges, and impacts of agile adoption, mainly in Europe
and North America. Latin American practitioners miss information on
the state of agile adoption. This study aims to fill this gap by describing
agile software development adoption in Brazil. We collected data from
897 countrywide-distributed practitioners. We used descriptive statistics
and machine learning algorithms to understand our dataset. Results show
the profile of companies and teams, characteristics of agile usage, percep-
tion of success, applied principles and practices, and reasons, challenges
and impacts of agile adoption. We also explore the relevance of princi-
ples in software process improvements. We contribute by mapping the
state-of-the-practice of agile adoption in Brazil and by contrasting our
results to previous literature, which points out how we further current
knowledge in academia.

Keywords: Agile software development · Brazil · State of agile ·
Challenges · Improvements

1 Introduction

Agile Software Development (ASD) arose in the early 2000s [4] and several
studies [11,13,14] have aimed to understand challenges faced and mechanisms
adopted by teams in the transformation to agile, which encompasses mainly
changes in team culture, people skills, and mindset. Among the studies inves-
tigating agile adoption, opinion-based surveys contribute to bringing up a big
picture of how practitioners have embraced these agile practices.

Industrial surveys to investigate ASD are common [35], and some of them
have been conducted year after year for years now, as Version One’s [30]. In
c© The Author(s) 2022
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academia, we also find surveys that describe agile adoption, but they are usually
less frequent. The last countrywide survey in Brazil took place in 2011 [26].

The goal of this study is thus to describe current agile usage in Brazil. We
conducted a countrywide survey in 2018–2019, asking ASD practitioners which
are the practices, principles, and methods they apply. We also investigated the
perception of project success, reasons for agile adoption, challenges faced, and
the impacts they perceive. Furthermore, we collected data to identify which
principles influence improvement in different aspects of the software process.
Data were analyzed using descriptive statistics and machine learning techniques.

The remainder of this paper is organized as follows: Sect. 2 briefly presents
related work, from the perspective of academic surveys. Section 3 presents our
research approach. Section 4 shows the results and Sect. 5 discusses our results
by comparing them with other ASD surveys. Section 6 concludes the paper.

2 Related Work

Industrial surveys have long been performed in the context of ASD [30]. They
have been serving as a benchmark for practitioners to understand other com-
panies’ characteristics and outcomes [33]. Besides methodological limitations
pointed out by Stavru [35], these surveys are mainly represented by practitioners
in North America and Europe. Academic studies, on the other hand, have a less
frequent application but present more methodological rigor. They usually focus
on specific contexts but are still important since they characterize the studied
community and allow for future comparisons between contexts.

For example, Livermore [25] studied the Extreme Programming (XP) adop-
tion among 112 practitioners associated with the Software Engineering Insti-
tute’s Software Process Improvement Network (SPIN). In the European context,
Salo and Abrahamsson [34] report on Extreme Programming and Scrum adop-
tion in 13 industrial organizations and Kuhrmann et al. [23] showed how 69 Euro-
pean practitioners combined agile development with traditional approaches. In
Finland, Rodriguez et al. [33] investigated the adoption of Lean Principles while
also studying ASD adoption. Bustard et al. [9] studied how agile is adopted in
37 software companies from the Northern Ireland. There are also surveys char-
acterizing the adoption of agile in India [28] and in North America [32].

From South America, Melo et al. [26] present the results that serve as a
reference to our study. They conducted a large-scale survey in Brazil in 2011.
They had 471 participants. Still focusing on Brazil, the study by Diel et al. [12]
was conducted to describe the understanding that Brazilian practitioners have
about agile methods. This study collected data from about 200 professionals
mainly located in Brazil’ South and Southeast regions. Two years later, Bolatti
et al. [5] conducted a smaller survey in Argentina (79 participants) given the
lack of studies focusing in the Argentinian market.

The above shows that academic agile surveys on how ASD has been adopted
in different contexts and countries indeed have been conducted for several years.
But it also demonstrates how infrequent they are. Our study aims to update the
current state-of-practice in Brazil taking Melo et al.’s work [26] as reference.
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3 Research Approach

The goal of this research is to describe agile usage in Brazil. The GQM model
– Goal-Question-Metric [3] – that guided our study design, is shown in Table 1.
Using GQM approach is a recommended practice in surveys to limit scope and
stick analysis to the research objective [27]. We chose the opinion-based survey
(or survey only from now on) as our research method. A survey is a “comprehen-
sive system for collecting information to describe, compare, or explain knowledge,
attitudes, and behavior” [31, p. 16]. Surveys must have a target population - the
group of individuals to whom the survey applies [20]. In this survey, the popu-
lation is information technology practitioners that work with agile methods in
Brazil. We chose a non-probabilistic sampling, denoted convenience sampling,
proper for when respondents are easily accessible [20]. Our sample is practition-
ers that attend agile industrial conferences in Brazil. We chose this approach to
locate those who work with agile methods more likely. We collected data in 6
editions of 4 distinct agile software development industrial conferences during
2018 and 2019, namely: Agile Trends (2018 and 2019 editions), Agile Trends
Gov (2018), Agile Brazil (2018 and 2019), and Agilidade Recife (2019)1.

Kitchenham and Pfleeger [18] advocate that survey instruments are conceived
in four steps, namely: 1) search the relevant literature; 2) construct the instru-
ment; 3) evaluate the instrument, and 4) document the instrument. We based our
instrument on existing studies for our research’s first step. We started (Step 1) by
searching for the relevant literature, carefully analyzing the questions published
in the following reports: The 11th annual state of the agile report - Version One
[29], Azizyan et al. [2], Rodriguez et al. [33], Melo et al. [26], Bustard et al. [9],
Diel et al. [12], Bollati et al. [5], and Kuhrmann et al. [23]; and proposed our
questionnaire from them (Step 2)2. Next, we evaluated our instrument (Step 3)
[19] with six full-professors and researchers for readability and completion time.
We also applied it with an experienced practitioner for content validation. In the
fourth step, we documented the process in our research protocol.

We chose to make the questionnaire available for the first conference (Agile
Trends Teams - São Paulo/SP, in 2018) using the Qualtrics tool, but the strategy
was not effective, as we got only 16 responses out of 854 attendees. We changed
then the approach to apply the questionnaire personally, in a printed form; this
way we could approach people face-to-face and ask them for their attention [19].

Our new data collection strategy included personally approaching conference
attendees during check-in and coffee breaks. Three or four people (depending on
the conference size) were hired to aid data collection. In Agile Trends Gov,
Braśılia/DF (2018), there were 192 filled questionnaires out of 550 attendees; in
Agile Brazil (Campinas/SP), 2018, we got 225 responses (we do not have the
1 The 2020 editions were called off giving the Covid-19 pandemic. We had initially

planned to collect data at this time too; thus we do have the most recent data that
was possible to collect. Conferences in 2021 were shorter in days and in programme,
and we judged it was best to not add extra work for people during a pandemic.

2 Our questionnaire and the mapping of where the questions that compose it came
from can be found at https://doi.org/10.5281/zenodo.5997108.

https://doi.org/10.5281/zenodo.5997108
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Table 1. Research goal, questions and metrics

Goal: to describe agile usage in Brazil

Question Metric

Which is the profile of companies
that use agile methods?

Percentage of companies* in different sizes,
locations in Brazil, team sizes, distributed
teams, and industry

Which is the profile of practitioners
that use agile methods?

Percentage of practitioners with different
ranges of experience with software
development and agile methods

What are the characteristics of
agile software development usage?

Three metrics describe these characteristics:
1) the percentage of respondents that apply
different methods;
2) the percentage of respondents that com-
bine agile methods with traditional ones, and
3) the adoption range in their companies

What is the perception of success
in agile projects?

Percentage of respondents that perceive
projects are successful or not

What is the extent to which agile
methods principles are applied?

Percentage of respondents that apply agile
principles with different intensities and
respondents who apply principles
considering their project success perception

Which are the reasons for adopting
agile methods?

Percentage of respondents that point out
different reasons for adoption

Which are the practices applied? Percentage of respondents that apply
different practices

Which are the challenges faced? Percentage of respondents that perceive
different challenges

Which are the perceived impacts
with the agile adoption?

Percentage of respondents that perceive
different levels of impact in software process
aspects

Which principles affect the
perception of improvement in
software processes?

True positive values for machine learning
models to predict improvements as
outcomes based on the agile application of
principles

*We consider that the respondent represents the company in describing agile usage
aspects.

number of attendees); in Agile Trends Teams (São Paulo/SP) in 2019 we got
226 responses (from 898 attendees); in Agile Brazil (Belo Horizonte/MG), 2019,
there were 161 responses out of 771 participants in the conference; and, finally,
in Agilidade Recife (Recife/PE), in 2019, there were 77 responses from a group
of 350 attendees. We got 551 full-responses from 897 answered questionnaires.

We chose to consider also the partially responded questionnaires for data
analysis given that questions can be individually analyzed. Kitchenham and
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Pfleeger [21] recommend doing so when questions are independent of one another.
All of our questions data were analyzed with descriptive statistics. Cronbach’s
Alpha was used to measure consistency when applicable.

To complement our analysis, we used machine learning (ML) to predict
improvements in the software process’s different aspects based on principles
application. The application of ML techniques instead of statistical ones – such
as Linear Discriminant Analysis (LDA) or Logistic Regression (LR) – has been
shown to perform better in several application domains [1,10,17]. Furthermore,
the application of statistical procedures require assumptions about data or about
relationships among them, such as homoscedasticity, which are not necessary
when using ML [7].

Three different techniques were applied: Artificial Neural Network – ANN
[16], Support Vector Machine - SVM [36], and Random Forest – RF [6]. The first
– ANN – was used to identify which improvements were predicted by applying
specific sets of principles. Then, we used SVM and RF to determine which prin-
ciples were more relevant to get to improvements. We trained the ML models in
two rounds as follows.

First Round. We trained thirty different ANNs (using Weka software) for each
of the evaluated impacts (each data set). The values we tested for the hidden
layers parameter were 30, 40, 60, and 70, for the learning rate parameter were
0.2, 0.5, and 0.7, and for the momentum, parameters were 0.3, 0.5, and 0.7. A
specific value for the predictor variable is called “class”, and our interest was in
class “Improved”. For the class “Improved”, the classification precision was used
to identify which impacts could be predicted by applying certain principles. We
chose the impacts that had accuracy for “Improved” class higher than 97%;

Second Round. After identifying which impacts were predicted by applying cer-
tain principles, we trained the model with SVM and RF algorithms (using R
programming language) to determine precisely which principles mostly affected
the perceived impact by extracting the most important attributes when training
the models. Both models resulted in all prediction statistics and showed each
attribute’s relevance in the prediction. We executed 3328 SVMs with a radial
base function kernel for each data set in the SVM execution. The C parameter
was adjusted from 0.01 to 100. The sigma kernel parameter was tested from
10 ∧ −15 to 10 ∧ 3. The models’ quality was measured using holdout with 80%
for the training data set and 20% for the test data set. In the Random Forest
execution, the parameter that sets the number of trees was tested from 100 to
1000. The parameter that sets the number of attributes used was tested from 1
to the total number of attributes in each data set. As a result, we considered the
75% more relevant attributes for each evaluated aspect. Using this information,
we identified which attributes (principles) were more critical in predicting the
resulting variable (improvement in each aspect).
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3.1 Threats to Validity

Reliability and validity are relevant concerns in survey research [8]. We consider
we addressed reliability by using questions already asked and analyzed in dif-
ferent contexts by other researchers, and using Cronbach’s alpha test for our
questions, which ranged from 0.51 to 0.92. Regarding validity, we addressed it
by using the accuracy and precision metrics – outcomes from ML techniques,
and using the measures already applied in numerous research in other contexts
and other moments in time and comparing them. On respect to generalizability,
ours was a convenience non-probabilistic sampling. Our data is representative
only to the context where we have collected them, considering that conference
attendees might represent a subset of agile practitioners profile. However, as for
the reference studies we used here, serve as a benchmark for comparison to other
surveys with the same objective. Thus, there is a practical relevance in replacing
the statistical relevance [20].

4 Results

As previously mentioned, this survey aims to describe agile software development
usage in Brazil. We collected 897 responses (men = 69.8%, women = 30.2%).
Over 40% of the participants (41.6%, n = 897) have between 36 and 45 years
old and the remaining are distributed as follows: 6.7% are under 25 years, 45%
have between 26 and 35 years, and 6.7% are above 45. Our results are described
next as per the research questions and metrics established in our GQM model.

Which Is the Profile of Companies that Use Agile Methods? Regarding the com-
pany size where the respondents’ work (n = 897), more than half of the respon-
dents (61.1%) reported to work in companies with 1000 people or more and a bit
over one quarter of them (26.8%) in companies with 100 to 999 people. Other
results include: 1.7% - less than 9 employees; 5.7% - 10 to 49 people; and 4.8% -
50 to 99 people. These companies are mainly distributed in the following Brazil’s
regions: 55.7% in Southeast, 15.5% in Midwest, and 11.8% in Northeast.

Regarding team sizes, of all valid responses (n = 876), 13.6% work in a team
with less than 6 people; 22.8% in teams with 6 to 10 people; 20.8% with 11 to 20
people; 15.0% work in teams with 21 to 50 people; and 27.9% work with more
than 50 people. When asked about the teams physical distribution (n = 888),
60.0% said the teams are not distributed; 28.0% said they are distributed within
Brazil; 9.0% is globally distributed; and 2.9% in located in South America only.

The top-5 industries that the participants’ companies belong to are: software
(34.8%), financial services (27.5%), government (26.7%), education (9.9%), and
internet services (9.3%). Due to the expressive amount of respondents related
to the Brazilian government and public services, an excerpt from this specific
2018 dataset is reported in [15]. Moreover, regarding the length of time that the
respondents’ companies use agile methods (n = 880), 14.7% said it is less than
a year; 28.1% have 1 to 2 years of agile usage; 34.3% have 3 to 5 years of use;
15.9% have 6 to 10 years; and 7.0% have more than ten years.
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Which Is the Profile of Practitioners that Use Agile Methods? When asked about
their software development experience, 6.8% stated to have less than a year of
experience; 5.9% have 1 to 2 years; 12.2% have 2 to 5 years; 25.0% state to
have 5 to 10 years of experience. An expressive amount, 39.9%, have 10 to 20
years of experience; and 10.2% have more than 20 years (n = 844). Concerning
their experience with agile methods, 11.4% have very little knowledge, 61.5%
are moderately experienced, 20.7% are very experienced, and 6.4% declared to
be extremely experienced in agile methods (n = 886).

What Are the Characteristics of Agile Software Development Usage? Our ques-
tionnaire asked practitioners about the methods they use. We also asked whether
they usually combine agile methods with more traditional ones, i.e., hybrid meth-
ods [23]. We found out that 79.3% use Scrum, 67.3% use Kanban and 21.6% point
out to combine them with Scrumban. As relevant results we also see that 20.6%
report to apply a hybrid customized method, 15.6% use Scrum/XP hybrid and
11.6% report to use Lean Development. Finally, 11% report to use XP (Cron-
bach’s alpha = 0.51, n = 893). Respondents could choose more than one option.

When asked whether they combine these agile methods with traditional ones,
56.7% combine them, 35.6% do not combine, and 7.6% stated not to know (n
= 894). Regarding the range of adoption, 3.3% of the respondents use agile
methods in none of the teams, probably teams that are starting agile methods
usage; 42.0% use in less than a half of the teams; 33.3% use in more than a half,
and 21.4% of the respondents use agile methods in all teams (n = 886).

What Is the Perception of Success in Agile Projects? We asked about their gen-
eral perception of success in projects that use ASD. They could answer yes, no,
sometimes, or that they did not know. As a result, we got 41.9% of respondents
saying that yes, projects are successful; 6.7% said they are not successful. The
majority – 48.1% – said that they are successful sometimes, and 3.3% stated
that they do not know about projects’ success.

What Is the Extent to Which Agile Methods Principles Are Applied? Based on
results presented by [33], we investigate agile principles together with lean prin-
ciples. Respondents could point out the intensity of application for the principles
that applied to them (this is why n differs for each principle). Table 2 shows that
the most frequently applied principles are working together with business people
(62.4%), valuing continuous improvement (60.8%), and valuing working software
more than comprehensive documentation (58.1%). The least applied principles
are limiting work in progress (22.1%), inspecting team members’ work (31.9%),
and measuring progress with working software (38.4%).

When contrasting the agile principles for the success perceptions, we could see
that, depending on project success perception, the intensity of agile principles’
application differs. We clustered respondents into three groups: one that reported
successful projects, one that reported sometimes-successful projects, and those
that reported unsuccessful projects. We then calculated the mean percentage
of principles application. Successful projects apply principles more frequently:
when practitioners reported that their projects were successful, 58.8% reported
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Table 2. Intensity of the application of agile principles in practitioners’ companies
(percentage of respondents). Cronbach’s alpha = 0,91

Agile and lean principles n Frequently Rarely Never Do not
know

Working together with business people 840 62.4 34.4 2.3 1.0

Valuing continuous improvement 859 60.8 35.2 2.4 11.6

Valuing working software more than
comprehensive documentation

856 58.1 35.5 3.9 2.6

Transparency in work and
communication with team members

840 57.3 39.0 2.3 1.4

Attention to technical excellence 855 53.3 40.4 3.6 2.7

Prioritizing face-to-face communication
between stakeholders

857 53.0 41.1 3.7 2.2

Solving problems with simple solutions 840 52.5 42.7 2.5 2.3

Valuing individuals and interactions over
processes and tools

842 51.0 42.4 5.0 1.7

Responding to changes more than
following a plan

837 50.3 43.8 3.3 2.5

Easily adapting to changes 860 49.4 47.8 1.5 1.3

Valuing customer collaboration over
contract negotiation

854 45.8 45.0 4.6 4.7

Getting to know product value based on
customer perception

860 44.8 50.0 2.6 2.7

Building projects around motivated
individuals

855 43.6 51.8 2.5 2.1

Valuing self-organizing teams 855 42.5 49.4 6.2 2.0

Avoid work that does not add value to
the customer

849 39.2 51.8 5.8 3.2

Measuring progress with working
software

842 38.4 46.7 10.2 4.8

Inspecting team members work 850 31.9 52.1 11.9 4.1

Limiting Work in Progress (WIP) 845 22.1 54.0 14.3 9.6

applying principles frequently, 29.9% reported to rarely apply, and 20% reported
to never apply them. Conversely, when projects are not successful, 3.2% reported
that they frequently apply principles, 9.8% that rarely apply, and 18.7% that
never apply them. Figure 1 shows the mean percentage for each intensity of
applying principles for each project success perception group.

Which Are the Reasons for Adopting Agile Methods? Table 3 shows the reasons
for agile adoption. The main reported reasons are accelerating software delivery
(70.4%), increasing productivity (62.5%), and enhancing the ability to manage
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Table 3. Reasons for agile development adoption. Cronbach’s alpha = 0,67

Reason n Percentage

Accelerate software delivery 620 70.4

Increase productivity 551 62.5

Enhance the ability to manage changing priorities 368 41.8

Enhance software quality 339 38.5

Improve business/IT alignment 296 33.6

Enhance delivery predictability 286 32.5

Reduce project risk 261 29.7

Improve project visibility 223 25.3

Reduce project cost 162 18.4

Better manage distributed teams 160 18.2

Increase software maintainability 149 16.9

Improve team morale 147 16.7

Improve engineering discipline 133 15.1

Do not know 27 3.1

Other 40 4.5

Fig. 1. Mean percentage of principles’ application by projects’ success perception

changing priorities (41.8%). The less reported reasons are improving engineer-
ing discipline (15.1%), improving team morale (16.7%), and increasing software
maintainability (16.9%). Respondents could chose multiple reasons.

Which Are the Practices Applied? When asked about the respondents’ prac-
tices in their daily routine, the most used practices are daily standup meetings
(78.4%), kanban boards (76.7%), and retrospectives (67.4%). Among the least-
used practices are emergent design (7.1%), agile portfolio planning (14.1%), and
behavior-driven development (16.4%).
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Table 4. Challenges faced when using agile methods. Cronbach’s alpha = 0.54

Challenges n Percentage

Cultural change 546 62.8

Resistance to change 466 53.6

Agile practices customizing 425 48.9

Top management commitment 397 45.7

Customer collaboration 363 41.8

Defining business value 277 31.9

Measuring agile success 269 31.0

Troubles with self-management 264 30.4

Translating agile principles from development to business 258 29.7

Fixed-price contracts 229 26.4

Agile methods scaling 153 17.6

Inadequate documentation 141 16.2

Inadequate training 130 15.0

Steep learning curve 121 13.9

Lack of formal guidance 115 13.2

Decreasing predictability 110 12.7

Activities synchronization 100 11.5

Loss of management control 92 10.6

Inadequacy of existing technologies and tools 68 7.8

Need for special skills 51 5.9

Other 23 2.6

Which Are the Challenges Faced? Table 4 shows the challenges that the prac-
titioners perceive in the use of agile methods. The most cited challenges are
cultural change (62.8%), resistance to change (53.6%), and agile practices cus-
tomizing (48.9%). The least-mentioned were the need for special skills (5.9%),
the inadequacy of existing technologies and tools (7.8%), and loss of management
control (10.6%). Respondents could also select all options that apply.

Which Are the Impacts Felt with Agile Methods Adoption? We asked respondents
to rate the perceived impact of listed aspects between Improved, No effect, Got
worse, and Do not know. Table 5 shows that team collaboration (87.9%) was the
aspect perceived as improved by most of the respondents, along with team com-
munication (83.6%), and learning and creating knowledge (82.2%). The aspects
least perceived as improved are project cost reduction (37.3%), engineering dis-
cipline (37.4%), and managing distributed teams (37.9%). Table 5 also shows
that the aspect most mentioned as getting worse due to agile adoption is project
predictability, indicated by 6.0% of the respondents.
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Table 5. Percentage of respondents that report each impact level for different aspects
of agile adoption. Cronbach’s alpha = 0.92

Aspect n Improved No effect Got worse Do not know

Team collaboration 800 87.9 6.4 1.5 4.3

Team communication 794 83.6 9.8 1.6 4.9

Learning and creating
knowledge

836 82.2 10.0 0.6 7.2

Ability to adapt to changes 813 78.4 14.1 1.0 6.5

Business/IT alignment 825 77.2 11.3 1.2 10.3

Productivity 792 74.2 15.7 1.8 8.3

Ability to manage changing
priorities

789 72.9 16.1 2.9 8.1

Time to market 789 71.7 17.9 1.3 9.1

Self-management skills 825 71.5 17.9 1.8 8.7

Stakeholders satisfaction 786 71.1 14.8 1.1 13.0

Customer collaboration 794 69.6 19.8 1.8 8.8

Value creation 785 69.3 18.3 0.9 11.5

Project visibility 771 69.3 17.8 2.5 10.5

Team morale 762 66.8 21.0 2.0 10.2

Software quality 785 61.0 25.0 3.1 11.0

Customer comprehension 792 59.0 28.4 1.0 11.6

Project predictability 762 56.3 6.5 6.0 11.2

Software maintainability 759 51.8 31.2 2.5 14.5

Project risks reduction 786 50.8 27.4 2.8 19.1

Waste and excessive activities 784 48.2 33.5 4.6 13.6

Managing distributed teams 760 37.9 34.3 2.8 25.0

Engineering discipline 751 37.4 35.8 4.0 22.8

Project cost reduction 782 37.3 32.5 2.9 27.2

Which Principles Affect the Perception of Improvement in the Software Pro-
cess? We applied two rounds of machine learning algorithms to verify whether
principles adoption could predict improvements. In the first round, the Artificial
Neural Network (ANN), we were interested in models that are good at predict-
ing improvements. We identified the impacts that presented best measurements
in precision values. The impacts which have best precision (>97%) for the class
“Improved” are: learning and creating knowledge, business/IT alignment, team
collaboration, team communication, self-management skills, time to market, abil-
ity to adapt to changes, and ability to manage changing priorities. It means that
different combinations of applying principles might define improvements in these
aspects. In our second round of analysis, we ran Support Vector Machine (SVM)
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Table 6. Improvements predicted by the application of agile principles

Principle Improvements predicted

Attention to technical excellence Time to market and Ability to adapt to
changes

Easily adapting to changes Business/IT alignment, Self-mngt skills,
Time to market and Ability to adapt to
changes

Prioritizing face-to-face
communication between
stakeholders

Learn and create knowledge, Business/IT
alignment, and Team communication

Reducing work that does not add
value to the customer

Time to market

Responding to changes more than
following a plan

Learn and create knowledge, Business/IT
alignment, Self-mgmt skills, Time to
market, Ability to adapt to changes and
Ability to manage changing priorities

Solving problems with simple
solutions

Learn and create knowledge, Team
collaboration, Time to market, Ability to
adapt to changes and Ability to manage
changing priorities

Transparency in work and
communication with team members

Learn and create knowledge, Business/IT
alignment, Team collaboration, Team
communication, Time to market, Ability to
adapt to changes, and Ability to manage
changing priorities

Valuing continuous improvement Team collaboration, Self-mgmt skills, Time
to market, Ability to adapt to changes, and
Ability to manage changing priorities

Valuing customer collaboration
over contract negotiation

Self-mgmt skills, Time to market, Ability to
adapt to changes, and Ability to manage
changing priorities

Valuing individuals and
interactions over processes and
tools

Learn and create knowledge, Business/IT
alignment, Self-mgmt skills, Time to
market, and Ability to adapt to changes

Valuing self-organizing teams Self-mgmt skills, Time to market, and
Ability to adapt to changes

Valuing working software more
than comprehensive documentation

Learn and create knowledge, Team
collaboration, Self-mgmt skills, Time to
market, Ability to adapt to changes, and
Ability to manage changing priorities

Working together with business
people

Learn and create knowledge, Business/IT
alignment, Team collaboration, Self-mgmt
skills, Time to market, Ability to adapt to
changes, and Ability to manage changing
priorities
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and Random Forest (RF) algorithms to identify which specific principles posi-
tively affect the perception of improvement in these aspects. Using the confusion
matrix results for the execution of SVM and RF techniques for each evaluated
aspect – considering the 75% more critical attributes – we identified the True
Positive resulting values, as they reflect the percentage of prediction in which
the models correctly predicted improvement in the evaluated aspects.

The execution of these models resulted is a list of principles that are more rel-
evant for the predictions. Table 6 shows the principles that contribute to improve-
ments in agile software development. For instance, when the principle “Atten-
tion to technical excellence” was applied, machine learning models could predict
improvements in “Time to market” and “Ability to adapt to changes”. The same
interpretation applies to the other principles in Table 6.

5 Discussion

The goal of this study was to describe current agile usage in Brazil. We con-
ducted a survey in 6 editions of 4 industry-based agile conferences in 2018–2019,
resulting in 897 responses. Descriptive statistics and machine learning models
were used to analyze data. We learned that most Brazilian practitioners that
participated in our research work in teams with up to 20 people and that most
of these teams are not geographically distributed. Most of the respondents were
from the software, financial services, and government industries. The majority
have been using agile between 3 to 5 years, although there is also a significant
percentage of companies that are young in agile usage (1 to 2 years of adoption).

Scrum and Kanban are the most used methods, albeit we could see that more
than half of practitioners state to mix agile methods with traditional ones. This
combination of traditional with agile methods seems to be an established trend,
as [24] also observed. In their research, a purely agile or traditional application
was seldom evident. In our results, we also saw that about 20% of companies
use agile methods in all teams, and 41.9% say that agile projects are indeed
successful.

Practitioners showed us that the most frequently applied agile principles
are working together with business people, valuing continuous improvement,
and valuing working software more than comprehensive documentation. When
relating the application of agile methods principles to the perception of project
success, we could show that, when respondents pointed out that agile projects
were mostly successful, the intensity of the application of ASD principles was
frequent for most of them. The main reasons for adopting ASD are accelerating
software delivery, increasing productivity, and enhancing the ability to manage
changing priorities.

Regarding agile practices, we see that the most applied are daily standup
meetings, kanban boards, and retrospectives. Practices are a important part
of application of agile methods, as they have been related to an increase in the
degree of agility [24]. Moreover, the study by [22] identified a relation of practices
with team satisfaction, as they enable team cohesion and support tracking of the
progress.
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Table 7. Comparison of our results with Melo et al. (2013)’s.

Length of time using Agile

Melo et al. (2013) Our results p-value

<1 year 29.1 14.7 <0,001

1–2 years 28.5 28.1

3–5 years 29.5 34.3

>5 years 7.0 22.9

Never 5.9 0*

Reasons for adopting Agile

Melo et al. (2013) Our results p-value

Reduce risk 69 29.7 <0,001

Reduce cost 47 18.4 <0,001

Increase productivity 91 62.5 <0,001

Improve team morale 64 16.7 <0,001

Improve project visibility 65 25.3 <0,001

Improve engineering discipline 59 15.1 <0,001

Improve alignment between IT
and business

72 33.6 <0,001

Enhance software quality 83 38.5 <0,001

Enhance software
maintainability extensibility

66 16.9 <0,001

Enhance ability to manage
changing priorities

86 41.8 <0,001

Accelerate time to market 73 70.4 0.359

Benefits of Agile adoption

Melo et al. (2013) Our results p-value

Time to market 55.42 71.7 <0,001

Team morale 66.87 66.8 0.937

Software maintainability 50.11 51.8 0.553

Risk reduction 51.59 50.8 0.850

Quality 60.29 61 0.743

Project visibility 62.85 69.3 0.018

Productivity 69.21 74.2 0.044

Manage distributed teams 24.84 37.9 <0,001

Manage changing priorities 67.94 72.9 0.047

Engineering discipline 45.86 37.4 0.003

Cost reduction 38.22 37.3 0.756

Alignment IT - Business 55.63 77.2 <0,001

*This option was not available in our study.
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The main challenges teams face are related to personal issues, such as cul-
tural change and resistance to change (also presented as hindrances in [22]), and
process issues as practices customizing. Moreover, our data shows that improve-
ments could be perceived mainly on team collaboration, team communication,
and learning and creating knowledge. We also uncovered that improvements in
the areas of learning and creating knowledge, business/IT alignment, team col-
laboration, team communication, self-management skills, time to market, ability
to adapt to changes, and ability to manage changing priorities could be predicted
by the application of certain principles (uncovered by machine learning models).

Part of our results can be directly compared with other studies. We did so
with the Brazilian study by Melo et al. (2013) [26] and with the international
commercial survey by Version One (2019) [30]. Chi-square tests were used to
identify differences in frequency distributions, in which p values lower than 0.05
mean statistically significant difference. Not all items that we asked in our study
were available to compare to the others. When contrasting our study results to
Version One’s (2019)’s [30], we could apply comparisons to the length of time
using agile, reasons for adopting agile, benefits and agile methods. We see that
companies in Brazil seem to be younger on the use of agile methods. Regarding
the reasons for adopting ASD, a similar number of Brazilian practitioners state
reasons for accelerating software delivery, reducing project risk, and better man-
aging distributed teams. We see a similar perception of benefit in team morale,
project risk reduction, and better managed distributed teams. Concerning the
adopted agile methods, we see that our results differ from Version One’s (2019)
[30]; that is, the percentage of practitioners who adopt each method is different
in Brazil, mainly expressed by significantly larger Kanban adoption in Brazil.

By comparing our results to Melo et al. (2013)’s [26], it is possible to identify
the evolution of Brazilian community (see Table 7). Regarding the time using
agile, it is interesting to notice how, in our study, seven years later, the aging of
the teams appeared. We have more teams that use agile for more than five years,
although we still have young companies with regards agile adoption. Reasons for
adopting agile has also evolved over the years. The only reason that remains
with the same distribution is accelerating time to market.

Last but not least, we also compared the perceived benefits upon agile adop-
tion. The perception of benefit remains similar to the Melo et al.’s study for team
morale, software maintainability, risk reduction, quality, and cost reduction. Our
dataset shows that more people perceives benefits on time to market, project vis-
ibility, productivity, manage distributed teams, manage changing priorities, and
alignment between IT and business.

6 Conclusions

This study aimed to report how ASD has been applied in Brazil. Based on
responses from 897 practitioners, we showed the profile of companies and teams,
characteristics of agile usage, perception of success, principles and practices
applied, reasons, challenges, and impacts of ASD adoption. We also explored
the relevance of principles in practitioners’ improvements.
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Although results are limited to a non-probabilistic sample, the information
we presented here might help practitioners understand the state-of-the-practice
of ASD adoption in the country and compare their own practices and maturity in
contrast to a previous portrait. Although there are no ground-breaking insights,
our results should motivate people to improve and seek for better alternatives to
software development in their own ecosystem. Results should also shed some light
to researchers with themes that might be of attention for further investigation.
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Abstract. Agile methods have become the established way to success-
fully handle changing requirements and time-to-market pressure, even
in large-scale environments. Simultaneously, security has become an
increasingly important concern due to more frequent and impactful inci-
dents, stricter regulations with growing fines, and reputational damages.
Despite its importance, research on how to address security in large-scale
agile development is scarce. Therefore, this paper provides an empirical
investigation on tackling software product security in large-scale agile
environments. Based on a literature review and preliminary interviews,
we identified four essential categories that impact how to handle security:
(i) the structure of the agile program, (ii) security governance, (iii) adap-
tions of security activities to agile processes, and (iv) tool-support and
automation. We conducted semi-structured interviews with nine experts
from nine companies in five industries based on these categories. We
performed a content-structuring qualitative analysis to reveal recurring
patterns of best practices and challenges in those categories and identify
differences between organizations. Among the key findings is that the
analyzed organizations introduce cross-team security-focused roles col-
laborating with agile teams and use automation where possible. More-
over, security governance is still driven top-down, which conflicts with
team autonomy in agile settings.

Keywords: Large-scale agile · Security · Software development

1 Introduction

The use of agile methods is omnipresent. According to the most recent “State
of Agile Report”, agile adoption within software development teams has surged
from 37% in 2020 to 86% in 2021 [11]. Agile development methods are also
increasingly applied to large projects and companies with numerous software
development teams working together [12]. Companies thereby aim to benefit
from the advantages of these methods, such as enhanced adaptability to fast-
evolving environments and accelerated time-to-market [37].
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At the same time, software security is becoming an increasingly important
concern due to stricter legislation and growing fines [9]. In addition, there is
a growing intrinsic motivation for companies to pay more attention to secu-
rity. As a global risk management survey with thousands of participating com-
panies shows, cyberattacks, data breaches, and reputational damage are the
most significant perceived risks to business success [4]. The global Covid-19 pan-
demic further exacerbates the complexity and growing number of cyberattacks
as changing work conditions and consumer behavior further increase the depen-
dence on Information Technology (IT) [14]. Despite the importance of software
security in scaled agile environments, there are only few empirical studies, and
more empirical research is needed [1,31,48].

This study contributes to the empirical evidence on how organizations tackle
software security in large-scale agile development (LSAD). The primary research
question we strive to answer is: How is security approached in LSAD, and
what are recurring best practices and challenges? We provide a cross-
industry overview based on literature and interviews with nine experts from
nine companies in five industries. The remainder of this paper is organized as
follows: Section 2 presents the theoretical background and related work. Section
3 explains the research methodology. Section 4 summarizes the results, which
are discussed in Sect. 5. Section 6 presents the conclusion and outlook.

2 Background and Related Work

We follow Dikert et al. in defining LSAD, who speak of a minimum of 50 people
or at least six teams [12].

One of the earlier related works is by Bartsch [45], who studied security
in agile development by interviewing ten practitioners but does not explicitly
address LSAD contexts yet. Relevant for our work is the more recent study by
Amber et al. who identified three unique security challenges in LSAD: “(i) align-
ment of security objectives in a distributed setting; (ii) developing a common
understanding of roles and responsibilities in security activities; and (iii) inte-
gration of low-overhead security testing tools” [48]. Our key findings discuss how
our results relate to these challenges.

In addition, valuable related work includes widespread software security
maturity frameworks, e.g., the Building Security in Maturity Model (BSIMM)
[28] and the OWASP Software Assurance Maturity Model (SAMM) [35]. These
are mainly driven by practical experience from the industry and provide a highly
comprehensive insight into secure software development initiatives. Even if they
do not explicitly address LSAD and describe themselves as agnostic of the devel-
opment approach, many of the listed organizations working with these models
fulfill the definition of LSAD. However, we base our study on a literature review
to achieve unbiased research independent of these models.

In the following subsections, we present the theoretical background and
related work using four categories that emerged from our literature review and
can be mapped to Amber et al.’s [48] challenges. We also use these categories to
structure our interviews and results.
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Structure of the Agile Program. Poller et al. [38] emphasize that considering
organizational structures, e.g., roles and their interaction, is vital for promot-
ing security approaches and governing agile teams in LSAD. Alsaqaf et al. [1]
found in a systematic literature review that additional roles are introduced in
LSAD to address quality requirements, e.g., a security architect. The authors
emphasize that further empirical research on such roles is needed. Newton
et al. [33] discovered security-related communities of practices, while Rindell
et al. [39] observed an internal software security group that, e.g., carries out
security reviews. Steghöfer et al. and Dännart et al. note that LSAD frame-
works do not provide security compliance out-of-the-box [10,46]. Moyon et al.
[30] recommend further adaptions, e.g., by introducing security roles. Oyetoyan
et al. [36] describe a group of security experts supporting with, e.g., adherence
to security standards and organizing security audits. The proposal of Boström
et al. [8] includes a team of security engineers, e.g., to support the definition of
security stories and risk assessments together with product teams.

Also, publications from software companies such as SAP [42], Microsoft [27]
and Google [15] show that dedicated security roles are being used in practice,
although the exact range of tasks is not always explained in detail. We thereby
derive that the structure of the agile program is vital for addressing security in
LSAD.

Security Governance. Security governance can be seen as a subset of IT gov-
ernance, often characterized by top-down control [17]. Despite limited empirical
studies on IT governance in agile and lean environments, its importance has
been recognized [47]. The literature recommends moving to agile and lean gov-
ernance approaches to better align governance and agility. The term lean gov-
ernance is more frequently used in industry publications such as white papers
and large-scale agile frameworks [3,43]. Horlach et al. [16] found that tradi-
tional governance structures hinder autonomous agile teams in LSAD. Ambler
[2] stated early on that a lean form of IT governance is required to achieve agility
in software development at scale. Vejseli et al. [49] found that agile IT gover-
nance positively affects business-IT alignment and, thus, enterprise performance,
similar to traditional governance. By fostering the necessary engagement of all
parts of the business, agile governance helps increase business agility [23]. Agile
governance focuses on enabling and motivating development teams through col-
laborative and supportive practices [2]. Instead of top-down control, it promotes
bottom-up engagement, autonomy, and self-organization [3,24]. Because of this
tension, we derive security governance as an essential category.

Security Activities. We understand security activities as a set of practices
that directly or indirectly enhance software security. A typical example is threat
modeling. It is a component of security risk analysis [25] and supports the identi-
fication of security risks and appropriate measures [44]. Other common examples
are penetration testing [5] and code reviews [41]. Multiple researchers agree that
incorporating security activities in agile development is feasible and necessary
[31,33]. Beznosov and Kruchten [7] propose integration strategies depending on
the match between security practices and agile principles. As stated by Keramati
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and Mirian-Hosseinabadi, security activities are integrated with agile software
development based on balancing “the costs of decreased level of agility [...] and
benefits from developing more secure systems” [19]. Hence, we derive the cate-
gory of security activities for our interviews.

Tool-Support and Automation. In their case study, Barbosa and Sampaio
note that the “demand to build software quickly and cost-effectively” impedes
the integration of agile security approaches due to the associated cost and time
effort [6]. Therefore, automating manual, work-intensive tasks is crucial to reduce
the friction between security and iterative deployment practices. In recent years,
the term DevSecOps matured from a buzzword to a well-established movement
[32]. One of the primary goals is integrating security activities and practices into
development pipelines facilitated by security automation tools [29]. Researchers
emphasize automating repetitive manual tasks, like security code reviews, to
ensure security while sustaining a high velocity in agile software development
[18,34]. Examples of security automation include static and dynamic application
security testing. Since reducing manual effort and a more frictionless integration
of security activities is critical in scaled environments, we derive tool-support and
automation as the fourth category for our interviews.

3 Research Methodology

We present the three stages of our methodological process below: study design,
data collection, and analysis.

Study Design. To gain cross-case insights into our research question, we
deemed an interview study the most suitable primary research method. We
excluded a multiple case study because not enough cases provided multiple
sources for data collection due to the topic’s sensitive nature. To allow for a bet-
ter aggregation and comparability of results, we roughly structured the interview
with the categorization described in the background and related work. Before
conducting the actual interview study, we performed four preliminary expert
interviews in two organizations to discuss and evaluate the categorization. In
each category, we used semi-structured questions, which allow for enough free-
dom in the answers and the possibility for individual adjustments during the
interview [13].

In contrast to expert-focused surveys, we also considered the experts’ cur-
rent organizations, i.e., we did not select the experts solely based on their role,
competency, and experience, but an important factor was the organization they
currently work for. The organizations must fulfill the previously described defi-
nition of LSAD.

Data Collection. For the interview study data collection, experts from nine
companies participated in our study.

We collected data across five industries to ensure better generalizability of
results. The following sectors are represented based on the main product focus
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of the case company: IT and software development, software development con-
sulting, media, insurance, and automotive. Two researchers interviewed six of
the nine interviewees. Three were interviewed by one researcher. After obtain-
ing explicit consent to record the interviews for transcription purposes, we used
online video conferencing tools and recorded all interviews. On average, the
respondents had about six years of experience with LSAD, with a minimum of
three years and a maximum of fifteen years. The experts’ roles included secu-
rity leads of agile programs, security engineers and security champions, an IT
(security) consultant, an IT (security) architect, and a product owner (PO).
To protect the anonymity of our interviewees, we intentionally do not provide
further details.

Data Analysis. There are several standardized methods for the analysis of
qualitative material. We used the Kuckartz [20] model to analyze our interview
study data because it offers a deductive-inductive possibility for coding clas-
sification formation. We conducted the content-structuring qualitative content
analysis using the qualitative data analysis software MAXQDA [26]. The two
researchers who performed the interviews also conducted the analysis.

4 Interview Results

In this section, we present the main findings from the data analysis of the expert
interviews. We first overview our results, then summarize framework usage and
challenges, followed by the findings in the four categories of our interviews.
To ensure the anonymity of the participating organizations, we intentionally
describe the results only in an aggregated format and not specific for each case,
except for Table 1.

4.1 Overview

Table 1 contains a summary of the results. We identified and selected recurring
best practices that emerged from the interview analysis. We classify and visualize
them according to their usage in each organization through harvey balls. The
table does not represent a complete summary, but we filtered our results for
two main cases. First, the concepts with the highest recurrence, and second,
concepts with the highest ratio of conflicting viewpoints among the experts.
We thus prioritize displaying the most important findings based on these two
criteria.

4.2 Frameworks and Challenges

Scaled Agile Framework Usage. In the beginning, we asked about the scaled
agile frameworks used in the organizations. Two experts stated that their orga-
nizations adhere to the guidelines of a specific framework, in one case LeSS [22],
in the other case SAFe [43]. A third and fourth expert described a more hetero-
geneous agile landscape where teams choose frameworks individually depending
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Table 1. Overview of recurring best practices

01 02 03 04 05 06 07 08 09

Integration of security activities

Security self-assesment

Bug bounty

Threat modeling

Penetration testing

Security audits

Security code review

Tool-support and automation

DevSecOps pipeline

Static code analysis

Vulnerability scanning

Dependency checks

Security governance

Bottom-up

Top-down

Reusable components

Organizational structure

Security champion

Security engineers or architects

Central security teams

Communities of practice

none: | rare or planned: | partial: | frequent: | complete:
no classification possible: empty.

on the requirements. Two experts stated that no “textbook framework” is being
used for scaled agility. The remaining three experts indicated that their organi-
zations built their own frameworks, including parts of established frameworks.

Security Challenges in LSAD. Initially, we also asked the participants about
the main challenges related to security in their LSAD environment. However, we
will only present challenges mentioned by at least three independent experts.
The first challenge is the lack of personnel with sufficient experience in both
security (governance) and agile software development. The scaled agile environ-
ment amplifies the problem because centralized security teams have frequent
contact with agile teams due to short development cycles. Also, the expected
response times of security experts to inquiries of agile teams are lower, resulting
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in a higher pressure on central security experts and possible frictions and delays
in the development process.

The second challenge is the conflict between security governance and team
autonomy when coordinating many teams. Teams should work as autonomously
as possible, yet security policies and standards must be defined and managed.
Scaling makes it challenging to monitor and control, as it is no longer possible
to “look over the shoulders of the developers”, as one expert stated.

4.3 Organizational Structure

All interviewed experts report that their organization is performing some sort
of structural adaptations of their agile programs due to a higher relevance of
security. Figure 1 shows a generalized summary of the results.

Fig. 1. Overview of organizational structure of agile programs

Centralized Security Teams. A common theme between the experts, with one
exception, is that their organizations leverage existing central security teams to
work with agile programs. These teams include individuals dedicated to secu-
rity, e.g., penetration testers, security analysts, or information security officers.
Centralized teams set overarching security quality criteria for deployments of
software product increments and perform security verification. They also iden-
tify and handle compliance issues, perform risk analyses and security reviews
(e.g., code review or penetration tests). Some activities such as threat model-
ing are performed collaboratively with individual development teams. This col-
laboration is beneficial for training purposes. The achieved knowledge transfer
might enable agile teams to perform these activities by themselves in the future,
reducing the workload of central teams. Depending on the criticality and secu-
rity requirements of the software artifact, some of the analyzed organizations use
central security teams for auditing and approving release-ready changes before
deployments to production environments. Both threat modeling and reviews are
discussed in more detail in Sect. 4.6. Members of central teams are often focused
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on a product area or specialized in a specific security topic or technology. As
mentioned in the challenges in Sect. 4.2, central teams face scaling issues and
become a bottleneck when collaborating with agile development teams.

This bottleneck motivates the introduction of new roles within the agile pro-
grams. The goal is to reduce the workload on central teams and, more impor-
tantly, increase the security capabilities and thereby the autonomy of agile teams.
Based on the collected data, we distinguish between two types of security-focused
roles, team-internal and team-external.

Team-Internal Roles. These agile team members continue to be developers
but receive additional security training. The analyzed cases use designations such
as security champion, security specialist or secure software engineer, hereafter
referred to only as security champion (SC). They provide the benefit of increasing
security awareness. As developers, they know their products and are also familiar
with security standards and best practices. One interviewee stressed that it is
essential to clarify that the whole team is still responsible for the security of
their application. The SC takes the lead on security activities, serves as a fixed
contact person to communicate with team-external parties, and advises other
team members and the PO. Three cases do not use an SC and rely more on
other measures such as automated security testing.

Team-External Roles. They are referred to as security engineers, security
consultants or security advisors, hereafter referred to only as security engineer
(SE). They support two to twenty teams with security expertise and are often
placed between the development teams and a central security department, acting
as facilitators. In some organizations, SEs conduct threat modeling workshops
with development teams. In other cases, this is the responsibility of the SC,
to prevent bottlenecks. SEs may also analyze laws, policies, and security best
practices and ensure knowledge transfer to development teams. They specialize
in a software stack or are assigned to specific development teams. Two of the
analyzed cases currently have no plans to introduce a specialized security role.
A solution architect is responsible instead.

Cross-Team Collaboration. Security knowledge sharing takes place through
regular meetings and training. Some organizations use the concept of communi-
ties of practices. Others unite the previously described roles in so-called guilds or
chapters. A difference is in the scope, frequency, and target audience for which
these exchanges occur. Moreover, organizations use corporate social networks
and wikis to share and document security knowledge and search for experts.
However, knowledge sharing remains a challenge. Existing documentation is not
always helpful due to its complexity or lack of specific details for certain com-
binations of platforms and software. According to one expert, providing code
examples for security topics is most helpful for developers.

4.4 Security Governance

All analyzed companies mainly rely on a top-down governance approach. In
most cases, centralized security governance teams create company-wide stan-
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dards from applicable regulations, international standards, and best practices.
The companies differ in how development teams can participate in shaping secu-
rity governance. One interviewee explicitly stresses that individual teams should
not influence security governance because they should prioritize the develop-
ment of their product. Others grant development teams a limited say in the
governing standards, allowing a partly bottom-up approach. In those cases, agile
teams support shaping internal standards adjustments with sufficient justifica-
tion. A promising approach for effective security governance in LSAD is provid-
ing standardized, security-focused components that teams can reuse. Intervie-
wees mentioned that these components also simplify application security verifica-
tion. Stated examples are identity and access management, validation of inputs,
encryption of data, or secure communication. Challenges include outdated doc-
umentation, uncertainties about correct usage, and lack of awareness.

4.5 Tool Support and Automation

All interviewees stated that their companies use DevSecOps pipelines for their
applications’ build and deployment phases.

Static Application Security Testing. A common denominator is the use
of static code analysis tools, which are mandatory to varying degrees. In some
companies, the usage depends on project requirements and the development
team’s decisions. In others, it is compulsory for all applications. Depending on
the criticality of the findings, teams have to meet different thresholds to deploy
changes to production. False positives are a commonly reported challenge of
static security testing. They are especially problematic because they may lead
to developers ignoring analysis results. A particular form of static analysis is
using automated dependency checks, e.g., to look for the usage of outdated
open-source libraries that could introduce new vulnerabilities into the product.

Dynamic Application Security Testing. The use of dynamic application
security testing is not yet as mature as static code analysis. The experts stated
that there are initiatives to evaluate and establish dynamic application security
testing tools. They aim to automate parts of manual penetration tests. Fur-
thermore, the experts mentioned the use of regular vulnerability scans, e.g., to
check the infrastructure of the development teams for unnecessary open ports,
insecure TLS versions or cipher suites, insecure HTTP header, or other security
misconfigurations. Usually, central teams provide these scanning tools. Reports
are immediately made available to development teams or at regular intervals,
depending on the criticality.

Metrics and Quality Gates. Automation tools that are part of a DevSecOps
pipeline provide metrics, e.g., for automated deployment decisions. Those metrics
might include the number of open findings, the average criticality, or a total score.
For these metrics, the experts stress the importance of agreeing on thresholds
for quality gates. These thresholds set the boundary of whether an application is
likely to be secure enough to release to production. Due to the limited capabilities
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of automated tools, experts stressed not to rely exclusively on automation. As an
outlook, one interviewee noted that the increasing use of machine learning might
soon blur the line between the areas of security testing that can be automated
and those that cannot.

4.6 Integration of Security Activities

Performing concrete activities to directly or indirectly increase the degree of secu-
rity of a software product is crucial. The focus of the interviews was especially on
which activities are most suitable in LSAD environments, and discussing their
benefits and drawbacks. The following activities were the most discussed ones
by our interviewed experts.

Code Reviews and Pair Programming. Most companies use code reviews
as a form of manual intervention in developing secure applications. In two cases,
pair programming is used instead as the primary quality assurance activity.
A reported challenge in multiple analyzed cases is that code reviews usually
deal with code quality in general (except for dedicated security code reviews),
and security aspects may frequently fall short. One expert explained that they
focus on automated static code analysis due to the high time consumption of
code reviews. Also, other experts mentioned that code reviews are a trade-off
between cost and the prospect of higher code quality. Nevertheless, one expert
calls code reviews “the most pragmatic approach to developing secure software”.
The extent and frequency of code reviews vary. Some companies decide based
on the criticality and required level of protection of the software product, while
others leave it to the development teams. Especially when deploying critical code
to production, organizations tend to mandate code reviews. Experts mentioned
that it would be helpful to conduct security code reviews only if there was a
security-relevant change. However, the crux lies in identifying those relevant
changes, but automation may help in the future.

Penetration Tests and Bug Bounty Programs. All case companies regu-
larly perform penetration tests. Both internal teams, as well as contractors, are
used for this purpose. The frequency and scope vary depending on the product’s
criticality and size. The primary reported challenge of penetration testing is the
lack of continuity because of the necessary preparation and follow-up work. Short
penetration tests that only assess the changes of a smaller product increment
are usually not seen as economically viable. Bug bounty programs are a valuable
alternative to detect vulnerabilities continuously and provide the advantage of
scaling through crowd-sourced security testers.

Security Reviews and Audits. Companies use security reviews to assess com-
pliance with internal and external regulations. Depending on the criticality of the
application, the audit frequency varies from quarterly to yearly. Reviews might
include assessing system architecture or security documentation, code reviews,
or penetration tests. A distinction can be made between pre-deployment and
post-deployment audits. A hybrid approach is also possible, e.g., regularly using
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post-deployment audits and applying pre-deployment controls every few sprints,
or only if a product recently failed security audits. For low-risk applications,
code can be deployed before all checks have been performed. When assessing the
compliance of an application with given standards, respondents pointed to the
commitment to guidelines. Some are merely recommendations, while others are
considered indispensable.

Threat Modeling. Because of its good fit for iterative software development,
threat modeling has a high priority for the interviewees. It can be performed
during the initial design phase. For continuous integration into short sprints,
delta threat modeling is performed. Delta threat modeling focuses on changes of
the increment. The results of threat modeling can be used to prioritize specific
components for code reviews or penetration testing.

Security Self-assessments. There are two main usages for security self-
assessments. First, to determine whether the product in development is com-
pliant with policies and guidelines. Second, to determine the security relevance
and criticality. Self-assessments can be an efficient tool at scale because they
delegate responsibility to the teams. One interviewee stressed that the goal is to
keep the number of validations by team-external stakeholders as low as possible.
A benefit of self-assessments is the creation of security awareness. The concept
of “comply or explain” was also mentioned. Developers may explain where they
have made a conscious decision not to meet a requirement. Depending on the
criticality, this might be considered during risk management. One organization
deliberately avoids self-assessments because they are too time-consuming.

Security Risk Management. A recurring aspect in the interviews is the possi-
bility to release or keep operating software with certain security risks or compli-
ance issues, often referred to as “risk acceptances”. A PO has to take responsi-
bility for the risk and systematically document it. A SC or SE usually supports
the PO to identify and report risks proactively. Furthermore, risks can also
result from other activities, e.g., threat modeling, penetration testing, or secu-
rity reviews. Some teams perform and document risk assessments themselves,
e.g., as attributes or flags of their feature tickets or user stories.

Security Documentation. On the on hand, experts stated that extensive secu-
rity documentation is often not feasible for frequent product iterations. There-
fore, companies evaluate tools to automatically create documentation, e.g., risk
reports generated from threat models. On the other hand, experts explained that
incrementally adapting and extending existing documentation with every sprint
is feasible. They suggested using existing tools to include security requirements,
e.g., issue tracking software.

5 Discussion

We answer our research question by discussing the key findings and then critically
describe the limitations.
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5.1 Key Findings

We identified two current challenges specific to security in LSAD that at least
three experts mentioned. The first challenge is the lack of qualified personnel with
sufficient experience in both security (governance) and agile software develop-
ment. This challenge amplifies in LSAD due to the larger number of teams. The
second challenge is the conflict between security governance and team autonomy
when coordinating many teams.

An essential aspect addressing the first identified challenge is the structure of
the agile program. Our findings show that all analyzed cases introduce additional
security roles, as recommended in the literature. We were able to identify the use
of central security teams, roles within the development team, and roles outside
of a team. Furthermore, we show that some organizations are not leveraging
team-internal security roles, such as a SC. Nevertheless, these roles might be
most effective long-term because they enable teams to perform more security
activities independently, resulting in more autonomy. To support agile teams, a
solid DevSecOps pipeline with static and dynamic application security testing
tools is indispensable.

The second challenge fits well with our findings in the security governance
category. In all of the analyzed cases, security governance is mainly driven top-
down, in contrast to the recommendations from the literature. However, bottom-
up approaches are beginning to establish, e.g., development team members gath-
ering in dedicated security communities. In our opinion, leaving the definition
of security standards up to individual teams results in substantial, economically
unjustifiable efforts and might result in conflicts of interest. A certain level of top-
down control is still necessary, e.g., to prepare for external audits. Nevertheless,
agile teams should be able to influence the security governance decision-making,
and top-down governance should partly shift to self-governance. The described
security roles provide a good starting point for building the necessary compe-
tency in and around agile teams. This shift could be a way to find the right
balance between autonomy and control, consequently bringing closer security
governance and LSAD.

Finally, we would like to place our results in the context of the security
challenges described by Amber et al. [48], and existing software security matu-
rity models. Our findings regarding the structure of the agile program, security
governance, and security activities provide more clarity on how to address the
challenge of aligning security objectives in a distributed setting, and contribute
to solving the challenge of a common understanding of roles and responsibili-
ties. Our results in the tool-support and automation category relate to the third
challenge described by Amber et al., which is “the integration of low-overhead
security testing tools” [48].

We identified common patterns between our results and established software
security maturity models. For example, the BSIMM [28] identifies so-called soft-
ware security groups in the studied organizations, which are described very simi-
larly to the observed centralized security teams in our study. Another example is
the satellite role, whose description is largely consistent with the team-internal
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roles reported in our study. In this particular aspect, our study provides even
more granularity by identifying and describing the team-external roles, which
are even more widespread than the team-internal roles in the LSAD environ-
ments analyzed in this study. Further research on the similarities and differences
between our results and software security maturity frameworks could lead to
additional interesting findings.

5.2 Limitations

Even though we conducted an interview study, some of the common limitations
of case studies described by Runeson and Höst [40] are also relevant for our
study and help to structure our limitations. We addressed the threat of con-
struct validity by clarifying any ambiguity directly during the conversation with
the interviewees. To overcome the threat of external validity, which refers to a
limited generalizability of results, we based our interviews on scientific literature
and conducted the interviews in nine organizations from five industries. How-
ever, since we interviewed one expert at each company, we have only a limited
picture of each organization. Companies are rarely homogeneous enough for one
expert to grasp the entire situation. We countered this by designing our ques-
tions to identify overarching patterns within an organization. Additionally, we
encouraged our interviewees to keep generalizability in mind. Moreover, the total
number of interviewees might be considered relatively small. However, we had
already reached a certain level of saturation in the sense that the data collected
in the last few interviews became increasingly redundant compared to the data
previously collected. To ensure reliability, we recorded, transcribed and coded the
interviews. This analysis was documented, validated and discussed by the two
researchers. Finally, typical problems arise when conducting interviews. That is
why we followed the guidelines for good interviews by Kvale [21].

6 Conclusion and Future Work

Addressing security in LSAD is a significant challenge. Despite the importance,
there is a paucity of research. Therefore, this paper provides insights into the
research question of how security is addressed in LSAD by presenting the results
of an interview study. We conducted a literature review to categorize the research
topic and interview guide, resulting in four categories: agile program structure,
security governance, security activities, and tool support and automation. Our
interviews were conducted with nine experts from nine organizations in five
industries. One of the key findings is that organizations use centralized security
teams, team-internal and team-external security roles. In addition, organizations
are using automation for security testing and integrating security activities such
as threat modeling or code reviews. Security governance is mainly top-down,
while our recommendation is to shift attention to bottom-up approaches. Our
findings contribute to raising awareness of the areas to focus on when developing
secure software at scale. Practitioners could leverage our results by discussing
and applying the identified best practices in their organizations.
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Our research could serve as the basis for further scientific investigation. The
recurring best practices could be analyzed for their relative impact and effec-
tiveness. Due to the complexity of the research topic, further research could
also identify and explore other important aspects regarding security in LSAD,
in addition to the four categories identified in our work. Moreover, as we sug-
gest a shift toward more bottom-up security governance, a more in-depth study
or evaluation of existing approaches could be conducted. For example, further
research could focus on the impact of relevant secure software development matu-
rity models to adapt security governance and compliance processes to agile at
scale. More mature development teams may be more capable to self-govern their
security posture, and their organizations may be able to afford less top-down
control.
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Abstract. To satisfy the need for analytical data in the development of digital
services, many organizations use data warehouse, and, more recently, data lake
architectures. These architectures have traditionally been accompanied by central-
ized organizational models, where a single team or department has been respon-
sible for gathering, transforming, and giving access to analytical data. However,
such centralized models presuppose stability and are incompatible with agile soft-
ware development where applications and databases are continuously updated. To
achieve more agile forms of data management, some organizations have there-
fore begun to experiment with distributed data management models such as “data
meshes”. Research on this topic is however limited. In this paper, we report find-
ings from a case study of a public sector organization in Norway that has begun
the transition from centralized to distributed data management, outlining both the
benefits and challenges of a distributed approach.

Keywords: Agile software development · Distributed data management · Data
mesh · Empirical · Case study

1 Introduction

Most software organizations are aiming to become data driven, where all business units
take an active role in both the production and consumption of analytical data. However,
this “democratization” of data [1] challenges traditional centralized data management
architectures and organization models, such as the data warehouse [2]. Data warehouse
models, where a single team or department is responsible for managing analytic data
require predictability and stability, characteristics which are incompatible with agile
development.

A common challenge within data management is that the logic and flow of data
does not follow the structure of the organization [3]. For instance, centralized data
management does not follow the logic of agile software developmentwhere autonomous,
cross-functional teams have end-to-end responsibility for products.Mismatches between
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organizational structures and data usage can lead to issues such as data silos and unclear
responsibilities. This is especially problematic when developing analytical solutions that
cross organizational boundaries and rely on data from different silos [3]. A proposed
remedy gives teams increased ownership of data produced by their applications [4].
Such initiatives aim to improve the coordination of people, process, and technology to
enable more agile and automated approaches to data analytics [4, 5]. The goal is to
bring stakeholders such as data architects, data engineers, data scientists, application
developers and data consumers together in building analytical solutions in an agile and
collaborative manner [6].

One approach to agile datamanagement is “data-mesh” [7].Dehghani [7, 8] describes
the data mesh in terms of four core principles: 1) domain-oriented decentralized data
ownership and architecture, 2) data as a product, 3) self-serve data platform, and 4)
federated computational governance. Unlike central management models, such as data
warehouse or data lake, the data mesh sees data as context-dependent and best managed
in a distributed manner [9]: Those who produce and know the data are best equipped for
curating and distributing it.

While there is a rich body of literature on data management, focusing on areas such
as the collection, curation, consumption and control of data, empirical papers describ-
ing distributed data management and data mesh are still scarce. This is problematic,
considering the emphasis among researchers and practitioners on increasing the use of
analytical data in improving the efficiency and quality of services. We therefore ask the
following research question: What are the challenges for agile software development
organizations when introducing distributed data management?

We seek to answer this question by reporting findings from an interpretive case study
of the development unit in NAV, short for the Norwegian Labor and Welfare adminis-
tration. NAV forms the backbone of the Norwegian welfare system and is responsible
for redistributing one third of the national budget through schemes such as age pension,
sick benefit, and unemployment benefit. To provide analytical insight both inside and
outside of NAV, data has been collected and curated by a centralized unit and processed
in a data warehouse consisting of many registers.Whereas the centralized model worked
satisfactory in a system landscape with large systems that rarely changed, it has proven
problematic as the organization transitions towards agile development teams and con-
tinuous development. To address these challenges, NAV has begun the implementation
of a distributed data management model, inspired by the principles of data mesh [7].

Our study sheds light both on the potential benefits of distributed data manage-
ment, as well as the challenges that such approaches cause. The findings are a first step
towards a process model capturing the transition from centralized to decentralized data
management. It will also assist practitioners who consider a similar change.

The rest of the article is organized as follows: Section 2 presents the case back-
ground and the methods, while Sect. 3 presents the findings. Section 4 discusses the
findings and outlines some key challenges that must be solved. Section 5 concludes with
a consideration of future possibilities for research.
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2 Background

2.1 Analytics

In order to study analytics the first step is to provide a definition of what the term means
in the context of this study. Analytics are frequently referred to as the techniques, tech-
nologies, systems, practices, methodologies, and applications that enable organisations
to analyse critical business data [10]. Seddon and Currie [11] propose a definition that
is concerned with evidence-based problem recognition and solving that occur within
the context of business environments, namely “the use of data to make sounder, more
evidence-based business decisions”. This is the definition adopted in this study. How-
ever, the extant conceptualisation and classification of business analytics is quite limited
and what does exist [11–13] tends to vary greatly. In terms of getting to a more specific
and operationalised definition of business analytics that can be used, this study draws on
[13], which systematically reviewed and consolidated the extant conceptualisations of
business analytics. Their literature review showed that, in terms of describing the data
characteristics that underpin the notion of business analytics, many characteristics exist;
however, the three key attributes include volume, velocity and variety of data [14, 15].
Given that this is an exploratory study, we chose to adopt a broader perspective regarding
the data attributes that are relevant in business analytics.

2.2 Analytics in the Public Sector

The Norwegian public sector is highly digitalized and represents a data-rich domain
with access to advancing technologies for analyzing and utilizing data. This underpins
the idea of a “data-driven” public sector where data analytics are seen as a path to
better policymaking and improved services [16]. However, business analytics can also
be challenging. In a study of the Norwegian public sector, Broomfield and Reutter [16]
identified several challenges. Among these were: 1) Organizational culture, 2) Privacy
and security concerns, 3) Outdated legal and regulatory frameworks, 4) Data quality -
where the use for data analytical purposes may put additional requirements relating to
contextualization, biases, and the suitability of data, and 5) Access to data - where data
needs to be accessible, both from a technical and an organizational standpoint.

Although analytics in the public sector has become an established research field
[17], especially from the organizational and regulatory perspective, the technical and IT
perspectives are in a nascent state with few empirical studies available [18–20].

2.3 Agile Analytics and Data Mesh

There are many debates emerging regarding the use of analytics in high speed, agile
environments, e.g., the use of analytics in a democratized manner [1] or the use of
analytics to enable dynamic capabilities [21]. From a practitioner literature, the concept
of a “data mesh” [7, 8] has been proposed as a novel means of managing analytical data.
Inspired by Eric Evans book on domain-driven design [22], Dehghani [7] argues that data
should be built andmanaged around “domains”, proposing 4 principleswhichwill enable
organizations to manage analytical data at scale: 1) Domain-oriented decentralized data



Agile Data Management in NAV: A Case Study 223

ownership and architecture: Data are owned, managed, and located according to their
business or thematic domain, e.g., being the responsibility of domain teams that have
deep insight in their domain, and then also the domain-oriented data. 2) Data as a
product: In much the same way as teams sees the software they produce as a product
(typically in the form of a service) where they have a special responsibility to the end-
users, data are also treated as a product. A data product must have the right level of
quality and availability, where the owner understands the needs of the consumer of the
data product. In practical terms, a data product consists of code (data pipelines to access
data), data and metadata (the actual data and metadata that is needed to understand and
use data), and infrastructure (to execute the code and to store the data). 3) Self-serve
data platform: In similar ways as teams may use a shared application platform to deliver
their software products to consumers, they also need a platform to deliver their data
products to consumers, such as other teams or data analysts. The platform offers tools
and infrastructure for simplified provisioning as a shared asset in the organization. This
can be infrastructure and tools for creating, maintaining, announcing, and sharing data
products. 4) Federated computational governance:Following the distribution of data and
the responsibility for data comes a need for a federated approach to govern and improve
the data mesh, including common principles and a shared data platform. Governance is
a shared responsibility between data product owners, their consumers, and data platform
product owners.

However, despite increasing attention among both researchers and partitions, there
are to date few peer-reviewed empirical studies that exploring how agile data manage-
ment and data mesh is addressed by organizations. Apart from informative whitepapers
and internal presentations, e.g., from Zalando and Netflix [20], we have only identified
one empirical study [18]. The reported transition indicates that the data mesh might
increase analytical capabilities, suggesting that more industrial studies of practice are
needed.

3 Research Site and Methods

3.1 Case Background

The focus of the study is on how changes to organization, technology architecture,
and software development approach is affecting the management of analytical data. The
research was performedwithin the IT department of NAV, short for the Norwegian Labor
and Welfare Administration. The IT department has approximately 800 employees that
maintain and operate welfare services. The organization uses consultants as needed in
development initiatives. NAVs IT system portfolio is made up of several generations
of solutions, from mainframe systems to modern web-oriented applications, as well as
standard systems that support operations such as accounting, payroll, and document
production.

3.2 Data Collection

Data was collected from twomain sources: Interviews and document reviews. To capture
several aspects of the shift from centralized to decentralized data management, we chose
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informants from three parts of the organization: 1) data warehouse teams, 2) application
development teams, and 3) the data platform team (the team responsible for developing
the new data platform). Since these teams were cross-functional, they had members
belonging both to the IT department (technical expertise) and to relevant business areas.
These three categories of informants were chosen because they cover the various roles
involved in data analytics within NAV: The data warehouse teams consumed data, the
Application development teams produced data, while the data platform team developed
the platform and facilitated the exchange of data. The number of informants, and their
distribution across the different types of teams is listed in Table 1.

Although the long-term goal is for application development teams to both produce
and consume analytical data, this has not yet occurred. In this first stage of the transition,
the organization’s focus has been on supporting existing uses of analytical data, rather
than using data in new ways.

Table 1. Overview of interviews.

Team type

1) Data warehouse 2) Application 3) Data platform

Role Data scientists 2

Data analysts 1

Developers 3 3

Privacy coach 1

Product owners 1 2 3

Managers 2

5 8 5

We performed 18 semi-structured interviews. Of these, 12 were recorded and tran-
scribed. Interviews lasted between 30 and 60 min. In the cases where we were unable
to record the interviews, one researcher asked questions, while another took extensive
notes. Informants were recruited through a snowballing approach, where one informant
would suggest another. Typically, we were guided towards respondents that were known
to have updated knowledge, competency, and interest in the topics that are relevant to
our study, e.g., on the construction of the data platform, domain teams that are early
adopters, data scientists looking for data, managers of groups that are impacted by the
data mesh initiative, etc.

A second important source of data were document reviews. These documents
included project steering documents, descriptions of the new data strategy (as pro-
posed by the NAV IT department, online documentation of the data platform (GitHub),
descriptions of NAV’s IT ambition, and conference presentations held by members of
the development organization (i.e., the Norwegian JavaZone conference1, and the data

1 https://javazone.no.

https://javazone.no
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mesh podcast2). Many of these presentations have been recorded and published online.
They provided insight into the public version of NAV’s IT and data strategies.

In addition to the data sources mentioned above, one of the authors studied the
transformation of NAV’s IT department from 2017 to 2019 as part of her PhD work
[23]. In this period, NAV transformed its software development strategy and application
architecture. Informants described this transformation as a trigger for the transition from
centralized to decentralized data management. Changes to the software development
strategy therefore needs to be seen in connection.

3.3 Data Analysis

The data analysis can be described as an iterative three-step process [24]. In the first
step, we explored appropriate literature to conceptualize the phenomenon of interest.
Initially, we focused on the literature on open data. However, as we began the fieldwork,
we learned that NAV’s focus was on improved data sharing inside NAV. The rationale
behind this internal focus was that effective data sharing with external partners, requires
efficient data sharing internally. Attention was therefore shifted from external to internal
data management, where we paid attention to the data mesh concept [7], which very
clearly motivated the IT-organization.

In the second step of data analysis, data was examined inductively through a manual
coding process. Among the codes to emerge were “data product”, “data platform”, and
“ownership”. The codes were discussed and grouped into meaningful categories. We
derived at two overarching categories, namely Centralized data management and Agile
data management. We applied a manual approach for coding, where paper prints of
transcripts and notes were shared between three of the researchers, sections that were
found to exemplify or explain the implementation and viewpoints on the data mesh
principles were extracted (cutting out text snippets) and arranged in groups that were
given descriptive titles (codes).

In the third step, the inductively derived codes were merged with concepts from
the literature. We found that our codes largely overlapping with the principles of “data
mesh” [7, 8], leaving us with 3 categories of Agile data management: data ownership and
products, data platform, and data governance. This provided us with structured insight
into the organization’s interpretation and adaption of data mesh.

4 Findings

4.1 Background to the Transition

To increase the efficiency and flexibility of public services, NAV has made substantial
changes to the way they develop and disseminate software during the past few years.
Handovers between departments have been replaced by continuous development, and
hierarchical organization has been replaced by cross-functional teams that take respon-
sibility for the entire software development life cycle. To enable and support these

2 https://daappod.com/data-mesh-radio/early-platform-insights-goran-berntsen-and-audun-fau
chald-strand/.

https://daappod.com/data-mesh-radio/early-platform-insights-goran-berntsen-and-audun-fauchald-strand/
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organizational changes, large and monolithic IT systems are being broken down into
smaller applications. By reducing dependencies between applications, teams can work
more independently, thus increasing the flexibility and speed of development.

However, the transition towards continuous development and smaller applications is
challenging NAV’s use of analytical data. Within NAV, analytical data has traditionally
been managed by a single unit, the Knowledge department. As the name implies, the
Knowledge department has been responsible for producing analytical insight about NAV,
ranging from public statistics to internal steering information. By collecting data from
various data sources and synthesizing them into a coherent model (data warehouse), the
Knowledge department has been able to provide insight across business domains. But
the centralized does not scale: As the number of data sources and change rates increase,
the Knowledge department has become a bottleneck and a potential source of error. To
manage these shortcomings, the NAV IT department has proposed a decentralized data
management strategy, where teams take responsibility for preparing and sharing data
produced by their applications.

In the following sections, we begin by giving a more detailed description of NAV’s
centralized data management strategy, and why it is incompatible with agile software
development practice. We then continue to describe the ongoing transition towards
decentralized data management and the challenges this entails.

4.2 Centralized Data Management

NAV is responsible for presenting statistics and steering information on welfare services
and users. Among their customers are the Government, Statistics Norway, as well as
the media and the public. Many of these statistics are regulated by law, including the
Statistics act3 and financial regulations4. The reported statistics are used for planning
and prioritizing and influence internal operations as well as national interests.

“NAV is a large enterprise, and it affects the stock market if our reports are wrong.
What is happening [with the data] under our wings is of great importance nationally.”
(Member of Application development team).

The Knowledge department has traditionally been responsible for gathering analyti-
cal data across NAV. These data have been extracted from source systems, transformed,
and loaded into a data warehouse. The data warehouse team has been responsible for
transforming and compiling data into a coherent data model. This requires extensive
knowledge of both source systems and business domains:

“[Data] must be arranged such that you don’t put apples and grapes in the same
report. You need to understand the concepts which were in the data when they were
originally reported. […] This is addressed in the traditional data warehouse model, with
ETL [Extract-Transform-Load] thinking and processes for extracting and transforming
data, where you know with certainty what has happened to the data which lay in your
centralized data storage.” (Member of data warehouse team).

3 https://lovdata.no/dokument/NLO/lov/1989-06-16-54.
4 https://www.regjeringen.no/globalassets/upload/fin/vedlegg/okstyring/reglement_for_oko
nomistyring_i_staten.pdf.

https://lovdata.no/dokument/NLO/lov/1989-06-16-54
https://www.regjeringen.no/globalassets/upload/fin/vedlegg/okstyring/reglement_for_okonomistyring_i_staten.pdf
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This approach worked reasonably well when the system landscape consisted of large
monolithic IT-systems and databases that rarely changed. As formulated by a member
of the Data platform team:

“Back then [two to three years back], the data warehouse team could extract all the
data, and changes were quite rare. Because changes were a hassle”.

However, with the transition towards agile development and micro architectures,
applications and databases began to change more frequently. For some systems, change
rates increased from yearly to hourly releases.

The data warehouse teamwas unable to cope with the escalating number of changes,
forcing the NAV to look for alternative data management strategies.

“The centralized data warehouse environment cannot keep up with the pace because
they are not rigged for it. It was doomed to fail before they tried, because somehow you
suddenly have 150 applications instead of a few large monoliths. […] We have gone from
making changes [to our software] four times a year […] to around 1300 times a week.
In other words, continuous deployment, and it is no longer possible for a centralized
environment to keep up with all the changes. Things break in pipelines and then things
stop working and are not updated. So, this has been the big question: What do we do to
fix it? How do we equip ourselves?” (Product owner).

To address the problem, the IT department proposed a distributedmodel, described as
a “data-mesh” [7], where application development teams take responsibility for creating
products and sharing data.

4.3 Towards Agile Data Management

The distributed data management model, or “data-mesh” [7], can be described in terms
of 1) data products and ownership, 2) data platform, and 3) federated governance. Each
of these elements, and their interpretation within NAV are described below.

Data Products and Decentralized Data Ownership. Foundational to the datamesh is
the decentralization of data ownership. For NAV, a shift from centralized to decentralized
ownership implies that application development teams assume responsibility for their
own data:

“It is not a technological change or a technical implementation that is the big change.
The big changes come when we say to the teams, for example, the team working with
unemployment benefits, that they are also responsible for producing analytical insight
into the domain. Reporting and statistics. They don’t do this now, because today this is
the responsibility of the Knowledge department” (Member of the Platform team).

With the distributed data ownership, interpretations and decisions relating to the
data are done by the people closest to the data. In addition to sharing data with other
teams, the distributed ownership model is thought to increase the quality of analytical
data within the team:

“We not only want the teams to share [their data] with others. We also want the teams
to become aware of the possibility of using these data themselves to make decisions. This
will result in better data for everyone” (Member of Data platform team).

As a means of implementing data ownership, teams will develop so called “data
products”. A data product is defined as a dataset and the documentation it. Data products
require deliberate design and management, satisfying the needs of prospective users.
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The term “data product” is used to show that data needs to be treated as other products
or services within the organization, and that the team. This requires insight into the needs
of prospective users, and a strategy for maintaining and improving the products.

However, the transition towards distributed data management causes concerns in
some parts of the organization. One informant addresses the fear of losing control over
the data:

“We are concerned that when individual teams take ownership of data and begin to
produce data products, we might lose oversight over the different domains. This means
that it must be clear who has responsibility for what, which isn’t currently the case”
(Product owner, Data warehouse team).

Others were concerned that the teams neither has the competence nor the time to
take responsibility for the data and that data consumers would no longer have insight
into and control over the extraction and transformation.

“Data won’t be prioritized. That’s our experience. Developing data products is not
something development teams usually think about when they develop systems. They are
concerned with the [end] user, and how the case worker will use the system. Data is way
down on their list” (Product owner, Data warehouse team).

Self-serve Data Platform. To enable distributed data ownership, the organization has
introduced a self-serve data platform called NADA. The new data platform differs from
the data warehouse in several ways. Most importantly in the way data is shared: While
data in the datawarehouse is collected and curated by a single team, the newdata platform
offers functionality which allows all teams to share their data. The NADA platform is
thus a multisided platform where the entire organization can produce and consume data.

Despite the need for alternative ways of managing analytical data, there is not yet
consensus across the organization concerning the new data strategy. For distributed data
management to be introduced, the IT department must therefore develop a data platform
which simplifies data sharing and analysis, as compared to existing solutions:

“If a team is to become responsible for publishing insights concerning their domain,
then they must have tools that make it easy. How can they publish a data product that
provides insight into changes [within the domain] over time, or the number of cases we
have processed per day? How can you publish this information easily?” (Member of
platform development team).

The platform will become a marketplace where producers and consumers meet to
exchange data. To increase the value of the platform, the platform development team
actively encourages data producers to offer their data on the platform. The platform
team describes this process of identifying needs and encouraging teams to add data
products as “growth hacking” The platform team tries to understand the needs of users,
and subsequently going out into the organization to get these needs fulfilled:

“I ask teams that have data which I know will be useful to others to create data
products and deploy them on the platform” (Member of data platform team).

In addition to facilitating the creation of data products, the platform will have a
dashboard and tools for analysis. The output of the analysis can in turn be used to create
new data products, thus allowing insights to be shared and reused across the organization.
The platform is based on Google Development Platform and data products are created



Agile Data Management in NAV: A Case Study 229

in BigQuery5. Although BigQuery is currently the only available technology on the
platform, the platform team plans to offer other technologies in the future.

However, developing a multisided platform is challenging, since there is no direct
interaction between producers and consumers of data, and a producer is not directly
rewarded for preparing and sharing their data.

“With the data platform, on the other hand, you have two types of users: You have
those who produce data and those who need data. We therefore use the metaphor ‘data
marketplace’. We are creating a marketplace where it should be possible to offer and
to find data. So, it is a more complex image for us who create the platform because we
are not simply a service provider. […] So, we have more of a chicken and egg problem,
where you need some users on the consumer side, since this gives value. But to get some
consumers, you also need some data which they can consume” (Member of platform
development team).

Federated Computational Governance. At the time of writing, very few rules govern
the creation and dissemination of data products on the platform. This follows from the
platform team’s deliberate intension of minimizing the number of rules enforced:

“As the data platform provider, we do not wish to become a large, centralized
decision-maker. We wish to listen to our users to understand their needs, and we aim to
be very restrictive with implementing rules” (member of data platform team).

The creation of rules thus happens throughongoing negations,where rules are formed
in collaboration with data producers and consumers:

“So far, we don’t have many rules that apply, because we have very few users both
on the consumer and producer side, but this is an ongoing discussion. How do we agree
on the rules? For example, should we use one type of key to identify a person? Should we
use birth number? Should that be the key for all data, or should each individual domain
be able to have its own? We have several keys identifying a person today. […]. These
are rules we must agree on. But to know what [rules] to make, we need to know what
users need. For this, I need a forum where producers and consumers of data can meet
and agree on the rules” (Member of platform team).

The IT department is exploring how they can maintain the privacy and security
of citizens, while simultaneously stimulating teams to share and use data. To address
this challenge, domain teams have access to a “privacy coach”, which gives them legal
counseling in the use of data. The IT department also has a “Data treatment catalog”,
where the use of sensitive data is recorded and justified. However, the data treatment
catalogue has not yet been linked to the data platform:

“All teams that treat data should register this treatment in the Data treatment cata-
logue and make the information available to the rest of NAV and to the authorities. It can
also be used for other purposes, but so far, it is not linked to the [new] data platform.
So, the ability to describe datasets and the legal justification for use has not yet been
linked to the platform” (Data analyst).

Whereas some data products only involved data from a single domain, the most valu-
able data products are those that involve multiple products and domains. One example
of such domain-spanning products are unemployment figures. Unemployment figures

5 https://cloud.google.com/bigquery.

https://cloud.google.com/bigquery
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cannot be calculated from a single system but are based on “all the things which a person
is not”. For instance, an unemployed person is not under education, is not on sick leave,
and is not temporarily laid off, elements of information which is gathered from a series
of different information systems. Other examples of compilations of data from multiple
domains are average case processing time, and the number of erroneous payments made
by NAV. Using data from different domains require knowledge of these domains. In the
centralized model, this competence is held by the Knowledge department, and there is
concern that cross-organizational insight and the ability to analyze data across domains
will be reduced with distributed data management and local ownership of data.

“It requires a lot of competence to use data from other domains. So, if you are to use
data from another domain, it must be well documented. The data must be processed in a
way that makes it easy to understand and user-friendly. In addition, what does it mean
to connect data [from different domains]? This is a type of competence which takes time,
and which must be acquired by the teams that work with source systems” (Employee in
the Knowledge department).

Another concern relates to the willingness of teams to invest in data products, as
they have no direct benefit in sharing the data. Some informants therefore believe that
data sharing must be compulsory:

“We want there to be established requirements, compelling teams to make data
available. And make sure that this data is made available as part of the statistics and
steering information. Otherwise, it will be difficult for us, because we cannot involve
ourselves with all the 120 teams” (Product owner, Data warehouse team).

5 Discussion

Our initial involvement with NAV has provided some early insights regarding both the
need and motivation for considering data mesh as a strategy for becoming data-driven,
but also insights into challenges that follow from such a transition. NAV is the largest
service organization in the country and administers data on – literally – every Norwegian
citizen. However, technical, and organizational legacy is challenging the organization’s
agility, and their ability to convert data into actionable insights.

NAV’s journey towards increased agility has so far taken the organization through
two transitions. First, the IT department enabled autonomous and cross-functional teams
that build domain knowledge in product areas such as Work, Health, and Family. Cross-
functional teams within each domain have autonomy and responsibility for the con-
tinuous development and deployment of related IT services, e.g., caseworker support
systems.

Second, to match this way of organizing software teams, the system architecture has
been transformed over time: Large and monolithic systems have been broken down into
micro-services, enabling independent and loosely coupled applications that can be man-
aged by single teams. However, although these transitions have increased the agility of
the software development organization, they have also triggered the need for alternative
ways of managing data. Traditional data management models, where analytical data are
gathered in data silos and interpreted by a centralized unit, are unsuited for a distributed
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and continuous reality of agile software development. As monolithic systems are bro-
ken down into smaller applications, change rates have increase, and data pipelines are
broken. Hence, applying the ideas of data mesh and distributed data management might
be considered an imperative in further increasing the agility of software organizations
and creating a data-driven organization.

The transition towards the principles of data mesh and distributed data management
is however in an early stage and does not come without challenges. Our findings reveal
that such a radical change creates uncertainties in various parts of the organization,
depending on their need for and use of data.

Challenge 1 – Change of Control of Data Extraction and Transformation.
Analysts in the knowledge department are concerned that they might lose control of data
sources, resulting in erroneous data and reduced quality. They argue that having overview
of the various domains is necessary when producing national statistics and providing
analysis to national authorities and policymakers. They argue that such an overview can-
not be obtained in application development teams, which role is precisely to specialize
in a specific domain. The question thus remains: When the traditional centralized data
management model where a single unit is responsible for gaining cross-organizational
insight is replaced by local ownership and data products – how will the organization be
able to support compiled data productswhich require cross-organizational insights?How
should new needs for data be communicated to many data-controlling domain teams?

Challenge 2 – Managing Rightful and Legal Access to, and Use of Data. The prin-
ciple that domain teams are responsible for offering “their” data as data products via
a data platform that everyone can access raises concerns regarding control and rightful
use of data according to regulations on data protection. The General Data Protection
Regulation (GDPR), which all the countries in the European Union (EU) and European
Economic Area (EEA) are covered by, is a good example of such a regulation that may
problematize the data mesh mentality. How does one incorporate the data minimization
principle in GDPR, which says that you should only collect and process the minimum
amount of data possible to fulfill your purpose, in the data mesh where one wishes to
collect and process as much data as possible? Or how can one provide a transparent
description of how a person’s data is processed as demanded by the lawfulness, fair-
ness, and transparency principle in GDPR when the aim of the data mesh is to provide
the data to everyone with the goal of continuously discovering new innovative ways of
utilizing the data? The principles of data mesh and GDPR does not fully harmonize,
and it is unknown how a data mesh should be managed in practice to reap the fruits
of Dehghani’s [7] data mesh principles as well as being in line with the General Data
Protection Regulation.

Challenge 3 – Creating Data Products. Traditionally, software product teams have
given little thought to the data stored in their databases beyond their own use in the
specific application that is developed. It has been the responsibility of data engineers
and analysts in the central unit to gather and prepare data for analytical purposes – using
the data warehouse as the main data storage. Developers have traditionally been focused
on developing of end-user functionality, lacking both the competence and motivation
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for prepare and enrich data for analytical use. Hence, there is a need to add competence
and capacity to the domain teams. It is however unclear which skillset it requires, and
what the cost will be.

Related to this issue is the need for data products that spanmultiple product domains.
Although some insight can be gained by analysing data within a single domain, the most
valuable use cases involve a combination of data products from different domains. The
autonomy of domains must therefore be combined with some degree of standardization,
making it possible for data products to be combined. This requires insight into other
business domains, as well as one’s own.

Several questions therefore need to be answered: Should cross-functional teams
include a data scientist function or role? How much can be automated and supported by
the data platform? And how should a team learn about the need for data in other business
domains?

Challenge 4 - Establishing a Thriving Ecosystem. Afunctioning datamesh builds on
data owners that publish data products that can be consumed by others. But which incen-
tives does a software team have to invest time in preparing, publishing, and maintaining
data products? Of course, in a system where most teams can make use of data from
other teams, we could foresee a naturally functioning ecosystem – but do we understand
suchmechanisms properly? Should the publication of data products be an organizational
obligation or are there other mechanisms that could be put into play? For example, could
we make use of the same incentives that drive open-source development of code, where
opening your data means that other’s provide valuable feedback and enriched data in
return? Would opening of data mean that the product team as a data provider put extra
effort in making data understandable and useful – in short, establish proper quality of
the data product?

This overview of challenges is not exhaustive and by no means complete. It merely
provides an initial understanding of themany challenges related to the effectuation of the
datamesh strategy in a complex and data-intensive software organization as perceived by
informants in NAV. Hadwe studied other organizations within other sectors or countries,
these challenges might differ.

There are also some challenges not addressed in the current study: Among these are
whether it is possible to host the data platform on a cloud service by a service provider
which is located outside of EU/EEA in a lawful way. The Schrems II ruling by the Court
of Justice of the European Union states that “companies must verify, on a case-by-case
basis, whether the law in the recipient country ensures adequate protection, under EU
law, for personal data transferred under SCCs and, where it doesn’t, that companies
must provide additional safeguards or suspend transfers”. The US, where most of the
largest cloud providers have their headquarters, is a country that often is not considered
a country where personal data is adequately protected.

We have studied a single case organization and a recent phenomenon (the transi-
tion towards a data mesh) in an early phase, over a restricted period (approximately
6 months). This naturally restricts generalizability. However, the study provides valu-
able early insights into a very large and complex organization that seeks to implement
increase the use of efficiency of analytical data by introducing distributed data manage-
ment – a challenge shared by many data-rich organizations. Furthermore, there are yet
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few reports from practice on how a “data mesh” can be realized and the challenges which
organizations might face. We hope that others can build on this in future work. We have
aimed to ensure validity by following acknowledged guidance on case studies [6] We
have gathered data from more than one source (triangulation); document analysis (e.g.
strategy documents) and interviews (covering a wide span in the IT organization), and
we have collected data within a real-life context (NAV).

6 Conclusion

Our findings suggest that the organization agrees on the need for alternative ways of
managing analytical data. There are however varying views on how this should be done,
and how distributed data management and data mesh will affect the creation and use of
analytical data. Also, although the main concepts, as laid out by Dehghani [7], are under-
stood and motivates the transition, it is too early to see how these will be implemented,
and how they will affect roles and work processes.

The ongoing transition is driven “inside-out”, meaning that a data platform team
offers a technical solution - the data platform, and supports teams that chose to take
the platform into use. Some challenges have been identified and need to be addressed,
while others have yet to appear. We hope that the potential benefits of more agile data
management inspire researcher to investigate these approaches in the years to come.

6.1 Future Work

We will continue to follow NAV and their transition towards becoming a data-driven
organization. In that, we will 1) address the challenges that was identified in this study
(as well as new emerging challenges), 2) collect and analyze data to investigate whether
the new approach – data mesh – provides the effects that initially motivated the invest-
ments, and 3) describe the details on how NAV, as a complex organization, implements
these principles. This briefly described research agenda has a potential for extending the
knowledge on agile data management, and on how organizations can make better use of
analytical data in improved insight and services. Furthermore, observing the case over
time will give a basis for developing theories concerning the adoption of distributed data
management. Leaning on the proposed framework by Eisenhardt [25], we have initiated
some of the recommended steps, such as Getting Started, Selecting Cases, and Entering
the Field.
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