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Part I
Mobile Cloud Computing



Green Mobile Cloud Computing
for Industry 5.0

Anwesha Mukherjee, Debashis De , and Rajkumar Buyya

1 Introduction

Mobile Cloud Computing (MCC) integrates mobile computing and cloud com-
puting, which brings the facilities of using cloud services to the mobile users
[1–4]. With the rapid increase in the usage of smartphones, the demand for storage
and access to various applications also increases. However, mobile devices face
multiple challenges: limited storage, limited battery life, limited computing power,
bandwidth, etc. [1]. In such a scenario, MCC has fulfilled the users’ demands. Cloud
computing provides three types of services: Software as a Service (SaaS), Platform
as a Service (PaaS), and Infrastructure as a Service (IaaS). Cloud is a virtualized,
shared resource or infrastructure that can compute, analyze, and warehouse large
amounts of data. Cloud serves the client on an “on-demand,” “pay as you use” basis.
The elastic nature of the cloud helps the client to get the desired service according to
the requirements. Various cloud providers such as Amazon EC2, Microsoft Azure,
and Google Cloud Platform provide ubiquitous service along with elastic storage
and immense processing facilities in an “on-demand” and “pay as you use” fashion.
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In MCC, the mobile devices are the thin clients. In MCC, mobile users can offload
their data and applications inside the cloud. We define MCC as [1, 2]:

The data is offloaded to the cloud in MCC for processing and storage. However,
nowadays, cloudlet and intermediate fog devices are also used for offloading [5–7].

The advantages of MCC are listed as follows [1].

• Extension of battery lifetime: The large-scale data processing or exhaustive
computation inside the mobile device drains the battery quickly due to high
power consumption. As in MCC, the data processing and storage occurs outside
the mobile device, the battery life is increased.

• Extension of storage capacity: MCC provides storage facilities to the user based
on the requirement. Dropbox Amazon’s simple storage service is an example
of the storage supplied to the user. Google photos, flicker are photo-sharing
applications. On Facebook also, the users can share images.

• Extension of processing power: Various power intensive applications like online
gaming, transcoding, on-demand multimedia services, etc., require provision of
high processing capacity. In this case, task offloading can be a solution.

• Low probability of data loss: As in MCC, the data and applications are main-
tained in multiple computers, the likelihood of losing data are more pessimistic.

• On-demand service: The cloud provides on-demand seamless service to the user
from the cloud. The user does not need to install dedicated hardware or software
as everything is available in the cloud on a “pay as you use” basis.

This chapter will discuss MCC’s architecture, applications, and future scopes. The
rest of the chapter is organized as follows: Section 2 discusses the architecture of
MCC. Section 3 briefly describes various applications of MCC. Section 4 discusses
about various simulators. Section 5 explores the future research scopes of MCC.
Section 6 demonstrates green MCC, and finally, Sect. 7 concludes the chapter.

2 Architecture of MCC

This section discusses the service-oriented architecture, agent-client architecture,
and collaborative architecture of MCC.

2.1 Service-Oriented Architecture

The service-oriented architecture consists of mobile network, Internet service, and
cloud service, described as follows [1]:

• Mobile network: The mobile network consists of mobile devices such as mobile
phones, tablets, laptops, etc., and the network operators. The mobile devices
are connected to the network operators by the base station, access point, etc.
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The network operators provide a wide spectrum of services like authentication,
authorization, and accounting (AAA) that use the home agent (HA) and the
subscribers’ data stored in the database.

• Internet service: The Internet service links the mobile network with the cloud.
The users receive the cloud services through high-speed Internet connectivity.

• Cloud Service: The cloud controller receives user requests, processes them,
and provides service accordingly. Several servers inside the data center are
connected with the high-speed network and high-power supply. The data center
is responsible for delivering infrastructure and hardware facilities for the cloud.
At the top of the data center layer, Infrastructure as a Service (IaaS) provides
storage, network components, servers, hardware, etc., to the clients on a “pay as
you use” basis, e.g. Amazon EC2 and S3. An elastic cloud service represents
an infrastructure that expands and shrinks dynamically according to the demand
of the user. The Platform as a Service (PaaS) provides the users an integrated
environment or platform for building, testing, and deploying various applications,
e.g. Microsoft Azure and Google App Engine. The Software as a Service (SaaS)
provides multiple types of software solutions to the users on an “on-demand”
basis without dedicated installation at the client site. The software and associated
data are hosted on the cloud. The application service providers provide the SaaS.

2.2 Agent – Client Architecture

In the agent-client architecture, mobile agent like cloudlet connects the mobile
devices to the cloud [5]. Figure 1 presents the agent-client architecture. The remote
cloud is usually at a long distance from the mobile device; hence, the latency is
a significant issue. For time-critical applications, latency is an important concern.
Cloudlet is such an agent that, by containing the cache copies of data stored by the
cloud, meets the user need of low latency [5]. Cloudlet is well connected to high-
speed internet, and the users can offload their data and computation to the nearby
cloudlet instead of the remote cloud [1, 5]. Small cell base station such as femtocell
is famous for its use in the indoor region for better signal strength [8]. Therefore, the
user may be connected to the cloud through the femtocell. Nowadays, femtolet and
small cell cloud enhanced eNodeB (SCceNB) can also be used which can provide
communication and computation facilities simultaneously [9–11].

2.3 Collaborative Architecture

Smartphones have their computing, storage, networking, and sensing abilities.
Several smartphones’ data and computing resources are collaborated in this archi-
tecture, and a smartphone cloud is generated [1, 12]. The mobile applications utilize
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Fig. 1 Agent-client
architecture of MCC

the resources of the smartphone cloud; this, in turn, overcomes the limitation of
offloading to the remote cloud.

2.4 Fog-Edge Architecture

Nowadays, the intermediate devices between the mobile and cloud participate in
data processing, such as access point, switch, router, etc. [7]. These intermediate
devices are referred to as fog devices. In mobile edge computing architecture,
edge server is used with the base station in case of cellular network, and cloudlet
is used in case of WLAN (Wireless Local Area Network)/WMAN (Wireless
Metropolitan Area Network) to bring the resources at the network edge for faster
service provisioning [13, 14]. The edge/fog computing-based MCC architecture is
presented in Fig. 2. Usually, the edge-fog-cloud architecture is famous for various
types of applications [15–21], where large scale data processing is performed inside
the cloud. In contrast, fog and edge devices are used for primary data processing
purposes.

3 Applications of MCC

There are several applications of MCC discussed as follows.
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Fig. 2 Mobile Cloud-Fog-Edge computing-based architecture

3.1 Mobile Learning

Mobile learning is an e-learning method in which learning opportunities are
provided to people who may not be at a predetermined or fixed location [1].
Here, the learning is provided through mobile technologies, and the social and
content interactions occur through personal mobile devices. This is an e-learning
system with mobility because the learner may move physically during the e-
learning process. Therefore, portable devices such as laptops, notebooks, tablets,
and mobile phones are included here to enhance portability and interactivity.
However, conventional mobile learning systems have several limitations such as
low data transmission rate, limited resources, high cost, etc. The use of the cloud
in mobile learning has dealt with these difficulties by providing ample storage,
processing power, etc. GeoSmart is a cloud-based mobile application for learning
used as an online education system [1]. A cloud-based real time mobile learning
strategy is discussed in [22].
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3.2 Mobile Commerce

The mobile version of e-commerce is known as mobile commerce, where every
utility of e-commerce is available through mobile devices [1]. Here, for computation
and storage purposes cloud is used. Mobile commerce is nothing but delivering e-
commerce abilities to the customer’s hand, anywhere, through wireless technology
[1]. There are a lot of examples of mobile commerce such as advertising, shopping,
ticket purchasing, transaction, payment through mobile devices. Various mobile
applications are available for online shopping, ordering food, flight booking, railway
reservation, online payment, etc. However, privacy and data integrity are crucial
issues because sensitive information such as the user’s bank account details, credit
card details, debit card details are involved. Usually, public key infrastructure (PKI)
protects users’ access to outsourced data.

3.3 Mobile Healthcare

Mobile health monitoring is a popular application of MCC, where e-health care is
provided through mobile devices [16–21]. Low power and high precision sensor
nodes are used to form a body area network to collect the health parameter values,
and the health data analysis is performed inside the cloud. Based on the study,
healthcare advice is provided to users through mobile devices. Intermediate fog
devices can be used to process the data for faster health service provisioning. In
[17, 18], small cell base stations are used for preliminary health data analysis. In
[16], a route to the nearby health center is suggested based on the user’s mobility
information and the health data. Nowadays, various mobile applications are also
available such as Samsung Health, Google Fit, etc. For epidemic trends monitoring
the use of the cloud for data analysis also plays an important role [20].

3.4 Mobile Game

In mobile gaming, game execution occurs partially or fully in the cloud, and the
game players interact with the screen interface of the mobile devices. In [23, 24],
computation offloading strategies are discussed. Game can also be offloaded if
involves exhaustive computation. The offloading can reduce the energy consumption
of the mobile device while accessing various games. Cloud-based mobile gaming
has been discussed in [25], in which the game rendering parameters are adjusted
dynamically according to the players’ demands and communication constraints.
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4 Simulators of MCC

In Table 1 we have listed some simulators of cloud computing, fog computing, and
networking.

5 Research Challenges of MCC

Industry 5.0 delivers a vision of the industry that intends efficiency and productivity
goals. It reinforces the contribution of industry 5.0 to sustainable smart cities and
societies. MCC faces various challenges towards implementing Industry 5.0, where
are highlighted in this section.

5.1 Mobility Management

In MCC, the clients are mobile devices which can frequently move from one
location to another, and connection interruption is significant. Hence, mobility
management is a considerable challenge in MCC to maintain the Quality of Service.
Here, localization is substantial and is achieved using either GPS, RFID, ultra-
sound RF, etc [26, 27]. The social interaction between the users is monitored
using audio signals and walking traits of individuals using phone compass and
accelerometer. In this case, multiple meetings obtain various routes, and the optimal
path is selected. Virtual compass is another method in which short range protocols
such as Bluetooth Wi-Fi are used to form a 2D reorientation of the nearby device.
Peer-to-peer message passing is used to compute the distance using signal strength
and pass the information about the device’s adjacent nodes and spaces. In XMPP-
based peer-to-peer method GPS is used, and only the known contacts or friends’
locations are visible. Mobile Collaboration Architecture (MoCA) has been proposed
in [28] to support mobility management that uses component and proxy migration.
Here, the users’ locations are monitored, and an application proxy is switched
to a more suitable place. Through researches have been performed on mobility
management, novel intelligent methods are still required for optimal path finding
to a destination while the user is on the move. Drone mobility is challenging for
proper path planning in mobile edge networks.

5.2 Offloading Method

Usually, in offloading to the cloud, communication is performed using Remote
Procedure Call (RPC), Remote Method Invocation (RMI), and sockets between
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Table 1 Simulators and their inventors along with their sources

Simulator name Source

CloudSim https://github.com/Cloudslab/cloudsim/releases (Accessed 30th
October 2021)

CloudSim Plus https://github.com/manoelcampos/cloudsimplus (Accessed 30th
October 2021)

Containernet 1.0 https://github.com/containernet/containernet (Accessed 30th
October 2021)

Containernet 2.0 https://github.com/containernet/containernet/releases/tag/v2.0
(Accessed 1st November 2021)

Containernet 3.0 https://github.com/containernet/containernet/releases/tag/v3.0
(Accessed 1st November 2021)

Containernet 3.1 https://github.com/containernet/containernet/releases/tag/v3.1
(Accessed 1st November 2021)

Distrinet https://distrinet-emu.github.io/installation.html (Accessed 2nd
November 2021)

Mininet http://mininet.org/download/ (Accessed 2nd November 2021)
Mininet CE https://github.com/mininet/mininet/wiki/Cluster-Edition-

Prototype#vision (Accessed 2nd November 2021)
Maxinet http://maxinet.github.io/ (Accessed 2nd November 2021)
GPUCloud Sim https://git.ce.aut.ac.ir/lpds/gpucloudsim/tree/master (Accessed 2nd

November 2021)
GreenCloud https://download.uni.lu/GreenCloud/greencloud-v2.1.2.tar.gz,

https://greencloud.gforge.uni.lu/vm.html
Online Version
http://greencloud.uni.lu/ (Accessed 3rd November 2021)

ACE https://bitbucket.org/manarjammal/ace-availability-aware-
cloudsim-extension/wiki/Home (Accessed 3rd November 2021)

ECSNeT++ https://github.com/sedgecloud/ECSNeTpp (Accessed 3rd
November 2021)
Dependencies
https://inet.omnetpp.org/, http://www.grinninglizard.com/
tinyxml2/

RECAP Simulator https://recap-project.eu/simulators/ (Accessed 9th November
2021)

iFogSim https://github.com/Cloudslab/iFogSim1 (Accessed 9th November
2021)

iFogSim2 https://github.com/Cloudsla/iFogSim (Accessed 9th November
2021)

YAFS https://github.com/acsicuib/YAFS (Accessed 12th November
2021)

DewSim https://github.com/cmateos/mobileGridSimulator (Accessed 12th
November 2021)

Network Simulator-ns-2 https://sourceforge.net/projects/nsnam/files/latest/download,
https://www.isi.edu/nsnam/ns/, https://www.isi.edu/nsnam/ns/ns-
build.html (Accessed 3rd November 2021)
Dependencies
http://www.tcl.tk/, https://sourceforge.net/projects/otcl-tclcl/files/
(Accessed 3rd November 2021)

Network Simulator-ns-3 https://www.nsnam.org/releases/ (Accessed 3rd November 2021)
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the requesting device and the executing device. However, in the case of mobile
devices, these services need to be pre-installed, which is a disadvantage. Hyrax
is a Hadoop-based smartphone application ported on the android platform [1]. In
this case, a cluster of mobile devices is used as the mobile cloud and resource
provider. Hyrax Tube is an application that permits users to search multimedia
files based on time, locations, and quality [1]. Hadoop distributed file system
(HDFS) maintains multimedia data and threads executable on mobile devices [1]. In
[29], a virtual cloud computing provider has been discussed. In [30], a framework
named “Cuckoo” has been proposed based on the java stub/proxy model to improve
the performance in offloading and reduce battery usage. In this case, the task is
offloaded to any resource that runs a virtual machine (VM). Another critical issue
in offloading is VM migration, where the memory image of a VM is transferred
from one server to another server without interrupting the execution. Clone cloud
is a VM migration method where a resourceful server is used to offload part of an
application [31]. MobiCloud is another approach that uses mobile ad hoc networks
and cloud computing [32]. Each node serves as a service broker or provider based
on its available resources and computational ability. Though researches are going
on offloading, mobility-aware, energy-efficient, and fast offloading is an emerging
issue.

5.3 Security and Privacy

As the cloud is used for offloading data and computation, security, trust, and
privacy are significant parameters in MCC [33–35]. The transmission and storage
of personal data and applications to the remote cloud raise security and privacy
concerns. The following issues are needed to be considered while offloading takes
place to the cloud [1]:

• The cloud service providers should maintain external audits and security certifi-
cations.

• Cloud service providers should have recovery management schemes for protect-
ing data and services in case of disaster or technical fault.

• The data are stored in a shared space inside the cloud; hence, the data of
individuals should be maintained separately implementing encryption methods.

• Local privacy is also an essential factor because the exact physical location of the
user’s data is not transparent.

• Investigative support is also required because multiple customers are logging
and maybe co-located data, and it is hard to predict any illegal or inappropriate
activity.

• This is to be ensured that if the cloud company leaves the business, the users’
data would also be safe and accessible.

Mobile devices may be affected by viruses and worms. Thus, installation and use of
the security software is required to protect against threats. Moreover, most mobile
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devices use GPS-enabled location-based service that discloses the user’s present
location, which may be a privacy concern for a few users. Though researches are
going on security, privacy, and trust. Nowadays, blockchain has become another
emerging area of interest [36]. Federated learning-based MCC provides a privacy-
preserving ecosystem [37]. Hashing and symmetric parameter function can be
used to implement impersonation resistant biometric-based authentication [34].
The energy-efficient and secure hybrid (EESH) algorithm utilizes voltage scaling
to decrease energy utilization [35]. A malicious data detection (MDD) algorithm
makes EESH more secure using blockchain.

5.4 Cost and Business Model

We divide the cloud cost into ownership cost and utilization cost. The total cost
of ownership determines the costs of owning and managing an IT infrastructure.
In cloud computing, the ownership cost determines the commercial value of cloud
investment, including service, power, cooling, facilities, software, real estate, and
maintenance costs. The utilization cost denotes the cost of using dynamically
elastic resources by a user. The cost and analysis of the benefit of offloading
are also essential. In [3], Spectra’s method has been discussed, where resources
are monitored continuously, and a trade-off between application offloading and
performance, quality, and energy consumption is maintained [3]. To achieve the best
placement of the resource “self-tuning” is used. Here, the users’ demand of available
resources is carried, executed, and the profile history of the surrogates is maintained.
In [3], Chroma has been discussed, which uses “tactics” and monitors resources,
and performs history prediction for estimating cost. Here, a trade-off is maintained
between the attributes such as speed and power consumption based on the utility
function. Serialization-based cost-benefit analysis has been performed in [24],
where the authors have considered the network and application’s characteristics
and the device’s energy consumption. To take decisions regarding offloading, the
relative speed, network bandwidth, utilization of surrogate, latency, task complexity,
and input/output size can be considered. The comparison of energy usage between
the cloud and mobile devices is performed using parametric analysis [1], where
network bandwidth, mobile device and cloud speed, data amount transmission, etc.,
have been considered. In MCC, two types of service providers are involved: Mobile
service provider (MSP) and Cloud service provider (CSP) [1]. When a mobile user
is receiving service from the cloud, both the service providers are involved. Hence,
an appropriate business model is required to decide how the profit will be divided
between the MSP and CSP.
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5.5 Deployment of Agents

In agent-client architecture, the agents such as cloudlet, femtolet, SCceNB, etc. are
used to provide low latency and high bandwidth access to the network [1]. However,
in agent-client architecture, the deployment of agents is a vital issue. The agent’s
processing power, storage, and networking capacity need to be decided. On the
other hand, resource requirements based on various applications are required to be
decided. The clustering of users, resource demands of individuals and groups of
users, user’s level of satisfaction, cost minimization, management policies, trust-
worthiness, etc., are also essential factors. In [5], a proxy server-based computation
offloading method has been discussed where the optimum cloudlet is selected based
on latency and power consumption to offload the computation. In [38] selection of
cloudlets to offload has been decided based on the type of application. In the case of
femtolet and SCceNB, the interference is another factor that needs attention because
they are small cell base stations. In the case of the small cell network, densification
is a significant concern, and interference mitigation is a challenge [39]. Hence, the
allocation of femtolet/SCceNB is another research scope.

5.6 Context-Aware Service Provisioning

Various attributes such as user’s location, acceleration, direction of movement
etc., need to be considered while providing cloud-based service to a mobile user.
This contextual information plays a vital role in delivering convenient and timely
service to the user. The context element has four layers [1]. The first layer denotes
a device’s currently monitored context, including environmental settings, service
context information, user preference settings, etc. [1]. The second layer deals
with the types of functional or non-functional gaps between the contexts of two
consecutive services. The third layer deals with the causes of gaps between different
interfaces and implementations of a single device, which may happen due to the
mismatch of service level, service component level, service interface level, and
component instance level. The fourth layer contains adapters required to remove
the causes. Context-aware service provisioning is a three-tier architecture [1]. The
user tier includes mobile devices in which the applications are executed. The agent
tier adapts service based on the context. Finally, the service tier deploys the services.
The contextual information is acquired, processed, managed, and delivered by the
context management architecture (CMA) [1]. The context quality enabler controls
the supply of contextual information to the mobile cloud [1]. The role of contextual
information for identifying resources and risk assessment is another future research
scope.
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5.7 Mobile Data Management

Users’ data such as chat logs, photos, contacts, videos, financial documents,
records, users’ login credentials, etc., are sensitive information. The storage of these
information in the cloud raises various questions concerning security, privacy, data
interpretability, portability, trust, etc. [1]. Moreover, a tremendous amount of data
transfer to the cloud faces bandwidth and network connectivity problems, especially
if the user moves [1]. Data portability and interoperability are other significant
concerns in MCC. A mobile database may not provide all features of a traditional
database. Traffic management is another primary research scope of MCC.

5.8 Energy-Efficiency

Mobile devices have limited battery life. Hence, the execution of specific applica-
tions inside the mobile device may result in high energy consumption of the mobile
device that in turn drains the device’s battery life. MCC offers application offloading
for saving energy. However, communication with the cloud during offloading also
involves energy consumption due to data transmission. The offloading of a simple
task may result in high energy consumption than executing locally. Hence, the
decision-making regarding offloading is crucial. An energy-efficient software, that
makes use of an energy profiling tool customized for mobile applications [40], maps
the power usage to a specific code component in the application and the operating
system. Another software-based approach has been proposed for energy profiling
in [41]. The energy consumption incurred by computation, communication, and
overall infrastructure management contributes to the cost of system energy [42].
Energy harvesting in MCC is another future scope [43, 44].

5.9 Resource Management

As mobile computing and cloud computing technologies are integrated, the resource
requirements estimation, resource allocation, and resource sharing are vital issues
in MCC. Nowadays, edge/fog computing and dew computing have come into
the picture. In [45], the authors have used game theory in resource pricing and
offloading decisions for edge computing scenario. Developing intelligent resource
management strategies for edge/fog/dew computing and MCC is a significant
research scope in MCC.
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5.10 Integration of MCC with IoT

Internet of Things (IoT) deals with connecting identified embedded devices within
an Internet infrastructure to create a computing environment [46, 47]. IoT has
become a principal component in designing intelligent solutions for daily life
such as smart homes, smart cities, intelligent transport, smart health, etc. While
mobile users are involved, the objects’ status-related data is collected by the
sensors/actuators. The data processing and storage will happen inside the cloud.
However, in edge-fog-cloud architecture, the edge/fog devices can also participate
in data processing. However, the decision regarding which data will be forwarded
to the cloud, which will be processed inside the intermediate devices, the security
of the data, mobility management, and spatio-temporal data analysis, etc., need to
be focused in the IoT-MCC framework.

Along with these issues, other research scopes are also there such as intelligent
health care [48], use of opportunistic delay-tolerant network [49], etc.

6 Green Mobile Cloud Computing

Green Mobile Cloud Computing (GMCC) refers to energy-efficient mobile cloud
computing [1]. Here, ‘green’ refers low energy consumption. During the execution
of resource-intensive applications, the energy consumption of the mobile device
may be higher, and it will drain the battery of the device. On the other hand,
energy-efficient mobile network design and providing good quality service to the
mobile subscribers is a challenge. For energy-efficient mobile network designing,
the use of small cells has been discussed in the existing research works [50, 51].
From the mobile device’s perspective, an energy-efficient strategy for application
execution inside the mobile device is a vital issue. MCC provides the facility of
storing data and executing applications outside the mobile device. However, the
communication with the cloud incurs energy consumption of the mobile device.
Hence, the implementation of an energy-efficient offloading strategy is essential.
In MCC, a green data center can also play a vital role. The various components
regarding GMCC are therefore summarized as follows.

Green Data Centre The number of data centers in the backhaul is increasing to
fulfill the requirement of online data storage and computations of users. Green data
centre is significant to achieve GMCC [52]. Storing and maintaining a vast amount
of data and executing calculations at the server side also incur tremendous energy
consumption. By switching on/off devices, hardware, and software depending on
the user demand and traffic load, can save energy. For energy saving the inactive
network links can also be switched off.

Green Cellular Network A tremendous amount of energy is consumed to operate
the base stations in a conventional cellular network. Green cellular network is
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vital for GMCC [53, 54]. The small cells come into the picture for energy-
efficient cellular network design and providing good coverage. Firstly, microcell
base stations have come, later picocell base stations, and then femtocell base stations
have arrived. Switching on/off the base stations depending on the traffic can save
energy. User-density-based base station allocation can also be vital in developing
green cellular networks. In [10, 11], the authors have discussed the small cell base
stations with storage and computing capability. The users under such small cells can
offload their data and applications inside these small cells.

Green Mobile Devices For energy-efficient, i.e., green mobile devices, the energy
demand, user requirement, traffic pattern, and resource requirements are considered.
Energy saving of mobile devices is also important in GMCC [55, 56]. User-
requirement-based dynamic resource allocation can improve resource utilization
and reduce energy wastage. MCC allows users to offload data and computation
inside the remote cloud servers. In computation offloading, the computation-
intensive tasks migrate from mobile devices to the cloud, and after execution,
the result is sent to the mobile device. The motivation is to overcome the mobile
device’s resource limitation and save battery life by reducing energy consumption.
However, communication with the cloud also requires energy consumption. In this
perspective, the decision making regarding whether to offload or not and whether
to offload the application fully or partially, these queries appear. For example,
suppose a mobile device has to offload a computation C. The energy consumption
in communication (Eoffc) and the energy consumption in local execution (Elocc) are
compared. If Eoffc < Elocc, then offloading is beneficial concerning the device’s
energy consumption. Few applications require partial offloading concerning the
energy consumption; in that case, the decision regarding which portion will be
offloaded and which amount will be locally executed, is vital. Nowadays, fog/edge
computing has come to the scenario that brings the facility of offloading and partial
processing closer to the mobile device.

Green Mobile Application and Services The design of energy-efficient mobile
applications and services is another significant aspect of GMCC. Efficient data
transmission is also required for energy-efficiency [57]. The use of data compression
reduces the amount of data transmission that will help to reduce the energy
consumption of mobile applications and services. The data volume is reduced. Thus,
the energy consumption for data processing is also reduced. Green IoT applications
is also an emerging issue [58–60].

7 Summary and Conclusions

This chapter discussed the architecture, applications, and research scopes of MCC.
MCC enables mobile users to use the cloud resources “on-demand” and “pay as
you go” basis. Mobile users can offload their data and applications inside the cloud
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instead of storing data and executing applications locally inside the mobile device.
The execution of resource-specific applications and storage of a vast amount of
data inside the cloud overcomes the limitations of mobile devices such as resource
limitation, limited battery life, limited processing power, limited storage capacity,
etc. There are several applications of MCC, such as mobile commerce, mobile
learning, mobile health care, mobile game, etc., which have been highlighted in
this chapter. We have discussed on green MCC. Finally, future research challenges
of MCC have been highlighted.
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Optimization of Green Mobile Cloud
Computing

Amir Hossein Jafari Pozveh, Hadi Shahriar Shahhoseini,
Faezeh Arshadi Soufyani, and Morteza Taheribakhsh

1 Introduction

In Mobile Cloud Computing (MCC), powerful computing capacity and storage
resources are provided to support delivery of new digital services in a mobile
environment specially in 5G network. However, energy consumption becomes as
important issue in MCC when the number of active devices (e.g. IoT equipment)
increase and new emerged services with high processing power and bandwidth
requirements (e.g. eMBB in 5G) should be provisioned. Moreover, providing
the required electrical energy for cloud nodes generated by fossil fuels leads
to environmental pollution as well as global warming. In the meanwhile, Green
MCC have become interested to reduce energy consumption in a friendly way
to the environment [1]. In green mobile communication, mobile/IoT devices,
advanced data centers and computing systems get their required electrical energy
from renewable energy sources such as solar energy, which leads to carbon-free
calculation and cost savings. In recent years, many practical standards and policies
have been adopted by global organizations and governments, followed by leading
companies in telecommunications technology, such as Apple, Google, and Intel. For
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example, the energy needed to build and design processors at Apple is provided by
renewable energy sources, such as solar, wave water, and wind.

It is not costly to move towards green computing in comparison to traditional
methods. In many cases, old equipment does not need to be replaced with a new
one. Simple updated techniques can be used to reduce energy consumption (e.g.,
using low-power hardware, activating standby mode in computer systems, or using
mobile phones and tablets instead of using high-power desktop computers). Given
the above points, various and advanced engineering methods have been proposed to
move toward green MCC. The most important approaches are:

• Recycling materials to reuse electronic components to minimize the e-waste
production rate.

• Development of green data centers: Using efficient schemes to move toward
effective cooling of data centers and/or making use of sustainable energy such
as wind energy, water waves and solar cells as the primary sources of electricity.

• Investing on intelligent grids: applying smart architecture and techniques to
utilize different sources including fossil fuel-based electric energy and green
energy in peak load and according to weather conditions

• Use of energy-aware solutions: using efficient algorithms to allocate computa-
tional resources efficiently, reducing the idle time of servers in data centers and
proposing new algorithms for sending and receiving data intelligently to reduce
energy consumption

The book chapter highlights energy-aware algorithms in MCC and investigates
the techniques that facilitate moving toward the green cloud by improving energy
efficiency and reducing carbon dioxide emissions. The rest of book chapter is
organized as follows: Sect. 2, energy-aware algorithms in MCC, Sect. 3, energy-
aware Key Technologies, Sect. 4, Renewable energy-based MCC, Sect. 5, energy-
aware algorithms for devices, Sect. 6: green AI-based algorithms in MCC, Sect. 7:
challenges and future works, and conclusion.

1.1 MCC Definition

Before defining MCC, firstly, a brief review of cloud computing is presented. In
cloud computing, software and hardware resources such as processing power, stor-
age and applications are shared regarding user demand and service requirements. In
the other words, cloud computing is a set composed of data storage and processing
systems connected through a network. Providing services in cloud computing fall
into three categories. The first category is software as a service (SaaS), which allows
users to access applications in the cloud. For example, consider the processing the
number of words in a file by the application installed in the cloud and the result of
the program is sent back to the user. In this case, the user does not need to install
the program. The second category is platform as a service (PaaS), which includes
a platform (e.g. Google App Engine) for developing the applications. The third
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category is infrastructure a service (IaaS), which provides access to infrastructure
resources such as virtual machine access or storage for data storage.

MCC is defined as the combination of cloud computing and mobile computing
which uses different resources (e.g., computing, storage, and communication) for
mobile users. Its infrastructure includes mobile devices, mobile networks and cloud
servers, which provides processing and data storage services with the aim of
extending the processing power of mobile devices close to users. By utilizing the
computing servers near mobile devices, mobile applications are able to be executed
on cloud servers [2]. So, new emerged service types with high computing process
requirements (e.g. Augmented reality (AR), Virtual reality (VR)) can be delivered
on mobile devices with limited resources like as a laptop or desktop computer.

1.2 Edge, Fog Computing and Cloudlet

Since the main goal of MCC is to bring required resources (e.g., computing, storage,
and communication) for mobile applications close to mobile devices, edge layer
computation topics are discussed often in this space. The implementation of the
edge layer in MCC architecture, is categorized into Fog computing, Mobile Edge
Computing and Cloudlet, with the aim of reducing service latency, supporting user
mobility and storing and computing large-scale data. Each of these implementations
can be used by operators on mobile networks according to service type and
application requirements.

Fog Computing (FC)
In fog computing, the fog nodes (FN) are placed between the IoT terminals/mobile
devices and the cloud node in a decentralized computing infrastructure. Fog nodes
may compound of heterogeneous devices, such as routers, access points, or gate-
ways with different communication protocols and/or different access technologies.
From the end user’s point of view, the heterogeneity of fog nodes is transparent such
that fog layer acts as a computational and storage service layer.

Mobile Edge Computing (MEC)
In the MEC, computing servers and nodes are implemented in the radio access
network or base stations to provide computing capacity and storage for offloading
and caching objectives [2]. Multiple MEC hosts can be deployed on MEC servers
(MES) managed by the MEC orchestrator. MEC orchestrator manages the available
resources and assigns them to MEC applications according to real time information
obtained from load of MEC servers as well as connected end devices information
and service requirements.

Cloudlet
Cloudlet is a cluster of trusted computing nodes connected to the Internet and
provide computing resources to mobile devices near the edge of the network.
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Cloudlet offers high bandwidth and low latency services for applications based on a
group of collocated nodes managed by a Cloudlet agent.

2 Energy-Aware Algorithms in MCC

In this section, energy-aware algorithms applied in MCC are explored in two
sections that prominently affect on energy consumption including (a) content
caching and (b) computational offloading.

2.1 Content Caching

This section argues with the algorithms proposed for content caching in MCC to
reduce the energy consumption. In content caching, for supporting broadband traffic
and reducing service delay, the users’ requested contents are stored in cloud content
servers for content retrievers based on storage policies and performance improve-
ment. However, since trend is moving toward green communication, recently, many
researches has focused on optimizing energy consumption of content caching as an
issue along with resource utilization, privacy, mobility and QoS [3–5].

The most common area for energy efficient content sharing in MCC is finding
optimized solution for energy-aware placement of caching cloud servers in MCC
layers (from edge to core network). Different approaches have been proposed in this
topic including machine learning-based algorithms, game theory and evolutionary
solutions and heuristic and mathematical techniques. The authors in [6] have
proposed a model based on multi-tier DNN for finding an optimal energy-aware
solution for content caching in a multi-tier MCC architecture. In the model, a reward
function has been defined to select a candidate among small access points as content
caching server with minimal energy consumption. Deep RNNs have been used to
accelerate the convergence of the solution. Evaluations showed that the proposed
algorithm significantly improved energy efficiency in distributed content caching in
an innovative and dynamic way.

Another area that energy efficient approaches for caching becomes important
is the 5G V2X and intelligent Connected Vehicles (ICV). In [7] Optimal Energy
Efficiency Cache node Selection (OEECS) algorithm has been proposed for ICV
services’ content caching. The algorithm exploited an optimal stopping theory to
improve latency and energy efficiency of content caching in ICV services. The
optimal stopping theory works based on rewards sequences and utilizes random
variables for achieving maximum reward based on optimal edge nodes selection for
improvement of energy efficiency.

Cooperation for content caching in MCC between Small Base Stations (SBS)
is another area that can lead to green mobile communication. In this way, SBSs
connected by back-haul infrastructure, interact with each other in a distributed
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manner. When a user requests a content, its neighbor SBSs which have access to
the content, responds to the user such that the content transmission energy con-
sumption in MCC network (including base stations, transport equipment) becomes
minimum. Regarding SBS cooperation, in [8], energy-aware content caching has
been proposed that it considers SBSs connection quality, QoS requirements and
network capabilities. Zipf’s law was used for estimating content popularity of each
user and making the content popularity list distributed in SBSs. The neighbor SBSs
of each user maintain this list and respond to the user requests by considering
low latency and minimum energy consumption. The authors showed by evaluating
average delay, energy available, cache collaboration, and energy consumption
metrics with MATLAB simulator; this method had better performance than other
methods. Moreover, authors in [9] proposed a Deep Deterministic Policy Gradient
(DDPG) method for energy efficient content caching in MCC on a 5G network.
The model considered energy optimization of SBSs while providing the requested
cached contents. The SBSs work as a group in DDPG and the user’s requests
have been received to this group. The method works based on capacity of SBSs
and SINR in Multi Base Stations (MBS) and terminals. The SBS selection process
improves latency and energy efficiency of content forwarding toward users. Better
performance in comparing with other methods, was the evaluation result.

2.2 Computational Offloading

Although smartphones have acceptable computational power, they still suffer from
the limitation of processing power and power supply to handle a large amount of the
traffic generated by new services (e.g. AR, VR, online gaming, and smart city-based
applications). The following list is some limitations that a mobile device suffers for
computing heavy tasks:

• Processing capability: limitation in heavy processing power
• Limited battery power: Lack of high-power supply for computation and data

transmission
• Memory capacity: lack of enough memory resources for massive data analysis

To overcome above limitations, offloading techniques in MCC have been presented.
So, terminals can use communication interfaces that to allow to connect to nearby
computation cloud for workload offloading to save energy and reduces execution
time. In the other words, MCC provides a platform for mobile cloud-based services
by utilizing powerful computing nodes to increase the capabilities of small mobile
devices, reduce the time and delay constraints in use cases and improve the quality
of experience (QoE) of mobile users. In offloading, some of the processes are
transferred to remote servers with high processing power at the edge of the network
close to users. The result of the processing is sent back to the user application.
Generally, offloading has been studied in two aspects and schemes [10].
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• Full offloading: the whole program is offloaded from the application of a mobile
device on the remote server. It is suitable for programs that are not large.

• Partial offloading: Some tasks or modules of a program are offloaded from a
mobile device on a remote server. The transmission overhead of each offloaded
component to remote server and its run-time period must be well-handled.

Offloading is performed based on a typical computation architecture as shown in
Fig. 1. The main levels are

• Device level: Depending on the available resources on the devices in terms
of storage, CPU and communication interfaces, they can compute tasks and
communicate with other devices and close cloud servers in coverage. The
decision to offload to remote servers is made in the device layer.

• Edge level: remote servers at this level are more powerful and located close
to the devices at the edge of the network (e.g. MEC, fog, cloudlet). They are
implemented in a distributed architecture such that the devices are connected to
them through closest access points.

• Cloud level: cloud servers at this level have unlimited computing resources and
are used if edge servers do not have sufficient resources. In this case, computing
requests are forwarded to cloud servers. The offloading decision at this level is
made in device/edge level devices.
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The most critical issues in offloading are task scheduling and resource computation
to make decisions about where, when, and how much application code should
be offloaded. To address these issues, different mathematical methods have been
studied and various algorithms such as machine learning, game theory, alignment
theory, linear and nonlinear programming, and other types of mathematical-based
approaches have been discussed in different practical and academic projects [11,
12].

2.2.1 Energy-Aware Offloading Modeling

It is assumed that the scheduler on the mobile device can make a decision for
when and how triggers the offloading procedure. If the conditions are favorable
and the amount of battery and CPU required to process the task being enough, the
task is executed locally on mobile device. Otherwise, the task to be executed will
offload on the cloud nodes. In this case, offloading process is executed based on the
output of the relation to optimize the reward function by considering application
type, mobile device limitations such as battery status, storage and CPU capacity and
energy consumption as seen on Fig. 2.

To find optimal solution for energy efficient offloading mathematically based
on maximizing energy-aware reward function, it is required to study energy model
consumption in offloading process. So, in this section a general model for energy
consumption in mobile devices and remote offloading servers have been discussed.

Energy Consumption in Mobile Devices
When a mobile application (e.g. VR) runs on a mobile device, it runs a large
number of tasks that take up a lot of computational resources and thus heavily
consume battery power of the mobile device. So, it is necessary to know the energy
consumption model of mobile devices when running Tasks for examining task
scheduling on mobile devices and management of offloading in an energy-aware
scheme.
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Assume that each Task is represented by a T that has the following properties:

• Deadline: TD
• Task size: Tsz
• Instruction number: ln

If a Task k (Tk) is executed on mobile devices, the power consumption depends
on the CPU architecture and processing capacity of that device. The power
consumption model for Tk that has an instruction number ln is:

PDvjk = Injk

CDvj

∗ ECi
Dv (1)

Which PDvjk is consumed energy in device j for execution of task Tk. CDvj, Ink and

EC
j
Dv are computing capacity of device j, number of instructions of task Tk and

energy consumption per each task Tk in device j, respectively.

Energy Consumption in Remote Offloading
When task Tk is offloaded to the cloud server, the processing and execution time
are calculated according sending and receiving time of from mobile device to cloud
server and the total processing time in the cloud server as below:

Dik = DT rik + DP ki (2)

DTrik is total transmission time (sending task and receiving result) of task Tk to/from
cloud server i that it is calculated as:

DT rik = T szk

rji

+ T szk

rji

(3)

Where rji is transfer rate from mobile device j to server i for task Tk with length
Tszk.

Also, DPki is process time Task Tk on server i and it is formulated as

DP ki = Ink

CRi

(4)

Where, CRi is processing capacity of could server i.
Finally, Total energy consumption for offloading of task Tk from device j in server

i is calculated as

PRjk = DP ki ∗ ECi
R + DT rki ∗ Etrkj (5)

Where ECi
R is energy consumption in time unit on server i and Etrkj is average

consumed energy by mobile device j for offloading transmission of Task Tk.
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2.2.2 Green Offloading Algorithms

Various algorithms, systems and strategies have been studied in offloading for
bringing down energy consumption. The main solutions have been focused on
how offload the workloads to the nearby device in the mobile cloud along with
different highlighted criteria such as performance, energy and utilization. The
common metrics that used in energy efficient algorithms in MCC are discussed in
the following.

Metrics in Energy-Aware MCC Algorithms
Delay: Delay of task computing in offloading process is result of the task execution

delay on the mobile device, delay in the remote server for execution, and the
delay of sending and receiving offloading request to/from remote server. In [13],
delay for offloading has been formulated in offloading algorithms, it is common
to consider the offloading delay as cost as well as consumed energy.

Quality of Experience (QoE): QoE presents how much the delivered service
to the user is according to users’ need and preferences. There are various
methods proposed for calculating and evaluating QoE such as mean score
(MOS), standard deviation of score scores (SOS) and net promoter score (NPS)
[14]. QoE is an important metric in offloading schemes because offloading is an
effective way to optimize service and resource utilization. Therefore, in Multi-
objective offloading algorithms, QoE along with energy efficiency have been
studied during scheduling and resource access in executing programs on nearby
remote servers.

Response time: In computational offloading, response time is defined as the total
time of commanding on device, execution on edge server and receiving the
answer on device. In other words, the total time spent to offload a task from a
mobile device to a remote server and receive a response on the mobile device.
Response time should not be confused with delay. Delay includes the delay in
execution and transfer of request and response between mobile device and remote
server. In [15], detailed description and formulation are reviewed for response
time. According to the service requirements, this criterion is considered along
with energy efficiency has been evaluated in different optimization algorithms
presented for offloading.

Task deadline: Tasks are parts of application program that should be offloaded
and so task deadline as an important criterion may affect the entire application
performance. So in offloading, task execution within a certain deadline and its
dependency with other program modules have been considered in related works.

Security: although offloading helps in executing the computation-intensive tasks
on remote servers at the edge of the network, however there are some security
issues. Since, user data is executed outside of the mobile device/IoT device, they
are vulnerable to malicious attacks and eavesdropping. Therefore, in the recent
years, security has been considered as one of the criteria in offloading. A general
case is presented in the article [16] with along energy consumption. Authors
presented a Green MEC method that consider offloading process according to
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security issues. The method presented an optimizing energy consumption scheme
without violating the delay requirements as well as security concerns.

In this section, the discussion about energy-efficient offloading algorithms in
MCC is emphasized on two perspectives:

(a) Single-objective and multi-objective algorithms
(b) Stochastic and non-stochastic algorithms

(a) Single-objective/Multi-objective algorithms

Single-objective algorithms focus on improvement of energy consumption in
offloading process. In [17], a heuristic algorithm has been proposed to reduce the
power consumed in mobile devices focuses on task scheduling and offloading in
the mobile cloud architecture. Authors defined a controller which is responsible
for decision-making. Decision making is proposed based on computational process
volume, offloaded task information, mobile device battery level and storage. These
parameters are checked in an optimization function and if the mobile device cannot
handle them, the tasks are uploaded to the mobile edge cloud. The proposed algo-
rithm has been evaluated in a Methane simulation environment on Cloud-Sim and
Cloud Analyst. The paper [18] presents an energy estimation algorithm based on task
clustering to make decision on offloading the tasks in a remote server or execution
locally on the mobile device. An energy estimation model has been presented for
the energy consumption of task processing used in optimization algorithm which is
defined based on task partitioning and parallel execution concepts in MCC.

Pan et al. [19] presented an dynamic offloading method to reduce energy
consumption. The scheme was designed to reduce energy consumption during
three steps including scheduling, adjusting CPU clock frequency based on dynamic
voltage and frequency scaling (DVFS) technique and managing the transmission
power for mobile devices. The proposed algorithm has an operational effect on
computation offloading power consumption. In the article [20], energy consumption
as the main object as well as processing capability has been discussed to be
improved by considering task priority and load balancing based on Dynamic Voltage
and Frequency Scaling (DVFS) model. Tasks were prioritized according to the
urgency and the possibility of offloading in nearby remote servers placed in different
areas. The optimization of energy consumption and problem has been solved by a
heuristic algorithm in the case that the system load is below average.

Multi-objective algorithms in MCC deployment have been explored to address
the offloading problem by a set of tradeoff solutions via jointly multiple criteria such
as user and edge-node energy consumption, latency and quality of service (QoS).
By modeling the problem with multi-objective solutions, the schemed introduced
for energy-efficiency in MCC can consider the related parameters and their effects
to user satisfaction. In this case, based on network conditions, history of service
requests, service type and user satisfaction would be predicted and proper decision
to improve users’ requirements is made. In this regard, different articles have
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addressed user satisfaction issue over the years along with energy efficiency [21–
24].

The solutions in multi-objective algorithms is converted to (1) single-objective
optimization problem based on a cost function with weighted coefficients and
multiple joint criteria (2) heuristic solutions or pareto optimal based solution such as
nonlinear program and convex optimization. In the first one, i.e. cost function-based
modeling, the problem is formulated as a weighted sum that makes little sense to
a decision-maker. Since, determining the weights for each criterion is a hard work
and the solution depends on weighted parameters and scalarization method, only
some feasible optimal answers may be obtained. On the other hand, in the second
one i.e. heuristic solution, different approaches are utilized to achieve the solution
considering tradeoff between all criteria. In [25], the offloading problem has been
modeled as a nonlinear multi-objective problem to achieve the best tradeoff between
task response delay, energy consumption and the deployment cost of cloudlets
and edge servers. The Population Archive Multi-Objective Whale Optimization
Algorithm (GPAWOA) has been used to solve the problem. The performance of
the proposed algorithm was verified through simulation. Authors in [26], have
modeled resource allocation for offloading in a MEC-based IoT ecosystem as a
multi-objective problem called MRAM. Pareto archived evolution strategy (PAES)
has been applied to find optimal policy for workload offloading to meet the service
requirements (i.e. the shortest time to complete IoT applications) as well as reduce
energy consumption. Minimum task execution time, load balancing and optimal
energy consumption among MEC server have been taken as criteria.

(b) Stocastic/None-Stocastic Algorithms

There are many uncertainties in modeling of offloading problem in MCC due
to system inputs that are not necessarily deterministic. Accordingly, proposed
algorithms in this area with the aim of reducing energy consumption can be listed
into two categories: non-stochastic and stochastic.

In non-stochastic solutions, the problem parameters are known and the next
states of the system are deterministic. Deterministic linear/non-linear programming
methods fall into the category of non-stochastic algorithms. Some works have been
done in this field for energy-aware offloading.

On the other hand, in stochastic solutions, mathematical optimizations are used
considering probability distributions with random variables. Markov-based model-
ing solutions and queuing theory fall in the stochastic methods. Different explores
have been performed on offloading using stochastic based models considering
uncertainty in the service request, CPU/storage status and task arrival rate. A general
case has been presented in article [11]. Authors in the article proposed a resource
allocation algorithm to offload an application from mobile device on remote nodes
in fog layer while the energy consumption becomes minimum. The model is based
on the Hidden Markov model (HMM) and the output has been defined to select
an optimal edge node. The results of the authors’ evaluation show that energy
consumption, execution cost and resource utilization are better than local execution
on mobile devices. Moreover, in [27], another new idea for offloading in a dynamic
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mobile cloud environment has been presented, which considers the dependency
between application modules during offloading. In the proposed solution, allocation
of tasks on remote server has been performed based on Markov Decision Process
(MDP) framework. The decision metrics are mobile power consumption during
task computing of the application and the amount of overhead in offloading the
application modules. The optimal strategy in minimizing energy has been found
by using the genetic algorithm to adjust the MDP parameters and so maximize the
system reward.

3 Energy-Aware Key Technologies in MCC

SDN (software defined network) and NFV (Network function virtualization) as two
key technologies in MCC, empower the operators to optimally increase dynamic
resource utilization and provide on-demand and fast service deployment in MCC.
So, optimization the energy consumption in NFV and SDN solutions helps us to
move faster toward green MCC. Different algorithms have been proposed in this
area that not only consider energy consumption metric but also dealing with some
other criteria in a multi-objective problem. The most common metrics used along
with energy efficiency are explored as the following aspects:

• Service Quality (Latency)
• Security (Trust-aware, Availability, Privacy)
• Execution Time
• Deployment Costs

In this section, common energy-aware algorithms in SDN and NFV technologies
deployed in MCC architecture are investigated in two following parts:

• Energy-aware NFV deployment
• Energy-aware SDN-enabled MCC

3.1 Energy-Aware NFV Deployment

By deployment of NFV in cloud nodes in MCC architecture, mobile service
provisioning is accelerated and network management is simplified. On the other
hand, in MCC architecture, an important part of the energy is consumed in cloud
nodes. So, by selection of proper design and deployment strategies in NFV-enabled
cloud nodes, an optimization in energy consumption can be obtained in MCC.
Various methods have been proposed for management and adjustment of energy
consumption along with VNF consolidation, optimizing workload scheduling and
edge node placement, computational offloading and avoiding SLA (service level
agreement) violation. Generally, the most solutions have focused on VM and edge
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server placement. It is modeled as a multi-objective optimization problem by
considering tradeoff between energy consumption and latency requirements [12,
28, 29]. Heuristic methods such as PSO, GA, convex solutions and ML have been
used to obtain the optimal solution.

In addition, there are some research works that they have modeled the energy-
aware placement and migration problem in NFV-based MCC either stochastic or
non-stochastic schemes. In stochastic schemes, there is uncertainty in system mod-
eling and mathematical optimizations in such that energy consumption improvement
is modelled as a probability distribution function. The common modelling tools
are Markov based models, game theory and queuing theory which used in recent
works. Authors in [16] presented an energy, completion time, load balance efficient
resource allocation method based on Pareto Evolution Archived Strategy (PEAS). In
[21], game theory has been used for the VM allocation for maximizing the number
of users and minimizing the deployment cost. In non-stochastic schemes, the
problem parameters are known and the next states of the system are deterministic.
Not many works such as Deterministic linear/non-linear programming have been
studied in this field for energy efficient solution in NFV resource allocation problem
in MCC. In [22] authors proposed a VM allocation scheme based on ILP for latency
and energy efficiency. Moreover, a latency and energy efficient resource allocation
method based on dynamic programming for NVF management in MCC has been
proposed in [6].

3.2 Energy-Aware SDN-Enabled MCC

Software defined network (SDN) is an approach to networking to provide a cus-
tomizable network infrastructure and direct traffic on the network by segmentation
and sharing the underlying physical infrastructure [30].

SDN provides a flexible and controllable back-haul for MCC to handle new
emerged 5G services. By applying SDN technology in MCC architecture, different
challenges related to delay, load balancing and energy consumption that traditional
cloud networks suffer them, can be addressed. SDN network dynamically manages
the MCC network connectivity through a programmable central controller.

Figure 3 presents the general architecture of using SDN in MCC architecture that
it includes three layers: node layer, control layer and application layer. In application
layer, SDN applications as programs are used for presenting required functions such
as networking management, analytics, or business applications. SDN controller in
control layer receives instructions from SDN applications and relays them to the
cloud/edge nodes in node layer. Cloud/Edge nodes in node layer are close to the
users and connected to each through data plane.

SDN, as an enabler for the MCC network, highlights edge computing potentials.
The main questions are
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– How SDN can improve energy efficiency in MCC network?
– When a request for offloading or using cached contents arrives from mobile

devices, how the SDN controller analysis different energy-aware strategies for
resource allocation between cloud/edge nodes (forwarding the offload request to
proper cloud/edge node) in the MCC network?

Recent proposed methods deal with selecting a strategy to contemplate energy effi-
ciency optimization of whole system (includes all edge node energy consumption)
while load balancing status of MCC network and user satisfaction are considered
[31, 32]. In addition, by applying optimal resource allocation schemes via SDN
technology, the energy waste due idle cloud nodes can be reduced. Authors in [18]
presented a method for energy-aware SDN based MEC. In the proposed framework,
the cloud/edge nodes are initially partitioned into different zones. Then resources
have been shared among cloud nodes in each partition by making use of a multi-
objective optimization model with the aim of energy reduction, load balancing and
meeting service requirements (i.e. delay and performance).

4 Renewable Energy Based MCC

In the recent years, the interest in usage of renewable energy sources such as solar,
wind or water waves has been gradually increased in order to reducing pollution
to the environment and avoiding carbon emission by governments and regulators.
Nowadays, renewable energy sources have been vastly used in data center as source
of required electrical energy.

Even, in some cases, renewable energy source is only available solution for
mobile network sites in impassable areas with no electric power infrastructure (e.g.
some remote areas, offshore islands). Various heuristic and distributed analytical
and computational methods have been studied for investigating power electronic
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systems and their use for MCC networks. In [33], authors have presented a survey
on the optimal methods of generating renewable distribution and integration in the
electricity distribution network [34].

Figure 4 shows a schematic view of the MCC green based general architecture.
It consists of two parts: Data center (cloud nodes in core) and access radio sites
(computational edge nodes in of network e.g. edge, fog/cloudlet nodes). Each part
is feed by different energy sources including brown energy produced by fossil fuels
and green energy produced by solar panels and storage batteries.

This section investigates the algorithms in which MCC network uses renewable
energies in the architecture with the aim of optimizing resource sharing and service
provisioning in 5G ecosystem.

4.1 Renewable Energy-Based MCC Risk Issues

Required energy for MCC components such as edge cloud and fog nodes can
be supplied through integrated energy flow from renewable and non-renewable
(brown) sources. However, one the one hand, the time and volume of network
traffic, requested content and demand for computing service in data offloading on
cloud nodes is not predictable and on the other hand the availability of renewable
resources isn’t available all day (It depends on weather conditions and geographical
location). Moreover, the process of converting renewable energy into electrical
energy is a complex task. Therefore, there may be a risk of the power shortage
and so smart planning for usage of green energy supplies along with brown energy
is mandatory to continuously meet required electrical energy of network equipment
[35]. Article [36] examines the challenges associated with using renewable energy
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in data centers, and deal with unexpected energy demand and integrated renewable
energy supply.

To explore the stability of power supply-based renewable sources, the power
shortage risk in the micro grid-enabled MCC network can be modeled as a risk-
sensitive energy template problem. One of the general models in the risk evaluation
of electricity supply in MCC, in term of availability of renewable energy and brown
energy (fossil fuels based sources) sources in the micro-grid network, has been
presented in [37]. Authors assumed that there is uncertainty in renewable energy
supplement and so the required value of electricity should be predicted, correctly.
They used a deep reinforced learning method to find the best strategy for buying
extra electrical energy or store a extra percentage of green unused electrical energy
in batteries. The problem has been modeled as a multi-agent system. In the solution,
each access point as an edge cloud node is modeled as an agent. The objective
function has been defined according to system reward including the possibility of
supplying electrical energy sources (green, brown) and uncertainty of computational
service demand with the aim of optimization of the percentage of brown or green
energy consumption in the MCC network.

4.2 Renewable Energy and MCC Functionalities

This section presents the recent proposed algorithms in green MCC network that
uses renewable energy sources. It deals with the algorithms for two the MCC
functionalities as computing (Task Scheduling and Offloading) and content caching.

4.2.1 Computing (Task Scheduling and Offloading)

Computing functionality in MCC discusses about sharing of computational
resources for task scheduling, offloading and data Analysis to overcome the analysis
and process aggregated service requests and users’ data. Its advantages include but
not limit to reducing the radio resource consumption (i.e., 12%), shortening the
reaction time for real-time services (i.e., 10%), reducing the system latency (i.e.,
14%), and diminishing the overall energy consumption (i.e., 12.35%). In this sub-
section recent renewable energy-efficient algorithms for offline processing and task
scheduling in MCC have been studied [38].

To reduce usage of brown energy in MCC, renewable energy sources can be used.
However, for stable task scheduling and offloading, stability of electrical energy
must be considered. This topic has been studied in the academic works from various
point of view. One of the general methods is to provide a solution for workload
distribution between the computing nodes based on the price of dynamic electricity
and the status of renewable energy sources. An online algorithm for load balancing
between computing data centers according to the geographical distribution pattern,
called GreenGLB, has been presented in [39]. It is based on the greedy algorithm
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according to the current offered prices of electricity and the renewable energy levels.
Authors have shown a significant reduction in electricity costs along with stable
condition in electrical energy.

In the article [40], a framework of the edge computing (EC)-based smart grid
networks has been presented, in which edge servers are located between data centers
and IoT devices. The data collected by metering devices is offloaded on EC servers
and the amount of generated renewable energy is predicted. Depending on the
demand and generated energy in the grid network, an efficient cooperative task
offloading and resource allocation scheme is performed. The proposed framework
considers jointly transmission powers, wireless channel status, and the amount of
data being offloaded.

In the paper [41] authors investigated a joint task scheduling and energy
management for data analysis and computing in a MEC architecture supported
by renewable hybrid power supply sources and brown electricity. The problem
under study has been defined as a multi-objective function, which maximizes the
utility of the whole MEC system by optimizing the load balancing between edge
servers according to the dynamic task arrival rate, wireless channel condition, and
energy price and the limitation of renewable energy and budget required to purchase
electricity.

4.2.2 Content Caching

Caching the content locally in cloud nodes (e.g. edge nodes) is an effective solution
(e.g. eMBB services), that results in increasing the costumer QoE (quality of
experience) and addresses need for high capacity in the network backhaul. However,
supporting these new emerged services (e.g. Ultra-HD video, massive IoT devices)
and handling explosive growth of traffic on cloud nodes needs excessive electricity
that it imposes a high cost to operators. In this regard, various frameworks and
algorithms have been explored for investigation of utilizing renewable energy along
with brown energy in the MCC network in case of content caching [42]. For more
discussion a general algorithm presented in the article [43] is examined. As shown
in Fig. 5, there are three layers including device, edge and data center layer. Nodes
in edge level caching popular and specific contents requested by users in device
layer. If the requested content is not in the edge nodes, it is provided directly from
the data center. In this case, renewable energy during content prediction for caching
in edge nodes is produced by a micro grid platform including green energy sources
in a distributed architecture (e.g. in solar panels on rooftops). So, the edge nodes
can cache the users’ contents at times when solar energy has a pick. At times of
the day that green energy is not available, stored energy in batteries simultaneously
with brown electrical energy could be used.

The use of renewable energy in caching for the V2X network in MCC has
also been interested in recent years. In [44], authors provided a scheme for
roadside caching and traffic steering according to vehicle traffic status as well as
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renewable energy resource availability (e.g. maximum rate for solar energy in the
afternoon). Moreover, the authors [45] have studied the tradeoff between hybrid
energy consumption and service delay and presented a plan for utilizing green
energy in HetNet with limited backhaul capacity for load balancing and caching.

A joint optimization scheme has been discussed in [46] which uses idle-active
scheduling based on energy availability and caching data in the edge node. Content
caching has been optimized based on time criteria in [43]. The evaluations show that
the amount of energy cost is reduced by using solar energy at appropriate times to
produce electrical energy for the edge nodes due to reducing energy consumption
in the peak time. In [47], based on the content requested by mobile users and solar
energy availability, the optimal scheduling strategy has been introduced, which has
greatly reduced energy consumption while meeting the user QoE.

5 Energy-Aware Algorithms for Devices

Reducing the energy consumption in terminals as the final recipients of the service
is one of the important areas for moving toward green MCC network. In this
regard, the energy consumption management techniques are categorized based on
deployment schemes in two levels
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• Access to the network
• Software and hardware

In the first level, i.e. access to the network, energy consumption reduction and/or
battery life incensement are performed based on parameter adjustment in network
access techniques in IoT devices and terminals. Various methods have been
proposed in this regard, which have focused on duty cycle, collision rate, preamble
adjustment and radio access algorithms [48]. Authors in [49] designed a super frame
that could increase energy efficiency in M2M communication by optimizing the
duty cycle. The choice of super frame is based on the weight function of energy
and delay. The solution has been founded on multiple agent RL model and the
optimization procedure has been performed by the interaction of agents with the
environment. Evaluation results confirm the improvement of energy consumption.
Also, energy consumption can be optimized by adjusting sampling parameters such
as sample rate and exponential back-off in channel access in IoT devices as studied
in [50]. Another way to reduce energy consumption in end devices and terminals
is reducing the collision probability. An effective method for this objective is node
clustering. In this way, a send/receive plan is schedule dynamically based on two
parameters including the number of nodes in each cluster and priority of data to
be sent. So, in the random access and simultaneous transmissions environment, the
collision rate during packet transmission is decreased and so energy consumption is
reduced.

The second level, i.e. Software and hardware level, deals with mobile termi-
nal software and hardware architecture to save battery level and reduce energy
consumption. By development new technologies in designing mobile devices,
there are many limitations in battery lifetime of mobile devices that influence the
quality of receiving services specially by emerging new applications in 5G. In the
ecosystem, many energy-aware methods for mobile devices have been proposed.
Dynamic Voltage and Frequency Scaling (DVFS) for energy management based on
computing resources, energy bug detection, energy consumption of hardware and
software applications monitoring, etc. are some efficient proposed techniques in this
field.

6 Green AI-Based Algorithms

Energy efficiency, resource allocation, and security challenges are the most impor-
tant topics of communication networks that Artificial Intelligence (AI) -based
proposed solutions have had good results in addressing them. AI is one of the
best solutions for improving the energy efficiency of communication industry.
AI methods are based on Machine Learning (ML), Deep Learning (DL), and
heuristic algorithms. In the methods, problems with mathematical techniques are
modeled and the decisions are made according to predicted system’s output. The
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classification of AI techniques in communication area for relaxing the energy
consumption divided to three groups as listed in the following [51, 52]:

• Traditional ML and heuristic algorithms: traditional ML algorithms including
SVM, K-means, linear regression. In addition, heuristic algorithms i.e. ant colony
optimization, genetic algorithm, particle swarm optimization.

• DL based algorithms
• Advanced ML algorithms

In the following sub-sections, according to mention categories, AI based solutions
that have been applied for energy efficiency in MCC area has been presented. The
most of them use multi-objective models with different criteria specially energy
efficiency, resource allocation and service performance.

6.1 Traditional ML and Heuristic Algorithms

Traditional ML algorithms such as SVM, K-means, linear regression and heuristic
algorithms i.e. ant colony optimization, genetic algorithm, particle swarm optimiza-
tion are listed in this category. Many works have been investigated on computing
aspects of MCC while reducing energy consumption by using ML and heuristic
schemes[53, 54]. To understand how these algorithms can be used for efficient
energy consumption in MCC, some general researches are reviewed in this section.

Authors in [55] introduced a model for code offloading in MCC environment.
The energy consumption as well as QoS has been optimized by considering the
workload and performance of mobile devices. In this method, a task allocation
framework has been deployed in two parts: mobile application and server applica-
tion. Mobile application consists of a library for offloading and services i.e. face
recognition and optical character recognition. Offloading library uses a decision
component for scheduling the computational tasks based on two ML-based classi-
fiers for prediction of resource consumption, and an energy consumption estimator.
To improve the offloading procedure as well as reduce energy consumption, the
server application is modeled as a FIFO queue problem to optimize the execution
of computational tasks and give back the storing results. In [56] a framework
was presented for optimizing latency and energy efficiency of resource allocation
and computing offloading in MEC network based on unsupervised deep learning
model. The evaluation process consisted of three scenarios: Minimum Computation
Offloading Scheme (MCOS), Partial Computation Offloading Scheme (PCOS), and
Binary Computation Offloading Scheme (BCOS). The model consists of a trainer
network for training process and a agent network for predicting process in MEC
environment. Improving energy efficiency of mobile devices was the simulation
result. Moreover, In [57], a new ML schemes was proposed for task scheduling with
optimizing energy efficiency of mobile devices in MCC era. It has been designed as
an adaptive service selection method with two parts: learning agent and context. The
learning agent predicts a model based on ML classifier and processes the requests
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according to predicted model. The information for learning procedure comes from
context such as battery usage (CPU, network card, etc.), and network connection
status. In [58] authors presented a task scheduling system with optimizing energy
efficiency of mobile devices in edge cloud while focusing on energy consumption. In
addition, the method considers security requirements of device, tasks, and resources.
The result of implemented method on AIOLOS and Cuckoo, Lenovo tablet and
Samsung mobile, presented that the proposed decision module has become more
efficient in securely task assigning the energy consumption in both the mobile
devices and cloud servers.

6.2 Deep Learning-Based Algorithms

The most of Deep learning (DL) based algorithms use Artificial Neural Networks
(ANNs). Here, only some works have been discussed about developed models
using DL techniques [59]. Authors in [60] studied a latency and energy efficiency
algorithm for computing offloading between mobile devices and cloud servers in
MCC. The task scheduling was defined as a shortest path graph based on JointDNN,
as DNN algorithm with partitioning layers. Execution in mobile devices, execution
in cloud, uploading the data, and downloading the data are the nodes of this graph
for online training. The solution considered energy efficiency and access connection
types such as WiFi, 3G, and 4G as the decision metrics. In the evaluation, the
mobile device was NVIDIA Jetson TX2 and cloud server was NVIDIA Tesla K40C.
The latency and energy consumption of the proposed method decreased according
to reported results. In [61], a model for computational offloading in MEC was
investigated. Energy Efficient Deep learning based Offloading Scheme (EEDOS)
had been used for optimizing energy saving in offloading workloads to MEC servers.
The model defines an optimal decision maker for local and remote execution by
taking account energy consumption of users and MEC servers. For evaluating the
performance of this method, offloading accuracy, energy consumption, and a cost
function measurement are considered as main criteria. In comparison with previous
methods, the accuracy and energy efficiency of EEDOS increased.

6.3 Advanced ML Algorithms

Advanced ML algorithms are applied on complex networks and computation opti-
mization. Supervised learning, unsupervised learning, deep reinforcement learning,
federated learning, and transfer learning algorithms are members of this group.
Here, only some of them have been discussed to understand how the AI-based
algorithms can be applied in energy-aware solutions in MCC [62, 63].In [13], a
latency and energy efficient computing offloading and task allocation scheme have
been presented based on supervised learning method. Simulation with Tensorflow
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library based on python language reports the total cost evaluated as well as
energy consumption have been improved. Authors in [64] proposed a Convex
optimization-based Trajectory control algorithm (CAT) for decision component and
a Reinforcement learning (RL) model for training procedure applied on computing
offloading process in Unmanned Aerial Vehicles (UAV) applications. Overall energy
consumption has been taken as a metric for evaluation. The results show the
users’ energy consumption reduced. Additionally, an energy efficient computing
offloading approach based on deep learning has been argued in [65] for MEC
environment with RF and low power backscatter communications. The proposed
framework contains network profile, training scheme, reward evaluation, and action
agent to offload the computing to the MEC servers. Evaluations have shown
that the optimization of offloading performance has been concluded while energy
consumption has been improved.

7 Challenges and Future Works

Despite the technology development in the field of green communication, since
many variables affect on energy consumption such as protocol type, architecture,
service quality, terminal and mobile devices and resource management methods,
there are still many challenges related to energy efficiency. The most important
challenges are listed here to be addressed in the future works:

• Availability of renewable energy: Renewable energy sources are not stable
and their efficiency depends on geographical location and weather conditions.
Therefore, the design of renewable energy sources as the electrical energy source
of MCCs should be performed by considering edge server capacity and places

• Energy efficiency management in user device side: Although the device hardware
has been improved in recent years, the number of applications and the needed
computation of applications increase. However, reducing energy consumption of
devices affects the quality of the services and the user experience will be reduced.
So, new works should be performed in this area to reduce the impact of energy
efficiency on quality of services.

• Energy-aware design for cloud/edge server: By reducing the number of active
servers for decreasing the energy consumption of servers, enough number of
available active servers for the peak time of network traffic is a challenge.

• Energy-aware offloading scheme: optimal allocation resources and tracking
mobile users while receiving service are two challenges for energy-aware
offloading. In this regard, proposing an energy efficient offloading scheme is a
challenge.

• Energy efficient communication protocols: Some of the communication proto-
cols i.e. UDP consume more energy than the others. Finding the best commu-
nication protocols between users’ devices and cloud/edge servers is a challenge.
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8 Conclusion

In recent years, advances in network technologies and the development of com-
puting systems as well as resource virtualization have facilitated the moving of
computation to the cloud to meet the communication and computational require-
ments of modern mobile applications and services that emerged in 5G era. In this
space, Mobile Cloud Computing (MCC) can help the new service provisioning
and overcome the limited resources of mobile devices. In this chapter, different
approaches proposed in energy-aware MCC have been studied. Firstly, research-
works have been presented for energy-aware offloading, task scheduling and
content caching functionalities in MCC by categorizing the proposed methods into
multi-objective/single-objective and stochastic/non-stochastic approaches. After
that, renewable energy sources as an opportunity to apply in MCC environment and
reducing energy consumption and costs has been studied. Finally, after presenting
AI-based algorithms which have been applied for reducing the energy consumption
in mobile devices and cloud server level, the main challenges and future works have
been introduced.
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Part II
Green Mobile Cloud Computing



Energy Efficient Virtualization
and Consolidation in Mobile Cloud
Computing

Avita Katal

1 Introduction

Mobile gadgets (smartphones, tablets, and other similar devices) have become
an indispensable element of human life as a means of communication that can
be utilized anywhere and at any time. Customers have been supplied with a
rich experience because of the availability of such a wide range of services that
run on these devices or from faraway servers via wireless networks. The rapid
advancement of technology has become a major trend in IT development. However,
these devices confront numerous obstacles, the most significant of which is a
lack of resources such as battery, computational power, and bandwidth. There are
obstacles in communication, such as mobility and security. Cloud computing is
widely acknowledged as the future of computing. With the rising acceptance of
mobile computing and the rise of cloud computing, a new trend known as MCC has
evolved, offering new types of services and capabilities for mobile users to fully
utilise CC. With the rapid adoption of mobile computing and the expansion of cloud
computing, a new trend of integrating CC into the mobile environment known as
MCC has emerged, bringing new services and capabilities for mobile users to fully
utilise CC. This has also changed the development, running, deployment as well
as using mode of mobile applications. The terminals used to connect and acquire
cloud solutions are designed for mobile devices like cellphones, PDAs, Tablets, and
iPads rather than stationary systems like PCs, reflecting the advantages and intended
purpose of cloud computing.

The term “Mobile Cloud Computing” was created soon after the concept of
“Cloud Computing.” It reduces the growth and operational costs of mobile appli-

A. Katal (�)
School of Computer Science, University of Petroleum and Energy Studies, Dehradun,
Uttarakhand, India

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
D. De et al. (eds.), Green Mobile Cloud Computing,
https://doi.org/10.1007/978-3-031-08038-8_3

49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-08038-8_3&domain=pdf

 -2016
61494 a -2016 61494 a
 
https://doi.org/10.1007/978-3-031-08038-8_3


50 A. Katal

cations, smartphone shareholders as a modern innovation for obtaining numerous
opportunities of a range of electronic service providers at a low cost, and experts as a
viable approach for green IT. The mobile cloud market was worth USD 30.71 billion
in 2020, and it is anticipated to be worth USD 118.70 billion by the end of 2026,
growing at a CAGR of 25.28 percent over the forecast period (2021–2026) [1],
demonstrating the rising popularity of mobile cloud computing. In recent years,
mobile device apps have become plentiful, with applications in a variety of areas
such as entertainment, health, gaming, and business. The MCC forum defines MCC
as [2]: ‘Even at the most fundamental, mobile cloud computing refers to a system
wherein both data storage and data computation take place outside the smartphone.
Mobile cloud apps move computational power and data collecting from mobile
phones to the cloud, allowing programs and MC to be offered to a far larger number
of people. Aepona [3] defines MCC as a new revolution for mobile applications
in which processing of data and management are moved from portable devices
to sophisticated and controlled cloud computing infrastructures. These centralised
apps are then wirelessly accessible on mobile devices through a thin native client or
web browser.

MCC has become an intriguing research area due to the vast and heavy
applications on the internet. The MCC application is getting increasingly popular.
Due to the increase in popularity of MCC, apps such as Gmail, Google Maps
and android based applications have been created and made available to mobile
users. The primary goal of MCC is to offer services, processing, and software.
Applications that move data storage and computational power from mobile phones
to the cloud are known as mobile cloud processing apps. It is a new paradigm
for applications in which computation of data and storage are transferred from
smartphones to a central and sophisticated CC platform available through the
internet. All of these centralised apps are accessed via a wireless connection that
is based on a web browser, a mobile device client. These days, mobile users may
access resources and apps on the web using a combination of CC and the browser.
The fundamental purpose of mobile cloud computing is to give consumers with a
convenient and quick way to acquire and retrieve data from the cloud; this simple
and quick technique comprises effectively connecting cloud computing resources
via mobile devices. The features of mobile devices and wireless connections, as
well as their own constraints and regulations, pose the greatest challenge to mobile
cloud computing, making software application, programming, and implementation
more difficult on mobile and distributed devices than on resolved cloud devices.

The paper is divided into 6 sections: Sect. 2 discusses motivation for this work,
Sect. 3 discusses the basics of mobile cloud computing; including its architecture,
characteristics, advantages and applications, followed by Sects. 4 and 5 discussing
the various energy efficient techniques and research challenges. Section 6 describes
the future directions. Section 7 concludes the chapter.
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2 Motivation

Mobile Cloud Computing (MCC) is a new and popular mobile technology that
uses Cloud Computing services and capabilities However, because of user mobility
and intensive computing processes, energy consumption is a big concern. Energy
efficiency over MCC is required since ICT-related devices use 57% of produced
energy and have other negative environmental consequences [4]. Externalization
of data and apps is considered as a viable option for conserving energy in mobile
devices. This, however, is dependent on the MCC design under consideration.
This chapter covers the basic concepts, definitions of MCC proposed by different
researchers along with the difference between the cloud computing and MCC,
its architecture, characteristics and applications. The chapter provides the detailed
information about the energy efficient techniques for the MCC along with the
consolidation and virtualization in cloud computing. Furthermore, the chapter
concludes with the research challenges in reducing the energy consumption in MCC.

Figure 1 presents the taxonomy applied for studying energy efficiency on
MCC. It is subdivided into multiple subdomains. These are: energy efficiency of
mobile devices, limited battery lifetime of mobile devices, resource scheduling,
task offloading, load balancing and resource provisioning. Energy efficiency of
mobile devices includes 3 different categories of techniques like resource efficiency,
Dynamic Voltage and Frequency Scaling (DVFS) and system and process level
offloading. All the mentioned techniques help in energy efficiency of mobile
devices by limiting the resource usage and by decreasing the overhead. Battery
lifetime of mobile devices can be overcome by static partitioning, energy efficient
computational offloading framework and application layer adaptive transmission
protocol. Resource scheduling can be done on the basis of the different algorithms
that are based on DVS and AI which helps in minimizing the energy usage in
MCC. The resource provisioning can be done in two ways: static and dynamic.
The diagram in Fig. 1 depicts the whole taxonomy of energy-efficient strategies that
may be utilised in MCC.

3 Basics MCC

3.1 Architecture of MCC

Cellphones being so common in most people’s daily lives has prompted businesses
to develop services that can be easily accessed through them. Smartphone usage
is increasing as a result of the Internet, GPS, and game apps. Today’s lifestyle
frequently necessitates staying in touch via mobile communication devices. Data
transmission and reception are getting more convenient. MCC integrates CC with
mobile computing ideas. This revolutionary technique takes use of the Internet’s
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Fig. 1 Taxonomy of the energy efficient techniques for MCC

cloud computing infrastructure’s capability for storage and analysis. MCC’s archi-
tecture is shown in Fig. 2.

• Mobile User Layer: This tier is made up of many different mobile cloud service
consumers who use mobile devices to access cloud services.

• Mobile Network Layer: This layer is made up of a number of mobile network
providers who process user requests and distribute data via base stations. The
home agent’s mobile network services, such as Authentication, Authorization,
and Accounting, manage these user requests (AAA). Mobile network carriers
assist in identifying the subscribers’ data held in their databases via their HA.

• Cloud Service Provider Layer: This layer is made up of numerous CC service
providers who offer a variety of CC services. These CC services are elastic,
meaning they may be scaled up or scaled down depending on what CC service
consumers require. CC offers services to consumers, especially to those with
mobile phones, who may access cloud services over the Internet.

In general, it can be concluded that this design illustrates the efficacy of
CC in satisfying the expectations of MCC service consumers. The fundamental
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Fig. 2 Architecture of MCC

purpose for the MCC idea is to supplement the computing capacity of mobile
devices. MCC has employed a variety of common designs for a variety of reasons,
including enhanced execution, data management, and energy economy. The low
resources of mobile devices are well-known to be a significant constraint. To
carry out different storage and distribution operations, several devices have been
created with CC support in view, which are frequently carried out using wireless
connection technologies. Image exchange, for example, necessitates that a device be
capable of processing and storing huge volumes of data. Individuals may conserve
electricity by uploading photographs to the cloud soon after taking them using cloud
computing. Facebook took use of this capability, and so as a response, it expanded
incredibly quickly in popularity. MCC also makes data administration easier by
providing synchronisation of many files and directories.
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3.2 Characteristics of MCC

• Elasticity: Users can obtain rapid access to computer resources without the need
for human involvement. Customer rights may be given quickly and elastically,
even in certain instances automatically, allowing for easy scaling out or up.

• Infrastructure scalability: With minimal modifications to an infrastructure design
and software, new nodes in data centers may be added or withdrawn from
the network. Based on demand, mobile cloud architecture may rapidly expand
horizontally or vertically.

• Access to a broad network: The network makes user skills and abilities accessi-
ble, and they may be retrieved via standard techniques that encourage utilisation
by diverse platforms such as mobile phones, PCs, and PDAs, among others.

• Location Independence: Another feature of MCC is its independence from
location. There is a distinct feeling of location independence, in which the
user has no influence over or awareness of the actual location of the delivered
resources. However, indicating location at different levels of abstraction beyond
nation, state, or data center may be conceivable.

• Cost and Scale Effectiveness: Irrespective of installation technique, mobile cloud
implementations aim to be as large as possible for the advantage of economies
of scale. For cheaper costs, a large number of mobile cloud installations may be
situated near inexpensive power stations and low-cost real estate.

3.3 Advantages of MCC

Smartphones may be viewed as a representation of all other resource-hungry smart
mobile devices when assessing the benefits and limitations of the MCC platform.
Wireless connection allows resource-hungry devices to connect to the resourceful
cloud platform from anywhere. Mobile devices may offload data storage and
processing to cloud platforms to save CPU time, storage space, and battery power.
A cloud computing platform with more storage and processing capability can do the
same task significantly faster than a mobile device. There are many advantages of
MCC in different domains. Some of them are listed below:

• Extending Battery Lifetime: One of the primary problems with mobile devices
is battery life. Several strategies have been presented to improve CPU perfor-
mance by intelligently structuring the disc and screen to save power usage.
These approaches may need structural changes to mobile devices or advanced
technology, resulting in an increase in cost. These improvements, however, may
not be applicable to all mobile devices. There are several computation offloading
technologies available to shift big computations and complex analysis from
resource-constrained devices such as mobile phones to advanced hardware such
as cloud servers. MCC removes the need for lengthy program execution times on
mobile devices, which can result in significant battery consumption.
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• Improving Dependability: Placing information and data on the cloud is an
excellent technique to boost reliability, since the data and applications are kept
and backed up on several computers. Consequently, there is less chance of data
and application loss on portable devices. Furthermore, MCC has the potential
to be developed as a major and compact data security model for both resource
operators and consumers.

• Enhancing Storage Capacity and Processing Power: MCC was designed to enable
mobile users to retrieve or retain huge volumes of data in the cloud over wire-free
networks. The mobile image sharing service enables mobile clients to instantly
upload photos to the cloud when they are taken. Mobile users may access all
photographs from any device. Facebook is today’s biggest popular social network
software, and it is also a wonderful example of how to use the cloud to exchange
images. MCC also helps to reduce operational expenses for compute-intensive
apps that take a long time and a lot of power to run on low-resource devices. CC
can readily provide a number of functions for online data storage, administration,
and synchronization of various works. Cloud computing may be used to convert
data, play chess, and deliver multimedia services to mobile devices.

• Dynamic Provisioning: Dynamic resource provisioning is a versatile technique
for service suppliers and phone devices to execute their different apps without
reserving resources in advance. Data can be kept in the cloud instead of on mobile
devices and accessible dynamically.

• Scalability: Because data and programs are kept and backed up on multiple
computer systems, storing information or executing applications in the cloud
is an effective approach to improve reliability. This one reduces the risk of
data and app loss on mobile devices. Additionally, M.C.C. might be developed
as an extensive data privacy paradigm for both service suppliers and mobile
clients. The cloud, for example, might be utilized to prevent the unauthorized
dissemination and utilization of protected intellectual assets (e.g., video clips
and music). Moreover, the cloud may provide remote security services to mobile
clients such as virus detection, identification, and malicious software detection.

• Multi-tenancy: Internet providers, such as network operators or data centre
owners, can pool resources and prices to deliver a wide range of services to a
big number of customers.

• Ease of Incorporation: To satisfy the needs of the user, several types of services
from various providers may be simply connected using the cloud and the Internet.

3.4 Applications of MCC

• Image Processing: Image analysis in cloud computing is widely employed in a
variety of disciplines such as science and medicine, satellite purposes, protection
implementations, and so on. The authors of [5] provide a flexible cloud system
that reduces hardware compatibility by integrating photogrammetry techniques
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for picture processing and analysis as cloud services. [6] a secure architecture
comprising two clouds, one private for encryption/decryption and the other
public for storage. They built the first cloud using OpenStack while adhering
to the encryption as a service philosophy. They utilized paillier’s homomorphic
cryptosystem built particularly for pictures as an encryption technique.

• Sensor Data Applications: Almost all mobile devices now include sensors that are
used to read data. GPS, accelerometer, thermometer, etc. may be time stamped
and linked with the readings of another device. Various queries may be run to
obtain valuable information in various situations. Patients can obtain medical
services at any time and from any location with the help of mobile devices
and wearable sensors. Outsourcing computation- or data-intensive operations
to far away cloud centres can ease the long-standing restrictions of computing
capacity and storage space on mobile devices. As a result, MCC has been
identified as a viable way of providing people’s everyday lives with benefits from
ubiquitous healthcare services. The authors in [7] have suggested using MCC to
capture, store, and analyse atmospheric data. Temperature and humidity sensors
in smartphones, in particular, are utilised to capture atmospheric data in real time.
The captured data is then sent to the cloud on a regular basis for storage and
analysis.

• Multimedia Search: Mobile phones may hold a variety of multimedia infor-
mation, including movies, pictures, and music. Shazam [8], for example, is a
music recognition service for mobile phones that searches a central database for
comparable songs.

• Mobile vehicular cloud: It is used in the vehicular surveillance system; it is
composed of sensor nodes that act as automobiles and CC that acts as the backend
system. The vehicle cloud’s primary uses include urban monitoring, driving
safety and digital applications. They exchange data while keeping it local due
to the importance of local relevance; the sheer volume of data makes Internet
uploading unappealing.

• Mobile learning: M-learning systems are made up of CC and mobile devices,
and they are used to assist educational systems. The main goal of M-learning
is for users to be able to read knowledge from centralised yet shared resources
whenever and wherever they choose, for free. M-learning enables users to explore
every topic using any resource without having to save it on the phone. The
services offered by the data centres should be paid for by the client. Then
individuals may use a mobile phone to learn any topic from any faraway location.

• Remote display: It is a technology that uses the cloud to perform all higher-
level processing elements of an application. Users may view the results using
their mobile phones’ web browsers. This technology’s core keywords are sink
and source. The Sink is the device that displays the output, while the Source
is the device that does the processing. Instead of utilising mobile devices to
analyse data, remote display gives on-demand access via the cloud. In order to
operate multiple services of various apps, the mobile cloud provider creates a
remote screen picture. These are known as VMs. Remote Screen Images (RSIs)
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are gathered and sorted after obtaining the results of linked operations, and the
display is captured and provided to the users’ mobile.

• Health applications: Mobile devices are the key platforms for delivering, access-
ing, and communicating mobile patient data. Mobile devices confront a number
of problems, including power supply and processing constraints. Some mul-
timedia and security algorithms cannot be executed on mobile devices. They
have minimal processing capacity and consume very little electricity. Cloud
computing enables the management of information in a dispersed, omnipresent,
and pervasive manner. Several concerns may be controlled if mobile devices are
connected with the cloud.

• Defense sector: During the battle, the defence agency uses mobile gadgets.
Many activities, including NLP, picture identification, planning of mission,
and decision making, can be carried out with these devices. The precision
of recognising the target and the time delay are key considerations in object
recognition applications. An object recognition algorithm governs the accuracy.
This technique needs a large amount of processing power, which mobile devices
lack, making it impossible to detect the target item with high precision.

• Social cloud: The internet is the primary medium that links individuals from all
over the world. Many of these Internet users keep in touch with one another
through social networking sites. They use social networks to share information
and communicate with one another. In today’s world, social networking is quite
essential. In social networking sites, a huge number of people are interconnected
and share data, necessitating a considerable amount of memory space. This sort
of storage space, termed as “social cloud,” can be provided via the cloud. Storage
clouds enhance the lifespan of storage-constrained devices and enable access to
data at any time and from any place. Mobile Internet users have access to a wide
range of social networking sites. They use such sites to contact one another and
to share various sorts of vital information. A large number of people access one
site at the same time; the volume of data is quite large. It is referred to as “big
data,” and it must be kept safe. The application server routes data from the web
to the cloud server.

• Mobile multimedia storage: Mobile phone usage is rapidly increasing, and as
a result, the worth of the cell databases has increased. This sort of database is
known as a mobile database system, and it keeps a huge quantity of information
and data in the cloud, which is accessible over the Internet. A multimedia
database includes video, images, audio, and text. As a result, it needs a significant
quantity of storage capacity as well as high-speed data transport. This kind of
database is known as “mobile multimedia storage.” MMS has a variety of uses.
The necessary information from mobile multimedia storage may be accessible
over the internet at any time and from any location. By inputting the required
URL into the browser, the data may be quickly retrieved. These data are also
well protected by the user’s password as well as various other network security
techniques.



58 A. Katal

4 Energy Efficient Techniques

4.1 Energy Efficiency of Mobile Devices

• Resource efficiency – To save energy, data must be offloaded from intelligent
phone devices to the cloud; yet, transferring data is not always more energy
efficient than local mobile phone computations. As a result, techniques have been
developed to determine whether or not to offload the data. One of these methods
focuses primarily on energy efficiency (EE) and spectrum efficiency (SE). To
decrease energy usage and decrease the time of completion, the authors in [9] use
an energy-efficient dynamic offloading and resource scheduling (eDors) strategy.

• Dynamic Voltage Frequency Scaling (DVFS) – The authors in [10] explores
using the concurrent wireless information and power transfer (SWIPT) approach
to solve a multi-user computational offloading problem for mobile-edge cloud
computing, in which energy-limited mobile devices (MDs) collect energy from
the ambient radio-frequency (RF) signal.

• System level and process level offloading – Boukerche et al. [11] defined two
forms of offloading: system level and process level offloading. MCC design is
evaluated in such a way that energy overhead can be decreased and execution
efficiency can be increased. Overhead is obvious owing to the allotted nature of
MCC since the cloud may do computations comparable to the cellular customer
requests and handles a request packet, most likely concurrently.

4.2 Limited Battery Lifetime of Mobile Devices

Battery capacity is one of the most difficult and challenging aspects of mobile
devices. There are several options available, two of which considered in this chapter
are: static partitioning and an energy-efficient computational offloading framework
(EECOF).

• Static Partitioning: Mobile phones are not as strong as personal computers in
MCC because personal computers execute or run more customizable programs,
which mobile devices cannot do owing to their restricted battery life. Offloading
information to the server is critical for extending the battery capacity of smart
phones, which is sometimes inconvenient due to communication overhead and
consumption of a lot of energy.

MCC conserves energy by outsourcing the infrastructure to the cloud, however
due to cloud power limitations, it is unable to offload the whole data set to the cloud
at once. The cloudlet idea is utilised to boost MCC’s performance. It takes into
account the network type and the distance among cloud server and mobile devices,
both of which have an influence on the consumption of power of offloading of
applications. Cloud-based services that make use of virtual computers near to the
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Cloudlets to enhance management of applications, and process a large quantity of
applications compared to the application that was previously processed. The factors
that impact mobile device energy consumption are classified as workload, mobile
device and communication network.

• Energy-Efficient Computational Offloading Framework (EECOF): Vinh et al. [4]
proposed the idea of MCC energy conservation, which leads to lower power
consumption of mobile devices, when compute resources in mobile devices are
restricted, as well as the need to transfer the software to a more resource-rich
environment, such as the cloud, and then run the cloud applications and transmit
the results back to the mobile gadgets to minimise utilization of energy and
improve battery life. They suggested an EECOF for MCC that is distributed. This
system transfers the processing intensive application to the cloud during runtime.
As a result, when the application is offloaded to the cloud, the data transfer rate
and battery efficiency of mobile devices are lowered.

To offload data to the cloud, a dynamic resource provisioning scheduler is
utilised, decreasing energy consumption in processing and transfer. For adaptive
resource management, scheduling may be performed using internet-based virtual
data. When smart mobile devices attempt to use a face finder and take into account
the data transfer delay, energy consumption increases.

• Application Layer Adaptive Transmission Protocol: Liu et al. [12] introduced
AppATP with the objective of enabling energy-efficient communication among
mobile sources and the network. The following two examples demonstrate
the importance of AppATP: Firstly, the electricity demand in transmitting is
impacted by the unpredictable nature of the wifi network; this is connected to
wireless instability. Scaling in mobile devices demonstrates that a lot of energy
is wasted during poor connectivity and a portion of the energy is used during
good connectivity. Second, many mobile apps, such as YouTube and Netflix, are
delay tolerant. AppATP makes advantage of the cloud to regulate distribution
by supplying cloud services. In order to plan mobile app data delivery, it delays
applications files in the database before transmitting it to mobile devices. This is
excellent for a variety of delay-tolerant tasks. In this manner, one can address the
issue of mobile device battery life.

4.3 Resource Scheduling

Resource scheduling techniques (RSA), which try to correctly allocate cloud-based
offsite services to resource-intensive mobile app components, are a key component
of MCC systems.

• Algorithms based on DVS: DVS is a revolutionary technique used in current
smart devices to save energy usage by changing the server’s input frequency
and voltage. Multiple voltages are configured for the CPU using DVS, and each
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operation is executed using the level of voltage that uses the least resources. The
schedulers are in charge of three primary duties: (a) finding the best execution
order, (b) allocating the best voltage level to each job, and (c) guaranteeing
that certain functions are done within the time restrictions. Relying on the
DVFS approach and the whale optimization algorithm, an efficient task workflow
scheduling strategy for mobile devices is suggested in [13]. The authors in [14]
assume a smartphone app with many jobs, each with its own amount of effort and
data input/output. Their goal is to reduce mobile costs by utilising both energy
and time to do all activities. To begin, they use voltage scaling to reduce the cost
of mobile compute. Then, to decrease wireless transmission, they utilise data
compression to lower the quantity of data to communicate.

• Algorithms based on AI: Approaches based on artificial intelligence (AI) emulate
nature in order to arrange work among resources. Genetic Algorithm (GA),
Fuzzy Logic, and Hybrid algorithms are among the most often used AI-based
approaches in scheduling tasks and energy saving in MCC. The authors of [15]
proposed a neuro-fuzzy machine learning approach be used to forecast HELLP
syndrome, the most difficult hypertensive illness in pregnancy. This classifier
serves as an inference engine for cloud-based mobile apps, enabling for quick
evaluation of symptoms reported by pregnant women. Authors in [15] introduce
FUGE, a novel approach that combines fuzzy logic concepts with GAs while
accounting for implementation cost and time. They boost the effectiveness of the
standard GA by inventing a fuzzy-based steady-state GA.

4.4 Task Offloading

Since mobile devices have limited storage and computing capacity, offloading
workloads appears to be a potential option. The concept is based on offloading heavy
compute work from mobile devices to cloud servers or peer mobile devices in order
to overcome the issue of mobile device limits. This method is mostly used to save
energy on mobile devices when the application can turn to sleep mode.

The authors in [16] offer a framework for real-time resource allocation. To
resolve the problem of allocation of resources in real time and task failure, a
task movement record-based particle swarm optimization (MRPSO) technique is
presented. Experiments demonstrate that the suggested technique can give an
effective solution. The authors of [17] present a unique MCC architecture called
Rule Generation based Energy Estimation Paradigm (RG-EEM). To calculate the
energy needed for execution of tasks in the local smartphone and cloud, an
energy estimation method is utilised. The authors of [18] present an energy-
efficient and time-constrained task offloading system based on route restriction,
with the objective of reducing smartphone energy consumption while meeting
the time limitations of mobile cloud operations. The authors in [19] presents a
new Energy-Efficient Cooperative Offloading Model (E2COM) for energy-traffic
tradeoff, that can guarantee the equality of mobile phone energy usage, reduce
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Fig. 3 Task offloading in MCC

computation repetition, and remove Web internet usage duplication via cooperative
implementation and information processing results sharing.

Figure 3 shows the task offloading mechanism in MCC.

4.5 Load Balancing

The authors in [20] proposed a new offline load balancing method for managing
resources in MCC. K. Singh et al. [21] suggested a novel approach to load
balancing for mobile clouds. According to the findings, load balancing through-
out the placement of tasks has a significant impact on the CC environment’s
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Fig. 4 Load balancing in
MCC

energy consumption. Authors in [22] proposed a unique architecture that needed
a sophisticated load balancer to assign resources effectively in order to increase
application system performance for information and demand response of storage
held by smart phones in a safe way. Authors of [23] suggested adaptive mobile
resource offloading (AMRO) as a method for huge tasks that can be processed
utilising mobile capabilities instead of a cloud server. AMRO is utilised in a MCC
system based on collaborative architecture. Because mobile device resources may
not be constantly accessible in this context, a load balancing solution with efficient
task partition and appropriate job assignment is necessary. Authors of [24] proposed
a multiple contextual managed service planning method to handle a high amount of
device queries, better define customer experiences, and decrease system overheads.
The suggested solution includes a sub problem for optimising mobile user quality
of service and a sub problem for optimising cloud resource allocation. Algorithm
schedules the resources according to the context information.

Figure 4 shows the load balancing mechanism in MCC.
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4.6 Resource Provisioning

The notion of MCC enriches and develops mobile phone apps and computation
by offering cloud-based infrastructure and utilising resources efficiently. Because
cloud computing is a service-oriented computing model, resource provisioning is
critical. Resource provisioning refers to the efficient method of scheduling, setting,
and supplying resources to users, as well as the method of selecting, developing,
deploying, and managing software and hardware resources in order to ensure
application performance. One of the key problems in MCC is the effective use of
resources; mobile device limits include battery lifetime, processing power, and data
storage is overcome by MCC.

• Static resource provisioning: The task or job that has a predicted demand for
resources and workloads and typically does not vary in demand for resources
or workloads is considered to be static, thus it must employ “static provisioning
resources” efficiently. The workloads are given the resources in advance, with no
changes. The resources are usually under provisioned as a result of static resource
provisioning or it may over-provision.

• Dynamic Resource Provisioning: In dynamic resource provisioning, resources
are given on-demand by applications, which may vary or differ depending on
their resource or workload demands. With dynamic provisioning, the provider
provides more resources as they are required and removes them when they
are no longer required. With the cloud’s idea of elasticity, dynamic resource
provisioning must be able to manage resources in both cloud providers and cloud
consumers.

The authors of [25] solves this combined optimization issue. To tackle the
problem, an approximation algorithm is presented. [26] provides an adaptive
technique for effective resource allocation in mobile clouds that entails anticipating
and tracking energy utilizations in a two-dimensional matrix referred to as the
resource providing matrix. An impartial authority then uses these resource provi-
sioning matrices to anticipate future resource requirements using an artificial neural
network. The authors of [27] suggested an architecture for flexible hybrid mobile
cloud service allocation that optimizes to enhance mobile user experience while
keeping available resources and user QoS requirements in mind. The authors of
[28] offer a resource allocation strategy that is demand state aware and allocates
resources depending mostly on the cellular client’s current contextual information,
such as battery and network reliability. Various stages were used to track the client’s
condition, including approved, received and processing, filed and paused, restarted,
accomplished, denied, and leave.

Figure 5 shows the resource provisioning in MCC.
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Fig. 5 Provisioning of resources in MCC

5 Research Challenges

(i) The bulk of resource scheduling approaches (RSAs) in MCC are designed to
maximise one or two results (parameters), whereas the other specifications
are disregarded. When assigning computing resources to heavy activities in
MCC, the complexity associated with mobility, wireless connectivity, and
heterogeneity necessitates multi-objective optimization.

(ii) MCC is a client-server design, which implies that applications execute on
parts on the smartphone and in part on distant cloud-based services. When
allocating resources, such designs necessitated end-to-end enhancement rather
than targeting system throughput on one endpoint. The majority of resource
scheduling approaches (RSA) solutions, on the other hand, handle optimiza-
tion of time and power or other aspects solely on the device, suggesting that
enhancement is ignored on the side of the cloud provider. Cloud negative
effects impact resource scheduling in such as data centres, transferred VMs,
cloud storage managements, and workload redistribution.

(iii) In most current algorithms that are based on DVS, the voltage switching
overhead for increasing or decreasing voltage is disregarded, which imposes
extra overhead on scheduling of resources and reduces its adequacy and
efficiency. Furthermore, little consideration is given to the sorts of accessible
resources. The bulk of solutions focus solely on cloud datacenters, ignoring
the resource availability from local cloudlets or mobile devices.

(iv) The variety and complexity of smartphone OS and architectures is one of the
problems in the existing compute offloading framework. It is envisaged that
Smart Mobile Devices (SMDs) would have constant access to cloud services.
A common offloading mechanism for various smartphone platforms remains
a difficult challenge in the MCC sector.

(v) Use of cloud infrastructure services entails monetary costs on end customers,
who should pay in accordance with the SLA agreed upon with the cloud ser-
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vice provider. In general, content dumping and data transmission across cloud
providers impose additional expenses on end users. As a result, economic
issues should be considered when making the offloading decisions.

(vi) The existing compute offloading frameworks must still be automated. This
will allow the offloading process to be completed in a smooth manner while
learning about the surrounding environment. It is not a simple task to achieve
such automation.

(vii) Mobility is one of the most significant characteristics of Smart Mobile Devices
(SMDs) in MCC. This is due to the fact that mobility and communication
autonomy are critical requirements for user satisfaction when using mobile
cloud services. However, there are several limitations that impede smooth
connectivity and continuous access to cloud services when on the move.
When mobile phone users move, the rate in exchange of data and bandwidth
of the network may fluctuate. Furthermore, customers may break their link
when transferring or receiving data; hence, offloading solutions should include
sufficient fault-tolerant mechanisms to resend missing components, minimise
response time, and decrease smartphone energy usage. It should be empha-
sised that for mobile users, the assurance of effective execution of offloaded
programs is critical.

Effective approaches for MCC environments are required to: first, meet the
demands of mobile CSPs; and second, accessing users to fully utilise MCC benefits
such as longer battery life and enhanced storage, flexibility, and consistency.

6 Future Research

Engineering for MCC: MCC engineering studies must focus on how to use very
well cost-effective modelling, simulation, verification, and evaluation methods,
methodologies, and tools to allow the creation of mobile clouds and customer
service. Priority should be given to mobile cloud adaptability, multi-tenanted
mobile SaaS, energy-efficient mobile computing, cloud portability, and vulnerability
scanning.

Mobile networking for MCC: In mobile clouds, mobile networking comprises a
range of wireless networks as well as the Internet. New and revolutionary network
protocols, as well as modern telecommunication, should be the primary research
priority in the organization of networking to address attractive requirements in
energy-efficient links, extensibility in network facilities, and intelligent connectivity
among networks, gadgets, and computers.

Mobile foundation and associated innovations: Academic and commercial
research have focused on developing effective and user-friendly mobile platforms
on mobile devices. As mobile applications get more complex, they may outperform
their desktop equivalents in terms of functionality while also being quicker and
simpler to use. Two major computer manufacturers (Apple and HP) recognise the
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potential for huge disruption from a delicate blend of traditional desktop computing
with portable devices. Furthermore, several research have been performed in the
past to build virtual mobile platforms on clouds to fulfil the various demands of
low-end mobile users.

Mobile cyber security in MCC: This domain tackles security challenges and
expectations in mobile cloud architectures, communications, systems, and service
applications at several levels. Typical areas of attention include mobile information
and data security, end-to-end mobile transactions, secure mobile cloud connections,
and information assurance and certification on mobile clouds.

Mobile SaaS: According to a recent Forrester research, the mobile SaaS industry
will be worth more than $92 billion by 2016. Apple’s Mobile Me, Funambol,
and Microsoft’s LiveMesh are some existing mobile SaaS examples. Exciting
research topics on mobile SaaS reference infrastructures and topologies, mobile
SaaS platforms and frameworks, applications, and development will arise for large-
scale mobile SaaS applications.

Green computing in MCC: In mobile and cloud computing, green computing has
been a significant area for research. As stated in [29], energy-efficient computing
will be a prominent research subject on mobile clouds in order to handle numerous
concerns and difficulties in three areas: (a) green cloud architectures and processors,
(b) energy-efficient networking, and (c) energy-saving compute on devices and
mobile clients’ technologies. MCC is meant to solve the problem of energy effi-
ciency as well as augment the hardware limits in portable devices [30]. According
to [31], the component of Smartphones that consumes the most energy is the CPU,
with an estimated energy consumption of 500–2000 mW. This suggests that there
are extra hidden expenses for mobile users, which may have an impact on the future
adoption of MCC. As a result, there is a considerable demand for effective solutions
to improve energy efficiency, allowing mobile users to gain the full benefits of MCC
[32].

Bandwidth and data transfer: MCC provides a number of advantages, including
increased storage capacity and life of battery for mobile devices, which can
be achieved by centralised storage and processing at data center. However, as
bandwidth use and data transfers have grown, this strategy may result in greater
communication overhead [33]. Unfortunately, rising transmission costs may result
in extra hidden costs for mobile users and operate as a hurdle among MCC clients
and MCC service providers. There is not much attention given to the bandwidth
and data transfer in the domain of MCC. As a result, we contend that innovative
techniques to optimal bandwidth usage are required to enable MCC customers to
fully adopt it cost-effectively.

Data management and Synchronization: Due to the sheer hardware constraints
of mobile devices, MCC enables compute off-loading, in which certain calculation
duties are shifted to a cloud datacenter. The usage of a suitable data administration
system is required for this technique. In addition, cloud datacenters can integrate
mobile device apps and data to offer access to data from multiple devices or to
recover data after a missed event. In other words, with frequent synchronisation
periods, the same trade-off occurs. Furthermore, increasing the frequency of syn-
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chronisation intervals results in the restoration of the most recent lost data. Increased
bandwidth use, on the other hand, indicates that fewer jobs can be supported and
that obsolete data must be restored. As a result, it is critical to understand when
to offload compute-intensive jobs and how often synchronisation periods occur. In
other words, effective data management and flexible data synchronisation strategies
are required in the MCC environment. In the future, further study in these areas of
MCC should be conducted.

7 Conclusion

One of the major challenges in mobile computing is energy efficiency, and MCC
is intended to address this issue as well as supplement the hardware limitations in
mobile devices. MCC has evolved to meet the hardware restrictions of smartphones.
MCC helps to inspire mobile users by providing smooth and comprehensive
performance that is independent of mobile device resource constraints. MCC has
the potential to become the dominant approach for mobile apps in the future. MCC
aims to empower mobile users by delivering ubiquitous and robust functionality,
independent of mobile device resource restrictions. This chapter provides details
about the introduction and architecture of MCC. It covered the applications and
characteristics of MCC in different domains. The chapter provides in-depth details
about the different energy saving techniques that can be applied at MCC to reduce
the energy utilization and concludes with the various research challenges in this
domain of MCC.
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Multi-criterial Offloading Decision
Making in Green Mobile Cloud
Computing

Avishek Chakraborty, Anwesha Mukherjee, Soumya Bhattacharyya,
Sumit Kumar Singh, and Debashis De

1 Introduction

The rapid growth and advancement in mobile communication and computing has
increased the number of mobile users as well as their demand. The users’ demands
are not only limited to the voice call, message service and surfing Internet, but
also access several applications. Many of these applications require high resource
configuration of the device as well the execution of exhaustive applications drains
the battery life of the handheld mobile devices. Usually, the mobile devices suffer
from resource constraints in terms of computation, storage capacity, battery life
etc. In such a circumstance, execution of resource-intensive and sophisticated
applications such as recognition of speech/face/object, augmented reality, natural
language processing etc., inside the mobile device is quite difficult. To resolve
this problem as well as to meet the user demand, the concept of Mobile Cloud
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Computing comes, which offers offloading facilities to the users [1–3]. In mobile
cloud offloading (MCO) the user is able to offload data as well as computation
inside the remote cloud servers [4, 5]. In computation offloading, the computation-
intensive tasks are migrated from mobile device to the cloud, and after execution
the result is sent to the mobile device. The motivation of MCO is to overcome
the resource limitation of the mobile device and saves its battery life by reducing
the energy consumption. However, the communication with the cloud also requires
energy consumption. In this perspective, the decision making regarding whether to
offload or not, and if offload then whether to fully or partially offload the application,
these queries appear. Suppose, a mobile device has to offload a computation
C, the energy consumption to offload C including the energy consumption in
communication is Eoffc and the energy consumption to locally execute Elocc, then
it has to predict whether Eoffc < Elocc. If Eoffc < Elocc, then offloading is beneficial
with respect to energy consumption of the device. Similarly, latency is another
important parameter especially for time critical applications. The communication
with cloud also induces some latency. Therefore, the total latency in offloading a
computation C (including communication) is if denoted by Loffc and the latency in
locally executing C is Llocc, then it has to predict whether Loffc < Llocc. If Loffc < Llocc,
then offloading is beneficial with respect to the latency. Similarly, few applications
require partial offloading with respect to the latency or energy consumption, in that
case which portion will be offloaded and which portion will be locally executed,
the decision is significant. Moreover, connection interruption is another major issue
while communicating with remote cloud and the device is a mobile device. Mobile
network environment also plays an important role on the performance of offloading
as mobile users because of their movement come under dynamically changing
network situations. Nowadays, fog/edge computing has come to the scenario which
brings the facility of offloading, partial processing closer to the mobile device [6–8].

The conventional cloud applications such as iCloud, Siri are successful, for
mobile devices there are several difficulties because of the response time of
communication at the network edge. If the network connectivity is not good,
offloading cannot be beneficial [4]. As the communication overhead is involved,
the energy consumption and latency can be higher in case of offloading in few
circumstances. Hence, several issues arise while making decision, for example,
whether to fully or partially offload, if partially then which portion to offload,
where to offload. Thus, the decision-making regarding offloading is a difficult at
runtime unless there is a clear conception about the current and near-future network
conditions. In [9, 10] the authors have used thematic taxonomy and analysed
the critical aspects and implications of offloading methods while employing in
MCC. The heterogeneity in mobile and cloud computing and wired and wireless
networking have been studied in [11] along with its impact on decision making
regarding offloading. To bring the cloud resources closer to the user the concept of
cloudlet has come [12]. Cloudlet is a computer or a set of computers which store the
cache copies of the data already available in the cloud. The cloudlet acts as an agent
between the mobile device and cloud. The users can offload their computation to
the nearby cloudlet. In [13] a power and latency-aware offloading strategy has been
proposed where an optimum cloudlet is selected among multiple nearby cloudlets
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to provide offloading at optimal latency and power consumption of the mobile
device. The concept of fog computing has been introduced for performing the data
processing inside the intermediate devices between the end node and cloud instead
of performing entire processing inside the cloud [14, 15]. In [16] the use of fog
device for computation offloading has been discussed. Edge computing has brought
the resources at the network edge to make the system faster [17, 18]. The authors in
[19] have provided a comparison between MCC and MEC to demonstrate that MEC
reduces the latency, however, it has comparatively less computational and storage
resources than MCC. In [20] the authors have discussed on MEC architectures
as well as computation offloading. From the discussion regarding various existing
offloading approaches, it is observed that the research is majorly focused on resource
heterogeneity, communication overhead and offloading decisions. For latency and
energy-efficient offloading decision making has to consider various factors such
as resource heterogeneity, network connectivity, network capacity, and amount of
computation and communication. In this chapter we discuss on these factors for
multi-objective decision making regarding offloading.

2 Aspects of Decision-Making Regarding Offloading

An overview of the offloading framework is presented in Fig. 1. When a request
of offloading arises, the profiling module is used to accumulate the network
characteristics and resource information about the mobile device [4]. The network
profiler collects information regarding whether the mobile device is connected to
the internet or not, and the network bandwidth. The program profiler collects the
application characteristics such as the size of data, memory usage and network
bandwidth. The energy profiler collects the characteristics regarding the energy
consumption of the mobile device through hardware and software monitors [4,
21]. The decision regarding offloading depends on the selected cost criteria such
as monetary cost, energy, latency or storage which need to be minimized, or the
security, performance, robustness which are required to be maximized [4, 22]. Based
on the accumulated information, the decision-making module takes the decision
regarding offloading with respect to the metrics which need to be minimized or
maximized. After that the partitioning module divides the application into local and
remote parts. This partitioning process can be static or dynamic. The local part is
executed inside the mobile device, and the remote part is offloaded [4, 23]. The
cloud discovery module is used to select the cloud service for offloading [4]. When
the network connectivity is good, network bandwidth is good and the computation
is resource-intensive, then the offloading can be beneficial from the perspective of
latency and energy consumption of the mobile device [4, 24]. The remotely executed
classes can interact with the locally executed classes. After completion of remote
execution, the results are sent to the mobile device. Selection of the appropriate
offloading target i.e., cloud/cloudlet/edge/fog device is also an important challenge
with respect to latency, energy consumption etc.
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Fig. 1 Offloading service system framework

Offloading provides the facility of migrating exhaustive computation from the
mobile devices to the remote cloud servers or nearby cloudlets. Nevertheless, several
issues are there, which we discuss as follows [4].

• Resource heterogeneity: A number of mobile devices are there with various
types of resources. Similarly, different cloud service providers are also there
who offer various services, infrastructures, platforms, different communication
technologies [4]. Hence, there exists resource heterogeneity in terms of mobile
devices as well as cloud service providers. Various types of mobile devices are
there like mobile phone, tablet, laptop etc. The mobile phones also differ in terms
of their operating system, memory capacity, processing speed etc. The mobile
devices are connected with the Internet either through the cellular network or
through Wi-Fi. In edge computing scenario, the edge server is attached with the
cellular base station and for WLAN the cloudlet can be used [17]. Various cloud
service providers exist. Moreover, the cloud resources also vary [4], the user can
offload to the remote cloud to a nearby cloudlet/edge server/fog device. If the
mobile device does not have enough resources to locally execute an application,
then offloading can provide a solution.

• Complexity of applications: A resource-exhaustive mobile application may
contain a number of tasks some of which are locally executable and rests are
to be offloaded [4]. In such a case, instead of offloading the entire application,
it needs to be decided which tasks will be locally executed and which tasks
to be offloaded, depending on the minimum response time, minimum energy
consumption etc. Moreover, there exists various types of mobile applications
like delay-tolerant or delay-sensitive applications may have different amounts
of communication and computation costs.

• Network connectivity: Network connectivity is another issue that has a sig-
nificant effect on offloading decision [4]. Due to the heterogeneous wireless
interfaces with different bandwidth and latency, mobility of the device and
availability of cloud resources, the unstable and intermittent connectivity may
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exist. In such a scenario, offloading may result in high latency and high
energy consumption. Moreover, the offloading process may be interrupted if
the device moves beyond the network coverage. Therefore, in such cases if
possible local execution of the application may be beneficial. Therefore, in case
of good network connectivity and high data rate, offloading may be advantageous
whereas in case of intermittent and unstable network connectivity with low data
rate local execution may be fruitful.

• Data transmission: In offloading the data is divided into three parts: (a) input
data amount during the task offloading, (b) communication data amount between
the requesting node and the executing node (cloud/cloudlet/fog/edge device),
and (c) the output data obtained after execution of the task [4]. Transmission
of large amount of data e.g., large database of audio, video file, will result in
high communication cost. In such a case, offloading may not be advantageous.
Therefore, amount of data to be transmitted is another significant parameter
while making decision regarding offloading. Hence, offloading decision should
consider when the offloading will be performed and how effectively the data will
be transmitted, with respect to minimum latency, minimum energy consumption
etc.

Thus, optimal decision regarding remote and local executions of the tasks should
be made considering the energy consumption, response time and network status.
To minimize energy consumption, enhancing application performance, offloading
decisions may consider when, what and where to offload. Fruitful offloading
decisions should consider: whether fully offload or partially offload an application,
if partially then which tasks to be locally executed and which tasks will be offloaded,
how much data to offload, where to offload i.e., cloudlet, cloud, edge device or fog
device, when to offload etc.

The main objectives of offloading are summarized as [4]:

• Reduce Response Time: The response time is determined as the difference
between the time stamps of sending the application for offloading and receiving
the result after execution. For mobile applications especially hard deadline
applications the response time is highly significant. Reduction in response time
is a major objective in offloading. If large amount of computation is required,
the mobile device’s limited resource may not be enough to execute, or if
able then also the time consumption may be high due to limited resource and
processing ability of the mobile device. In such a scenario, offloading to the
cloud/cloudlet/edge/fog device may reduce the time consumption and improves
the performance.

• Reducing Energy Consumption: The mobile device’s energy consumption
during offloading is another important aspect. The comparison between the
energy consumption of the mobile device during local execution of an application
and during offloading of the same application are required to estimate and
evaluate the trade-off between them to optimize the energy consumption of the
mobile device. In this case offloading will be considered if energy consumption
of the mobile device is less compared to local execution of the application.
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Battery life of a mobile device is limited and saving battery life is another
important aspect. Minimization of energy consumption will save the battery life
of the device.

• Reducing response time as well as energy consumption: Reducing the response
time as well as energy consumption is a crucial objective of offloading. Some-
times reduction in energy consumption may affect the response time or vice
versa. But to achieve both at the same time is a vital aspect. The trade-off between
the mean response time and mean energy consumption is studied and this is a
non-trivial multi-objective optimization problem.

3 Decision Making Regarding Offloading: When, What,
Where and How to Offload

To make fruitful decision regarding offloading four factors have to consider: When,
What, Where and How to offload.

3.1 When to Offload

To make decision regarding when to offload three following issues will be consid-
ered.

• Communication vs. Computation: The offloading can reduce the energy con-
sumption and response time. The offloading is beneficial only if the local
execution cost is higher than offloading, and this decision depends on time
and/or energy saving. The time in offloading is calculated as the sum of the
computation time on the cloud and data transmission time. If this time is less
than the local execution time, the decision of offloading is beneficial with respect
to time saving. Mathematically, we can represent it as follows:

Tmob >
Tmob

F
+ Dt

B
(1)

where Tmob is the local computation execution time, F is the speedup factor that
denotes how much higher the execution speed of the offloading node is compared
to that of the mobile device, B is the network bandwidth, and Dt is the amount of
data transmission during offloading. From Eq. (1) we can say that if Dt is low i.e.,
small amount of data transmission takes place, the network bandwidth B is high,
and F is large i.e., the execution speed of the offloading node is much higher than
the mobile device.

The offloading will be beneficial with respect to energy saving if the energy
consumption of the mobile device during offloading is less than the energy
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consumption of the mobile device to locally execute the application. This is
mathematically represented as follows:

PmobTmob > Pid

Tmob

F
+ Pt

Dt

B
(2)

where Pmob is the power consumption of the mobile device per unit time while
executing computation, Pid is the power consumption of the mobile device per
unit time in idle mode, Pt is the power consumption of the mobile device per
unit time in data transmission/reception mode, Tmob is the local computation
execution time, F is the speedup factor that denotes how much higher the
execution speed of the offloading node is compared to that of the mobile device,
B is the network bandwidth, and Dt is the amount of data transmission during
offloading. Usually, offloading of exhaustive application saves energy consump-
tion but for all applications offloading may not provide energy-efficiency. This
depends on the computation and communication costs. The decisions will be
taken depending on the ratio of communication and computation required for the
application, distributing into three sections: never offload, trade-off and offload.
When computation required is small with respect to the communication, then it
is better not to offload. When computation required is large with respect to the
communication, then it is better to always offload.

• Interrupted vs. Uninterrupted Service: Due to intermittent and unstable network
connectivity, the offloading process may failure. Due to the user mobility and
heterogeneous wireless network environment, the network connectivity is a
major issue. When a device gets disconnected due to its movement beyond
network’s coverage area or if the connection is dropped due to poor status of the
network, then offloading will result in performance degradation and the request
may be dropped. On the other hand, the cloud servers may be unreachable due to
data centre downtime, in such a case the cloud servers will be unable to provide
the service.

• On-the-Spot vs. Delayed Offloading: When a network connection is present,
all traffic is offloaded, regardless of the quality of the network. This is referred
as on-the-spot offloading. In delayed offloading, when a high-quality network
is available, then the offloading process will start. If no suitable network is
available, then the offloading process may be delayed up to a given deadline.
For delay-tolerant applications, response time may be less critical, whereas for
delay-sensitive applications, response time is a critical factor.

3.2 What to Offload

Mobile applications are usually divided into fine-grained and coarse-grained tasks,
which contains sequential and parallel components. In such a scenario, offloading a
whole application may not be beneficial, rather partial offloading may be fruitful. In
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case of partial offloading, which tasks will be locally executed and which tasks will
be offloaded, this decision making is crucial. The tasks are classified into two types
based on the place of execution [4]:

• Locally executable tasks: There are some tasks for which transmission of data
consumes much time and energy, and local resources will also be required for
their execution. Sometimes, security is another important aspect which requires
local execution rather than offloading to another node. For such kind of tasks
local execution is preferable. In case of local execution, no communication cost is
involved as data transmission to the cloud/cloudlet/edge/fog node is not required.
However, for local execution the battery power of the device is consumed.

• Offloadable tasks: Few tasks are there which can be locally processed or can
be offloaded. For these tasks it is quite difficult to decide whether offloading or
local execution is beneficial. In such cases, the communication costs between the
requesting device and offloading node (cloud/cloudlet/edge/fog device) will be
considered to make decision regarding whether to locally execute or offload. The
offloading decisions will depend on response time, energy consumption, network
availability etc. According to the results of the dynamic optimization problem,
the decision regarding offloading is to be taken.

To minimize the total execution cost, the execution of the application has to be
divided between the local and remote sides. Application partitioning is a method
that decides which part of the computations will be offloaded and which part will
be locally executed. The more accurate and lightweight profiling information helps
to take more accurate decision with lower overhead. Application partitioning can be
done statistically as well as dynamically discussed as follows:

• Static partitioning: In this case, it has to determine earlier which parts of an
application will be offloaded and which parts will be locally executed, based on
the contextual parameters such as size of the data, battery level, channel state,
computational intensity of each part, latency related constraints etc. The commu-
nication and computation costs are estimated earlier and based on the information
the optimal portioning of offloading is decided. The communication cost depends
on the transmitted amount of data and network bandwidth. The computation
cost depends on the computation time. The benefit of static partitioning is that
the overhead during execution is very low and applicable to a static number of
partitions. Nevertheless, it performs well only if the offloading decision related
parameters are predicted or known earlier.

• Dynamic partitioning: The resource requirement for a task may change in the
user-defined objectives such as battery consumption, response time etc. The
resource availability also may change at the service nodes such as memory,
CPU power, file cache etc. and at the wireless network such as latency,
bandwidth etc. Hence, optimal decisions regarding partitioning are to be taken
dynamically during runtime to adjust with varying network conditions, delay
related constraints, server state etc. In case of variability in wireless channel,
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the dynamic partitioning method is more applicable. However, this scheme has
higher signalling overhead, that has to be controlled.

While optimizing the energy usage and execution time for an intended communi-
cation and communication environment, Clone Cloud uses dynamic profiling and
static analysis together to automatically divide applications at a fine granularity
[25]. However, in offline pre-processing this method considers only limited input
and requires to be bootstrapped for every new application built. For applications
executing on various types of devices in diversified environments, dynamic parti-
tioning of applications has been discussed in [26, 27]. In Think Air smart phone
virtualization in the cloud has been discussed and method-level computation is
provided [28]. In Think Air multiple virtual machine (VM) images are used for
executing methods parallelly [28]. In [29] calculations are illustrated as graphs.
In this case, the vertices can denote computational costs and edges can denote
communication costs. The vertices of the graph are divided to divide the calculation
among the processors of mobile nodes and cloud servers. Conventional graph
partitioning algorithms consider only the weights on the edges of the graph ignoring
the weight of each node, hence, cannot be directly applied to the mobile offloading
systems. The partitioning methods can be used to identify the offloaded parts to
save energy. Each task’s energy cost is profiled and based on the results a cost
graph is generated. In this graph each node denotes a task and each edge denotes the
transmitted data amount between the mobile node and cloud. Lastly, for reducing the
energy consumption remote parts are executed inside the cloud. To make appropriate
decision of offloading it is required to estimate the energy consumption of the
mobile device for offloading tasks to the cloud [30]. MAUI decides at runtime
which methods will be remotely executed and achieves best energy saving possible
according to the current connectivity status of the mobile device, thus, enables
energy-efficient offloading of the mobile code [31]. In [32] the authors have shown
that partial offloading can be advantageous than offloading the full application.
In [33] the authors found the offloading and integrating points in a call sequence
using depth-first search scheme and a linear time searching method, that reduces the
partitioning computation on the cloud as well as able to attain low user-perceived
latency.

3.3 Where to Offload

With the introduction of edge/fog computing, to select the optimal location to
offload has become a crucial issue. Here, we will discuss on multi-criterial decision
making, cloudlet-based decision making and hybrid offloading decision making, as
follows.

• Multi-criteria decision making: For data storage and processing various types
of cloud service providers are there, such as Google Cloud Platform, Apple
iCloud, Amazon EC2 etc. For offering variety of services, they use proprietary
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cloud platforms. The offloading of same computation to different clouds may
result in different amount of computation within a particular duration due to
variation in speed of cloud servers, and variation in communication time due to
the availability of cloud resources and the network. Hence, optimal cloud service
selection is significant. There are three basic steps in cloud service selection
discussed as follows.

– Matching: This method finds a list of cloud services which are available as
well as functionally match with the service request of the mobile user.

– Ranking: This method evaluates and ranks the cloud services based on the
Quality of Service (QoS) values and the results of criteria and sub-criteria
determination. The criteria can be qualitative or quantitative. The qualitative
criteria cannot be measured but inferred usually depending on the user’s
experience, e.g., security. The quantitative criteria can be estimated using
hardware and software monitoring tools, e.g., speed, VM cost, bandwidth etc.

– Selecting: Based on the ranked list of cloud services, the optimal cloud
service is selected by invoking the decision maker module. The offloading
invoker module is triggered to divide the application into remotely and locally
executable parts. The former part is offloaded to the selected cloud.

The decision hierarchy contains three layers. The objective of the first layer is to
find the optimal one among the available cloud services satisfying the important
requirements of the mobile device. In the middle layer various criteria such as
cost, availability, bandwidth, security, performance etc. are considered for selecting
cloud service. The criteria can be subjective (defined in qualitative/linguistic term)
or objective (defined in a quantitative/monetary fashion). In the bottom layer based
on the analysis of criteria hierarchy, final decision is made regarding the selection
of one of the alternative clouds. For multi-criteria decision making few existing
approaches have integrated the analytic hierarchy process and fuzzy method for
order preference by similarity to ideal solution (TOPSIS). In the decision making,
analytic hierarchy process is used to obtain the weights of the criteria for each cloud
service and fuzzy TOPSIS to find out the priorities of the alternative clouds. Hence,
in offloading decision making it is required to find out which resource to use and
offload tasks to the appropriate server based on the energy and computing need of
the task.

• Cloudlet-based decision making: For offloading computation nearby cloudlet
can also be a good option. Mobile devices can offload their applications to the
nearby resource-rich devices to reduce the energy consumption and enhancing
the performance. In [34] the authors have introduced VM-based cloudlet with
which the mobile device can get connected over a WLAN network to get services
at low latency. Cloudlets can use the mobile devices as thin-clients to access the
local resources. A mobile cloud middleware has been discussed in [35] that acts
as an intermediary between the cloud and the mobile device to deal with the
asynchronous delegation of tasks to the cloud and to reduce the time consumed
to offload tasks from the mobile device to the cloud.
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A generic MCO framework is organized as a two or three-level hierarchy [4]:

– Two-level offloading: A mobile node offloads parts of its computation to the
cloud through one or more communication networks. This method depends crit-
ically on the cloud resource availability and reliable end-to-end communication.
It can suffer from low bandwidth and high latency.

– Three-level offloading: In this case, instead of the remote cloud, nearby resource-
rich middleware such as edge server, fog device, local cloud or cloudlet is used to
achieve offloading facility at lower latency and lower battery consumption. The
middleware having good internet connectivity is used to offload the application,
and then migrated to the remote cloud. As single-hop network is used, the latency
is reduced along with battery saving of the mobile device.

The components of an application can be deployed on multiple nodes such as mobile
device, cloudlet, and cloud, and there can be multiple offloading destinations. In
[36] the authors have discussed on multilevel offloading, where different parts of an
application are executed on different nodes to achieve lower latency. Depending on
the computational requirements and constraints, it is required to take the offloading
decisions.

• Hybrid offloading decision making: In mobile edge computing, the network
resources are brought at the edge for faster service provisioning [17]. In fog
computing the users can offload their computation to the nearby fog device
also [16]. In hybrid schemes, it has to decide whether to offload either mobile
edge or cloud. In [37] a cloud-assisted mobile edge computing framework
has been proposed. In this system the cloud resources have been leased to
improve the computing capacity and edge resources have been used to decrease
the latency. Based on the heterogeneity of computing resources and tasks,
offloading decisions have been made for optimal utilization of cloud resources
and balancing the workload between the mobile edge and cloud. For adaptive
decision making at runtime, an offloading inference engine [38] can be used,
that divides an application dynamically and offloads application part to a nearby
edge server/cloudlet/mobile cloud middleware. In few approaches Lyapunov
optimization is used to propose an adaptive offloading decision-making method
that determines where to execute each task of the application (locally/ cloud/
cloudlet), so that the latency and energy will be reduced.

3.4 How to Offload

The mobile devices are connected with the network through cellular base station
(cellular network) or Wi-Fi access point (WLAN). The data transmission methods
vary in speed and energy requirements. Hence, it is to determine how to leverage the
complementary strength of the cellular networks and Wi-Fi, through the selection
of wireless interfaces for offloading. The offloading can be performed statically as
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well as dynamically, however, the objective is to find the appropriate way to offload.
Here, we will discuss on the heterogeneity in wireless environments and queuing
model, as follows.

• Heterogeneous wireless environments: Mobile devices have multiple wireless
interfaces, e.g., cellular network, Wi-Fi, which differ in delay, availability,
and energy consumption for data transfer. The cellular interface has higher
availability, but the data transmission rate and energy-efficiency are less usually
compared to the Wi-Fi interface [4, 39]. In most of research works [40–42], it
is assumed that the mobile devices are always under the coverage of a cellular
network, whereas the users move in and out of the coverage of a Wi-Fi network
depending on the location. In MCO, exhaustive computation is migrated from
the mobile device to the resource-rich cloud using the available wireless network
(either using a cellular connection or through an available WLAN hotspot).
Due to the mobility, the connectivity of the wireless links may be unstable. An
intermittent and weak wireless network connectivity affects the offloading and
increases power consumption of the mobile device. Hence, how to optimally
offload the tasks using different wireless channels is a significant issue.

• Queuing model: The mobile device, wireless networks and cloud are denoted as
queuing nodes which capture the delay and resource contention of the systems.
It is assumed that at the mobile device the job arrives following Poisson process
[4]. The average arrival rate is (l + l0), where l is the rate of offloadable jobs
and l0 denotes the rate of unoffloadable jobs. Using a Poisson process jobs are
either locally executed or offloaded to the cloud. The job arrival rate depends
on the characteristic of the application. The jobs arriving at a rate of l0, are
unconditionally locally executed, whereas, for the offloadable jobs with arrival
rate l, the mobile device selects to offload each job with probability 0 ≤ l ≤ 1.
If l = 0, then all the offloadable jobs are locally executed, and if l = 1 all
the jobs are remotely executed inside the cloud. There are two dispatchers [4]:
one allocates offloadable jobs either to the mobile device or to the cloud, and
the other one offloads the jobs either through a WLAN network or cellular
network to the cloud. The total cost (response time or energy consumption)
consists of local costs (processing some jobs locally) and remote costs (sending
rest of the jobs to the cloud and waiting to receive result from the cloud after
completion) [4, 43]. The dynamic offloading schemes consider the rise in each
queue and modification in metric, whereas the static offloading schemes do not
consider the dynamic increase. In [40] the authors have proposed a stochastic
model for dynamic offloading using various performance metrics. The non-
intermittent offloading schemes use Wi-Fi whenever available, however, switches
to cellular interface if no Wi-Fi connection is available [4, 44]. Here, the
data transmission takes place continuously while switching between different
channels. In intermittent offloading schemes, based on the arrival jobs are
assigned to one of the two parallel queues that denote the cellular or Wi-Fi
transmission [4]. Data transmission of the Wi-Fi queue may interrupt due to
connection loss [45].
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4 Multi Criteria Decision Making (MCDM)

Decision making problem plays a necessary role to draw various realistic problems
and natural phenomena in distinct zone of modern science, engineering and
technology. Decision making problems have been widely studied in the branch of
mathematical science, medical science, social science, socio-economic policy set-
ting and engineering for a long time and several theoretical, structural development
has been completed and still going on with respect to different characteristics and
features.

MCDM/MCGDM qualitative approaches mainly focus on measuring the best
choice from a set of finite alternatives depending on finite number of attributes.
The preferences across the active attributes and predilection among the instances
of a factor is required by MCDM for getting information. The decision maker
may characterize the ranking for the attributes on the basis of its priority. For all
of the appropriate attributes with maximum degree of acceptance is considered to
be most favourable alternative to obtain the main target of the MCDM/MCGDM.
Decision makers habitually require ranking of the alternatives which are linked
with no adequate and conflicting attributes in MCDM/MCGDM problems. The
assessment of a single principle to be guided as optimum choice is used for judging
realistic decision making problems, which are normally too much composite and
ill-structured. Moreover, unique approaches like that is a generalization of the
actual nature of the problem at hand that can be guided to impractical decisions.
The instantaneous consideration of all relevant factors which are associated to the
problem would be more attractive approach. Enlargement and execution of decision
support tools and techniques are dedicated by a modern area of operational research
that the MCDM constitutes to deal with complex decision problems linking multiple
criteria, aim or objectives of incompatible nature. The decision maker calculates
a finite set of alternatives for certain problems, which are identified as discrete
MCDM problems, to select the most suitable one and ordering them from the best
to the worst choice. Continuous MCDM problems are those in which there are an
infinite number of alternatives. Multi-attribute decision making (MADM) skill helps
to point out Discrete MCDM problems whereas multi-objective decision making
(MODM) techniques are used to identify continuous MCDM problems.

In this current era, utilization of theory of fuzzy set [46] has been incorporated
within our research world to study decision making problems when vague infor-
mation is characterized by “Fuzzy” terms. Fuzzy decision making is employed
where solution is achieved by imperfect data. Nowadays, one of the most significant
skills to tackle by the researchers in this uncertainty field of research is fuzzy
multicriteria decision making model. Here, a survey is created on the latest standing
of fuzzy decision-making methods, and these methods are categorized by dividing
into few parts based on various techniques. MADM problem is one of the essential
research topics nowadays and the decision makers’ predilection information is
frequently used to rank the most desirable one in fuzzy environment. However,
the decision makers’ choices fluctuate in form, skills and intensity. A decision
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maker may state his/her first choice on attributes or alternatives in meticulous
way or may not eloquent at all. Decision makers may utilize numerous ways
of expressing their choices different from others’ views [47]. During analysis of
the decision, MADM-based approaches assist the decision maker to decide which
significant decisions to commence. The attributes are in general features, qualities,
issues, performance indices etc. All of these are assessable features of alternative
choices and indicate the decision objective assessment. Also, the attributes should
be evidently and unambiguously defined. MADM is broadly employed in the areas
of management, military affairs, society, economy, and engineering technology, a
diversity of different investment problems, project assessment, work force service
etc.

The uncertainty-based MCDM models are utilized to measure alternatives with
reference to prearranged criteria through a group of decision makers (MCGDM) or
single decision maker (MCDM). Here, appropriateness of criteria vs. alternatives,
and the linguistic values which are characterized by fuzzy numbers, is used to
calculate weights of each criterion [48]. Assessment of a language of natural or
artificial language is performed through a variable, which is known as Linguistic
value [49]. Several techniques and methods have been suggested to resolve MCDM
problems based on uncertainty [50–54] in different environments playing a key
role in mathematical research. Abdullah [55] has represented a summarized report
about category in fuzzy MCDM and portrayed some of its original applications.
Further, there is an extension of fuzzy set theory and its incorporated new types
of uncertain parameters like intuitionistic fuzzy sets [56], neutrosophic fuzzy set
[57], Pythagorean fuzzy set [58], type-2 fuzzy set [59], cylindrical neutrosophic set
[60] etc. Our main goal is to encapsulate the current research area of fuzzy MCDM
and classify the fuzzy MCDM methods, make divisions of publications based on
their subject zones, classify the fuzzy MCGDM methods, linguistic terms related
MCGDM works and a concrete literature survey of various techniques of decision
making models from the page of history. Also, we will like to focus on the recent
articles based on different uncertain numbers in engineering fields. Figure 2 presents
the different categories of decision making models, and Fig. 3 presents the uncertain
parameters.

Different decision making models are discussed as follows.

4.1 Analytical Hieratical Process (AHP)

It was developed in 1971; the Analytic-Hierarchy-Process (AHP) is a MCDM
method that assists the decision maker to resolve composite problems containing
multiple incompatible and subjective criterions. The main advantage of AHP is its
unique hierarchical construction of criteria. It also provides users with a superior
focus on specific criteria and sub-criteria to allocate the weights [61]. This hierarchy
construction allows AHP to systemize a complex set of queries and separates them
into decision making aspects. Estimation of relative significance and integrations
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Fig. 2 Categories of decision making models

Fig. 3 Uncertain parameters in decision making models

to select the best option are used by AHP methods. The psychological and
mathematical ground works employ AHP as a very common theory of measurement
scale. Researchers often used this method to compute the ranking of alternatives
in fuzzy environment. Liang et al. [62] have used AHP skill in cloud computing
fields. Afshari et al. [63] have incorporated it in personal selection problems.
The decision making in complex problems are solved by structured approach as
proposed by Saaty [64]. Kahraman [65] has manifested AHP in energy evolution.
Triangular fuzzy membership functions have been employed along with fuzzy AHP
as the first algorithm on its kind by Laarhoven and Pedrycz [66]. Trapezoidal
fuzzy numbers along with AHP as majors have been focused by Buckley [67].
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Chang [68] has established extent analysis method by employing triangular fuzzy
numbers. Arithmetic averaging method has been introduced by Zeng et al. [69]
with various scales trapezoidal, triangular, and crisp numbers. Rezaei et al. [70]
have manifested supplier selection AHP model in airline retail industry. Ozgen and
Gulsun [71] have established multi-facility location problem using fuzzy AHP to
modify two objective functions. Jalao et al. [72] has incorporated stochastic AHP
method to solve bounded rationality. Deng et al. [73] have developed supplier
selection problem using AHP method. Leisure travel industry has used fuzzy AHP in
Wang et al. [74] proposal. Computation of five hydrogen storage systems has been
incorporated by fuzzy AHP by Gim and Kim [75]. Impact of intellectual capital
components has been measured by fuzzy AHP in the proposal of Calabrese et al.
[76]. Supply chain performance has been introduced by Jakhar and Barua [77].
Factors affecting commercialization have been covered under the review of Cho
and Lee [78]. Hybrid decision making model in the field of public transportation
has been developed by Kaya et al. [79]. Fuzzy AHP has been extended into interval
type-2 fuzzy sets by Kahraman et al. [80]. Selection problem using Type-2 fuzzy
AHP strategy has been introduced by Onar et al. [81]. In order to grip as signing
preference problems fuzzy AHP has been expanded into the intuitionistic fuzzy by
Xu and Liao [82]. New fuzzy AHP method employing interval type-2 fuzzy set has
been incorporated by Abdullah and Najib [83]. The interval-valued intuitionistic
relations based MCDM has been focused by Wu et al. [84]. Intuitionistic fuzzy sets
along with AHP has been recommended by Abdullah and Najib [85]. Serhat et al.
[86] have proposed neutrosophic-based AHP work on safe city selection problem.
Basset et al. [87] have introduced trapezoidal neutrosophic-based AHP model.
Vafadarnikjoo and Scherz [88] have manifested grey analysis-based AHP model.
Bolturk and Kahraman [89, 90] have proposed two works on neutrosophic domain
with the help of neutrosophic theory. D. Jun Yi Tey et al. [91] with the help of AHP
method have developed stock exchange-based decision making model. AHP model
related to learning management has been developed by Radwan et al. [92]. Golden
et al. [93] have developed AHP studies and its applications in common sectors.
Kwanjira et al. [94] has invented multimodal transportation systems designed by
two-Stage model of fuzzy AHP. Bilandi et al. [95] have introduced AHP model in
neutrosophic domain for the selection of wireless body area network etc.

4.2 Analytical Network Process (ANP)

Generalization of AHP method is ANP method, Saaty [96] developed ANP in 1996.
Hierarchical relationships among decision stages are used to resolve the difficulty of
feedback and dependence among the criteria using ANP. Unidirectional hierarchical
connections along with dependence and feedback are described by ANP by the inter-
relationships between the decision stages and attributes. In general attribute factors
of ANP method are dependent on each other. Fuzzy ANP has been incorporated by
Büyüközkan et al. [97], in customers’ need-based design requirements; Onut et al.
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[98] have proposed a fuzzy ANP method in fuzzy TOPSIS to evaluate suppliers.
Kahraman et al. [99] have manifested Fuzzy-QFD and a fuzzy optimization model
based on integrated framework. To evaluate manufacturing performance, Pourjavad
and Shirouyehzad [100] have introduced fuzzy ANP method. Fuzzy ANP has been
used for strategic evaluating techniques as proposed by Li et al. [101]. Oztaysi et
al. [102] have considered fuzzy ANP as alternative for green energy. The evaluation
of supply chain performance has been incorporated by Senvar et al. [103], where
a fuzzy DEMATEL and fuzzy ANP approach has been manifested. Tadic et al.
[104] have proposed a hybrid model merging fuzzy DEMATEL, fuzzy ANP and
fuzzy VIKOR methods for city logistics concept selection. Abdel et al. [105]
have introduced neutrosophic based ANP methods in supplier selection problem.
Awang et al. [106] have focused on ANP-based work in neutrosophic domain for
Investigating Factors. Otayand Kahraman [107] have proposed a new ANP work on
neutrosophic domain to tackle decision making. Basset et al. [108] have manifested
a useful sustainable supplier selection work on neutrosophic theory.

4.3 Technique for Order of Preferences by Similarity to Ideal
Solution (TOPSIS)

Hwang and Yoon [109] introduced TOPSIS in 1981. In TOPSIS technique, vector
standardization is used to standardize the decision. Thereafter, within the stan-
dardized decision matrix solutions for the ideal and non-ideal are recognized. The
results are being identified from a fixed set of alternatives by this method. Here,
the longest from the minimal desirable solution and the minimum distance from
the positive ideal solution are considered as optimal solution. Possibility theory
utilizes TOPSIS method, this has been developed by Ye and Li [110]. Kahraman
et al. [111] have manifested fuzzy hierarchical fuzzy TOPSIS method in industrial
robotic systems. Chen and Wei [112] have enlarged and described the ranking of
each alternative by linguistic terms. The ranking of green suppliers has been done
by fuzzy TOPSIS method as proposed by Kannan et al. [113]. Fuzzy TOPSIS has
been used by Wang [114] to calculate financial performance of shipping companies.
Facility location selection problem has been described by Chu [115] using fuzzy
TOPSIS model. Mandic et al. [116] have proposed integrated fuzzy model for
crafting financial performance of banks. Fuzziness of the decision-makers has been
manifested by Zhang and Lu [117] by integrating fuzzy TOPSIS method. Tsaura
et al. [118] have developed a hybrid approach to monitor airline service quality
and evaluated it; On hesitant fuzzy set, Liu and Rodriguez [119] have proposed
TOPSIS method. Kahraman et al. [120] have dealt with supplier selection problems
by comparative study with fuzzy TOPSIS.TOPSIS method has been used by Xu
and Zhang [121] as evaluating alternatives. Satisfaction level on transportation has
been defined by Celik et al. [122] using a hybrid model. Yue [123] has focused on
extended fuzzy TOPSIS related MCDM in intuitionistic fuzzy area. Intuitionistic
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fuzzy TOPSIS method has been introduced by Joshi and Kumar [124] for portfolio
selection problem. Inter valued fuzzy TOPSIS based experimental analysis problem
was described by Chen and Tsao [125]. Bottani and Rizzi [126] have developed
TOPSIS technique in supply chain management logistic systems. Fuzzy TOPSIS
has been incorporated by Bragila et al. [127] to solve criticality analysis problems.
Chakravarthi and Shyamala [128] have proposed TOPSIS skill for cloud computing
based MCDM problems. Biswas et al. [129] have incorporated neutrosophic based
MCDM problems on single- valued set; Ye [130] developed linguistic based MCDM
work in neutrosophic area. MCDM problem based on soft neutrosophic set has
been implemented by Pramanik et al. [131] using TOPSIS. Biswas et al. [132] have
highlighted trapezoidal neutrosophic zone using TOPSIS technique. Giri et al. [133]
have developed TOPSIS method by using interval valued trapezoidal neutrosophic
area. Elhassouny and Smarandache [134] have solved MCDM problem using
combined Simplified-TOPSIS method. Giri et al. [135] have focused on MADM
problem in neutrosophic domain. Zeng et al. [136] have computed correlation-
based MADM model in neutrosophic theory. Imtiaz et al. [137] have focused on
MCDM model in octagonal intuitionistic fuzzy environment. Fahmi et al. [138]
have incorporated TOPSIS model in multicellular organism based on trapezoidal
neutrosophic cubic set.

4.4 VIekriterijumsko KOmpromisno Rangiranje (VIKOR)

VIKOR method-based decision making article was portrayed in 2002 [139]. Further,
VIKOR has been introduced by Opricovic [140] to find a fuzzy compromise
solution. The hospital service quality has been evaluated by fuzzy VIKOR method,
developed by Chang [141]. Mousavi et al. [142] have focused on a new fuzzy
grey analysis MCGDM with uncertain information. Alabool and Mahmood [143]
has proposed fuzzy VIKOR method for service quality performance ratings in
Taiwan. Risk ranking of mega projects has been focused by Ebrahimnejad et al.
[144]. Aydin and Kahraman [145] have manifested fuzzy VIKOR in bus selection
in public transportation problem. The performance of supply chains has been
measured by utilizing fuzzy AHP and fuzzy VIKOR by Oztaysi and Surer [146].
Tadic et al. [147] have introduced city logistics concept selection. Whaiduzzaman
et al. [148] have proposed an extension of VIKOR. Supply chain management
problem using VIKOR has been generated by Liu et al. [149]. MCDM problems
for decision makers in cloud environment using VIKOR in intuitionistic domain
was proposed by Delaram et al. [150]. Suh et al. [151] introduced the concept
of evaluation of mobile services using VIKOR. Zavadskas et al. [152] make a
survey on MCDM/MADM for economic development. Martin-Utrillas et al. [153]
have incorporated the concept of optimal infrastructure selection using VIKOR
for sustainable economy. Optimal renewable energy based VIKOR in MCDM
problem has been introduced by Yazdani-Chamzini et al. [154]. Evaluation of life
cycle sustainability has been performed by encapsulating the VIKOR and AHP by
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Ren et al. [155]. Civic and Vucijak [156] have proposed VIKOR for insulation
options; Kim and Chung [157] have estimated vulnerability of the water supply.
Opricovic [158] has used VIKOR for optimization in civil engineering. Interval-
valued intuitionistic fuzzy environment along with extended and described VIKOR
method has been explained by Zhao et al. [159]. Intuitionistic fuzzy sets along
with VIKOR method have been suggested by Devi [160]. Buyukozkan et al. [161]
have developed VIKOR to recognize the most suitable knowledge management
tool. Park et al. [162] have incorporated dynamic intuitionistic fuzzy in MADM
problems. Hasan and Şahin [163] have focused on MCDM model using Distance
Measure. Iltaf Hussain et al. [164] have incorporated a MCDM model in interval
valued neutrosophic domain. Huang et al. [165] have introduced MADM neutro-
sophic model using VIKOR method. Bausys and Zavadskas [166] have proposed
new MCDM model under interval neutrosophic set. Wang and Wang [167] have
developed an extended MADM VIKOR method on interval neutrosophic set. Riaz
and Tehrim [168] have introduced modified VIKOR method in bipolar neutrosophic
area. Pramanik et al. [169] have incorporated VIKOR related MAGDM Strategy
using Trapezoidal Neutrosophic number. Supplier selection using entropy measure
has been manifested by Shemshadi et al. [170] using fuzzy VIKOR.

4.5 Tomada de decisaointerativa e multicritévio (TODIM)

Iterative multicriteria decision making is an abbreviation in Portuguese for TODIM
method, which was proposed by Seixas et al. [171]. TODIM is based on prospect
theory and it is a MCDM method. Calculation of the dominance degree of each alter-
native is the prime idea of the TODIM method by the assistance of the prospect value
function to calculate over the remaining ones by Wei et al. [172]. The value function
of TODIM of the prospect theory is shaped identical to gain and loss function, this
theory has been proposed by Mahmoodi and Jahromi [173]. Dominance degrees for
both partial and overall of each alternative have been introduced by Ramooshjan
et al. [174] using TODIM to calculate over the other alternatives and henceforth
to rank the alternatives. Costa et al. [175] have integrated TODIM method with
planning methodology of information system which assigns according to priority.
TODIM method has been used by Rangel [176] for determining a reference value
and evaluation of residential properties for their rents. Gomes et al. [177] have
proposed a TODIM-based method for selecting optimum result for the destination
of reservers of the natural gas in Brazil. Gomes et al. [178] have used TODIM and
THOR methods for selection of the superior natural gas destination. Gomes and
González [179] have discussed the selection of a reference point and simplification
of cumulative prospect theory of TODIM method for behavioural decision theory.
Uncertainty of MCDM problems has been solved by TODIM method with a fuzzy
extension, as discussed by Krohling and Souza [180]. Fuzzy-based TODIM method
has been used by Krohling and Souza [181] for residential properties to evaluate
rents of properties in Brazil. Fuzzy-based TODIM method has been further extended
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by Krohling et al. [182] for intuitionistic fuzzy information that is consisted
by MCDM problems. Lourenzutti and Krohling [183] have proposed a fuzzy
TODIM method that contemplates underlying random vectors and intuitionistic
fuzzy information that affects the outcome of alternatives. Enterprise resource
planning (ERP) software has been developed by Kazancoglu and Burmaoglu [184]
using TODIM method. The criteria interaction is quantified by Choquet integral
in TODIM method by Gomes et al. [185]. An extended version of TODIM has
been presented by Gomes et al. [186], this method has been applied in a Brazilian
city to forecast property values for lease based on Choquet integral. DEMATEL
and TODIM methods have been consolidated by Mahmoodi and Gelayol [173]
for knowledge management in supply chain networks by deciding the criteria of
weights. For interval-valued intuitionistic fuzzy environments, the TODIM method
has been outstretched by Krohling and Pacheco [187]. Two-dimensional uncertain
semantic information has been handled by Liu and Teng [188] in the decision
process by putting forward an extension of TODIM method. The subjective and
objective factors are pondered by Uysal and Tosun [189] in TODIM method for
solving problem of choosing residential location. Tseng et al. [190] have evaluated
green supply chain practices with TODIM method under uncertainty. Passos et al.
[191, 192] have used TODIM to decide suitable contingency plans for oil spill
situations to significantly help potential users. Hellinger distance in TOPSIS and
TODIM methods has been used by Lourenzutti and Krohling [193] for probabilistic
distributions of data to help the models for dealing with it without any manipulation.
MCDM problems have been used to solve under hesitant fuzzy environment by
Zhang and Xu [194]. Salomon and Rangel [195] have presented a comparative
study between a fuzzy expert system and TODIM method that has fetched better
solutions for TODIM method over fuzzy sets. Sen et al. [196] have introduced
TODIM method for grey numbers which was further employed by robot selection
problem. Li et al. [197] have presented Intuitionistic Fuzzy TODIM (IF-TODIM) to
solve the problem uncertainty of distributer selection. To estimate service innovation
in the hotel industry, Tseng et al. [198] have discovered an amalgamated approach
based on non-addictive Choquet integral, TODIM method, and fuzzy set theory. An
outstretched TODIM method for Pythagorean fuzzy information along with MCDM
problems has been proposed by Ren et al. [199], moreover the proposed method has
been applied for the governor selection.

4.6 Multi Objective Optimization on the Basis of Ratio
Analysis (MOORA)

With the advent of the present decade, researchers across the globe are more
interested in MADM, MCDM, MCGDM models in different domains using MUL-
TIMOORA technique. In MULTIMOORA methods specific and distinct types of
categorizations are developed and applied extensively in various fields. Presently
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in the decision making problem, Neutro-logic-based MULTIMOORA skill plays
a significant role. Brauers and Zavadskas [200] have developed MULTIMOORA
technique to assess bank loan optimization. Even in goal programming problem the
method has been applied by Deliktas and Ustun [201]. The transition problem of
economy has been ignited by Brauers and Zavadskas [202] using MULTIMOORA
technique. Based on this technique Datta et al. [203] have proposed robot selection.
Based on fuzzy and MULTIMOORA method, Farzamnia and Babolghani [204]
have incorporated the supplier selection problem. In health selection problem Liu et
al. [205] have manifested MULTIMOORA skill. The MULTIMOORA strategy has
been extended with interval numbers in material selection problem by Hafezalkotob
et al. [206]. MULTIMOORA technique has been conceptualized by Balezentis et
al. [207] based on intuitionistic fuzzy number in an application of performance
management concern. Application of several approaches has been proposed by
Balezentis and Zeng [208] along with crisp and extended methods, encapsulated by
Balezentis and Balezentis [209]. Using MOORA method the risk of failure modes
has been proposed by Liu et al. [210]. Using MOORA MCDM method in fuzzy and
interval 2-tuple linguistic domain, Liu et al. [211, 212] have described the evaluation
of healthcare waste treatment. With hesitant fuzzy numbers, MULTIMOORA has
been extended by Li [213], where the author has explained membership degree of
elements over a range of various unique values.

4.7 ELimination Et Choix Traduisant la REalit´e (ELECTRE)

Roy & colleagues at SEMA Consultancy Company [214] developed ELECTRE in
1991.ELECTRE is a multifaceted decision making approach that permits decision
makers to choose the premium option with imperative priority being the least
amount of clash in the function of distinctive criteria. The method of ELECTRE
was used while selecting a superior action from a fixed range of actions and
later assigned the designation of ELECTRE I. ELECTRE I, II, III, IV and TRI
are different deployed version of ELECTRE. According to the category of the
decision problem, the methods vary functionally though they are established on
the same fundamental concepts [215]. Precisely for selection problems, ELECTRE
is used, whereas for assignment problems ELECTRE TRI is employed, and for
ranking based problems ELECTRE II, III and IV are applied. The main aim of
the method is the apt employment of “outranking relations”. Concordance and
discordance (C&D) matrices of coordination indices are used to model a decision
process enabled by ELECTRE. The finest alternative is selected by the use of latest
processed information by the decision maker to analyze outranking relations among
various alternatives by C&D indices [216]. ELECTRE III has been developed by
Roy [217], and this technique uses fuzzy binary outranking relations. A growth of
ELECTRE III multicriteria outranking process has been published by Leyva-López
and Fernández-González [218] to assist a set of decision makers with numerous
value methods to gain consistence on a group of certain options. Belacel [219]
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has explained a modern method of fuzzy multicriteria classification, named PRO
AFTN, for allocating prebuilt sets by various substitutes. Hatami-Marbini and
Tavana [220] have addressed the gap in the literature of ELECTRE for problems
consisting of conflict methods of category, variability and indistinctive details, and
expanded the method of ELECTRE I to consider the unpredictable, imprecise and
semantic assessments. Montazar et al. [221] have thrown light on the construction
of a fuzzy logic including both modules and availing fuzzy logic for tackling
the unpredictability of the issue. Comparative study between fuzzy ELECTRE
and crisp ELECTRE concepts for determination of supplier choosing problem has
been defined by Sevkli [222]. After determination of the standard that affected the
decision model for selection of supplier, the results of crisp and fuzzy ELECTRE
types are explored. Vahdani and Hadipour [223] have stated interval-valued fuzzy
ELECTRE method that states objectifies at finding solution for MCDM problems
are the weights of norms are unequal (meaning not clear). Split truth/falseness
linguistic has been introduced by Bisdorff [224], who has instigated for a several-
valued logical proceeding for modelling of fuzzy preferencing. Tolga [225] has
established the selection process for projects for the software development industry
in multicriteria thinking. Verification of application for academic staff selection
has been presented by Rouyendegh and Erkan [226] that uses fuzzy ELECTRE
for selection using a model of group decision based on the opinion from the
experts. Kaya and Kahraman [227] have proposed an integrated fuzzy AHP-
ELECTRE approach for quality assessment methodology for e-banking website.
Intuitionistic fuzzy ELECTRE concept proposed by Wu and Chen [228], helps
to solve multicriteria decision making problems. Intuitionistic fuzzy ELECTRE
for selection of valid location of plant has been manifested by Devi and Yadav
[229] under group decision making environment to overcome suddenness of the
details provided by decision makers. Chen [230] has invented an ELECTRE-based
methodology for outranking the environment of interval of type-2 fuzzy sets within
multicriteria group decision making. Chen et al. [231] has developed MCDM
problem under hesitant fuzzy within a hesitant fuzzy ELECTRE I (HF-ELECTRE
I) method that further has employed it to estimate the environment.

4.8 Grey Relational Analysis (GRA)

The permissible information is unpredictable and inconsistent in many conditions
for various criteria, so to select the premium alternative based on grey numbers, a
grey possibility degree is explored. For solving the group decision-making problem,
this technique is favorable in variable environment [232]. The relational grade for
distinct pattern is to scrutinize in the GRA method. GRA employs information
to automatically and quantitatively compare each factor from the grey system.
The major path of the grey system theory among the present applications is the
GRA. Incomplete and uncertain information which are often of poor grade are
manifested by GRA. The degree of indistinguishable comparison between the
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reference sequence and comparability sequence has been signified by the grey
relational grade [233]. Deng [234, 235] has set a GRA to treat vagueness issues.
Later Rao and Singh [236] have manifested and modified GRA method for decision
making procedure and fuzzy supplier selection basis issues. Chen [237] has focused
on MADM based grey analysis computation. Olson and Wu [238] have captured
GRA model in fuzzy environment. Wu [239] has incorporated supplier selection
based grey analysis model. GRA-based MCGDM technique has been proposed by
Pramanik and Mukhopadhayaya [240] in intuitionistic fuzzy set circumstances for
faculty recruitment. Wei [241] has put forth a GRA mechanism for intuitionistic
fuzzy MCDM based problem. Recently, Pramanik and Mondal [242] has come up
with GRA for MADM technique in interval in neutrosophic set arena.

Apart from these literature surveys several useful and high impact works [52,
243–249] are also established in decision making domain based on various new
techniques in the field of science and engineering.

5 Use of MCDM in Offloading

Several decision making approaches can be utilized to resolve the offloading
problem in different scenarios. From the literature survey, we have observed that
researchers from different fields have introduced various MCGDM techniques like
AHP, ANP, TOPSIS, VIKOR, ELETRE etc. to detect the best alternative in this
offloading decision making problems. Now, mainly AHP and ANP models are
utilized widely to identify the best alternative of the offloading problem properly
in any situation; although other models can also provide fruitful results in different
conditions.

6 Conclusion

In this chapter we have discussed about offloading and multicriteria decision making
processes. Offloading in mobile cloud computing is a significant aspect as the
mobile users may prefer to offload exhaustive computation due to poor battery
life and resource limitation of the handheld devices. There are various issues such
as resource heterogeneity, communication overhead, intermittent connectivity, user
mobility, amount of computation, bandwidth etc. Low latency and low energy
consumption of the user device during offloading are major challenge. In this
chapter we discuss on various factors for multi-objective decision making regarding
offloading, and various MCDM models, which can be applied in offloading.



94 A. Chakraborty et al.

References

1. De, D.: Mobile Cloud Computing: Architectures, Algorithms and Applications. Chapman and
Hall/CRC (2019), Taylor & Francis eBooks

2. Fernando, N., Loke, S.W., Rahayu, W.: Mobile cloud computing: a survey. Futur. Gener.
Comput. Syst. 29(1), 84–106 (2013)

3. Dinh, H.T., Lee, C., Niyato, D., Wang, P.: A survey of mobile cloud computing: architecture,
applications, and approaches. Wirel. Commun. Mob. Comput. 13(18), 1587–1611 (2013)

4. Wu, H.: Multi-objective decision-making for mobile cloud offloading: a survey. IEEE Access.
6, 3962–3976 (2018)

5. Mukherjee, A., De, D.: Low power offloading strategy for femto-cloud mobile network. Eng.
Sci. Technol. Int. J. 19(1), 260–270 (2016)

6. Aazam, M., Zeadally, S., Harras, K.A.: Offloading in fog computing for IoT: review, enabling
technologies, and research opportunities. Futur. Gener. Comput. Syst. 87, 278–289 (2018)

7. Peng, K., Leung, V., Xu, X., Zheng, L., Wang, J., Huang, Q.: A survey on mobile edge
computing: focusing on service adoption and provision. Wirel. Commun. Mob. Comput.
2018, 1–16 (2018)

8. Ghosh, S., Mukherjee, A., Ghosh, S.K., Buyya, R.: Mobi-iost: mobility-aware cloud-fog-
edge-iot collaborative framework for time-critical applications. IEEE Trans. Netw. Sci. Eng.
7(4), 2271–2285 (2019)

9. Shiraz, M., Gani, A., Khokhar, R.H., Buyya, R.: A review on distributed application
processing frameworks in smart mobile devices for mobile cloud computing. IEEE Commun.
Surv. Tutorials. 15(3), 1294–1313 (2012)

10. Abolfazli, S., Sanaei, Z., Ahmed, E., Gani, A., Buyya, R.: Cloud-based augmentation
for mobile devices: motivation, taxonomies, and open challenges. IEEE Commun. Surv.
Tutorials. 16(1), 337–368 (2013)

11. Sanaei, Z., Abolfazli, S., Gani, A., Buyya, R.: Heterogeneity in mobile cloud computing:
taxonomy and open challenges. IEEE Commun. Surv. Tutorials. 16(1), 369–392 (2013)

12. Jia, M., Cao, J., Liang, W.: Optimal cloudlet placement and user to cloudlet allocation in
wireless metropolitan area networks. IEEE Trans. Cloud Comput. 5(4), 725–737 (2015)

13. Mukherjee, A., De, D., Roy, D.G.: A power and latency aware cloudlet selection strategy for
multi-cloudlet environment. IEEE Trans. Cloud Comput. 7(1), 141–154 (2016)

14. Mahmud, R., Kotagiri, R., Buyya, R.: Fog computing: a taxonomy, survey and future
directions. In: Internet of Everything, pp. 103–130. Springer, Singapore (2018)

15. Yi, S., Cheng, L., Li, Q.: A survey of fog computing: concepts, applications and issues. In:
Proceedings of the 2015 Workshop on Mobile Big Data, pp. 37–42 (2015)

16. Mukherjee, A., Deb, P., De, D., Buyya, R.: C2OF2N: a low power cooperative code offloading
method for femtolet-based fog network. J. Supercomput. 74(6), 2412–2448 (2018)

17. Mukherjee, A., De, D., Ghosh, SK., Buyya, R.: Mobile Edge Computing. Springer Inter-
national Publishing, eBook ISBN: 978-3-030-69893-5, https://doi.org/10.1007/978-3-030-
69893-5, Hardcover ISBN: 978-3-030-69892-8 (2021)

18. Abbas, N., Zhang, Y., Taherkordi, A., Skeie, T.: Mobile edge computing: a survey. IEEE
Internet Things J. 5(1), 450–465 (2017)

19. Mach, P., Becvar, Z.: Mobile edge computing: a survey on architecture and computation
offloading. IEEE Commun. Surv. Tutorials. 19(3), 1628–1656 (2017)

20. Mao, Y., You, C., Zhang, J., Huang, K., Letaief, K.B.: A survey on mobile edge computing:
the communication perspective. IEEE Commun. Surv. Tutorials. 19(4), 2322–2358 (2017)

21. Segata, M., Bloessl, B., Sommer, C., Dressler, F.: Towards energy efficient smart phone
applications: energy models for offloading tasks into the cloud. In: 2014 IEEE International
Conference on Communications (ICC), IEEE, pp. 2394–2399 (2014)

22. Wu, H., Wang, Q., Wolter, K.: Tradeoff between performance improvement and energy
saving in mobile cloud offloading systems. In: 2013 IEEE International Conference on
Communications Workshops (ICC), IEEE, pp. 728–732 (2013)

http://doi.org/10.1007/978-3-030-69893-5


Multi-criterial Offloading Decision Making in Green Mobile Cloud Computing 95

23. Wu, H.: Analysis of offloading decision making in mobile cloud computing. PhD dissertation
(2015)

24. Flores, H., Hui, P., Tarkoma, S., Li, Y., Srirama, S., Buyya, R.: Mobile code offloading: from
concept to practice and beyond. IEEE Commun. Mag. 53(3), 80–88 (2015)

25. Chun, B.-G., Ihm, S., Maniatis, P., Naik, M., Patti, A.: Clonecloud: elastic execution between
mobile device and cloud. In: Proceedings of the Sixth Conference on Computer Systems, pp.
301–314 (2011)

26. Chun, B.-G., Maniatis, P.: Dynamically partitioning applications between weak devices and
clouds. In: Proceedings of the 1st ACM Workshop on Mobile Cloud Computing & Services:
Social Networks and Beyond, pp. 1–5 (2010)

27. Niu, J., Song, W., Atiquzzaman, M.: Bandwidth-adaptive partitioning for distributed execu-
tion optimization of mobile applications. J. Netw. Comput. Appl. 37, 334–347 (2014)

28. Kosta, S., Aucinas, A., Pan, H., Mortier, R., Zhang, X.: Thinkair: Dynamic resource allocation
and parallel execution in the cloud for mobile code offloading. In: 2012 Proceedings IEEE
Infocom, IEEE, pp. 945–953 (2012)

29. Hendrickson, B., Kolda, T.G.: Graph partitioning models for parallel computing. Parallel
Comput. 26(12), 1519–1534 (2000)

30. Altamimi, M., Abdrabou, A., Naik, K., Nayak, A.: Energy cost models of smartphones for
task offloading to the cloud. IEEE Trans. Emerg. Top. Comput. 3(3), 384–398 (2015)

31. Cuervo, E., Balasubramanian, A., Cho, D.-k., Wolman, A., Saroiu, S., Chandra, R., Bahl,
P.: Maui: making smartphones last longer with code offload. In: Proceedings of the 8th
International Conference on Mobile Systems, Applications, and Services, pp. 49–62 (2010)

32. Beraldi, R., Massri, K., Abderrahmen, M., Alnuweiri, H.: Towards automating mobile
cloud computing offloading decisions: an experimental approach. In: Proceedings of the 8th
International Conference on System Network Communication, pp. 121–124 (2013)

33. Zhang, Y., Liu, H., Jiao, L., Xiaoming, F.: To offload or not to offload: An efficient code
partition algorithm for mobile cloud computing. In: 2012 IEEE 1st International Conference
on Cloud Networking (CLOUDNET), IEEE, pp. 80–86 (2012)

34. Satyanarayanan, M., Bahl, P., Caceres, R., Davies, N.: The case for VM-based cloudlets in
mobile computing. IEEE Pervasive Comput. 8(4), 14–23 (2009)

35. Flores, H., Srirama, S.N.: Mobile cloud middleware. J. Syst. Softw. 92, 82–94 (2014)
36. De, D., Mukherjee, A., Roy, D.G.: Power and delay efficient multilevel offloading strategies

for mobile cloud computing. Wirel. Pers. Commun. 112(4), 2159–2186 (2020). https://
doi.org/10.1007/s11277-020-07144-1

37. Ma, X., Zhang, S., Li, W., Zhang, P., Lin, C., Shen, X.: Cost-efficient workload scheduling in
cloud assisted mobile edge computing. In: 2017 IEEE/ACM 25th International Symposium
on Quality of Service (IWQoS), IEEE, pp. 1–10 (2017)

38. Gu, X., Nahrstedt, K., Messer, A., Greenberg, I., Milojicic, D.: Adaptive offloading for
pervasive computing. IEEE Pervasive Comput. 3(3), 66–73 (2004)

39. Shu, P., Liu, F., Jin, H., Chen, M., Wen, F., Qu, Y., Li, B.: eTime: Energy-efficient transmission
between cloud and mobile devices. In: 2013 Proceedings IEEE INFOCOM, IEEE, pp. 195–
199 (2013)

40. Hyytiä, E., Spyropoulos, T., Ott, J.: Offload (only) the right jobs: robust offloading using the
Markov decision processes. In: WOWMOM, pp. 1–9 (2015)

41. Kim, Y., Lee, K., Shroff, N.B.: An analytical framework to characterize the efficiency and
delay in a mobile data offloading system. In: Proceedings of the 15th ACM International
Symposium on Mobile ad hoc Networking and Computing, pp. 267–276 (2014)

42. Mehmeti, F., Spyropoulos, T.: Stay or switch? Analysis and comparison of delays in cognitive
radio networks with interweave and underlay spectrum access. In: Proceedings of the 14th
ACM International Symposium on Mobility Management and Wireless Access, pp. 9–18
(2016)

43. Wu, H., Knottenbelt, W., Wolter, K.: Analysis of the energy-response time tradeoff for mobile
cloud offloading using combined metrics. In: 2015 27th International Teletraffic Congress,
IEEE, pp. 134–142 (2015)

http://doi.org/10.1007/s11277-020-07144-1


96 A. Chakraborty et al.

44. Mehmeti, F., Spyropoulos, T.: Performance analysis of “on-the-spot” mobile data offloading.
In: 2013 IEEE Global Communications Conference (GLOBECOM), IEEE, pp. 1577–1583
(2013)

45. Wu, H., Wolter, K.: Stochastic analysis of delayed mobile offloading in heterogeneous
networks. IEEE Trans. Mob. Comput. 17(2), 461–474 (2017)

46. Zadeh, L.A.: Fuzzy sets. Inf. Control. 8(5), 338–353 (1965)
47. Chakraborty, A., Mondal, S.P., Alam, S., Dey, A.: Classification of trapezoidal bipolar neu-

trosophic numbers, de-bipolarization and implementation in cloud service based MCGDM
problem. Complex Intell. Syst. 7(1), 145–161 (2021)

48. Sohaib, O., Naderpour, M., Hussain, W., Martinez, L.: Cloud computing model selection
for e-commerce enterprises using a new 2-tuple fuzzy linguistic decision-making method.
Comput. Ind. Eng. 132, 47–58 (2019)

49. Portmess, L., Tower, S.: Data barns, ambient intelligence and cloud computing: the tacit
epistemology and linguistic representation of Big Data. Ethics Inf. Technol. 17(1), 1–9 (2015)

50. Chakraborty, A., Mondal, S.P., Mahata, A., Alam, S.: Cylindrical neutrosophic single- valued
number and its application in networking problem, multi criterion decision making problem
and graph theory. CAAI Trans. Intell. Technol. 5(2), 68–77 (2020). https://doi.org/10.1049/
trit.2019.0083

51. Liu, L., Lu, C., Xiao, F., Liu, R., Xiong, N.: A practical, integrated multi-criteria decision-
making scheme for choosing cloud services in cloud systems. IEEE Access. 9, 1–1 (2021).
https://doi.org/10.1109/ACCESS.2021.3089991

52. Sun, L., Ma, J., Zhang, Y., Dong, H., Hussain, F.K.: Cloud-FuSeR: fuzzy ontology and
MCDM based cloud service selection. Futur. Gener. Comput. Syst. 57, 42–55 (2016)

53. Haque, T.S., Chakraborty, A., Mondal, S.P., Alam, S.: A new exponential operational law
for trapezoidal neutrosophic number and pollution in megacities related MCGDM problem.
J. Ambient Intell. Humaniz. Comput. Springer (2021). https://doi.org/10.1007/s12652-021-
03223-8

54. Youssef, A.E.: An integrated MCDM approach for cloud service selection based on TOPSIS
and BWM. IEEE Access. 8, 71851–71865 (2020)

55. Abdullah, L., Najib, L.: A new preference scale mcdm method based on interval-valued
intuitionistic fuzzy sets and the analytic hierarchy process. Soft Comput. 20(2), 511–523
(2016)

56. Atanassov, K.: Intuitionistic fuzzy sets. Fuzzy Sets Syst. 20, 87–96 (1986)
57. Smarandache, F.: A Unifying Field in Logics Neutrosophy: Neutrosophic Probability, Set and

Logic. American Research Press, Rehoboth (1998)
58. Garg, H.: Linguistic Pythagorean fuzzy sets and its applications in multiattribute decision-

making process. Int. J. Intell. Syst. 33(6), 1234–1263 (2018)
59. Castillo, O., Melin, P., Kacprzyk, J., Pedrycz, W.: Type-2 fuzzy logic: theory and applications.

In: 2007 IEEE International Conference on Granular Computing (GRC 2007) IEEE, pp. 145–
145 (2007)

60. Chakraborty, A.: Minimal Spanning Tree in Cylindrical Single-Valued Neutrosophic Arena.
Neutrosophic Graph Theory and Algorithms, Chapter-9. ISBN13:9781799813132, (2020).
https://doi.org/10.4018/978-1-7998-1313-2

61. Tseng, C.-C., Hong, C.-F., Chang, H.-L.: Multiple attributes decision-making model for
medical service selection: an AHP approach. J. Qual. 15(2), 1–350 (2008)

62. Liang, H., Xing, T., Cai, L.X., Huang, D., Peng, D., Liu, Y.: Adaptive computing resource
allocation for mobile cloud computing. Int. J. Distrib. Sens. Netw. 2013, 1–11 (2013)

63. Afshari, A., Mojahed, M., Yusuff, R.M.: Simple additive weighting approach to personnel
selection problem. Int. J. Innov. Manag. Technol. 1(5), 511–515 (2010)

64. Saaty, T.L.: Decision making with the analytic hierarchy process. Int. J. Serv. Sci. 1(1), 83–93
(2008)

65. Kahraman, C., Kaya, I.: A fuzzy multicriteria methodology for selection among energy
alternatives. Expert Syst. Appl. 37(9), 6270–6281 (2010)

http://doi.org/10.1049/trit.2019.0083
http://doi.org/10.1109/ACCESS.2021.3089991
http://doi.org/10.1007/s12652-021-03223-8
http://doi.org/10.4018/978-1-7998-1313-2


Multi-criterial Offloading Decision Making in Green Mobile Cloud Computing 97

66. van Laarhoven, P.J.M., Pedrycz, W.: A fuzzy extension of Saaty’s priority theory. Fuzzy Set
Syst. 11(1–3), 199–227 (1983) 127

67. Buckley, J.J.: Fuzzy hierarchical analysis. Fuzzy Set Syst. 17(3), 233–247 (1985) 128
68. Chang, D.-Y.: Applications of the extent analysis method on fuzzy AHP. Eur. J. Oper. Res.

95(3), 649–655 (1996) 129
69. Zeng, J., An, M., Smith, N.J.: Application of a fuzzy based decision-making methodology to

construction project risk assessment. Int. J. Project Manag. 25(6), 589–600 (2007)
70. Rezaei, J., Fahim, P.B.M., Tavasszy, L.: Supplier selection in the airline retail industry using

a funnel methodology: conjunctive screening method and fuzzy AHP. Expert Syst. Appl.
41(18), 8165–8179 (2014)

71. Ozgen, D., Gulsun, B.: Combining possibilistic linear programming and fuzzy AHP for
solving the multiobjective capacitated multi-facility location problem. Inform. Sci. 268, 185–
201 (2014)

72. Jalao, E.R., Wu, T., Shunk, D.: A stochastic AHP decision making methodology for imprecise
preferences. Inform. Sci. 270, 192–203 (2014)

73. Deng, X.Y., Hu, Y., Deng, Y., Mahadevan, S.: Supplier selection using AHP methodology
extended by D numbers. Expert Syst. Appl. 41(1), 156–167 (2014)

74. Wang, Y., Jung, K.A., Yeo, G.T., Chou, C.C.: Selecting a cruise port of call location using the
fuzzy AHP method: a case study in East Asia. Tour. Manag. 42, 262–270 (2014)

75. Gim, B., Kim, J.W.: Multi-criteria evaluation of hydrogen storage systems for automobiles in
Korea using the fuzzy analytic hierarchy process. Int. J. Hydrog. Energy. 39(15), 7852–7858
(2014)

76. Calabrese, A., Costa, R., Menichini, T.: Using fuzzy AHP to manage intellectual capital
assets: an application to the ICT service industry. Expert Syst. Appl. 40(9), 3747–3755 (2013)

77. Jakhar, S.K., Barua, M.K.: An integrated model of supply chain performance evaluation and
decision making using structural equation modelling and fuzzy AHP. Prod. Plan. Control.
25(11), 938–957 (2014)

78. Cho, J., Lee, J.: Development of a new technology product evaluation model for assessing
commercialization opportunities using Delphi method and fuzzy AHP approach. Expert Syst.
Appl. 40(13), 5314–5330 (2013)

79. Kaya, I., Oztaysi, B., Kahraman, C.: A two-phased fuzzy multicriteria selection among
public transportation investments for policy-making and risk governance. Int. J Uncertainty
Fuzziness Knowledge Based Syst. 20, 31–48 (2012)

80. Kahraman, C., Ertay, T., Buyukozkan, G.: A fuzzy optimization model for QFD planning
process using analytic network approach. Eur. J. Oper. Res. 171(2), 390–411 (2006)

81. Onar, S.C., Oztaysi, B., Kahraman, C., Ozturk, E.: Evaluation of legal debt collection services
by using Hesitant Pythagorean (Intuitionistic Type 2) fuzzy AHP. J. Intell. Fuzzy Syst. 38(1),
883–894 (2020)

82. Xu, Z., Liao, H.: Intuitionistic fuzzy analytic hierarchy process. IEEE Trans. Fuzzy Syst.
22(4), 749–761 (2014)

83. Abdullah, L., Najib, L.: A new type-2 fuzzy set of linguistic variables for the fuzzy analytic
hierarchy process. Expert Syst. Appl. 41(7), 3297–3305 (2014)

84. Wu, J., Huang, H.B., Cao, Q.W.: Research on AHP with interval-valued intuitionistic fuzzy
sets and its application in multi-criteria decision making problems. Appl. Math. Model.
37(24), 9898–9906 (2013)

85. Abdullah, L., Najib, L.: A new preference scale of intuitionistic fuzzy analytic hierarchy
process in multicriteria decision making problems. J. Intell. Fuzzy Syst. 26(2), 1039–1049
(2014)

86. Aydın, S., Aktas, A., Kabak, M.: Neutrosophic fuzzy analytic hierarchy process approach for
safe cities evaluation criteria. Conference: 13th International Conference on Applications of
Fuzzy Systems and Soft Computing, At: Warsaw- Poland (2018)

87. Abdel-Basset, M., Mohamed, M., Sangaiah, A.K.: Neutrosophic AHP-Delphi Group decision
making model based on trapezoidal neutrosophic numbers. J. Ambient Intell. Humaniz.
Comput. 9, 1427–1443 (2018)



98 A. Chakraborty et al.

88. Vafadarnikjoo, A., Scherz, M.: A hybrid neutrosophic-grey analytic hierarchy process
method: decision-making modelling in uncertain environments. Math. Probl. Eng. 2021, 1–18
(2021). https://doi.org/10.1155/2021/1239505

89. Bolturk, E., Kahraman, C.: Interval-valued neutrosophic AHP with possibility degree
method. Int. J. Anal. Hierarchy Process. 10(3), 431–446 (2018). https://doi.org/10.13033/
ijahp.v10i3.545

90. Bolturk, E., Kahraman, C.: A novel interval-valued neutrosophic AHP with cosine similarity
measure. Soft Comput. Fusion Found. Methodol. Appl. 22(15), 4941–4958 (2018). https://
doi.org/10.1007/s00500-018-3140-y

91. Jun Yi Tey, D., et al.: A novel neutrosophic data analytic hierarchy process for multi-criteria
decision making method: a case study in Kuala Lumpur stock exchange. IEEE Access. 7,
53687–53697 (2019). https://doi.org/10.1109/ACCESS.2019.2912913

92. Radwan, N.M., Senousy, M.B., Riad, A.: Neutrosophic AHP multi criteria decision making
method applied on the selection of learning management system (2017). viXra

93. Golden, B.L., Wasil, E.A., Harker, P.T.: ‘The Analytic Hierarchy Process’: Applications and
Studies. Springer, Berlin/Germany (1989)

94. Kaewfak, K., Huynh, V.-N., Ammarapala, V., Ratisoontorn, N.: A risk analysis based on a
two-stage model of fuzzy AHP-DEA for multimodal freight transportation systems. Access
IEEE. 8, 153756–153773 (2020)

95. Bilandi, N., Verma, H.K., Dhir, R.: AHP–neutrosophic decision model for selection of relay
node in wireless body area network. CAAI Trans. Intell. Technol. 5(3), 222–229 (2020)

96. Saaty, T.L.: Theory and applications of the analytic network process. RWS Publications
(2005). Journal of Computer and Communications. 5(14) (2017)

97. Büyüközkan, G., Ertay, T., Kahraman, C., Ruan, D.: Determining the importance weights for
the design requirements in the house of quality using the fuzzy analytic network approach.
Int. J. Intell. Syst. 19(5), 443–461 (2004)

98. Onut, S., Tuzkaya, U.R., Torun, E.: Selecting container port via a fuzzy ANP-based approach:
a case study in the Marmara Region, Turkey. Transp. Policy. 18(1), 182–193 (2011)

99. Kahraman, C., Ertay, T., Büyüközkan, G.: A fuzzy optimization model for QFD planning
process using analytic network approach. Eur. J. Oper. Res. 171(2), 390–411 (2006)

100. Pourjavad, E., Shirouyehzad, H.: Evaluating manufacturing systems by fuzzy ANP’: a case
study. Int. J. Appl. Manag. Sci. 6(1), 65–83 (2014)

101. Li, F., Liu, L., Xi, B.: Evaluating strategic leadership based on the method of fuzzy analytic
network process. Appl. Math. Inform. Sci. 8(3), 1461–1466 (2014)
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5G Green Mobile Cloud Computing
Using Game Theory

Subha Ghosh and Debashis De

1 Introduction

Green refers to an environment where located systems are able to work efficiently
[1]. We have divided the significant systems in mobile cloud computing (MCC)
[2] into three layers, the first layer being the mobile devices layer, which creates
a task and sends it to another computing storage to compute it [3]. The second is
the communication layer, where 5G transmits data from mobile devices to the cloud
through a variety of wireless network technologies [4, 5]. The third is the cloud
layer, where data from mobile devices is received, processed, and result transferred
to a specific location after completion [6]. The most important thing to make an
environment green is to increase the efficiency of all the systems located within
it [7, 8]. Creating a green MCC environment is possible only when the mobile
devices in it, the 5G wireless network, and the cloud are able to work efficiently,
and they utilize the resources properly. Identifying the right resource is an important
task. This identification requires a mathematical procedure, which enables a device
to select the correct resource or path based on certain parameters [9]. The most
useful method for this is game theory [10–12]. Through its various types of games,
a system can easily and accurately detect the right thing at the right time and in the
right way. It enhances its own utility after detection, which is very useful for all
systems. The lists of acronyms used in this chapter is discussed in Table 1.
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Table 1 List of acronyms Acronyms Description

MCC Mobile cloud computing

5G Fifth generation

D2D Device-to-Device

HetNet Heterogeneous network

CRAN Cloud radio access network

HCRAN Heterogeneous CRAN

BBU Base band unit

RRH Remote radio head

DCO Data center operator

SS Service subscriber

The rest of the chapter is arranged in this way. The advantages and requirements
of MCC are listed in Sect. 2. The use of games in the case of task offloading
generated from mobile devices is discussed in Sect. 3. The method of offloading
the task of the mobile devices based on the cooperative game is discussed in Sect. 4.
The use of games for 5G wireless networks is described in Sect. 5. The process
of allocating spectrum for mobile devices based on auction game is discussed in
Sect. 6. The use of games for resource allocation in cloud computing is discussed in
Sect. 7. The process of allocating resources of the cloud based on non-cooperative
game is discussed in Sect. 8. Section 9 describes the mathematical equations
required for MCC’s data to be transmitted and completed in the cloud. The delay and
power consumption of the previously published articles are calculated and compared
in Sect. 10. A summary of the different types of games and their relationship with
MCC is discussed in Sect. 11. The need for cloud computing in the coming days and
the benefits of the game are described in Sect. 12 and finally the chapter is concluded
in Sect. 13.

2 Advantages of Mobile Cloud Computing

Notable among the reasons why MCC is used are listed below, and all these we have
described in Fig. 1.

1. Reduce cost:
Reducing cost means reducing the cost of the system and here system means
two types of systems, one is the mobile device [13] and the other is the cloud
[14]. To accomplish a large task or run a large application requires a mobile
device with a high capacity, where having a large amount of RAM, ROM and
a very high processing unit is essential. But the more hardware or better quality
mobile devices increase the price value. But, if we transfer that work from a
mobile device to a cloud device, the cost is much lower and the cloud provides
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Fig. 1 Advantages of mobile
cloud computing

cloud service according to how much we will use and the customer sends money
accordingly. This benefits both mobile devices and cloud service providers.

2. Scalability:
Cloud service providers work in a scalable way [15]. Cloud service providers
allocate computing storage as needed and create bills based on it [16]. As a result,
users pay according to the amount of data transferred and leave the storage intact
when the work is done. There is no need to acquire storage permanently or buy
it permanently, which is very beneficial for any mobile user.

3. Ease of use:
The cloud is easy enough to use [17], the main reason being that the cloud
provides as much storage as the user needs and the user has to pay accordingly
[18]. As a result when the user needs, he acquires the cloud and then leaves it, it
is very easy and efficient.

4. Energy efficiency:
Energy is a very valuable component for two types of systems mobile and cloud
[19]. In the case of mobile system, energy refers to the capacity of the battery in
it. When a large application runs in the mobile, its battery is used at that rate
and it runs out quickly. In the case of the cloud, energy refers to the power
consumption that is required to perform data operations in the cloud. Energy
is a very important parameter in these two cases. Data generated from mobile
devices and done in the cloud, increases the energy efficiency of the system,
which in turn increases network performance [20]. As a result, the battery life of
mobile devices increases.
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5. Remote access:
Remote access is an important feature of MCC [21]. This allows the user to store
important data in a remote cloud storage with a specific ID and password without
having to store it in the mobile, and access it from any location with the user ID
and password [22]. This increases the amount of free resources on mobile devices
and allows users to store as much data, applications, etc. Users are able to use the
data they need in any location and at any time.

6. Application update:
Because the cloud is located in a remote location, the data stored in the cloud is
automatically updated [23]. Through the applications associated with that data,
that data is automatically updated from anywhere, so that the user always receives
the updated data and they can take the next step according to that data [24].

7. Disaster relief:
Data is going to be the most important thing of the future. If this data is lost due
to a disaster, it is very difficult to recover it. A lot of information is stored based
on this data. From this point of view, the cloud is a very important and essential
thing. Cloud makes it easy to store important data in remote locations and access
that data when needed [25], so there are no signs of data loss in the event of a
major disaster [26].

We have divided the process of MCC into three parts; the first part is the task
offloading method of mobile devices [27, 28]. The second part is the 5G wireless
network [29], through which mobile data reaches certain cloud computing very
quickly and accurately. And the third part is the cloud resource allocation system.
Through it the cloud service provider provides a certain amount of resources to
properly process the data coming from the mobile, and after it is completed, delivers
it to a specific destination or stores it [30]. Game theory plays a vital role in each
of these components of MCC. Each method is done appropriately through specific
game. The use of games for this is incomparable to MCC. In the next section, we
discuss in detail the relationship between each of these methods with the games.

The process of offloading data from a large number of mobile devices through
games, transmitting that data to the nearest cloudlet via a 5G wireless network,
and then transmitting and storing it in a centralized cloud is illustrated in Fig. 2.
Here, data, services, and applications generated from mobile phones are sent to the
cloud through a variety of games. 5G wireless network is used for transmission
through suitable games, which reduces the power consumption, interference, and
delay of the network. Because the cloud is located far away, the data is transferred
through the game to a nearby cloudlet device with few resources before moving to
the cloud. If cloudlet fails to complete the task, it is moved to the cloud and the task
is accomplished by allocating appropriate resources through games. Once done, it
is stored and the feedback is sent to the specified destination. The role of games is
important in each case.
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Fig. 2 Architecture of mobile cloud computing

3 The Use of Game Theory in Mobile Data Offloading

A network can only be called green when it is able to function efficiently. The battery
capacity of modern mobile devices is limited. As a result, energy consumption
has become a major concern for mobile applications. The method of offloading



112 S. Ghosh and D. De

depending on the real time video application is discussed in [31]. This reduces the
delay of applications and saves the battery of mobile devices.

The architecture of offloading decentralized computing in MCC based on
potential game is discussed in [32]. In this article, mobile users decide to do
offloading by balancing themselves, which brings a lot of benefits to complex
management system.

The method of dynamic computation offloading in MCC by stochastic game is
described in [10]. In this article, mobile users are dynamically active and inactive,
and wireless channels vary randomly in offload calculations. Mobile users are selfish
and offload data in the cloud in a self-interested way. The decision making process
of this offloading is described through the game.

The process of data offloading in decentralized MCC based on congestion game
is discussed in [33]. In the article, the authors try to gain expertise in data offloading
through WiFi and Device-to-Device (D2D) communication through game theory
approach. The purpose of the authors in this article is to maximize the revenue of
mobile operators.

Now and in the days to come, the use of IoT devices is essential for any
smart environment [34]. Authors of [35] have documented the association of MCC
with IoT. First, each mobile device determines how much data it will send to a
remote location via the rubinstein game. Depending on that application, the cloud
dynamically allocates resources as needed. This process is very beneficial for time
sensitive applications.

Data offloading in the cloud is a challenge for real time constraints and delay
sensitive mobile applications. The process of transmitting multiple user data based
on computing offloading game is discussed in [36]. In [36], the authors first consider
the system model as a centralized problem, and then move it to the maximum bin
packing problem. The application of this model reduces the energy consumption,
time consumption and monetary cost of mobile devices, which is very useful for the
system.

Mobile devices are a useful way to complete applications by working coopera-
tively. The process of assembling mobile devices and completing tasks based on the
Stackelberg game is described in [37]. In [37], buyer of mobile computing services
are used as leader and sellers are used as followers. With this method, mobile devices
use their unused resources to accomplish tasks by sharing, which gives benefit both
the buyer and the seller. The article proposes a cost function for buyer and a utility
function for sellers, which increases the efficiency of the method.

Although cloud computing is a great way to accomplish and store the work
generated by a large number of mobile device applications. The greater distance
between mobile and the cloud, increases the loss of network performance. Sending
data over this long distance increases the power consumption of the network, which
leads the network to the opposite side of green communication. To solve this
problem, a limited resource computing node near the mobile device, “cloudlet”,
has been proposed in [38–40]. It is located in the middle of a mobile device and
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a remote cloud device. It receives data from the mobile device, processes the data
quickly and sends the feedback to the destination [41]. The method of offloading
data by non-cooperative mobile devices based on extended game is discussed in
[39]. Mobile devices selfishly try to increase their utility by sending their data
to a nearby cloudlet. Depending on the game theory, the method of reducing the
delay and energy consumption of mobile users by offloading data in cloudlet is
described in [40]. This article uses two types of users, homogeneous mobile users
and heterogeneous users.

4 Utility Function and Game Table for Mobile Task
Offloading

A utility function is a mathematical equation through which players make the
necessary decisions and act accordingly. An important element of game theory is
the game table, where players and their data are stored. They perform necessary
actions based on that data.

In this section, we have described the utility function and game table required for
offloading mobile data through cooperative game.

A cooperative game [42] is a game in which a number of users come together
to make a decision and follow that decision to complete their work. They work
together to make a profit of all of them. The utility function for offloading mobile
data through cooperative game is given as,

uCGDO = (d1 + d2 + d3 + · · · + dM) (1)

The game table for offloading mobile data through cooperative game has been
recorded in Table 2. Table 2 has 1 to M number of players and their data amount
is D1 to DM . It is possible to transmit maximum T D amount of data through
offloading. Here, players try to send data together in a cooperative way. Players
transmit data from d1 to dm.

Thus, the total amount of data transmitted through players is T DM = ∑M
i=1 di

and this amount of data must always be less than or equal to the maximum T D

amount of data.
The method of offloading task through cooperative game is shown in Fig. 3. Here,

a number of mobile users have come together cooperatively to form some clusters
(C1, C2, and C3). Within that cluster, mobile users try to offload the task to the
cloud. This reduces the amount of power consumption, delay, and cost for mobile
users. As they work cooperatively, the utility of all mobile users within the cluster
increases.
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Table 2 Cooperative game table for mobile data offloading

Players Data Amount of offloaded data
Total possible
offloaded data Remarks

P1 D1 d1 ≤ D1 T D Players collectively
send data and try to
reduce their energy

P2 D2 d2 ≤ D2

P3 D3 d3 ≤ D3

P4 D4 d4 ≤ D4

P5 D5 d5 ≤ D5
.
.
.

.

.

.
.
.
.

PM DM dM ≤ DM

Total data T DM = ∑M
i=1 di T DM ≤ T D

Fig. 3 Architecture of offloading tasks through cooperative game

5 The Use of Game Theory in 5G Wireless Networks

The use of 5G wireless network for green MCC is unprecedented. Mobile data is
easily accessible in the cloud through a variety of 5G wireless network technologies
[4, 29, 42]. The technologies of 5G wireless network are heterogeneous network
(HetNet) [9, 43, 44], D2D communication [11, 34], etc. All these technologies
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reduce the power consumption and delay of the network. Cloud radio access net-
work (CRAN) and D2D communication have revolutionized 5G wireless networks.
In the CRAN network, a base band unit (BBU) pool is located, combines a number
of resources. This BBU pool is connected to the evolved node B via the backhaul
link and to the remote radio head (RRH) via the fronthaul link.

When D2D communication technology is integrated with CRAN, it becomes
difficult to reduce the generated interference and allocate resources to users. The
resource allocation process of the network with D2D communication and 5G
heterogeneous CRAN (HCRAN) based on matching theory and coalition game is
discussed in [12]. In [12], the authors study the process of allocating sub-channels
with different bandwidth between D2D pairs and RRH users. This results in the
reuse of pre-defined sub-channels for macrocell users, increasing the performance
of the network.

Fronthaul link is a very important medium for HCRAN. Based on the matching
game, the fronthaul-conscious user association process at HCRAN is discussed in
[45]. The purpose of the authors in this article is to increase the wireless fronthaul
link capacity to maximize the overall network throughput. The user association
process is accomplished through the proposed utility functions for the user and RRH
depending on the two-sided matching game.

The method of price and rate optimization of CRAN based on hierarchical
dynamic game is discussed in [46]. The article uses BBU owner as leader and RRH
as follower. Traffic generated by RRH users is routed based on price value for BBU
acquisition.

Interference is an important factor for wireless communication, resulting in loss
of network performance. The process of reducing interference in the case of CRAN
based on the coalition formation game is described in [47]. In [47], the RRHs
create coalitions to reduce interference and serve their customers. Through the
model proposed in the article, the RRHs within the CRAN can decide on their
own, whether they will provide services to the user in a cooperative manner if the
throughput of the RRH improves.

6 Utility Function and Game Table for 5G Wireless
Networks in Spectrum Allocation

In this section, we have described the utility function and game table required for
5G wireless networks through auction game.

The use of auction game is significant in 5G wireless networks, making it easy
and accurate to allocate spectrum to the right player. The game consists of an
auctioneer who acts as a spectrum operator, and a number of bidders who act
as players. The utility function for capturing spectrum through auction game is
given as,
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Table 3 Auction game table for 5G wireless networks

Player
Price value set by
the auctioneer

Price value applied
by the bidder

The profit of the
auctioneer Remarks

P1 PA PB1 Pro1 The auctioneer
identifies a player
based on his or her
maximum profit
and provides him
or her with the
spectrum

P2 PB2 Pro2

P3 PB3 Pro3

P4 PB4 Pro4

P5 PB5 Pro5
.
.
.

.

.

.
.
.
.

PM PBM ProM

Fig. 4 Architecture of acquiring spectrum through auction game

uAFWN = Promax(PA − PBi) (2)

The game table used for allocating spectrum between the auctioneer and the
bidder in the auction game is discussed in Table 3. In this table, 1 to M players
have participated in the auction game to acquire spectrum. The price value set by
the auctioneer for the spectrum is PA. The bidders offer bids from PB1 to PBM at
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a price they can afford to acquire the spectrum. The auctioneer identifies a player
based on his or her maximum profit and provides him or her with the spectrum.

The process of allocating spectrum among mobile users through auction game is
illustrated in Fig. 4. Here, a number of mobile users are willing to take spectrum to
send their tasks to the cloud. Mobile users apply to the auctioneer spectrum manager
with a price value to acquire spectrum as a bidder. The spectrum manager identifies
the mobile user on the basis of his own profit and assigns the required spectrum.
This reduces the amount of power consumption, delay and cost for mobile users.

7 The Use of Game Theory in Cloud Resource Allocation

The method of allocating resources in cloud computing through the imperfect
information stackelberg game is discussed in [48]. This game motivates service
providers for overall utility and maximum profit through optimal strategy. The
process of allocating resources based on the single cost of different types of
resources is proposed in this article, which favorable benefits to the infrastructure
providers.

The method of intelligent decision making among cloud providers based on
minority game has been documented in [49]. The purpose of the article is to
efficiently allocate resources and to exploit resources efficiently among cloud-
producing partners. The minority game is designed in such a way that cloud
developers can decide to use the resource properly among themselves through
personal information.

The process of maximizing profits through resource allocation in the cloud
environment based on a non-cooperative game is described in [50]. In [50], the
resources of the cloud have been allocated based on the budget. The whole process
has been completed through two rounds. Bid values arriving in the first round
have been investigated and bids with insufficiently proposed budgets have been
eliminated. In the second round, a number of users are identified through non-
cooperative game based on user bid value, proposed budget, and deadlines and
resources are allocated to these identified users.

The method of cloud resource allocation based on an online auction game is
discussed in [51]. The authors suggest a lightweight mechanism to increase the
use of real-world cloud applications. Here, the user’s bids are sealed using the
bid function through the proposed game and sent to the auctioneer. The proposed
method has been used to increase the profits of providers and users.

The method of allocating dynamic resources for the highest quality of experience
based on the Stackelberg game is described in [52]. In [52], the authors proposed
the process of resource allocation through multi leader and multi follower two stages
Stackelberg game, so that cloud resources can be allocated to the mobile terminal
in the best possible way. Here, leader refers to cloud servers and follower refers to
mobile terminals.
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The process of allocating resources to the cloud based on the combinatorial
double auction game and the services according to the user’s needs is described
in [53]. First, the incomplete information game of cloud resource allocation has
been transformed into a complete but imperfect information game through harsanyi
transformation. The authors then draw a model of infrastructure providers and
service providers based on different combinations of resources, through which the
use of resources between the two parties is maximized and justified.

The process of allocating resources between distributed data centers based
on hierarchical game is discussed in [54]. Here, the authors discuss two types
of situations between data center operators (DCOs). First, if the coordination
between the DCOs is weak, then they work in a non-cooperative way, and if their
coordination is sufficient, then they behave like a coalition game. In [54], DCO has
acted as leader and service subscribers (SSs) as follower. The SS selects the DCO
according to its required resource and assigns a price value. The DCO adjusts its
price value based on feedback from SSs and other DCOs to maximize profits.

The process of allocating resources to the cloud based on dynamic Stackelberg
game and long short memory model is documented in [55]. Increasing the revenue
of infrastructure suppliers and improving the efficiency and quality of service of
service providers is a very important task in allocating resources to the cloud. The
proposed model predicts the market situation and optimizes the bidding strategy to
maximize profits due to huge demand.

Properly scheduling task is a very important job for cloud computing, the main
reason is the increase in the number of users. As a result of the increase in the
number of users, the amount of power consumption of the network increases
exponentially. The process of scheduling tasks and allocating resources to the cloud
based on non-cooperative game is described in [56]. The article lists the server’s
utility function so that the network is power efficient.

8 Utility Function and Game Table for Non-Cooperative
Game used in Cloud Resource Allocation

In this section, we have described the utility function and game table required for
cloud resource allocation through non-cooperative game.

A non-cooperative game is a game where players work alone and they always
try to increase their own utility. Players apply in a non-cooperative manner with
price value to acquire the necessary resources from the cloud. The resource manager
selects the player based on his own profit and allocates the necessary resources. The
player completes his task after receiving adequate resources. The utility function for
cloud resource allocation through non-cooperative game is given as,

uNCCRA = (d1 ∨ d2 ∨ d2 ∨ d3 ∨ · · · ∨ dM) (3)
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Table 4 Non-cooperative game table for cloud resource allocation

Players Data
Amount of
offloaded data

Price value offered
by players

Available
spectrum Remarks

P1 D1 d1 ≤ D1 PV1 AFS Players are
non-cooperative
and selfishly send
data alone and try
to reduce their
own energy

P2 D2 d2 ≤ D2 PV2

P3 D3 d3 ≤ D3 PV3

P4 D4 d4 ≤ D4 PV4

P5 D5 d5 ≤ D5 PV5
.
.
.

.

.

.
.
.
.

.

.

.

PM DM dM ≤ DM PVM

Total data T DM = d1 ∨ d2 ∨ d2 ∨ d3 ∨ d4 ∨ · · · ∨ dM AFS

The game table for cloud resource allocation through non-cooperative game has
been recorded in Table 4. Table 4 has 1 to M number of players and their data
amount is D1 to DM . Here, players try to send data alone in a non-cooperative and
selfish way. Players transmit data from d1 to dm. The available spectrum is AFS.

Thus, the total amount of data transmitted through players is T DM = d1 ∨ d2 ∨
d2 ∨ d3 ∨ · · · ∨ dM .

The process of allocating resources among players through non-cooperative
game is illustrated in Fig. 5. Here, a total of 1 to RN resources are present and the
R6 resource is free. Players apply to the resource manager alone with price value for
the acquisition of this free resource. The resource manager identifies a user based on
his or her profits and provides the resource to him or her. This reduces the amount
of power consumption, delay, and cost for mobile users. Players increase their own
utilities through non-cooperative game.

9 Mathematical Model

In this section, we have calculated the amount of delay and power consumption for
transmitting data from mobile devices to the cloud and receiving feedback.

9.1 Delay

The uplink delay for sending D amount of data from the mobile device to the cloud
is calculated as,
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Fig. 5 Architecture to apply to resources through non-cooperative games

UD = (
D

UDaR
) (4)

where, UDaR refers to uplink data rate.
The downlink delay for sending D amount of data from the cloud to the mobile

device is calculated as,

DD = (
D

DDaR
) (5)

where, DDaR refers to downlink data rate.
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Propagation delay between mobile device and the cloud is calculated as,

PpD = (
Dt

SD
) (6)

where, Dt and SD refer to distance between mobile and cloud, and propagation
speed, respectively.

The delay in processing D amount of data in the cloud is calculated as,

PcD = (
D

SC
) (7)

where, SC refers to the computing speed of cloud.

9.2 Power Consumption

The uplink power consumption for sending D amount of data from the mobile
device to the cloud is calculated as,

UD = PCU(
D

UDaR
) (8)

where, PCU refers to the power consumption of sending data from a mobile to the
cloud

The downlink power consumption for sending D amount of data from the cloud
to the mobile device is calculated as,

DD = PCD(
D

DDaR
) (9)

where, PCD refers to the power consumption of receiving data from the cloud to
the mobile device

Propagation power consumption between mobile device and the cloud is calcu-
lated as,

PpD = PCPp(
Dt

SD
) (10)

where, PCPp refers to the power consumption to propagate the data
The power consumption in processing D amount of data in the cloud is calculated

as,

PcD = PCPc(
D

SC
) (11)

where, PCPc refers to the power consumption to compute the data in the cloud
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10 Result and Discussions

In this section, we have calculated and compared the delay and power consumption
for basic cloud computing, cloud computing based on game and cloud computing
using cloudlet based on game.

10.1 Delay

The delay generated from basic MCC [5], game-based MCC [10], and game-based
cloudlet enabled MCC [40] is illustrated in Fig. 6. Figure 6 shows that cloudlet-
enabled MCC [40] using game has generated ∼11%–26% and ∼27%–39% less
delay than game-based MCC [10] and basic MCC [5], respectively.
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Fig. 6 Comparison of delay between basic MCC [5], game based MCC [10], and cloudlet enabled
MCC using game [40]
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Fig. 7 Comparison of power consumption between basic MCC [5], game based MCC [10], and
cloudlet enabled MCC using game [40]

10.2 Power Consumption

The power consumption generated from basic MCC [5], game-based MCC [10], and
game-based cloudlet enabled MCC [40] is illustrated in Fig. 7. Figure 7 shows that
cloudlet-enabled MCC using game has generated ∼31%–71% and ∼69%–87% less
power consumption than game-based MCC [10] and basic MCC [5], respectively.

11 Summary of Games and Mobile Cloud Computing

This section describes the different types of games and their association with MCC.
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Fig. 8 Relationship between
the task offloading of MCC
with different types of games

11.1 Games for Task Offloading

The relationship between the task offloading of MCC and different types of games
is illustrated in Fig. 8. In Table 5, we have discussed the features of several existing
methods of task offlanding and the games used in them.

11.2 Games for 5G Wireless Networks

The combination of offloading’s through 5G wireless network with a variety of
games is illustrated in Fig. 9. In Table 6, we have discussed the features of several
existing methods of cloud related to 5G wireless networks and the games used in
them.

11.3 Games for MCC Resource Allocation

The matching of different types of games with the resource allocation of cloud is
illustrated in Fig. 10. In Table 7, we have discussed the features of several existing
methods of allocating MCC resources and the games used in them.
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Table 5 Features of existing task offloading methods

Articles Game Features

Dynamically offload the data from
mobile to cloud [32]

Potential game As the size of the system
increases, offloading performance
increases and scales improves

Offloading multi-user computation
for MCC under dynamic
environment [10]

Stochastic Game Increased system performance in
terms of computational costs and
the number of useful cloud
computing users

Two decentralized data offloading
methods for MCC [33]

Congestion game Reduce payments to mobile
subscribers and maximize mobile
operator revenue

Effective computation offloading
approach for mobile cloud and IoT
[35]

Rubinstein game The method works in distributed
IoT environments while
supporting timely and ubiquitous
application execution

Method of distributed computation
offloading in MCC of multiple
mobile device users [36]

Multi-user
computation
offloading game

Reduces total costs, including
energy costs, time costs, and
financial costs for mobile device’s

Cooperative application execution
for MCC [37]

Stackelberg game Encourages mobile devices to
share their unused resources
across MCC platforms

Cloudlet based computation
offloading in MCC [39, 40]

Non-cooperative
game [39] and
potential game
[40]

Cloudlets with limited computing
resources are used, which reduces
network delay and energy
consumption

Fig. 9 Combination of
mobile cloud computing’s 5G
wireless network with a
variety of games

12 Future Scope

Cloud computing is an essential thing for completing and storing large amounts
of generated data. The main sources of this data are the large number of mobile
devices, the number of huge applications used in it, and the large number of IoT
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Table 6 Features of offloading methods of existing 5G wireless networks

Articles Game Features

Allocate bandwidth sub-channels
between multiple D2D pairs and RRH
users included in CRAN [12]

Coalition game Significantly improves
system performance and
overall throughput

Fronthaul aware user association in 5G
HCRAN [45]

Matching game Increases access rate
performance along with
user achievable data rates

CRAN’s user traffic allocation process
based on one-leader and multi-follower
[46]

Hierarchical
dynamic game

This method maximizes
revenue and reduces traffic
congestion costs

The method of cooperative intervention
between RRHs in CRAN [47]

Coalition
formation game

The alliance results in less
intra-interference and to
serve their clients
collectively

Fig. 10 Matching of different types of games with the resource allocation of mobile cloud
computing

devices. Considering the rate at which the number of IoT devices is increasing,
the cloud is a very necessary thing. This huge number of IoT devices sense data
without any human intervention and transfer that data to the cloud for processing.
The cloud processes that data and stores it as needed. Over the past few decades, fog
computing, edge computing, and dew computing devices have been introduced with
the cloud. These devices are located much closer to the user than the cloud and have
much lower power consumption. As a result the network delay is much less. All of
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Table 7 Features of existing MCC resource allocation methods

Articles Game Features

Dynamic resource allocation for cloud
computing environment based on
imperfect information with hidden
markov model [48]

Stackelberg game This approach maximizes
profits for both service
providers and
infrastructure providers

Efficiently allocate resources and services
among cloud manufacturing system
partners and make exploitative decisions
[49]

Minority game This is an important
process to help different
types of enterprises,
especially small and
medium enterprises to
participate and develop
their business

Increasing profits in cloud computing
through efficient resource allocation [50]

Non-cooperative
game

The profitability of cloud
providers has improved
and the amount of assets
sold has increased

Efficient resource allocation and asset
pricing through bid function [51]

Auction game Increases the profitability
of both cloud providers
and users

Dynamic resource allocation for MCC
environment based on multi-leader
multi-follower strategy [52]

Stackelberg game Cloud servers and mobile
terminals both selfishly
try to maximize their own
interests. This greatly
affects the performance
of the network

Resource allocation model based on
bidding coordination of multiple service
providers and infrastructure providers
[53]

Combinatorial
double auction

Successful
business-related
infrastructure providers
and service providers are
able to maximize their
profits, resulting in
greater social welfare

A way for multiple data center operators
to simultaneously serve the asset
allocation to multiple service customers
[54]

Hierarchical game Unilaterally DCOs
deviate from the decision
and improve their
performance

Incomplete information based game
theoretical method for allocating
resources in the cloud [55]

Stackelberg game Optimize bidding
strategies to maximize
profits while maintaining
fairness for tenants with
huge demand as well as
profit

The efficient allocation of computing
resource and task scheduling of servers
located within the cloud computing
system [56]

Non-cooperative
game

Increases the average
power efficiency of cloud
computing systems
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these devices can store a small amount of data, but the use of the cloud is unique in
processing large amounts of data and storing it for the future.

As the number of user’s increases, the data generated from them will become
more difficult to transmit, complete, and store. This requires a mathematical
paradigm, through which it is accomplished in a healthy way. Suitable for this
is game theory. Different types of games make it possible to offloading data,
transmitting it over a wireless network, and allocating resources in the right way to
process that data. This is very helpful now and in the future. Accurate identification
of resources through games reduces the power consumption and delay of the
network, which helps to move the network towards a greener environment.

From this chapter, we can realize that green MCC is a vital necessity and games
are an important component of this. It will be very helpful to process and store a lot
of generated data in the near future.

13 Conclusion

This chapter discusses in detail the relationship between MCC and games. The game
is a very useful medium for transmitting data and allocating the necessary resources
to compute it. This increases the efficiency of the network. Data is easily and quickly
transferred from mobile devices to the cloud through a variety of 5G wireless
network technologies. The use of different types of games on 5G wireless networks
reduces the power consumption of the network. Cloud’s resource allocation is made
easier through a variety of games, which is very useful for a lot of incoming data.
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Security Frameworks for Green Mobile
Cloud Computing

Tanmoy Maitra, Pinaki Sankar Chatterjee, and Debasis Giri

1 Introduction

Mobile technologies, such as smart phones and tablets, are becoming increas-
ingly important since the most efficient computing and beneficial communication
approaches are not limited by location or time [1]. Such devices are replacing laptop
or desktop systems by employing the cloud computing platform or mobile cloud
services. MCC is a hybrid of cloud computing and mobile computing in which data
is processed and stored in the cloud while mobile devices are primarily utilized
as clients to interface with apps and obtain processed results from the cloud [2].
Furthermore, the battery life-time is limited to the mobile devices; therefore, by
taking the concept of green mobile network, data has been offloaded to the cloud
server for processing and store. Despite such benefits, mobile cloud computing still
isn’t widely adopted due to the numerous aspects associated with the security of
mobile cloud computing infrastructure, such as privacy, access control, service level
agreements, interoperability, charging models, data protection, and even more, that
must be handled.

There are numerous issues in the GMCC domain, including data duplication,
continuity, instability, restricted scalability, portability (due to falling cloud provider
quality), unpredictable availability of cloud resources, security, trust, and secrecy
[3]. The above-mentioned difficulties have slowed the explosive growth of GMCC’s
customer base. According to the articles [4–6], 74% of IT executives and chief
information officers are hesitant to use cloud services due to security and privacy
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concerns. To attract potential customers, cloud service providers must solve all
security concerns in order to create a fully secure environment. To protect a
cloud computing environment, research groups and academic institutions have
put in massive amounts of work. Some challenges remain unanswered, like the
privacy and security of users’ information saved on cloud server(s), security hazards
associated with many virtual machines, and intrusion detection. Because GMCC is
cloud-based, all security weaknesses are carried across, with the added restriction
of resource-constrained mobile devices. As there is a limitation of resources,
therefore, the existing security methods for the cloud computing environment cannot
be executed on a mobile device directly. On mobile devices, a portable secure
architecture that delivers safeguards with little processing and communication costs
is required. Security-enhanced cloud application services can be utilized to give
privacy and security solutions. Secure Cloud Application Services also offers key
management, user management, on-demand encryption, intrusion detection, and
authentication services to mobile users in addition to privacy and security. A
dependable communication link was required between cloud services and green
mobile devices. To secure communication channels between mobile devices and the
cloud, routing protocols with security might be used. However, while virtualization
promotes the utilization of cloud resources, it can also introduce new security
risks due to the absence of total segregation of virtual machines put on a single
server. Virtual machine safe monitoring, mirroring, and migration can help to
overcome some of the security difficulties posed by virtualization. Users must be
able to audit the security level of hosted services in order to give a clear cloud
environment. Cloud Service Monitor (CSM) can be used to do audits. CSM checks
the running environment’s security and flow. The security level must fulfill the
user’s security requirements, and the running environment’s normal flow should
be maintained. The Secure Storage Verification service can be used to verify the
security of data uploaded to the cloud. The cotyledon center’s physical security
is critical to achieving security and privacy. Physical security refers to safeguards
that prevent unauthorized employees from physically accessing cloud service
provider resources. Video surveillance, security guards, security lights, sensors, and
alarms can all be used to provide physical security. Many works [7–15] offer an
energy-efficient high-performance computing environment. However, the GMCC
environment necessitates low energy-consumption security architecture for mobile
devices in order to deliver security and privacy services [16].

Generally, the security framework can be categorized into three parts: data
security framework, access control framework, and communication framework.
Figure 1 shows the security frameworks for GMCC. When users want to store
or fetch data from cloud, at first access control will check that if the user has
the access or not on that data. For this, access control framework has been taken
place. Moreover, access control framework works for each service like SaaS, IaaS,
and PaaS. If access control permits the user to access the data, then data security
framework checks the validity of data. All the communications to get a service from
cloud by the help of mobile devices will be secured by the secure communication
framework.
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Fig. 1 Security frameworks for mobile-cloud architecture

In this chapter, the existing frameworks are discussed in Sect. 2 followed by the
existing security challenges in GMCC in Sect. 3. Finally, conclusion has been given
in Sect. 4.

2 Existing Frameworks

This section discusses the security frameworks for Green Mobile Cloud Computing
(GMCC). The framework can be categorized by three main parts: (a) data security
framework, (b) access control framework, and (c) communication framework.

2.1 Data Security Framework

There should be some systems in place to address these data security and pri-
vacy concerns. Data security frameworks that offer security, confidentiality, and
reliability of users’ data must be implemented or developed. This section Table 1
focuses mostly on data security approaches that reduce the computational cost of
cryptographic algorithms and processes.

To avoid adversary threats, several approaches must be implemented to enhance
the security of mobile users’ personal data. Certain measures are required to ensure
the privacy of a user’s private information, ensuring that only the owner has access to
his information and that no other individuals have access to the information without



136 T. Maitra et al.

Table 1 Comparison of cryptographic data security mechanism [16–18]

Mechanisms of
security

Operational
support Restrictions Assumptions Conclusion

Coding based
scheme

Multiplication
of units in a
matrix using a
coding vector

On mobile
platforms, there
is an additional
file
management
cost

Construction of
Coding Vector

1. When contrast to
an encryption-based
system, it uses
fewer resources.
2. Expensive in
terms of
computation

Encryption
based scheme

Algorithm for
symmetric
cryptography

Cost in the
Computing

– 1. Use up a lot
of energy on
Mobiles
2. Increase the
level of
protection

Block based
sharing
scheme

Strategies of
action for
Block Oriented
Chaining

Executions of
Depended
Blocks. As
cryptographic
techniques,
basic XOR
procedures are
utilised

The file is
broken into
segments
logically

1. Energy-Saving
2. Use fewer
resources
3. Execute at a
faster rate

Sharing based
scheme

X-OR
operations

Accompanying
activities
require a lot of
computing
power

Arbitrary
Shares are
generated and
uploaded

1. It takes a
long time
2. A substantial
amount of data
storage and
processing is
required

the permission of the owner. Basically, in this chapter we will discuss a data security
framework proposed by Patel et al. [19].

2.1.1 Data Security Framework Proposed by Patel et al. [19]

The authors in [19] improved data security and privacy using three distinct
cartographic implementation strategies. (1) Counter modes of block based Encryp-
tion and Decryption; (2) MAC- Message Authentication Code, and (3) Blowfish
Symmetric Cartographic Algorithm.

According to them the flow for uploading the user file on the cloud storage is as
follows (Fig. 2):

The files should be exchanged with clients based on the access rights provided
to certain authorized users by the data holder. There will be more opportunities
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Fig. 2 (a) Flowchart for data uploading and (b) Flowchart for data downloading

to reduce the cost of cryptographic standard algorithms and to study systems that
provide the similar protection with less cost than regular cryptographic algorithms.

Apart from the aforementioned data security framework [19], Jia et al. [20]
introduced a secure data service for MCC. To achieve the integrity and security
of mobile users’ data kept in cloud server, Hsueh et al. [21] also presented a scheme
which is applicable for smart phones. In addition, due to limitation of resource
in mobile, Yang et al. [22] enhanced the public cloud data storage scheme which
ensures the confidentiality, privacy, availability and integrity of mobile users’ data.
Zhou and Huang [23] introduced a secure framework for lightweight mobile devices
known as Privacy Preserving Cipher Policy Attribute-Based Encryption (PP-CP-
ABE). In this chapter, we also discuss the Zhou and Huang’s Scheme [23].
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2.1.2 Data Security Framework Proposed by Zhou and Huang [23]

In this section, this chapter briefly discusses the PP-CP-ABE [23]. In this scheme,
there is five entities, (a) data owner (OW), (b) service provider for encryption (SPE),
(c) service provider for decryption (SPD), (d) service provider for storage (SPS) and
(e) trusted authority (TA). OW can be a mobile device or sensor that can prompt the
cloud for data storage and retrieval. To increase OW’s processing capabilities, a
large portion of encryption and decryption operations are performed to the cloud.
SPE encrypts the file for OW without knowing the security key. Similarly, SPD
decrypts the file for OW without obtaining any information about the data content.
The cipher data is kept on a SPS. TA generates and distributes the keys among OWs.
Figure 3 depicts the architecture of the proposed scheme [23].

The steps involved in the scheme [24] are discussed as follow. However, to
know details about cryptographic technique involved in this scheme, we suggest
go through the article [24].

Step 1: After selecting secret parameters, TA produces a bi-liner map function. After
this, TA declares the private and public keys.

Step 2: To obtain the private key each OW register themselves to TA. However,
based on the owners’ attributes, private key will be generated.

Step 3: Data Access Tree (DAT) should be outsourced by the OW if he/she want
to enter into encryption process. DAT has two parts: (1) data access policy
controlled by cloud provider SPE, namely DATSPE, and (2) data access policy
controlled by OW, namely DATOW . DATOW contains only one attribute to
eliminate the overhead in the owners’ end. The OW randomly produces a one
degree polynomial to obtain some secrets s, s1, s2. Then OW transmits DATSPE
and secret s1 to SPE.

Step 4: Based on the obtained information, SPE produces a Temporal Cipher (TC)
by using some cryptographic techniques. At the same time OW also encrypts
the message M by using the remaining secrets s and s2 and also uses some
cryptographic technique to produce TCOW , C‘, and C. Then OW transmits <
TCOW , C‘, and C > to SPE.

Fig. 3 System architecture for scheme [24]
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Step 5: Finally, SPE produces the cipher text of M, after receiving the < TCOW , C‘,
and C > .and stores the data through storage cloud service.

2.2 Access Control Framework

Access control is a well-known security concern. In the literature, several access
control strategies have been introduced. A list of table (see Table 2) is given as
related exiting access control frameworks overview. But, among them, this chapter
will discuss Li et al.’s [24] dynamic attributes based conventional access control
scheme.

Table 2 Comparison of related access control frameworks

Dynamic attributes
Frameworks Static attributes Spatial or temporal Proximity Data confidentiality
Context aware Role
Based Access
Control [25]

Yes Yes No No

Event driven Role
Based Access
Control [26]

Yes Yes No No

Location aware
Access Control [27]

Yes Yes No No

Location based
encryption [28]

Yes Yes No Yes

Secure localization
[29]

Yes Yes No Yes

Li et al.’s
Framework [24]

Yes Yes Yes Yes

Attribute-based
Access Control
(ABAC) [30]

Yes No Yes Yes

Temporal-based
Access control
(TBAC) [31]

Yes Yes Yes Yes
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Fig. 4 (a) System architecture, and (b) application architecture for secure container

2.2.1 System Architecture of Li et al.’s Dynamic Attributes Based
Conventional Access Control

This section will describe the system architecture and behavior-profiling of applica-
tion of dynamic attributes based conventional access control proposed by Li et al.
Figure 4a shows the system architecture, where, four components are present: (a)
users (or employees), (b) data owner (or organizations), (c) cloud service provider,
and (d) attribute authorities. Each user has smart device with the Internet facility and
can demand data at anytime from anywhere. Data owner defines the access polices
and stores the data in the cloud storage. Cloud service providers offer computing
power as well as cloud storage to both data owners and customers. The attributes
authority maintains the clients’ static or fixed attributes.

The behaviour profiling app (See Fig. 4b) loaded on the user’s smartphone
could be used to validate if the customer is the rightful owner of the mobile
device. As the behaviour-profiling application is stored on the user’s phone,
unscrupulous individuals may change it to offer fake data for dynamic features. In
the technological advances in the smart device market, there are already several
successful solutions for this sort of security weakness, such as KNOX [32] by
Samsung and BES [33] by Blackberry. These software packages can safely install
apps on the user’s smartphone and evaluate the authenticity of the installed apps
without interfering with the user’s experience. Thus, by modifying the behaviour-
profiling application to produce fake information, the data owner can be easily
identified using KNOX or BES.



Security Frameworks for Green Mobile Cloud Computing 141

2.2.2 Static and Dynamic Attribute-Based Access Control Strategy for
Collective Attribute Authorities

This section gives a detailed description of attributes based encryption scheme
which can be applied in the framework for the access control for the GMCC. The
encryption scheme has four phases: (a) setup, (b) key generation, (c) encryption,
and (d) decryption.

• Setup phase: Attribute authority (AA) runs algorithm SP to produce bilinear
parameters G1, G2, Gx, p, g1, g2 as G1, G2, Gx, p, g1, g2 ← SP(1β , δ), where
δ ∈ {0, 1}β and G1, G2, Gx are the groups, p is the order of the group, and g1, g2
are the generator of the groups.

i-th AA picks vi∈R Z∗
q and calculates Yi = ê(g1, g2)

vi and transmits Yi to

the another AA. After getting Yi, each AA computes Y = ∏
Yi = ê(g1, g2)

∑

i

vi

.
After that a shared secret skj (= sjk ∈ Z∗

q ) has been transmitted to the k-th and
j-th authorities randomly.

After getting the shared secret k-th authority randomly picks xk and computes
yk = g1

xk mod q. Then k-th and j-th attribute authorities compute yk
xj /(skj +u)

and yj
xk/(skj +u) respectively for the user u.

i-th AA picks a confidential parameter ti,k ∈ Z∗
q randomly for k-th attributes

and calculates the public key Ti,k = g2
ti.k for all k ∈ {1, 2, 3, . . . ,Nk} and

i ∈ {1, . . . , I}, where the authority k keeps track of the number of attributes Nk.
• Key generation phase: With individual authority k, the user u computes the

following steps: (a) For j ∈ {1, . . . , I} /{k}, user obtains the Dkj after picking
random value Rkj ∈ Z∗

q as g1
Rkj yk

xj /(skj +u). (b) After calculating Dkj, user u
computes Du = ∏

(k,j)

Dkj = g1
Ru where, Ru = ∑

(k,j)

Rkj . (c) If wk number of

attributes is assured by user u, then AA chooses a wk-degree polynomial polyk,u
randomly with polyk,u(0) = vi − ∑

(k,j)

Rkj . (d) Finally, k-th authority calculates

Sk,i = g1
polyk,u(i)/ti,k , i ∈ {1, .2, 3, .., Nk} for all k.

• Encryption phase: Data m is encrypted by the owner of the data for attribute
set Am = A1

A ∪ A2
A · · · ∪ Ak

A ∪ Ac. Where the attribute set Ak
A kept by

i-th AA: (a) Data owner chooses SA, SB ∈ Z∗
q randomly and encodes the

information m as ENCm = mYSB . (b) Then data owner calculates E0
do =

h
(
H

(
ac,1

) ∥
∥ H

(
ac,2

)∥
∥ . . .

∥
∥
∥H

(
ac,n

))
YSB+SA , E1

do = g2
SA , Ck,i = Tk,i

SA for

all i ∈ Ak
A. (c) Data owner then uploads CTm = { E0

do, E
1
do, Ck,j , ENCm} into

the cloud.
• Decryption phase: After getting CTm from the cloud, user collects the necessary

attributes to decode m.
For individual authority k, the user calculates ê

(
Sk,i, Ck,i

) = ê (g1, g2)
SA polyk,u(i)

by using Ck, i associated with Sk,i. The user then interpolates all ê (g1, g2)
SA polyk,u(i)
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and obtains Polyk,u = ê (g1, g2)
SA polyk,u(0) = ê(g1, g2)

SA

(

vi− ∑

j 	=k

Rkj

)

. The user
accumulates all Polyk,u together and obtains F = ê (g1, g2)

SA

∑
vi−SA Ru =

YSA

ê
(
g1

Ru ,g2
SA

)pk,u(i) . Then user’s app (that is installed in mobile devices) computes

h
(
H

(
a′
c,1

) ∥
∥
∥ H

(
a′
c,2

)∥
∥
∥ . . .

∥
∥
∥H

(
a′
c,n

))
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H
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∥ H

(
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∥
∥
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(
ac,n
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YSB+SA = h

(
H

(
a′
c,1

) ∥
∥
∥ H

(
a′
c,2

)∥
∥
∥ . . .

∥
∥
∥H

(
a′
c,n

))
, then the

user decrypts m as ENCm.
h

(

H
(
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)∥
∥
∥ H

(
a′
c,2

)∥
∥
∥...
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∥
∥H

(
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c,n

)
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Q.ê
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Du,E1

do
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E0
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=

mYSB
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(
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∥
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∥
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∥
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(
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∥
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∥
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∥
∥
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c,n

)
)

YSA+SB

=m.

In Li et al.’s Framework [24], the data owner combines smart device dynamic
features with pre-defined static properties. This method provides an extra layer of
security to the security provided by typical access control frameworks. However,
to determine the dynamic properties by processing the sensor data, it increases the
processing time or communication complexity. Therefore, this study [24] assumes
that processing can be done in off-line.

2.3 Communication Framework

The communication framework and the major issues for green mobile cloud
computing is presented in D. N. Raju and Saritha [34]. According to them green
mobile cloud computing is a new approach in which information is recorded and
computed outside of a mobile device in an energy efficient manner. The benefits
of cloud computing are benefited greatly of by mobile devices, which analyze data
in the cloud to preserve internal resources. The GMCC communication framework
is divided in to 3 layers such as mobile environment, wireless medium and cloud
environment as shown in Fig. 5. The mobile environment is comprised of mobile
devices which are connected to sink nodes in order to keep the mobile devices and
network interconnected.

To facilitate connection, the authentication, authorization, and accounting poli-
cies are used. The mobile users then seek services from the cloud, which the
cloud handles via internet services. The mobile user’s request is forwarded to cloud
services by the cloud. Such architectures are not free from major QoS issues such
as availability, security and reliability.
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Fig. 5 Data communication
framework for GMCC

2.3.1 Benefits of GMCC Communication Framework

Such communication framework for GMCC also has some added benefits such as:

• Extending data storage: Clients can use GMCC’s services to access cloud-
based data storage. Such example of cloud storage that delivers storage as a
service is Amazon S3. Facebook is one of the most popular social networking
sites that use cloud services on mobile devices.

• Improving computational capacity: Increased computational capacity is neces-
sary for computing-intensive applications, yet mobile devices lack the processing
power needed. By synchronizing the cloud with the mobile device in terms of
processing ability, GMCC aids in the reduction of application execution costs.
Multimedia services, online gaming, and E-banking for mobile devices, for
example, can all be provided via the cloud.

• Enhancing battery life: Mobile devices have a severe issue in the form of
restricted battery capacity. Many proposals have been made to extend standby
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time by improving CPU speed and intelligently optimizing storage and screen
brightness. These solutions necessitate significant alterations to mobile devices,
which necessitates the purchase of new hardware and incurs added expenses.
Computational offloading is a strategy for moving difficult and big computations
from mobile devices to cloud servers that can be implemented.

• Use of better offloading strategies: The stress on the mobile device will be
reduced, and the battery’s performance will improve. Using offloading strategies,
various studies were carried out. Research shows that running a program
remotely can save energy. In [35], for the minimization of energy in mobile
devices, a mathematical model was presented. They were able to reduce their
energy usage by up to 45%. For decreasing energy in MCC, Cuervo et al. [36]
introduced the Mathematical Arithmetic Unit and Interface design. Their strategy
was to transfer the mobile game components into cloud VMs, which resulted in
a nearly 27% reduction in mobile device energy consumption.

• Enhancing reliability: The service becomes more trustworthy by shifting data
and processing to the cloud. Data storage on servers creates a backup, which
will aid in preventing data loss on mobile devices. For both consumers and
providers, the GMCC has developed a complete security paradigm. The model
recommended controlling unauthorized data access from the GMCC [37]. Phone
users can use the cloud to get functions like identification, malware protection,
and virus screening.

2.3.2 Some Issues in GMCC Communication Framework

There are some Communication issues in the GMCC communication framework:

• QoS issues: QoS is one of the major issues. In GMCC, mobile users are
able to access resources in the cloud to reduce energy costs, but mobile users
face various communication problems related to the connection to the cloud.
The Fig. 6 shows different QoS issue in GMCC framework. In contrast to
computers, notebooks, and other computing devices, mobile devices have limited
and inadequate calculation capabilities. The services of mobile cloud computing
are continually influenced by computation capacity. The interaction of GMCC is
continually hampered by a lack of bandwidth.

• Functional issues: GMCC’s functional difficulties include technical challenges
like computational offloading, cost-benefit models, and connection protocols.
GMCC’s major function is to offload duties from mobile devices to the cloud.
The basic system requires heterogeneous communication due to the distance
between the mobile and cloud. The client server model is used to communicate
with the network. On mobile devices, certain client and server techniques must
be pre-installed. When it comes to Ad-hoc networks, this paradigm has a
disadvantage. The process of exchanging source server memory images to the
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Fig. 6 QoS issues in communication framework

destination server is known as virtual machine migration. The operating system
and any installed software are not involved in this operation, which replicates the
memory pages. Because the VM restriction safeguards the neighboring mobile
devices, this strategy ensures secure execution and no code changes are required
when tasks are offloaded. To a certain extent, VM migration is tiresome, and
the load on mobile devices may become enormous. In GMCC, cost is a big
concern, hence shifting the task to the cloud takes into account factors such
as time, energy, and cost. The authors of [38] published an assessment of the
commercial cloud service provider Amazon EC2’s power costs, memory use
costs, and infrastructure maintenance expenses. They devised a methodology
for deciding whether to purchase or rent the services. The Net Present Value
(NPV) of the services is calculated using the choice model. If the NPV is zero,
the service is purchased; otherwise, the service is leased. The NPV is calculated
using Eq. 1. The disc controller unit cost, annual running cost, and disc lifespan
salvage value are represented by CY, EY, and S, respectively. The annual lease
payment is denoted by LY, and the annual interest rate is denoted by RF.

NPV =
n∑

y=0

Cy − Ey + Ly

(1 + RF )y
+ S

(1 + RF )n
− C (1)

3 Security Challenges in Green Mobile Cloud Computing
(GMCC) Frameworks

The GMCC employs a variety of conventional as well as creative approaches,
such as offloading, partitioning, outsourced storage, virtualization, and mobile-
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cloud-based apps. It combines various modern security breaches as well as existing
difficulties. In this section, we provide a list of acceptable privacy and security issues
inside GMCC. The problems are divided into the following categories.

3.1 Data Security Challenges

As the mobile users’ information are reserved and processed at cloud ends which are
located at the service providers’ terminals, thus a massive data security issue arises.
Data-related difficulties include data breach, data loss, data locality, data recovery,
and data privacy.

The two security requirements i.e., integrity and confidentiality can be broken by
data loss and data breach respectively. Data loss in this context refers to consumer
data that has been damaged or lost due to any external technique during processing,
transfer, or storage. In a data breach occurrence, users’ data is stolen, replicated, or
utilized by unauthorized people. These two can be caused by malicious insiders or
external spyware.

Another issue to be concerned about is data recovery. This is the process of
restoring data from a mobile user’s data that has been damaged, failed, corrupted,
or lost, or from a physical storage device. When data is transferred to cloud servers
to increase memory space, mobile users immediately lose direct ownership of their
data. As a result, in a cloud storage situation, one of the issues for mobile users is
the quality of the data.

3.2 Virtualization Security Challenges

A clone of the mobile device’s VM is preloaded in the cloud, and the mobile
device’s duties are transferred to the VM for execution. This VM is also known
as a phone clone or a thin VM. The basic purpose of virtualization is to provide
several virtual machines (VMs) that run on the same system or mobile device while
being isolated from one another. Furthermore, when used to MCC, virtualization
technologies provide a slew of security issues, including security within the
VMs, unauthorized access, VM-to-VM attacks, communication security within the
virtualized environment, probable threats within the Hypervisors, and information
confidentiality.

3.3 Mobile Cloud Applications Security Challenges

Physical hazards to mobile devices exist. If mobiles are forgotten or stolen, data
or apps may be lost, leaked, accessed, or accidentally disclosed to unauthorized
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users. Despite the pass code or pattern-based locking mechanisms are available,
several phone users not using them Furthermore, the identification module card
included within the mobile can be removed from the phone and accessed by
unauthorized individuals. Furthermore, the majority of mobile devices lack a
defense system against attacks. Intruders can employ several availability attack
tactics, like delivering a heavy malicious traffic volume, large messages to victim
mobile devices, and making them unusable or lowering their capabilities.

Because of the growing demand for mobile and apps, malware authors and
hackers are focusing their efforts here. As a result, malwares pose severe potential
risks to mobile users’ safety, apps, and information. Furthermore, the functions of
current mobile devices are very similar to those of personal computers, except with
extra functionality, and these platforms for mobile devices enable a wide range
of applications. As a result, in order to maintain the integrity and confidentiality
of these apps, mobile platforms must also be secured. Furthermore, these mobile
platforms are not immune to malware attacks.

3.4 Privacy Challenges

Privacy is one of several major issues that arise when mobile users’ sensitive
information or apps are processed and delivered from mobile devices to multiple
scattered cloud servers when using various cloud services. These servers are housed
in diverse locations owned and operated completely by the service providers. In this
instance, consumers cannot individually oversee the storage of their data; hence, the
security and privacy issues are handled by the service providers, and consumers are
not answerable for the privacy violations. Therefore, the storage and processing of
data on the cloud in many locations raises the question on privacy concerns.

There are some mobile apps accessible that may be hazardous owing to having
ugly functionalities, gathering unintentionally users’ private information such as
preferences and whereabouts, and spreading unlawfully.

3.5 Partitioning and Offloading Security Challenges

Linkage to the cloud using wireless networks is required during the offloading
process. Because mobile users have no access to or control on their offloading pro-
cesses, there is a danger of unapproved access to offloaded material. Furthermore,
because offloading material computations are performed on cloud or edge servers
rather than mobile devices, there is the potential for offloaded material validity and
confidentiality to be violated.

Hazardous material threats and availability attacks are two more problems. The
accessibility of cloud services can be impacted by jamming attacks between the
application and the mobile device while partitioning and between the mobile device
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and the cloud while offloading. Furthermore, the existence of harmful material
between the partitioning and offloading stages might have an influence on data
confidentiality and breach mobile users’ privacy.

4 Conclusion

The most difficult part of GMCC is protecting user privacy and the security of
cloud-based mobile applications. Service providers must handle IP security, data
security, data location, data integrity, secure web application, data segmentation,
data access, data privacy, data breaches, and other issues in order to create a secure
GMCC environment. To develop a safe GMCC environment, safety issues must
be identified and addressed. Typically, GMCC service claimed resources, such as
processing and data storage, are transferred from service cost nodes (i.e., MD nodes)
to a centralized cloud-based computing platform, which is accessed via MD-based
thin local clients or mobile web browsers. Several concerns have been expressed
about the framework’s usefulness and efficiency [39]. To begin, the majority of the
GMCC data security structures examined pay insufficient attention to MD node
and communication channel vulnerabilities. Second, the scope of their warning
spectrum was relatively narrow. As a result, future study can be dedicated toward
mitigating the aforementioned problems in order to make GMCC more robust,
efficient, and secure.
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Sustainable Energy Management System
Using Green Smart Grid in Mobile Cloud
Computing Environment

Asmita Biswas, Pelle Jakovits, and Deepsubhra Guha Roy

1 Introduction

Wireless communication is trying to reach out through Mobile Cloud Computing
technology to help reduce power costs to meet the growing demand [1] for
environmental sustainability. Therefore, to integrate MCC technology in a Green
Smart Grid data network, adopting an overlay network and the underlying electrical
network has been combined. Consequently, the information network performs a
vital part in exchanging real-time data. Therefore, the Smart Meters extended at
the consumers’ end communicate for a reliable and cost-effective power supply
among the service providers, and the exponential growth in the abundance of Smart
Meters raises greenhouse gas emissions [2]. Hence, building a Green Smart Grid
architecture that considers environmental effects and maintains the electricity we
get in the future is required.

The Smart Meters are demanded among the service providers to reach within a
period interval (let us assume every 10–12 min) [3]. Thus, it means plenty of Smart
Meters and real-time traffic and electricity costs. Therefore, the implementation of
collaborative approaches of the Smart Meter can have a notable result in reducing
the electricity expenditure in the Smart Grid. As a result, this signifies essential
to offer a power-efficient technology of Mobile Cloud Computing (MCC) on the
Green Smart Grid for Smart Metering. This chapter proposes a sustainable energy-
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efficient Green Smart Grid to provide effective and green energy to the environment
for future betterment. In such a scenario, the MCC incorporation framework forms
in Smart Meter and Green Smart Grid.

Nowadays, a growing number of Smart Mobile applications for users to use
portable gadgets has attracted more people, consume more energy, and creates more
traffic. The evolution of MCC and Communications intense technology places the
workload fall in the cloud, and portable gadget’s battery life freed from the deficit.
Precisely, through a Wide Area Network, Green Smart Grid devices that use mobile
application workloads are sent to the cloud. Virtual machine users to run workloads
in the cloud helps offloading applications and user tools to be the sensation of
the environment, including the general operation of the virtual machine and user
devices, which cross a WAN (Wide Area Network), may acquire long end-to-end
(E2E) delays [4], and those are significant for many MCC applications. Thus, WAN-
the interaction between the user devices and the virtual machine over the long delay
diminishes MCC applications. Therefore, the proposed MCC architectures are not
suitable for delay-intolerant applications MCC. We have introduced Mobile Cloud
Computing technology in Green Smart Grid for sustainable energy management in
this chapter. Also, we have explained the advantages and the security aspects of
implementing MCC in Green Smart Grid.

2 Mobile Cloud Computing and Smart Grid Overview

2.1 Mobile Cloud Computing

Mobile Cloud Computing (MCC) illustrates a foundation for information processing
and information accommodation externally from mobile appliances. The Mobile-
Cloud computing applications incorporate the computational power and information
storage in the cloud, including bringing Mobile Cloud Computing and its applica-
tions to a more extensive reach of the subscribers and mobile users. Aepona [5]
presents a new MCC model to mobile applications where data accommodation
and processing are transferred to centralized and robust computing platforms from
mobile devices. Those centralized appliances are located above the broadcast
connection relied on a delicate primary consumer or network browser on the mobile
gadgets. As an alternative, MCC represents the incorporation of cloud computing
and mobile network [6, 7], which signifies the most recommended device to locate
services and applications on the internet for mobile users (in Fig. 1). Concisely, in
MCC, the portable device [8] does not expect a robust synopsis such as memory
capability and CPU rate for the whole complicated computing module that performs
the processes in clouds.
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Fig. 1 System Model of Conventional MCC Architecture

2.2 Smart Grid

In the world of Internet of Things (IoT), the most popular implementation is
Smart Grid. Unifying an electrical energy grid with the bidirectional interface
network system is defined as Smart Grid [9]. The modern Smart Grid can provide
electricity to the end-users efficiently by integrating communication and information
technology. A Smart Grid design traverses fundamentally these distinct technical
dominions—Transmission-side, Generation-side, and Distribution-side [10]. The
Transmission-side is reliable for providing current to the Distribution-side (con-
sumers). The Generation-side consists of conventional power-plant formation. An
essential feature of the Smart grid is regulating power expenditure by the consumers’
ends through ascertaining various optimization techniques [11, 12]. The essential
components to be incorporated into a Smart Grid design to obtain the purpose are
Micro-grids and Smart Metering.

Figure 2 interprets a Green Smart Grid outline by the Smart Metering infras-
tructure and Smart Distribution elements. The updated infrastructure of the Smart
Grid has been effective in overall conversions based on Smart Metering and
Smart Distributions. Renewable power sources for traditional Power-plants can be
considered as the next generation of a Smart Grid. Using transmission lines to
distribute electricity generation is conveyed to the side and enabled dynamic pricing
technology. The Distribution-side is liable as distributing it and reducing the end-
user’s distribution losses (in Fig. 2).
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Fig. 2 Outline of smart grid

2.3 Smart Metering

Consumers to get real-time data about power use, the most emerging technology
used in Smart Grid is Smart Metering. It is more proficient than the old of regulating
SMI (Smart Metering Infrastructure) systems [13] (in Fig. 2). To capture real-
time power consumption at the consumer’s head remotely, the Smart Metering
Infrastructure is established through a bidirectional transmission mechanism. Smart
Meters are devices placed at the end of the distribution and fitted to take the records
of electricity consumption used by consumers. As a result, utilities and consumers
are served by Smart Metering Infrastructure (SMI). For instance, a consumer can
determine the electricity consumption throughout the day for optimizing the cost
and manage real-time monitoring for the utility supply and demand curvature.

Figure 3 shows the power management system of a Smart Grid where power
distribution is monitored by real-time monitoring. The Smart Chargers interact
among the base stations to switching real-time data among the service-provider.
The power used through the Smart Meters for interacting among the base stations
in various time slots is expressed in the form of vector as regards:

ni = n1
i , n

2
i , n

3
i , . . . . . . , n

x
i , . . . . . . n

X
i (1)
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Fig. 3 Service model of smart grid

X is the entire time during the day, and the Smart meters aim to maximize utilities
and reduce the power consumption price while sustaining secure data distribution.
Hence, the actual Smart Meter function is shown as regards:

Minimize

X∑

x=1

nx.Sx

about

Smin
x ≤ Sx ≤ Smax

x (2)

δx ≤ Δmax (3)

where Sx is the price acquired through the Smart Meters for total power consump-
tion. Equation (2) signifies the real-time price Sx holds a maximum and a minimum
value. In contrast, a data distribution delay of δ must be less than or equal to Δmax ,
the maximum permissible delay for responsible data distribution.
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2.4 Micro Grid

In this notion of Smart Grid structure, the energy distribution-side of the step-down
transformer is divided into sub-groups. This sub-group, such as self-production
capacity of the combined thermal power, wind, and solar manufacturing production.
Additionally, control and distribution of electricity to end-users as they can.
Those sub-groups are recognized as Micro-grid. A Micro-grid is a low-voltage
power system, including self-production skills consolidation. A sub-group of power
distribution to end-users is an autonomous control system and power supply. With
the presence of the whole method, a Micro-grid mode works in islands, and in
the before-mentioned cases, a Micro-grid can autonomously control the flow of
electricity. Due to variations in renewable power sources, distributed energy sources
to the original use of the Micro-grid shared generation is converted into operation.
Below are a few of the benefits of Micro-grids [14] are listed:

1. Electrical distribution facilities are concentrated in the transition from decentral-
ization.

2. A Micro-grid and energy management system that increases reliability.
3. Advanced real-time monitoring method can be acquired.
4. In the appearance of several interruptions, it operates in islands form and provides

current to end-users safely and efficiently.
5. All Micro-grids do communicate, including different exchange power when there

is a deficiency and excess.

3 Mobile Cloud Computing Key Requirements for Energy
Efficiency

Mobile Cloud Computing is a key feature of a network that enables us to provide
services throughout the unremitting. Solution provider of enterprise or web/mobile
application developer [15], from the perspective of MCC platform objectives, are:

1. API provides access to simple, transparent portable services, and the underlying
network technology does not expect any precise knowledge.

2. Under the agreement, a single industrial application across multiple carrier
interfaces deployment capabilities [15].

3. Each case is assigned a specific network policy, such as the mobile subscriber
[15] has chosen to opt-in or opt-out agreement unremitting handling policies and
privacy control.
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4 Architecture of Mobile Cloud Computing

The fundamental architecture of MCC is shown in Fig. 4. In Fig. 4, mobile devices
(access points, transceiver base stations, or satellite) are connected to the network
via the mobile networks and links between mobile devices (air link), and functional
interfaces to set up and control. Then, tools and information are sent to mobile
users (for example, ID and location), mobile network service providers connected
to the server from the central processor. Here, the home agent of the mobile network
operators and subscribers of mobile users is stored in databases as data-based
authorization, authentication, and accounting can provide the service. Then, a cloud
is provided via the Internet to consumers’ requests. To provide cloud services to the
cloud in order to process requests related to mobile phone users cloud controllers
[16, 17]. Thus, the concept of utility computing, virtualization, and service-oriented
architecture (e.g., application, web, and database servers) has evolved.

Mobile Cloud architecture features may be various in several contexts. For
instance, to analyze MCC with grid computing, a four-layer design has been
described in [18]. Selectively, a service-oriented design called Aneka [19] to allow

Fig. 4 Architecture of Mobile Cloud Computing
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developers to design was launched. Microsoft.Net API (Applications Programming
Interface) that supports multiple programming models [19].

This architecture to satisfy the MCC model user requirements is used to illustrate
the effectiveness [20]. Typically, the MCC data center and server application are
based on large distributed network systems. Therefore, mobile cloud services are
usually categorized based on the notion of a level (Fig. 4). In the top layers of this
model, IaaS (Infrastructure as a Service), PaaS (Platform as a Service), and SaaS
(Software as a Service) are accumulated.

– Infrastructure as a Service (IaaS)

The data center layer is formed above the level of IaaS (Infrastructure as a
Service). IaaS allows the requirement of networking elements, servers, hardware,
and storage. Usually, on a per-user basis, the consumer pays. Thus, consumers
can save money because they only use resources based on how many are paid. In
addition, infrastructure can be dynamically shrunk or expanded as required. The
examples of Infrastructure as a Service are S3 (Simple Storage Service) and Amazon
Elastic Cloud Computing.

– Platform as a Service (PaaS)

Platform as a Service (PaaS) provides an improved integrated context for examining,
developing, and expanding system applications. Examples of Platform as a Service
are Amazon Map Simple/Reduce Storage Service, Microsoft Azure, and Google
App Engine.

– Software as a Service (SaaS)

Specific conditions of delivering Software as a Service (SaaS) is to support the
Software. With the level of applications and information remotely through the
Internet, consumers can access and pay for just everything people can use—one
of the pioneers in this service model to provide Salesforce. In addition, Microsoft
Live Mesh across various devices allows sharing files and folders.

– Data Center Layer

This layer is of providing hardware facilities and infrastructure to the cloud. Data
Center level, numerous servers to give services for consumers with fast networks
are connected. Generally, the higher the risk of disasters, including the data center,
providing security, and less populated centers are built-in.

5 MCC Advantages for Green Smart Grid

MCC is known as an assuring key for communication, dynamism, and portability
[21]. Server virtualization decreases the physical server tracks through integration,
which are integrated green benefits, including energy reduction, data storage
improvement, reliability for Green Smart Grid. However, mobile cloud-based
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infrastructure, supplies, and energy to maximize productivity depend on automation.
The green benefits for the Smart Grid incorporated with MCC are discussed in the
following:

1. Energy Efficient Extended Battery Lifespan:
Battery for mobile devices is a primary concern. Numerous solutions have been
proposed to enhance the efficiency of the CPU [22, 23] And to wisely manage
the screen and the disk [24, 25] to reduce energy expenditure. Nevertheless,
those solutions need a transformation in the mobile appliance’s structure or
need modern hardware, which increases the value and is not reasonable for
whole mobile appliances. The calculation offloading plan proposes transfer-
ring extensive calculations and complicated processing from the source-limited
device such as a mobile gadget to a cloud server as the Smart machine. This
mobile device takes a long moment to avoid the execution of the application,
which consumes a massive amount of energy. Rudenko et al. [26] to assess
the effectiveness of offloading strategies through several tests, and as per
result, the remote application performance significantly can save power [26]
Estimate large-scale mathematical calculations initially and show that power
consumption can be decreased for symbolic matrix computations. Also, various
remote processing and mobile applications take benefit of the departure task. For
instance, offloading [27] algorithm reduced into the cloudlets up to one-third of
the power consumption of a mobile device.

2. Processing Energy and Data Storage Capability Development:
The storage capability is more of a barrier for mobile gadgets. Mobile users via
wireless networks, a wide range of cloud information access/storage has been
improved to enable the MCC. The first sample is data exchange which applies
sufficient storage space into the cloud for mobile users, and another sample
is amazon’s simple storage service, which maintains data storage services.
That mobile data-sharing service allows mobile users to observe and share to
the clouds. Mobile users can obtain all data through a particular application
from any device. Clouds can save storage space and a massive amount of
power on mobile devices because they are transmitted and prepared into the
clouds [28]. MCC-resource devices with limited execution time take a long
moment, and a large volume of power for such calculation-intensive applications
helps to reduce running costs—MCC multiple documents such as online data
management, storage support to synchronize various functions efficiently. For
instance, Cloud multimedia services on mobile gadgets can be applied for
broadcasting [29] or transcoding [30]. In this case, the mobile devices calculate
the energy consumption through a Smart Meter that takes a long time transcoding
or recommends that all the complex estimations process on the clouds efficiently.
Mobile appliances are not limited by the capacity of the data storage devices now
equipped with the clouds.

3. Reliability Development:
Improves reliability of data storage or application running on the cloud because
the data and applications are stored on numerous computers and backed up. It
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reduces the chance that applications on mobile devices and that missing data.
Also, it can be a prototype for the design of a broad range of information
protection for service providers and MCC users [31]. In addition, the cloud
can securely supply mobile users with safety assistance such as malicious code
detection, virus scanning, and authentication [32]. Moreover, the functionality of
the cloud-based safety services to develop the user a variation of service records
accumulated from the user can use efficiently.

6 Integration of MCC in Green Smart Grid

This section introduces real-time pricing for (RSM) Requirement-side Management
in the Green Smart Grid. The MCC platform with Green Smart Grid integration has
been shown in Fig. 5, where the different layers of MCC are interconnected with the
web services and authentication and authorization process to make the grid more
efficient to the users, and their utility uses. Requirement-side management (RSM)
through MCC is a program executed by service firms that can play a significant
function in dynamically shifting or changing power consumption to consumers [33].
RSM programs needed to improve multiple performances simultaneously can be
applied to physical systems, and it is a process needed to manage utilities more
efficiently, reduce costs for power consumers and reduce greenhouse gas emissions

Fig. 5 Integration of Mobile
Cloud Computing and Green
Smart Grid
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in the green grid. Moreover, users’ more intelligent and efficient use of power in
order to support the dynamic pricing programs as a necessary strategy RSM has
attracted much attention [34].

In the dynamic models in a variety of prices, the value of the use of time-
critical, real-time price is most important in Green Smart Grid [35]. At the time
of use, the decision is made for the pre-determined block at the time of variable
value [36]. When determining time-critical pricing, the prices are based on the
requirement of time before the decision is taken. The prices are widespread retailers
that offer real-time pricing for reflecting differences in the price of electricity
distribution. The smart grid integrates renewable-energy sources, and often it is non-
stop controlling (e.g., the volume of electrical power that fluctuates with time and
weather, depending on factors such as the shuffle). Electricity grid infrastructure,
renewable energy, a significant portion of the company to integrate challenging,
power requirement production is needed to adjust. Also, the grid electric power
storage, the additional costs are to be stored when the cost of production exceeds
its limited power, and in practice, it may not be economical. Also, in addition to
shutdown, ramping up a power plant can be expensive. So electric generators are to
support customers to adopt more energy antagonistic prices, can be used (i.e., power
consumers will be provided through the adoption). From the economic perspective,
it could be justified because the prices adverse power plant to shut down and ramp-
up costs for the loss-making prices could be higher than the negative. Prices may be
responsive to other actors in the market to meet the terms of, for example, combined
power plant and energy [37], to a heat delivery agreement, and so hostile to the cost
of electricity to run the power plant was damaged.

Active mobile base stations for each of the three parts EBS energy use include
radiated power, signal processing, and back-hauling due to the cost of electricity,
which can be identified as the following [38]:

EBS = gEtx + cEsb + dEbh (4)

where Etx signifies the radiated power for each base station, Esb signifies the signal
processing power for each base station, Ebh signifies the power due to back-hauling
for each base station, respectively. g, c, and d refer to as measure factors associated
with the type of battery backup and cooling. Each base station has radiated energy
losses in the way of propagation, depending on the channel. Thus, the average
radiated power per base station can be classified as follows [38]:

log(Etx) = log(Emin) − log k + φ log(r/2) (5)

where Emin specifies the minimum required by the receiving power user terminal,
including taking into a record for base station antenna settings of k parameter, carrier
frequency, and amplification circumstances, Φ path-loss exponent, and r represents
the inter-site range.

At present, several countries pass through the liberalization of the electricity
market: with state-owned power generators and controlled monopolies competing
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with companies from one market to another [39]. Retailers stand against all others
and intend to reach most personal profits by regulating the amounts proposed to
users in each country due to the liberalization of the electricity business. Green
Smart Grid (GSG) is designed to distribute an efficient, flexible, universal, long-
lasting, and incredibly convenient MCC platform for user devices. To provide a
seamless connection between user tools and evolved NodeBs, a wide distribution
of evolved NodeBs (eNBs) across LTE networks has been installed in a cloudlet
GSG architectural tool connected to each eNBs to speed up the application of
practical appliances as a continuous unloading speed [40, 41]. Reciprocity between
an eNBs and a cloudlet can provide a dedicated link such as fast-speed fiber for
end-to-end delays. Meantime, to decrease operational prices of working cloudlets
and greenhouse gas trace, each cloudlet and eNBs is powered through both green
energy and on-grid energy, like sustainable solar, biofuels, and wind energy. In
addition, the reliability and availability of cloudlet’s proposed Green Smart Grid
architecture can be used to provide a public data center and communicate via the
Storage Area Network (SAN) Internet. It cannot hold users’ devices on networks
due to the limited capacity of cloudlet. For preventing data loss in case of emergency
to continue providing the user devices, the cloudlets can be transferred to the public
data center [42].

The configuration of the cloudlet and evolved NodeBs can be uniform in any
GSG. Green energy-powered base stations are proposed based on structure [43]. We
have described a green smart grid, where the green energy resource extracting the
power from the receiver green energy and transforms it into electric energy. The
supervision controller manages the electrical energy from the green energy receiver
and converts electrical energy by an inverter among DC and AC. The Smart Meter
takes the electric power consumption records via cloudlets from Green Smart Grid.

7 Security Prospects of Green Energy Management

Green Smart Grid concept as cyber-physical systems that are physically connected
to the electricity system and the consolidation of the Internet as cyber-infrastructure.
This device can communicate with the customer service and integrate content and
control the operations of utilities that can provide for the spine. GSG has a higher
risk of cyber-attacks with online connections that could obstruct power distribution
potentially [44]. One of some essential problems is energy theft by users. The attacks
can be made by replacing the recorded energy usage, hacking the Smart Meter,
or switching its transmission channel. Additionally, Data Manipulation is the most
safety concern of Smart Grids [45]. To overcome these problems, we require to
execute appropriate protection for reliable and secure GSG architectures. Security
of a GSG can be applied to the customer-side, generation-side, and transmission-
side.
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The security prospects of the Green Smart Grid are as follows

– Increasing complexity and integration with the grid system, the interaction
between the business system with safety is not easy to track.

– Smart Grid architecture is more complex than conventional power grids. Smart
Sensor Networks, Wireless Communications, Smart data security issues, and
systems implementation increases security complexity.

– With millions of Smart Meter, implementation of the system is delivered to the
end user’s network. Thus, end-users need to improve further the efficiency of
protection.

– Denial-of-service (DOS) attacks affect the security of applications for Smart
Grids.

– Moreover, third-party utilities can reach the user’s data and private information,
causing the user’s privacy to be affected.

In Fig. 6, we have shown the significant security perspective of the Green Smart
Grid, and those are explained as follows:

1. Data Outage: Purposely or accidentally outage data may be introduced. For
example, a third party can perform the presence of cyber-physical attacks,
accidental outage data. Even data breaches can occur with the user help for its
convenience, which is familiar as deliberate information outage.

2. Data Control: The option within storing and deleting information is the funda-
mental concern. In addition, an appropriate data control system is required for
real-time status monitoring. Data can be adequately handled with the integration
of conventional filtering techniques.

3. Privacy Preservation: One of the largest complex problems in Smart Grid
infrastructure is to preserve privacy protection. Privacy policy due to shortage

Fig. 6 Security Perspective of Green Smart Grid
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of user data may be exposed to third-party utilities and vendors. Thus, an
appropriate authentication and authorization method for user privacy protection
needs to be applied.

8 Future Scope

In addition to the previously explained MCC applications for protection on the
Green Smart Grid, several future MCC-based security opportunities also provide
research challenges for future directions. First, third parties are also authorized
to join in real-time monitoring operations on a smart grid, and MCC applications
are supposed to provide enough protection to sustain user information privacy.
Nevertheless, enabling third parties to become a part of the system, how it can be
given to the security of existing technologies is not yet clear. Second, integrated
fault protection systems and infrastructure support Smart Grid infrastructure with
a variety of practical tools that are effective and perform efficiently. Therefore,
reliable energy services for service providers to provide end users can receive
adequate strategies. Third, MCC applications are required to distinguish intentional
information outages on the Smart Grid. Nevertheless, unintentional information
outages can also occur when incorporating MCC applications into the GSG, and
research challenges to prevent unintentional data outages from the cloud or mobile
device.

9 Conclusion

This chapter has introduced a Green Smart Grid architecture approach to MCC
to provide efficient, safe, and reliable power distribution with green benefits.
Sustainable energy control, management, and information protection are discussed
in various perspectives of the Smart Grid. We have identified some significant
technical problems and introduced several future research viewpoints of mobile
cloud-based Smart Grids. The Green Smart Grid should be seen as an expert in
cleaners, higher efficient technologies, and effective services that can significantly
reduce greenhouse gas emissions. The reduction depends on the capacity of levels
to install Smart Grid services and technologies that will follow later. Furthermore,
there is undoubtedly a broad range of probabilities. Moreover, MCC will overcome
technical and economic fragmentation that will remove barriers to cooperation will
prove to be successful worldwide.
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Geospatial Green Mobile Edge
Computing: Challenges, Solutions and
Future Directions

Jaydeep Das and Shreya Ghosh

1 Introduction

In current century, a large number of geospatial applications of various industries
are running on edge devices like mobile, smartphones, tab with the help of modern
technologies like Information and Communication Technology (ICT), Wireless Sen-
sor Network (WSN), and Internet of Things (IoT). Different computing paradigms
are involved to compute a large amount of geospatial data, communicate and
provide meaningful geospatial information to the user. These geospatial applications
help users to analyse trajectories, weather prediction, current traffic conditions,
nearby restaurants, hotels, bus-stop, railway stations, ATM searches, etc. Using the
long distant cloud server can be a major challenge for latency-critical geospatial
applications. For example, a user in a moving vehicle wants to know the traffic
conditions of the upcoming road junctions. The traffic movement information
should reach the user within a certain time period. After reaching the road junction,
no use in getting the information about the traffic condition of that particular road
junction to the user.

Mobile Edge Computing (MEC) is a modern technology, where idle edge nodes
of the network are used for data computation and storage purposes. It reduces the
latency due to its presence near the user applications which is the main drawback of
the remote cloud servers. This technology is a combination of mobile computing and
wireless communications. If we consider the above traffic movement application.
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MEC will help by offloading computation-intensive tasks like vehicle counting by
video cameras, traffic composition, different algorithms for traffic counting to the
MEC servers for cloud execution.

Edge nodes of any network are varied in battery sizes. This battery is only a
source of energy. While the applications are running in the edge nodes, the battery
drains of nodes. It is required to recharge the battery of the nodes from time to
time. Using green energy like solar, wind leads to reducing carbon emission by
minimizing the burning of coal-based brown energy. Green energy is very much
dependent on the weather and geolocation of the edge nodes. A combination of
green and brown energy provides a continuous power supply to the edge nodes.
Saving brown energy in the MEC network can be termed as Green MEC.

Many existing methods are available in the MEC domain to provide energy-
efficient solutions. In the context of geospatial applications, all of the existing
solutions are may not be suitable or applicable.

Several existing energy-efficient and delay-aware solutions can be utilized for
geospatial applications.

In this chapter, we are investigating:

• Existing geospatial applications used in MEC.
• Challenges in the geospatial applications while running on the MEC.
• Existing energy-efficient methods/techniques are available in MEC.
• Future scopes of Geospatial MEC.

We discuss in the chapter possible challenges in Green MEC domains for various
geospatial applications. Future directions of geospatial applications with green
MEC will be discussed at the end of this chapter.

2 Mobile Computing Paradigms

Mobile Computing is a technology that enables users to communicate with each
other wirelessly through messages, audio, and videos. Mobile computing is sup-
ported by two computing paradigms: (i) Cloud-based, and (ii) Edge-based.

• Mobile Cloud Computing(MCC): Mobile applications are running on mobile
devices (like smartphones, tab) but the data storage and processing have been
done in the cloud servers. It enriches user experiences by executing a plethora
of mobile applications on a large number of mobile devices. Sanaei et al.
[1] defined the MCC as “a rich mobile computing technology that leverages
unified elastic resources of varied clouds and network technologies toward
unrestricted functionality, storage, and mobility to serve a multitude of mobile
devices anywhere, anytime through the channel of Ethernet or Internet regardless
of heterogeneous environments and platforms based on the pay-as-you-use
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Fig. 1 Mobile Cloud Computing Architecture

principle.” The detailed MEC architecture is presented in Fig. 1. Public, Private,
and Hybrid Cloud can involve this MCC architecture. Public Cloud is used
for a wide range of users, whereas Private Cloud is used for an organization,
institutions, or government usage purpose where privacy has utmost priority.
Hybrid Cloud is used for flexible, cost-effective, agile, and scalable business
purposes. It allows organizations to get the best of both private and public cloud
models.

• Mobile Edge Computing(MEC): The cloud computing services are brought
to the edge of the network by MEC. This technology is a key enabler for
computation-intensive and latency-critical mobile applications [2]. Data storage
and data processing are performed in the edge devices(e.g., base stations and
access points) which are present in between mobile users and cloud servers. The
main aim of MEC is to provide a better quality of service(QoS) to the mobile
user by minimizing network congestion, and latency [3]. The detailed MEC
architecture is presented in Fig. 2.
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MEC Server MEC Server

Edge Devices Edge Devices

Cloud Data Center

Fig. 2 Mobile Edge Computing Architecture

3 Existing Geospatial Applications on Mobile Edge
Computing

A large number of geospatial applications are developed in the current decade which
is running in MEC. We have categorized them into seven parts which are shown in
Fig. 3.

3.1 Smart City Services

Smart city is a concept where the quality of living of people is improved with the
help of information and communication technology [4, 5]. Smart cities will improve
various smart things like smart economy, smart living, smart environment, smart
mobility, smart governance, and smart people [6]. Green communications are made
through device-to-device communications in [7]. Also, spatial parameters’ effects



Geospatial Green Mobile Edge Computing: Challenges, Solutions and Future Directions 175

Geospatial Applications on MEC

Traffic Prediction
& Road Safety

Smart City Services Health Care Service
Disease Monitoring Disaster Monitoring Tourism Monitoring

Environment
Monitoring

Fig. 3 Taxonomy of Geospatial Applications on MEC

on the smart city development and strategies are changed accordingly [8]. Here, we
will discuss some smart city services where MEC plays an important role.

3.1.1 Traffic Prediction and Road Safety

Traffic prediction leads to an intelligent transportation system. It enhances the road
safety of people. Traffic prediction can be done in several ways, i.e., traffic status
prediction, traffic flow prediction, travel demand prediction [9]. Traffic predictions
are done through a large number of Spatio-temporal data processing and techniques
like data map-matching, data cleaning, data storage, and data compression. MEC
can efficiently handle local/nearby Spatio-temporal data processing and provide
local/region-specific traffic prediction.

Gillam et al. [10] proposed on-vehicle and off-vehicle data computation tech-
niques in MEC. It increases autonomous driving efficiency by reducing end-to-end
latency.

A machine learning approach was applied to Spatio-temporal data processing
to get the mobility pattern of the moving agent in [11, 12]. It predicts the future
locations of the moving agent in time-critical applications.

Emergency vehicles, like ambulances, can pass through quickly and safely on
road through the safety corridors. A Back-Situation Awareness (BSA) application
has been proposed by Halili et al. [13]. It notifies other vehicles about the presence
or arrival of emergency vehicles. This helps to build a safety corridor for emergency
vehicles. The nearby vehicles information is gathered through Multi-Access Edge
Computing (MEC) with 5G.

Yang et al. [14] described short-term traffic prediction using the combination
of vehicle velocity and traffic light prediction model. Vehicle velocity prediction
has been performed with Spatio-temporal data analysis using a low-complexity
semi-parametric prediction model. The model also captures traffic-light effects and
driver’s behavior to identify real-time traffic changes.
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The distribution of MEC resources is depending on the task uploading of
applications. Ale et al. [15] proposed a Spatio-temporal based learning strategy for
resource management. Resource distributions using Bayesian hierarchical learning
methods provided better results than equal resource distribution over all servers.
Wang et al. [16] proposed unmanned aerial vehicle (UAV) for flexible MEC
services. UAV provided latency-aware services after merging the geographically
nearby user requests.

Ridhawi et al. [17] described a MEC collaborative reliable and secure com-
munications among IoT devices, edge layers, and cloud-fog layers. Traffic flows
are reduced by using node-to-node communications. These node communications
ensure reliable and secure communications. This methodology is useful for smart
city services.

3.1.2 Health Care Service

Health care service is an essential service in smart city. Geolocation-aware health
care service facilitates health monitoring near to the patients [18]. Medical facilities
reach quickly from nearby health care centers after determining the geolocation
of the patient. MEC helps to continuous health monitoring for indoor and outdoor
patients in [19]. Outdoor patient’s mobility data prediction and preliminary health
data analysis are done through edge devices. Any serious patient data analysis has
been performed in a cloud server.

A deep learning-based heart disease identifying application, Healthfog, has been
proposed by Tuli et al. [20]. Integrated IoT-Edge-Cloud platform is the backbone
of the proposed architecture which made the application delay-aware and energy
efficient.

A real-time healthcare service provisioning with geospatial queries in a cloud-
fog-edge integrated platform has been proposed in [21]. The framework is an energy
and latency-aware. It leads to a green geospatial query resolution platform.

Identifying the hotspot zone of Malaria [22, 23], Dengue [24] using geospatial
map and taking immediate or preventive action accordingly are some research
aspects in heathcare service.

3.1.3 Environment Monitoring

One of the environment pollutant gas is Carbon Monoxide (CO). Excessive emission
of CO also increase heat of earth surface. To monitor CO level, a fog computing-
based application has been proposed by Nugroho et al. [25]. Determination of the
distance from the CO emitted area is calculated using Krigging method and plotted
on Google map using lat/lon information.

Air quality at low concentration levels has been checked by AirSensEUR in
[26]. Ganga river management using overlay analysis in MIST computing has been
performed by Barik et al. [27].
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3.2 Disease Monitoring

Disease identification and monitoring are necessary for contagious diseases. It
controls the spreading of the disease over a geographic region. An IoT-based
eHealth monitoring system has been proposed by Feriani et al. [28]. It identifies
the symptoms(e.g., fever, coughing, and fatigue) of COVID-19. A learning method
helps to identify the disease using MEC hierarchical framework.

3.3 Disaster Monitoring

High resolution and low latency face recognition videos have been identified the
affected people in disaster prone areas [29]. A data distribution in nearby edge
devices reduces the chance of data loss. Storing of disaster prediction data in nearby
telephone central offices (TCOs) is proposed by Tsubaki et al. [30]. Face recognition
of missing people in disaster is demonstrated by Liu et al. [31]. Facial images are
transferred and stored in cloud server for saving energy and network bandwidth.
Satellite image and video processed in a fog-cloud environment [32] to identify
disaster-prone area.

3.4 Tourism Monitoring

Tourism helps in the economical growth of a country or a place. Monitoring of this
sector is very important for business. It also has a socio-cultural impact. Behavior or
movement pattern of tourists changes at a location on a seasonal or temporal basis.
Tourism monitoring helps: (i) improve understanding about the effects of tourism,
(ii) identify the locations where improvement is required, (iii) identify the season-
specific locations, (iv) enable location-specific competitive business.

Ghazal et al. [33] captured and stored panoramic videos for a trip of tourist
spots. Spatio-temporal information is also attached with videos for visualizing
the videos with a location map. MEC architecture has been used for providing
high-bandwidth and low-latency video experiences to end-users. Zhou et al. [34]
used edge nodes for capturing Geo-tagged Flickr images. Image mining has been
performed to determine the exact tourist location. Big spatial tourism data are
managed through the RHadoop platform in Cloud. Van Setten et al. [35] developed
a mobile-based recommendation system for tourists. A tourist guide application for
Cyprus is elaborated in [36].
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3.5 Geospatial Data Collection and Query Processing

Geospatial data are collected through edge devices. Geospatial queries are placed
through geospatial applications using smart devices, i.e., mobile phone, tab, smart
watch. To generate the result of the geospatial queries, huge data are needed to
process along with the OGC compliant geospatial services [37] (WPS, WFS, WCS,
WMS). MEC helps in processing local geospatial query processing with less delay.
Also, storing, and processing geospatial data in a hierarchical manner to resolve
geospatial queries has been performed in [38, 39]. This methodology not only
reduces the latency of query result but also reduces the energy consumption of
mobile devices as data processing is performed in edge or cloud platforms.

Essential data for services are collected from IoT devices and processed in MEC
[40]. A lossy compression technique has been adopted to reduce the routing message
contents. A budget and deadline constraint geospatial query processing have been
done in cloud platform in [41]. Virtual Machine allocations for geospatial query
processing has been performed in [42] with learning technique [43].

4 Existing Energy Efficient Methods in Mobile Edge
Computing

Wu et al. [44] proposed an energy-efficient dynamic task offloading algorithm that
decided where (MCC/MEC/IoT) tasks would be offloaded. Also, a blockchain-
based offloading scheme has been proposed for secure task offloading. Lyapunov
optimization-based dynamic secure task offloading and resource allocation algo-
rithm described in [45]. They tried to extend the overall energy efficiency of
non-orthogonal multiple access (NOMA) assisted MEC network.

Cheng et al. [46] proposed an energy-efficient algorithm for optimizing both
offloading approach and the wireless resource allocation technique. It minimizes
the transmission energy for computing task offloading. A greedy-based offloading
algorithm [47] is described to minimize the overall energy cost for multiplayer
games using MEC. Another energy-efficient task-offloading in MEC for an ultra-
dense network is discussed in [48]. They reduced IoT devices’ energy consumption
within latency deadline optimizing devices offloading decisions.

Zhou et al. [49] discussed a reinforcement learning technique for computation
offloading and resource allocation in a dynamic multi-user MEC system. The
objective of this work is to reduce the long-term energy consumption of the
entire MEC system. An unmanned aerial vehicle based MEC is elaborated in [50].
Objective of their work is reducing the hovering time, scheduling and resource
allocation of the IoT tasks. Non-orthogonal multiple access (NOMA) based resource
and energy allocation methodology in MEC has been discussed in [51, 52].

We have represented the existing energy-efficient methodologies in Table 1.
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5 Challenges in Geospatial Mobile Edge Computing

There are several challenges are present in Geospatial MEC. These are-

• Heterogeneity: Different heterogeneous geospatial data sources are involved
while resolving any user request. Also, edge devices and servers may present in
heterogeneous networks. Proper synchronization and offloading policies need to
develop among the geospatial data sources and computing resources to maximize
utilization.

• Seamless Connectivity: In MEC, the mobile devices are moving around and
changing the region of MEC servers. Seamless connections are very much
needed while a mobile device changes one MEC server region to another
MEC server region. Otherwise, mobile applications, like mobile games may get
hampered and the quality of the service gets down.

• Cost: The amount of cost increases with the number of edge nodes involve in the
edge network. Also, communication cost, coordination cost among edge nodes,
geospatial data cost are taken into the cost calculation. CPU cost and IO costs
are also involved for geospatial queries [41] processing in MEC. Accumulation
of all these costs is needed to consider for geospatial MEC applications.

• Data Handling: Geospatial applications are work with a large number of
data/big data. MEC servers and MEC devices need to handle this huge number of
data carefully. Otherwise, data may be lost during data transmission. Also, at the
time of data analysis resource constraints arise due to improper data handling.

• Security and Privacy: These two features are very important for critical mobile
applications. Privacy of data may reveal during offloading. Also, security threats
arise by masquerade attacks, passive attacks.

6 Future Directions

In this section of the chapter, we discuss the future scopes of the geospatial green
mobile edge computing (GGMEC) research work. Though many explorations have
been done in MEC and Green Computing, very little progress observed in the
geospatial domain with energy efficiency. Still, we can think about the following
aspects of Geospatial Green MEC in the future.

• Pricing Scheme: Investigation of pricing policies is required individually for
geospatial data providers and Mobile Edge Computing service providers.

• DataManagement: Geospatial data management in the GGMEC environment is
a challenge. Storing a small amount of data within the edge nodes of a distributed
manner and synchronizing them will be a challenging task.

• Data Security: Sensitive geospatial data or healthcare data are required proper
security while data are transmitted within edge devices.
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• Data Re-usability: Geospatial data can be reused for different applications.
Storing of processed geospatial data is needed for reusing in future geospatial
applications.

• Energy Efficiency: A very small amount of investigation has been performed for
energy efficiency in the geospatial domain. Large geospatial data processing and
transmission lead to huge energy consumption in MEC nodes. Proper computing
resource management and geospatial data management can provide Green MEC.

• Application Management: Geospatial application management, MEC resource
provisioning, with different kinds of machine learning techniques can be a future
trend.

• Application-aware Policy: Every geospatial application, i.e., smart city, weather
prediction, disease monitoring, crop analysis, etc. has different requirements.
Application-driven policies are required for proper management in the MEC
environment.

• Web Service Orchestration: Automation of different geospatial web service
orchestration to resolve any geospatial query in MEC can also be a future scope.

7 Summary

In this chapter, we have discussed various geospatial applications in MEC. Also, we
have provided a taxonomy for the applications. Different existing energy-efficient
schemes in MEC are discussed and represented in a table. Thereafter, challenges
in geospatial MEC are identified and discussed. At the end of the chapter, we have
pointed out areas of geospatial MEC where further research can be explored.
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Dynamic Voltage and Frequency Scaling
Approach for Processing
Spatio-Temporal Queries in Mobile
Environment

Shreya Ghosh and Jaydeep Das

1 Introduction

The recent decade has shown significant increase in accumulation of IoT data
(including mobility, health sensory information, cellular data etc.) and adapting
data-driven decision systems in every aspect of our lives. The computational and
storage requirement led to the growing popularity of cloud data centers as well as
edge and fog nodes. On the other hand, with the prevalence of GPS-enabled smart-
devices, almost all the data-instances are associated with location and temporal
dimension. These datasets are denoted as spatio-temporal data. Few examples are:
trajectory information of people, climate data, taxi or bus datasets, temporal data in
health context [8, 15, 16] and time-critical applications [7]. Spatio-temporal query
processing is the backbone of provisioning any location-based services such as route
optimization, recommendation, weather prediction or remote sensing applications.
The major challenge in analysing this data-instances are the huge volume as the
instances change with time-scale. Further, data-centers utilized for analysis of this
data become unsustainable in terms of power consumption and growing energy
costs. It has been estimated that the energy consumption of these data centers is
205 terawatt-hours of electricity which is between 1.1% and 1.5% of the worldwide
electricity consumption, which led to excessive CO2 emissions. It further poses a
great challenge to Cloud providers to find a trade-off between power and energy
consumption and providing services satisfying strict Service Level Agreement
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conditions. Therefore, it is essential to trade-off between energy and power costs
and performances of the systems or services. Here, Dynamic voltage and frequency
scaling (DVFS) plays a critical role in understanding the correlations among power,
DVFS, amount of spatio-temporal data and performance of the query processor tool.

DVFS is a key feature which we considered in this work to reduce the energy
consumption while placing the geospatial queries to the virtual machines. As the
processing of geospatial data is not same for the different geospatial queries, the
workload is different (dynamic) for each virtual machine (resources). DVFS is
used to decrease the power consumption of underutilized resources considering
the fact that performance does not degrade. Dynamic Voltage and Frequency
Scaling strategies modify frequency according to the variations on the utilization
performed by dynamic workload. These policies help to dynamically reduce the
consumption of resources as dynamic power is frequency dependent. Dynamic
Voltage and Frequency Scaling has been traditionally applied to decrease the power
consumption of underutilized resources as it may incur on service level agreement
(SLA) violations. The major contributions of this chapter are as follows:

• We explore Dynamic Voltage and Frequency Scaling (DVFS) approach to modify
frequencies according to the variation of the utilization performance of the spatio-
temporal query processing.

• We propose a spatial architecture that can process the queries in an energy-
efficient way.

• We present different existing works and challenges to develop an energy-efficient
query scheduler algorithm proposing efficient policy

• We evaluate the architecture and the algorithms in terms of query processing
performance using two datasets and present the visualization results of the spatio-
temporal queries.

It may be noted that the proposed framework is energy-aware as it utilizes the
dynamic voltage and frequency scaling (DVFS) for the individual geospatial query
according to the user’s requirement. It particularly utilizes the Dynamic Voltage and
Frequency Scaling (DVFS) capability of modern CPU processors to keep the CPU
operating at the minimum voltage level (and consequently minimum frequency and
power consumption) that enables the application to complete before a user-defined
deadline. We use the DVFS module to execute the query and return the response
based on the user’s priority level. DVFS can be applied at the CPU level or operating
system level. Our module aims to provide maximum frequency levels to be assigned
during the execution of the query. It may be noted that the query execution task is a
non-preemptive, and the user-defined deadline is a soft-deadline.

While we have analysed our framework using spatio-temporal datasets, however,
the framework is generic enough to consider any other data instances effectively.
In future, we aim to extend the DVFS approach in MapReduce based algorithm of
movement datasets of people in a country and find interesting insights in low power
and low energy environments (Fig. 1).
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Fig. 1 Overall building blocks of the framework

2 Related Work

To combat the challenge of exponential rate of energy consumption and green
house gas emissions by data centers, there are several research methods focusing on
optimization and utilization of hosts via dynamic consolidation of virtual machines
[1, 6]. In summary, in these researches, low utilized VMs are placed together on a
single host. Then, other hosts are shut down. In DVFS technique, the frequency
and voltage are reduced simultaneously of the CMOS circuit. Also, the timing
constraint of processes are maintained accordingly. An algorithm is presented in
[19] for energy-efficient scheduling of VMs in hosts consisting of a virtualized
cluster. In these techniques, the VMs are considered as “black boxes”. Therefore,
these techniques are unable to satisfy the deadlines of time-critical applications
within the VMs.

Garg et al. [5] proposes a novel approach for scheduling tasks in the cloud
environment. The work emphasizes on the reduction of emission of carbon dioxide
gas using DVFS technique. Another work is presented in [20] considering the
slack time to schedule dependent tasks in homogenous clusters using DVFS
scheduling algorithm. A scheduling algorithm, namely, DVFS-enabled Energy-
efficient Workflow Task Scheduling (DEWTS) is proposed in [17] by mapping tasks
to VMs satisfying the requirements and resulted in reduced consumption of energy.
An energy-aware algorithm to schedule tasks based on heterogeneous clusters is
presented in [14]. Although the approach aims to provision the services in minimal
execution time, it does not consider deadline constraints for different applications.
Furthermore, the method does not leverage DVFS algorithm. It considers varied
power consumption statistics by heterogeneous nodes. Another study explores the
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features of HPC services and computes energy savings based on different types
of applications [2]. Minyu et al. [3] proposes a framework for real-time task
mapping under different DVFS schemes. The authors propose a novel system
combining distinct reliability enhancement techniques considering different set-
ups such as, task-level, processor-level and system-level DVFS. The task mapping
problem optimizes task allocation, and task duplication by developing mathematical
formulation using integer non-linear programming problem. Another interesting
study [12] utilizes DVFS technique in health application by introducing real-time
DVFS aware deep learning method for fall detection of aged people. The system
is typically beneficial for home health monitoring as well as minimizing resource
constraints of mobile devices.

A system named, Ring-DVFS, which is reliability-aware DVFS for real-life
applications, is proposed in [21]. Here, the reinforcement learner takes the decision
analyzing power savings and task-reliability variations and outputs the suitable
voltage-frequency level considering the time criteria of the applications. The
proposed methodology has the capacity to adapt in different situations without sac-
rificing reliability for sporadic tasks. Another energy efficient scheduling algorithm
is proposed in [11] which also considers reliability factor. The work incorporates
fault detection and correction and rollback recovery process. The work has achieved
30%–50% reduction in energy consumption and speed up to 97% faster than the
existing approaches. The novel algorithm deploys a distribution technique of the
target deadline where it is guaranteed that each task finishes before its deadline.
A multi-objective evolutionary scheduling algorithm is developed using Neural
network technique considering the energy consumption, execution time of the tasks
and reliability of the system [13]. Another work is presented in [17] where a
scheduling algorithm based on the DVFS technique is proposed. The framework
is named as DVFS-enabled Energy-efficient Workflow Task Scheduling (DEWTS).
Here, the tasks are mapped to VMs and makespan requirement is met along with
reduced consumption of energy.

Gupta et al. [10] present a dynamic workload aware DVFS for muticore system.
The proposed system utilizes the workload profile information along with power
constraints to provision the best-suited voltage–frequency. It is specifically used for
maintaining a global power budget at chip-level. Also, it maximizes the performance
and satisfies power constraints at the per-core level. The authors developed and
implemented the system with the workload characterizer and application require-
ments to use the knowledge in order to find the next setting for the core. Another
work by Umair et al. [18] proposed energy efficient mechanism on edge-devices for
IoT-based healthcare system. An energy-aware static scheduler is proposed which
considers tasks with conditional constraints and incorporated DVFS specifically
for the IoT-based real-time and time-critical applications in healthcare. Next, a
scheduling and voltage scaling approach is presented using non linear programming
technique.

The rest of the book chapter is presented as follows: Sect. 3 presents different
types of spatio-temporal query and their outcomes. Section 4 presents the overall



DVFS for Processing Spatio-Temporal Queries in Mobile Environment 189

framework and energy related issues to resolve spatio-temporal query, and finally in
Sect. 5 summarizes and concludes the chapter.

3 Spatio-Temporal Query Processing and Experimentation
on Two Dataset

Spatio-temporal query is defined as a sequence (STQ) of n-length ordered spatio-
temporal predicates, which can be represented as:

STQ = (STQ1 , T1), (STQ2 , T2), . . . (STQn, Tn) (1)

where Ti presents the time-interval of the query and STQi
is the spatial predicate

of the query. For simplicity, we illustrate the types of spatial queries along with
different predicates with examples as follows: Consider 4 independent repositories
of a region P, namely, ROAD (R), DRAINAGE (D), VILLAGE (V) and ADMIN
BLOCKS (A). Figure 2 depicts the class diagram of the use-case.1

Road: Polyline; Drainage: Polyline; Village: Point; Admin: Polygon

Query 1: Find the villages which are likely to be affected during flood. Flood: Areas
within 1 km of a drainage network are inundated.

Fig. 2 Class diagram of the use-case

1 Details are provided in our tutorial at https://www.orsac.gov.in/Workshop_materials/NFSD/
DAY3/IITKgp-Demo-201218.pdf.
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SELECT V.vill-id, V.vill-name FROM
VILLAGE V, DRAINAGE D WHERE
OVERLAP(V.shape,BUFFER(D.shape,1000))=1;

Query 2: Find the Roads likely to be affected if River R1 is flooded.

SELECT R.road-id, V.vill-name FROM
VILLAGE V, DRAINAGE D WHERE
OVERLAP(V.shape, BUFFER(D.shape,1000))=1 AND
D.dr-name=“R1”;

Query 3: To setup a new industry the requirement is: It should be in Admin Blocks
A2 or A7, 2 km from NH, no Drainage within 1 km, within 5 km of villages with
working population (20–50yrs) greater than 100.

Create VIEW REG AS(
SELECT INTERSECT(V.shape,A.shape) AS REG-SHAPE
FROM ROAD R, DRAINAGE D, VILLAGE V, CITIZEN C WHERE
OVERLAP(V.shape, BUFFER(D.shape,1000))=0 AND
OVERLAP(V.shape, BUFFER(R.shape,2000))=1 AND
COUNT(C.citizen-id)>=100 WHERE
C.age>20 AND C.age<50 AND
C.residential==V.vill-id)

SELECT INTERSECT (REG-SHAPE,A.shape) FROM
REG, ADMIN-BLOCKS A WHERE
A.block-name IN (“A2",“A7") AND
OVERLAP(A.shape, BUFFER(REG-SHAPE,5000))==1 In the above illus-
tration, we have used different spatial predicates such as:

• OVERLAP: This identifies whether two spatial objects intersects or not. The
predicate returns 1 if a geometry instance overlaps another geometry instance,
otherwise it returns zero. It has the following structure:

Overlaps(geometry, geometry) : boolean (2)

• BUFFER: It creates a new geometry by computing the defined distance value
around any point, line, or polygon that encompasses all of the area within a
specified distance of the feature. It has the following structure:

Buff er(geometry, buff er − value) : geometry (3)

We have carried out experiment with synthetic data to showcase basic spatio-
temporal operations and real-life data of IIT Kharagpur campus, which is shown in
the following example: Fig. 3 shows the visualization of synthetic dataset on map.
The structure of the tables are presented as follows:
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Fig. 3 Illustration of
synthetic spatio-temporal
dataset

• Road [gid, road_name, road_km, road_type, geom]
• Rail [gid, track_type, track_km, geom]
• Hospital [gid, hospital_name, hospital_type, geom]
• School [gid, school_name, school_type, geom]
• District [gid, dist_name, dist_perimeter, dist_area, geom]
• River [gid, river_name, river_km, geom]

Extract data from tables

SELECT * FROM hospital;

The query extracts all data from hospital table, which is shown in Fig. 4.
Spatial Query: Buffer

• Point Buffer Query

SELECT hospital_n, ST_Buffer(hospital.geom, 4) FROM
hospital;

• Polyline Buffer Query

SELECT river_name, geom, ST_Buffer(river.geom, 0.5)
FROM river;

The outcome of the query is presented in Fig. 5

Cross and Touch Operation

SELECT road.road_name, rail.track_type FROM road, rail
WHERE ST_Crosses(road.geom, rail.geom);

SELECT b.dist_name FROM district a, district b WHERE
ST_Touches(a.geom, b.geom) AND a.dist_name = ‘DIST_1’;
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Fig. 4 Snapshot of spatio-temporal query: Extract data from table

Fig. 5 Snapshot of spatio-temporal query: Buffer
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Intersection Operation

SELECT d.dist_name, r.road_name FROM
district d, road r
WHERE ST_Intersects(d.geom, r.geom)
ORDER BY (dist_name);

Spatio-temporal Query: Area and Perimeter calculation of districts

SELECT dist_name, ST_Area(geom) AS Area,
ST_PERIMETER(district.geom) AS Perimeter
FROM district
ORDER BY ST_Area(geom) DESC;

Spatial Query: Nearest Neighbor

SELECT school.gid, school.school_name,
ST_Distance(school.geom, hospital.geom) AS distance
FROM school, hospital
WHERE hospital.hospital_n = ‘SH’
ORDER BY ST_Distance(school.geom, hospital.geom) ASC;

Figure 6 depicts the IIT Kharagpur map on spatial database. In the spatial
database the map is stored as shape or geometry (geom) field and there are three
data-types: point, polygon and polyline. Figure 7 shows the attributes of point-of-
interests and road-network of IIT Kharagpur.

Spatial Query: Areas of the Halls in the IIT Kharagpur campus

Select name,geom, st_area(geom) as area from

Fig. 6 Demonstration of IIT Kharagpur map in spatial database
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Fig. 7 Snapshot of spatio-temporal query result and spatial data structure in the database

kgp_poi where
amenity=’Hall of Residence’ order by area;
This query computes the area of the hall of residence at IIT Kharagpur campus
and lists those in ascending order. Figure 8 represents the extracted results both in
list-format and the geometry of the result is also presented in the figure.

Spatial Query: Find the road segments within 50meter of Takshila
select r.r_name,r.geom,kgp.geom from
road_NETWORK r, kgp_poi kgp where
st_intersects(r.geom, st_buffer(kgp.geom,50)) and
kgp.name=‘Takshila Complex’;

This query uses buffer and intersection operations to find out road segments within
50 meter of a building. Figure 9 depicts the outcome of the query.

Spatial Query: Find the distance between computer science and engineering
department and student halls

SELECT B.name, A.name,
st_distance(B.geom, A.geom) dis FROM
kgp_poi B, kgp_poi A WHERE
B.name=‘DEPT OF COMPUTER SCIENCE AND ENGINEERING’ and
A.amenity=‘Hall of Residence’
order by dis;
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Fig. 8 Snapshot of spatio-temporal query: Compute Area

Fig. 9 Snapshot of spatio-temporal query result: find the road segments within 50 m of Takshila
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Fig. 10 Snapshot of spatio-temporal query result: Find the distance between computer science
and engineering department and student halls

This query uses distance operation to extract spatial distance between two objects
to compare the same. Figure 10 represents the query outcome.

4 Energy and Power-Aware Spatio-Temporal Query
Processing

In the previous section, we have shown different types of spatio-temporal opera-
tions and query-processing tasks. We have also carried out the query-processing
experiments with two different datasets. It is observed that spatio-temporal query
processing is compute-intensive and time-intensive task, since such data is dynamic
in nature and the volume of such data is very high. For this reason, it requires
significant amount of CPU-time to execute such queries. Also, to carry out compute-
intensive training on such big spatio-temporal data, GPU is required.

From the fundamental concept, the power consumption of a GPU is represented
by the function of dynamic and static power which are represented as PowerD
and PowerS respectively. The static power is computed by leakage and amount of
energy consumption when the system is idle. It is monitored by varied sleep-states
of the machine. The dynamic power is proportional to the run-time to complete the
execution. It can be represented as:

PowerD ∝ V oltage2 × Freq (4)

where V oltage is the supply voltage and Freq denotes the operating frequency.
Also, GPUS has different frequency domains, therefore, regulating frequency is one
of the major step here.

Next, we have to predict the execution time of the spatio-temporal query.
Here, we have utilized the game-theory based method from [4]. Here, a query-
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plan is generated based on user’s task-priority and associated budget for the
particular task. We consider there are m query-tasks which are denoted as vectors:
QT=Q1,Q2, . . . ,Qm. Each of this task has their own arrival and deadlines. Now,
it can be observed that the power curve is non-linear with the execution time of the
query-processing tasks. Our objective is to configure the frequency such that the
application deadline is satisfied and the power consumption becomes the least. The
energy consumption minimization problem can be represented as:

minimize Poweroverall =
m∑

j=1

Powerj

such that ∀exectimej
≤ deadlinej

(5)

where exectimej
is the runtime of query-task j and deadline of the task is denoted by

deadlinej . It is quite obvious that the optimization problem is a NP-hard problem,
therefore we have used a heuristic approach to solve the same. Figure 1 shows the
building blocks of the framework. The processing steps are as follows:

• Spatio-temporal data is accumulated using different mobile-nodes and GPS-
enabled IoT-devices. The data-points include location, time and other contextual
information (weather, health data, mobility information etc.)

• Such huge amount of data is segmented based on temporal intervals and spatial
extension. Then, spatio-temporal indexing [9] is used to speed-up the information
retrieval process.

• Next, execution-time prediction method is computed, which provides the pre-
dicted runtime of each spatio-temporal query processing task.

• Next, GPU frequency scaling heuristic algorithm is executed.
• According to the arrival time of the application, the available assignments

are sorted in ascending order by the due deadline, priority to ensure that the
assignment with the earliest due deadline is executed first. Considering that
newly arrived tasks which only have default values: Clock input profile data, we
found its related applications and use its detailed profile data to make predictions.
In addition, for power and execution time, we have used predictive models to
make predictions for all supported GPU frequency clock sets. For a given job,
the clock with the lowest power consumption Cost and predicted execution time
is less than its The due date has been selected. Finally, the selected application
Configure the clock and execute the application.

5 Conclusion and Future Directions

In this chapter, we emphasize on energy-aware spatio-temporal query processing.
The unprecedented usages of mobile terminals, such as handheld smartphones
or smart devices, edge-nodes have a significant effect on wireless networks. On
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the other side, due to the ever-increasing growth in accumulated geospatial data,
there are significant research interests in extracting meaningful insights and implicit
knowledge from the voluminous geospatial data pool. Nevertheless, the major chal-
lenge lies in high computational and storage cost of this dynamic geospatial dataset
along with increasing latency in provisioning real-world geospatial applications. In
this aspect, DVFS is a feasible option to reduce the energy consumption, therefore,
we present a spatio-temporal query processing framework which supports DVFS by
scaling frequency of GPUs. In future, we would like to extend the deadline-based
scheduling algorithm and aim to propose end-to-end energy-aware spatio-temporal
query processing system.
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Green Cloud Computing for IoT Based
Smart Applications

Sangeeta Kakati, Nabajyoti Mazumdar, and Amitava Nag

1 Introduction

In the preceding two decades, reducing energy usage with green computing
approaches has resulted in a considerable decrease in carbon dioxide emissions,
as well as a reduction in the use of fossil fuels in power plants and transportation.
Mobile cloud computing allows a large number of related mobile users who can
use massive volumes of cloud computing resources, helping to compensate for the
resource constraint nature of mobile devices. When the battery life of the mobile
device is a big problem for the mobile user’s experience, a fundamental challenge
in the mobile application platform is making deployment decisions for particular
jobs. There are various deployment schemes to offload expensive computing work
from light mobile devices to powerful systems in the cloud, allowing us to extend
battery life while providing rich user experiences for such mobile applications.

Before the days when we were not exploiting cloud resources, the technologies
are submerged in server rooms that used excessive energy consumption. Besides
using more energy, those systems also required large infrastructure supports. As
the use of cloud computing grew, so did energy consumption. The goal now
is to minimize power consumption even more with green computing and cloud
computing. This rise in energy use has resulted in a significant increase in carbon
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emissions in the atmosphere. Gougeon et al. [1] discussed how the exponential
growth of data servers and other infrastructure is causing a rise in energy usage.
Carbon emissions can be reduced which will further result in lower energy usage.
The deployment of green cloud computing results in a greener environment by
reducing the emission of carbon significantly. Some of the approaches to green
mobile cloud computing platforms will be presented in the next sections. In the
further sections, we will be focusing more on virtualization towards cloud and fog.

1.1 Motivation

Motivated by above limitations, this study present an extensive review. Although for
IoT, the use of the cloud is nearly mandatory these days, but cloud is rather used for
storage and processing management. The use of related platforms such as fog and
edge needs to be properly deployed along with concepts such as virtualization to
reap the benefits of green cloud computing to the fullest.

1.2 Contribution

The main contribution of this study is highlighted as follows:
This study highlights going towards greener clouds with the most ever-increasing

application of IoT to preserve a trade-off between the benefits of IoT and the impact
on the environment.

2 Related Works

The fast expansion in big data has necessitated the use of progressively larger data
centers, escalating the problem of a cloud storage system and energy usage.

Energy-aware software techniques, such as workload consolidation as discussed
in Srikantaiah et al. [2], Prekas et al. [3], job or task scheduling in Tang et
al. [4], data concentration in Iwata et al. [5], data replication in Farahanakian
et al. [6], VM migration in Al Shayeji and Samrajesh [7], etc. are utilized to
improve energy efficiency in the cloud-related environment. Usvub et al. [8] offered
various energy-saving solutions for cloud computing. Han et al. [9] presented a
resource-utilization-aware energy-saving server consolidation technique that can be
employed to allow better resource utilization while reducing the number of virtual
machine migrations. The findings of the experiments suggest that it is capable of
lowering the consumption of energy and service-level agreement (SLA).

Sharma [10] discussed the aspects of sustainable green computing that looked
into the construction of efficient computer programs that used all available cores



Green Cloud Computing for IoT Based Smart Applications 203

of a CPU, resulting in faster execution than a single-core version, as well as energy
savings. A case study is also presented to help support the research. Aside from that,
the study found that with the increase in the number of computations, the multi-core
technique performs better than single-core calculation.

For distributed Wireless Sensor Networks, Kumar et al. [11] presented Huffman
code and an Ant Colony-based Lifetime Maximization approach (WSNs). They
demonstrated the advantages of their system over state-of-the-art methods. Farooqi
et al. [12] compared and contrasted various green cloud computing strategies as well
as their outcomes.

Kharchenko et al. [13] described the concepts and classifications of green
IT engineering, as well as the basic ideas for implementation and execution,
green computing indicators, and values. More and Ingle [14] investigated several
energy-efficient green cloud computing approaches, models, and algorithms with
virtualization. The research focuses on virtual machine consolidation (VMs).

Disabling and restarting physical machines according to the live workload need
can save power usage. The methods discussed are centered on reducing power
consumption and making data centers more energy-efficient.

Shaikh et al. [15] examined the green Internet of Things by examining
approaches to conduct an assessment of current IoT applications, projects, and
standardization efforts, as well as the identification of a few obstacles that must
be addressed shortly to achieve a green IoT. A holistic approach on green cloud
computing has been discussed in [16].

3 Mobile Computing

The cloud can effectively protect data generated from various sources with various
volumes. Users benefit from cloud storage since it permits them to access materials
according to their needs. Another essential advantage is the low probability of data
misplacement, as is sometimes the case with storage devices in data centers.

Using cloud computing and environmental sustainability, businesses may go
fully digital. Green computing in the cloud can manage technology resources with
improvement in productivity and a decrease in costs. Example of storage that is used
today includes Google Drive, OneDrive, and so on. The aim to provide services in
the hand tip with effortless usability.

4 Green Cloud Computing

Green cloud computing is the creation, manufacturing, and use of digital upliftments
that have no downside impact on the environment as discussed in Saha [17].

A green cloud solution can save energy while also lowering operational costs for
businesses. It allows benefiting the resources of cloud storage while reducing the
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negative effects on the environment and also has an impact on human well-being. It
entails the following procedures:

• The cloud platform model incorporates resource assistance to huge data-
producing applications and uses significantly less power.

• Green production: During recycling excursions, the cloud platform emits mini-
mal pollution, leading to a far more ecologically responsible atmosphere.

• Green usage: When using a cloud-based product, it reduces the amount of energy
produced by 27%, Radu [29].

5 Approaches for Green Computing

To ensure cloud computing infrastructures are environmentally responsible, some
approaches being followed are:

– Approaches of distributing resources or virtualization: In a cloud computing
system, each framework contains a range of virtual computers upon which
services are executed. These virtual computers can be moved between hosts
based on their requirements and available resources as discussed in Sarkar and
Misra [18]. The VM migration approach focuses on migrating virtual machines
with the least amount of power increase. The most energy-efficient nodes are
chosen, and the VMs are moved to them. This strategy will be discussed in greater
depth in further sections.

– Algorithmic methods: Several studies, for instance, Jeba et al. [27] have used
algorithmic approaches to support green cloud computing. Experimentation
results proved that an optimal server occupies roughly 69% of the energy used by
a highly saturated server. The green scheduling techniques estimate the required
dynamic workload on the servers using a neural network predictor. Then, in an
attempt to reduce the count of running servers, unneeded servers are shut off,
reducing energy consumption at the points of consumption and benefiting the
other dependent services. Numerous servers have also been integrated to ensure
hand-to-hand agreement. The final basis is to protect the environment while
lowering the total cost of ownership and maintaining service quality.

6 Towards Green Fog Computing

In the context of managing a large number of resources, the cloud/fog computing
domains have emerged as promising options for Green Computing. As a result,
researchers are more focused on the energy efficiency and long-term viability
of their resources. Green cloud and fog are employed to address concerns and
obstacles in establishing energy-efficient and sustainable infrastructures, protocols,
and applications. The emerging green cloud approaches can be as follows:



Green Cloud Computing for IoT Based Smart Applications 205

Virtualization: Virtualization is a computing technique that enables better virtual
machine administration as well as efficiency improvements by pooling resources.
Dynamic migration facilitates the pooling of real resources, enhances resource
use efficiency, and boosts uptime. The hypervisor allows many operating system
instances to run simultaneously. Virtual machines are instances of a physical host
with their operating system and hosted test programs that run within the same
physical host. It enables higher hardware utilization rates and cost savings by
integrating multiple dedicated servers into a central server.

Use of cloudlets: It is a decentralized infrastructure that is preferred over traditional
data centers due to its low energy use. It is built on the notion of expanding
the count of micro data centers, scattered regionally and interlinked, rather than
those standard storages, which are massive and less in quantity. With a 30% lower
energy use, we can do this inside a fog/cloud architecture.

7 Virtualization

“Virtualization,” allows cloud providers to improve their power consumption. It is
the practice of showing a system as a collection of processing assets that allows
them to be accessible in ways that benefit the original configuration. Companies can
reduce cost in terms of space, maintenance, and energy by consolidating unused
servers into several virtual components coordinating with a common deployed. If
a user application wants more resources, virtual devices used for Cloud systems
possess the ability to get transferred to some other host. Cloud providers keep track
of estimated demand, allocating resources accordingly. Programs that demand fewer
assets can be grouped on a common server.

Server Usage: At an average, the on-premise architecture uses a fairly low
consumption rate, as low as 5%–10% of average. Multiple programs can be hosted
and operated in isolation on the same server using virtualization technologies,
resulting in utilization levels of up to 70%. As a result, the count of active servers
is drastically reduced. Although higher server utilization causes higher energy
costs, with the same amount of electricity, workstations with more utilization can
encounter an increasing volume of work.

The performance of fog computing may be hampered by user mobility [19–
21]. Because mobility changes the access points, the fog service housed in the
original cloudlet may see an increase in delay. To minimize access delay, when
a mobile user switches access points, their data and existing applications should
ideally transfer to the cloudlet at the new access point. To do so, the user has a virtual
machine (VM) or container that houses its processes and data, comparable to cloud
computing services. Since most of the IoT applications require mobility because the
applications are dynamic hence fog computing and the technique of migration play
a major role in the efficient running of services in real-time applications.
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8 Fog Serves a more Green Purpose

The Fog paradigm is highly reliant on latency by enabling cloud services at the
edge of the network, as discussed in Mazumdar et al. [28]. The perceived latency by
application users is a significant parameter for this type of design. Because latency
is such a significant limitation, greedy algorithms are preferred for providing quick,
energy-efficient allocation rules. Lowest Latency, First Green, and Most Green are
the three greedy allocation algorithms used to select a host for a work submitted to
a certain node. Then, to combine the Fog burden, Gougeon et al. [1] provided three
greedy consolidation policies: Consolidate All, Consolidate Brown, and Consolidate
Ratio.

Lowest Latency: The goal of this first method is to lower the job’s end-to-end
latency, from the initial node to the host nodes. A task may be submitted on the
initial node, which is by definition the nearest node to the end-user. There is a
host node where the current job is under execution. The algorithm searches the
hierarchical architecture for the existing node which is nearer to the primary node.
This method is anticipated to have the lowest latency among the other algorithms
evaluated. First Green: it seeks to select a host with minimum latency while also
creating green power locally.

Because traditional cloud computing architectures are centralized, they can’t
provide reliable service to time constraint applications such as in IoT. This
significant drawback of cloud computing can be attributed to the property that
the cloud paradigm works on the method of virtualization of real-time services.
Virtualization allows cloud service providers to provide services to their consumers
from geographically distant locations, resulting in substantial latency in service
provisioning as discussed in Yannuzzi et al. [22]. As a result, to satisfy the needs
of these emergency responsive IoT systems, a computationally intelligent model
is necessary to supplement the standard cloud environment. Fog computing is not
a competitor for cloud computing; contrary, both these infrastructures support one
other. Users can discover a different generation of advanced technologies that suit
the requirements of concurrent applications, reduced latency IoT systems serving at
the user end, and also intricate analysis and lengthy data storage at network, owing
to the integrated performance of the internet of things, cloud and fog.

The magnification of the Internet of Things (IoT) along with cloud services
has accelerated the establishment of a notch technology known as Fog, which
encourages data storage, processing, and analysis close to its source. It promises to
provide several compelling qualities, including lower latency, high responsiveness
in low time, more emergency support has proved to be a companion to the IoT
platform [23].
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9 IoT Use Cases in Green Computing

From surveillance to space exploration, the Internet of Things (IoT) is a major
enabler to several updated software. In contrast to the limited energy storage of
IoT devices, sophisticated processes (such as device connections, data transfer,
and service optimization) consumes significant energy. The green design of IoT
has become increasingly important to increase architectural sustainability and, as a
result, lower systemic costs. A smart world is surrounded by enormous IoT data that
seeks energy-efficient processing and networking technologies as shown in Fig. 1.

Smart Agriculture: The numerous sensors and devices used in smart farming,
precision agriculture to gather the data for further analysis, for instance, monitoring
the condition of the soil using IoT allow creators to regulate soil quality from the
top layers to the roots that provide real-time visibility. Farmers may use detailed soil
quality data to decrease waste and boost crop yields, as well as to examine historical
patterns and make better long-term crop management decisions.

Smart Cities: To empower a sustainable society, IoT can be characterized by
the use of active energy. By sensing and detecting encircling items and exchanging
data with one another throughout the city, communication can be done in a smarter

Fig. 1 Application of IoT in Green Computing
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method. Smart parking, sharp lighting, top-notch air with superior AQI, smart
vehicles, smart traffic execution, smart buildings, garbage collection, water sensors,
smart metering, etc. are all part of the concept of a smarter city.

A smart street lighting system is one of the key applications of smart cities. Street
lighting plays a significant role in the smart city for traffic and pedestrian safety.
The existing streetlight system uses a manual technique that has several problems
such as timing problems, high electric power consumption, manual faults (damaged,
broken, stolen, etc.) detection.

Smart Home: Home automation is commonly used to minimize possible risks
and ensure safety as well as to save time. We can not only control but also monitor
device status globally via IoT, and we may turn on or off certain devices remotely
based on users’ needs and convenience.

To control devices, users can utilize an android device or a web browser. This
might be useful if residents are outside of the house and want to manage a few
appliances before returning home or to control appliances remotely.

Smart Grid: The Smart Grid is the network we connect with, through any gadget
or appliance that uses energy.

Smart IoT technology allows for proper ventilation of heat generated by servers
and data centers, resulting in energy savings. Green IoT’s entire life cycle is around
green planning, green creation, green use, and finally green removal/reuse.

We are more inclined towards data and its responsiveness to real-time systems
which necessitates a review of tools and technologies that can be accommodated
with these IoT applications as discussed in Bansal et al. [24].

The expansion of the Internet of Things (IoT) paints an unparalleled image
of future collaboration between things and humans, in which each individual
will be surrounded by hundreds of things on average. Furthermore, even without
direct communication links, it can be predicted that every entity on the internet
is interconnected. For example in a driverless car; sensors, controllers, actuators,
and other components, are anticipated to create around 1 GB of data per second.
The data deluge becomes out of control as the number of sensors increases, posing
tremendous issues if it is all relayed and handled in a faraway cloud. High bandwidth
requirements, high latency, and high cost are all common parameters.

Aside from proximity, another significant benefit of fog is that it supports
heterogeneity, which is widely regarded as the most distinguishing feature of the
Internet of Things. It frequently incorporates several subnetworks that use a variety
of communication technologies.

Virtualization can be done at cloud or fog level and is not limited to just object
virtualization. The data centers, the tasks being computed by nodes, all these are
components of virtualization. Masdari and Khezri [25] proposed a virtual fog
framework that was applied to a smart living case for verification, followed by a
mathematical exposure to show how low latency application can be supported by
the implementation of virtualization.

Furthermore, virtual objects improve the capabilities of their physical counter-
parts with limited resources by taking on some responsibilities such as security.
Then, by detaching network functions from hardware platforms and mapping
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conventional networking services to virtual objects, network function virtualization
flattens the interaction line among consumers and data generators while also
increasing security and scalability. The cloud applications from diverse suppliers
are then assembled through service virtualization to provide the beholders with a
more reliable usage at a generic cost.

9.1 Green IoT Outdoor Lights

The traditional system to operate the outdoor lights causes enormous energy waste
all over the world [26]. Furthermore, such systems employ high-power pulps,
which are inefficient in terms of energy conservation, resulting in a massive waste
of energy around the world. To tackle such challenges, a green and smart street
lighting system is required, especially with the rise of smart cities. As a result,
the goal is to provide an overview of a use case to build a smart and green street
lighting system that saves energy while maximizing the use of renewable energy
sources. The suggested system combines powerful ideas and concepts to efficiently
regulate the operation of street lighting based on the availability of sunlight and
motion detection by utilizing Arduino-based controllers with IR wireless connection
support. It also replaces traditional high-power lights with low-power LEDs. To turn
on the lights, two conditions must be met: the LDR sensor detects a lower level of
light intensity and the IR motion sensor recognizes the presence of an object in the
roadway (vehicle or human). The street lights will be turned off if the conditions
are not satisfied. As a result of deploying this system, the electricity consumption
for street lights will be lowered, while CO2 levels can be reduced by employing
renewable energy sources. The lamps brighten up before pedestrians and cars arrive
and continue to be in a dim state when no one is present. The overview of the system
is shown in Fig. 2. The data generated are transferred to a cloud platform namely
Thinkspeak which can further be used in Fog to bring energy efficiency and green
results.

IoT has supplied a new development technique that applies to all fields and
replaces the old manual controlling structure with an automated system that employs
maximum efficiency in utilized services. It allows real-time monitoring of all
battery characteristics and outputs, including the luminance of solar panels, wind
generators, and LED lamps, which will be useful for effective control, preventive
maintenance, and extending the total system life.

10 Scope for Future Research

Along with the advantages of green cloud computing, there also comes the need
to ensure the conservation of other parameters which leads us to future research
directions.
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Fig. 2 IoT Use Case: Street light system

1. The cost of deploying a green cloud environment is way higher than the
conventional ones hence proper infrastructure is to be built in accordance to serve
a greener purpose along with affordability.

2. Since most of the IoT devices are battery-powered, hence developing adaptive
IoT infrastructure becomes vital.

3. Virtualization can be leveraged according to application demands in Cloud,
Fog, or edge platforms. More research needs to be performed in this area for
performing specific implementations. Also reducing the number of physical
servers might help further to minimize power consumption.

4. There has been a remarkable growth of the cloud, and it will continue to develop
exponentially in the future. As a result, green communications should serve as a
foundation for cloud computing.

11 Conclusion

This study proposes an idea for virtualization along with IoT and its data storage
and processing task in response to the rapid growth of the emerging IoT spectrum.
Real-time applications want it because they want to bring sophisticated data
processing and output with latency as its biggest unit. Fog computing, in particular,
effectively combines the unique features of IoT domains while addressing the green
needs. Finally, this architecture offers an appealing idea for the increasing smart
devices and their applications by combining the benefits of both the centralized
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cloud, decentralized fog, and cutting-edge IoT technology. Fog computing doesn’t
guarantee a replacement for the cloud, but in anticipation of the future generation
of IoT systems and the rising need for emergency responsiveness applications,
fog computing will work in companion to centralized data storage and processing
models along with virtualization to provide a greener computing platform.
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Green Internet of Things Using Mobile
Cloud Computing: Architecture,
Applications, and Future Directions

Anindita Raychaudhuri, Anwesha Mukherjee, Debashis De ,
and Sukhpal Singh Gill

1 Introduction

In the last few decades, the number of mobile users has increased drastically and
the mobile devices have become popular medium for accessing Internet services.
Various mobile applications have been introduced for learning purpose, video
conferencing, chatting, health monitoring, playing games, listening music, editing
photos and videos, accessing social networking sites and professional sites, etc.
However, the handheld mobile devices suffer from various drawbacks such as
limited storage capacity, limited processing capability, limited battery life, etc. Due
to these constraints the execution of exhaustive applications and storage of high-
volume data inside the mobile devices may not be possible. In such a scenario,
MCC has come that permits to store data and execute applications outside the
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mobile device and into the cloud [1–3]. Nowadays, the use of edge/fog computing
can provide the facility to perform processing in the intermediate device and can
bring the resources at the network edge [4–6]. With the rapid advancement in
different technological aspects, people are seeking smart solutions for their daily
lives such as smart home, smart transportation, smart education, smart banking,
smart retail, smart healthcare, smart agriculture, etc. To provide smart solutions
IoT comes into the picture, where the uniquely identified embedded devices are
connected within an Internet infrastructure to build a computing environment [6–
7]. In IoT, the sensors and actuators are used, and the objects’ status information
collected by the sensors are transmitted to the servers for storage and processing.
The use of cloud computing in IoT provides the facility of processing and storing
huge volume of sensory information inside the cloud. The integration of IoT with
MCC can be referred as Internet of Things using Mobile Cloud Computing (IoT-
MCC). In IoT-MCC, the sensory information collected by the sensor nodes are
transmitted to the cloud through the mobile device. The mobile device is connected
to the network either through a cellular base station or through a Wi-Fi access point.
In both the cases, the data processing and storage happen inside the cloud. After
the introduction of fog computing the intermediate devices such as switch, router,
gateway, etc. also participate in data processing [5–6]. The edge computing has
brought the resources at the edge of the network [4–5]. In edge computing, the
edge server is attached with the base station in case of the cellular network [4–
5]. In case of Wireless Local Area Network (WLAN)/Wireless Metropolitan Area
Network (WMAN), the cloudlet is used in case of edge computing [4–5]. The edge
server/cloudlet is used for providing the facilities to offload data and computation
inside the edge server/cloudlet. In case of edge-fog-cloud-based IoT framework,
the intermediate fog devices or the edge server or cloudlet can participate in the
processing and storage of the sensory information. An overview of the IoT-MCC
architecture is presented in Fig. 1.

The mobile device can be used for data collection and accumulation purposes
before forwarding to the next hop. Nowadays, various sensors are attached with
mobile devices. Various mobile applications (apps) are also available to collect
the number of footsteps went, acceleration, temperature, humidity, etc. Camera
and GPS are also available inside the smartphones. The preliminary processing on
the collected sensor data can be performed inside the mobile device itself. This in
turn can reduce the unnecessary data transmission over the network. The use of
edge/fog devices for data processing also reduces the amount of data transmission
to the cloud. In [8–9], the edge/fog devices have been used for preliminary data
processing in IoT-based healthcare. In [8–9], only if abnormal health condition
has been predicted, the data transmission takes place to the cloud. This in turn
provides faster health care service and reduces unnecessary data transmission over
the network [8–9].

Mobile devices especially smartphones have become an important part of our
life. The use of smartphones in IoT has brought several advantages to the users
also, for example, using body area network and smartphone, the health parameter
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Fig. 1 Overview of IoT-MCC architecture

values, location, and movement information are collected and processed inside the
smartphone/edge device/fog device/cloud to predict the current health condition
of individual [8–9]. In case of abnormal health conditions, health care advice is
provided to the user through the mobile phone. In the case of smart home, smart
retailing, the smartphone acts as a medium of interaction. Augmented Reality
(AR) provides a virtual environment to the users through which the users see the
real world with virtual objects composited with the real world [10]. In IoT-MCC-
based AR, a virtual reality can be provided to the user even at home to view the
virtual objects superimposed with the real world. The IoT is largely used in smart
agriculture. Various mobile apps related to agriculture are nowadays available.

In this chapter, we discuss on the architecture, applications, and research scopes
of IoT-MCC. The rest of the chapter is organized as: Sect. 2 discusses the
architecture of IoT-MCC. Section 3 illustrates the delay and power consumption in
IoT-MCC, Sect. 4 briefly describes the IoT-MCC Convergence, and Sect. 5 describes
various applications of IoT-MCC. Section 6 briefly illustrates enabling technologies
for Green IoT-MCC, Sect. 7 summarizes different energy harvesting techniques for
Green IoT, Sect. 8 investigates various research challenges of Green IoT-MCC, and
finally, Sect. 9 concludes the chapter.
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2 Architecture of MCC

Nowadays, due to the massive use of IoT devices in variety of application an
enormous volume of data is generated. These large scales of data demand new archi-
tectures and technologies for data management both for capturing and processing.
The IoT-MCC architecture serves the purpose. The IoT-MCC architecture consists
of four layers as presented in Fig. 2. The principle components of IoT-MCC are:

• Sensors and actuators
• Mobile devices
• Edge/fog devices

Cloud servers.

Fig. 2 Four-layer Architecture of MCC
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The working model of IoT-MCC is described as follows.

• The layer 1 consists of sensor nodes and actuators. The sensor nodes are attached
with the objects to collect their status. The collected sensor data is transmitted to
the mobile device at layer 2.

• The mobile devices such as smartphone, tablet, laptop, etc. are present at layer
2. The mobile device receives sensor information from the sensor nodes. The
mobile device performs preliminary processing on the data and then sends it to
the connecting edge/fog device at layer 3. However, the mobile device can send
the raw data also to the connecting edge/fog device at layer 3.

• At layer 3 the devices which connect the mobile device with the network
are present. In case of cellular network, the base station, and in case of
WLAN/WMAN, the Wi-Fi access point connects the mobile device with the
network [4–5]. The access point is connected with the network through switch,
router, etc. In cellular network, small cells exist [11–12]. In case of fog comput-
ing, the intermediate devices such as switches, routers and small cells participate
in data processing before forwarding to the cloud. In case of edge computing,
the edge server attached with the base station or the cloudlet participates in
data processing. The data storage can happen inside the edge/fog devices after
processing, or the data can be transmitted to the cloud at layer 4 according to the
requirement.

• The cloud servers are present at layer 4. Usually, the data storage happens inside
the cloud. The cloud can process the data, usually, for exhaustive computation
cloud is used. If required the cloud can send the processed data or result after
processing to the connected edge/fog device from which the user can receive the
data or access the data using his/her mobile device.

3 Delay and Power Consumption of IoT-MCC Based
Network

To calculate the delay, we have considered the data collection, transmission, and
processing delays. The power consumption by the devices of IoT-MCC during these
periods is calculated [5, 8–9] (Table 1).

The time period in data transmission from layer 1 to layer 2 is given as,

Tsm = (1 + fsm)
Datasm

Rsm

(1)

The time period in data processing at layer 2 is given as,

Tm = Datam

Sm

(2)
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Table 1 Parameters used in delay and power consumption model

Parameter Definition

Ts Data collection period by sensors at layer 1
Datasm Amount of data transmitted from sensors at layer 1 to the connected mobile

device at layer 2
Rsm Data transmission rate from layer 1 to layer 2
fsm Link failure rate from layer 1 to layer 2
Datam Amount of data processed inside the mobile device at layer 2
Sm Data processing speed of the mobile device
Datame Amount of data transmitted from the mobile device at layer 2 to the connected

edge/fog device at layer 3
Rme Data transmission rate from layer 2 to layer 3
fme Link failure rate from layer 2 to layer 3
Datae Amount of data processed by the participating edge/fog device at layer 3
Se Data processing speed of the edge/fog device participating in data processing
Dataec Amount of data transmitted from the edge/fog device at layer 3 to the cloud at

layer 4
Rec Data transmission rate from layer 3 to layer 4
fec Link failure rate from layer 3 to layer 4
Datac Amount of data processed inside the cloud at layer 4
Sc Data processing speed of the cloud
Ps Power consumption of a sensor node during data collection period Ts
N Number of sensor nodes at layer 1
Pst Power consumption of a sensor node per unit time during data transmission
Pmr Power consumption of a mobile device per unit time during data reception
Pmp Power consumption of a mobile device per unit time during data processing
Pmt Power consumption of a mobile device per unit time during data transmission
Per Power consumption of an edge/fog device per unit time during data reception
Pep Power consumption of an edge/fog device per unit time during data processing
Pet Power consumption of an edge/fog device per unit time during data transmission
Pcr Power consumption of the cloud per unit time during data reception
Pcp Power consumption of the cloud per unit time during data processing

The time period in data transmission from layer 2 to layer 3 is given as,

Tme = (1 + fme)
Datame

Rme

(3)

The time period in data processing at layer 3 is given as,

Te = Datae

Se

(4)

The time period in data transmission from layer 3 to layer 4 is given as,
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Tec = (1 + fec)
Dataec

Rec

(5)

The time period in data processing at layer 4 is given as,

Tc = Datac

Sc

(6)

Therefore, the total delay in data collection, processing, and transmission in the
IoT-MCC framework is given as,

Ttot = Ts + Tsm + Tm + Tme + Te + Tec + Tc (7)

The power consumption of the sensor nodes at layer 1 for data collection and
transmission is given as,

Psct =
∑

N
Ps +

∑

N
(Pst • Tsm) (8)

The power consumption of the mobile device at layer 2 for data reception,
processing, and transmission is given as,

Pmrpt = (Pmr • Tsm) + (
Pmp • Tm

) + (Pmt • Tme) (9)

The power consumption of the edge/fog device at layer 3 for data reception,
processing, and transmission is given as,

Perpt = (Per • Tme) + (
Pep • Te

) + (Pet • Tec) (10)

The power consumption of the cloud at layer 4 for data reception and processing is
given as,

Pcrp = (Pcr • Tec) + (
Pcp • Tc

)
(11)

Therefore, the total power consumption of the devices of the IoT-MCC framework
is given as,

Ptot = Psct + Pmrpt + Perpt + Pcrp (12)

In the IoT-MCC framework, the intermediate mobile device and edge/fog device
participate in data processing, therefore, the amount of data transmission from the
end node to the cloud is reduced, which reduces the amount of data traffic, delay, and
consequently, power consumption of the entire framework. In Table 2 and Fig. 4, we
have presented the total delay and power consumption of the IoT-MCC framework
for data collection, processing, and transmission.
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Table 2 Delay in Edge/fog-based-IoT-MCC framework and Cloud-only IoT framework

Delay (sec)
Collected sensor data (MB) Edge/fog-based IoT-MCC framework Cloud-only IoT framework

100 3.8992 5.0717
200 7.8217 10.1867
300 11.7675 15.3450
400 15.7367 20.5467
500 19.7292 25.7917
600 23.7450 31.0800

Fig. 3 Power consumption in Edge/fog-based IoT-MCC framework and Cloud-only IoT frame-
work

We observe that the use of mobile device and edge/fog device in data processing
reduces the delay and power consumption than transmission and processing of the
entire collected sensor data inside the cloud. Table 2 shows that the use of edge/fog
device in IoT-MCC reduces the delay ~23% than the cloud-only IoT framework. We
observe from Fig. 3 that using the edge/fog device in the IoT-MCC framework the
power consumption is reduced ~62% than the cloud-only IoT framework.
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4 Contribution of IoT- MCC Convergence

The fruitfulness of IoT mainly depends on high performance, reliability, pervasive-
ness, and scalability. In recent days, it becomes possible through the integration
of IoT with MCC which enables “everything as a service” model [13–15]. The
integration of IoT with MCC provides several advantages mentioned as follows:

• Flexible and efficient architecture: Integration of IoT and MCC provides a
flexible and efficient architecture.

• Unlimited data storage capacity: Convergence of IoT and MCC provides a
solution towards the storage limitation of mobile device. It provides unlimited
data storage capacity on cloud.

• Extending battery lifetime: One of the major limitations of the mobile device is its
limited battery lifetime. IoT-MCC integration provides the facility of offloading.
In order to reduce power consumption of mobile devices, large computation can
be offloaded to the powerful cloud server.

• On-demand service: IoT-MCC integration extends various services of cloud
computing to the edge of the network. Through MCC it is possible to distribute
data in such a way that it will be easily accessible to the end users. Every IoT
device is uniquely identifiable. Through IoT-MCC integration the request of users
along with the ID and location are transmitted to the central processors of the
cloud. After processing requested services are provided to the mobile users.

5 Applications of IoT- MCC

Integration of IoT and MCC technologies creates exciting opportunities in variety
of real world applications [6–34] in which energy management [6, 16], environment
monitoring, agriculture[17–19], healthcare [9, 12, 20–24], smart city [25–32], and
Industrial automation [33–34] are worth mentioning. Table 3 presents recent IoT-
MCC-based publications in various application domains. Here, we have considered
the applications of sensor-mobile-cloud also.

6 Enabling Technologies for Green IoT-MCC

Green IoT means it should be environment-friendly and energy-efficient. Initially
IoT devices remained switched on even when not required. In recent days, the main
focus is on smart operation of devices to achieve green IoT [35–45]. It is achievable
by enforcing that the devices will be only on when it is required otherwise it will
remain idle or off. Green IoT-MCC is achievable through the collaboration of several
enabling technologies [35] as shown in Fig. 4.
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Fig. 4 Green IoT-MCC Enablers

Green tags are one of the important enabling technologies which include RFID
(Radio Frequency Identification). It is a promising wireless system to enable green
IoT. Near Field Communications (NFC) is one of the most recent short-range
wireless system which is similar to RFID and more customer-oriented [35].Due
to the tiny size, low cost, and reduced energy consumption these green tags are
nowadays integrated in every device. In addition, several clustering algorithms
including bio-inspired algorithms are playing important role for making green
sensor network which is the main component of green IoT [39–42]. Energy-
efficient cloud computing, data management, machine-to-machine communication,
and green cellular network are also vital for Green IoT-MCC.

7 Energy Harvesting Techniques for Green IoT

Energy harvesting also plays a significant role in successful implementation of green
IoT. Energy harvesting receives considerable research attention both from Industry
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Table 4 Summary of energy efficient solutions for IoT

Papers Contribution Type

[44] Energy harvesting architecture for IoT Hardware
[45] Energy-efficiency using virtual object reconfiguration Software
[46] Energy optimization using smart ant colony algorithm Software
[47] Energy-efficiency using fog computing model Software
[48] Energy-efficiency through data compression Software
[49] Energy-efficient system on chip (Soc) design. Hardware
[50] Green RFID tags and sensing network Software
[51] Smart location-based energy control in buildings Hardware
[52] Smart energy harvesting framework for IoT networks supported by

femtocell access points (FAPs)
Hardware

[53] Street illumination system and emergency e-vehicle charging Hardware
[54] An energy management scheme which includes reduction of data

volume
Software

and Academia [44–56]. In addition, the role of other energy-efficient techniques is
also important [57–60]. Table 4 summarizes various energy efficient solutions and
their contribution towards green IoT [60].

8 Future Research Directions of IoT-MCC

Although IoT-MCC integration can overcome several limitations of IoT and provide
several advantages, still there are a lot of research challenges need to be addressed,
which we mention as follows:

• Security and privacy: Most of the real world IoT-MCC application requires
communication between huge numbers of heterogeneous IoT devices which
challenges the data security and privacy of individual users [36–38].

• Energy harvesting: The functioning of IoT devices mainly depends on the
continuous power supply which becomes difficult in remote deployment. In this
respect energy harvesting using ambient energy source can play an important role
[52–56]. However, usefulness of this type of ambient energy mainly depends on
the location of the devices and compromises the mobility of the device [60].
In addition, minimizing energy consumption of IoT devices, energy-efficient
data aggregation and transmission from sensor nodes plays important role in
implementing green IoT-MCC [57–63].

• Reusability: Due to the vast use of IoT devices, percentage of carbon foot print
is also increasing rapidly. Therefore, reusability of IoT devices is becoming
necessary for successful implementation of sustainable green IoT-MCC [64].

• Heterogeneity: The services offered by the IoT-MCC require communication
between heterogeneous devices. Most of the IoT data which are coming from
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dispersed sources are either unstructured or semi structured. Hence, the real time
data processing and service provisioning are becoming major challenges [65–66].

• Interoperability: Interoperability among various heterogeneous IoT devices as
well as between IoT/Cloud infrastructures is one of the main challenges of green
IoT-MCC [67–70].

• Scalability: Scalability of the IoT device is one of the crucial design challenges
which need to be addressed for fruitful implementation of green IoT-MCC [71–
72].

9 Conclusion

IoT and MCC are two emerging areas of smart computing. In this chapter, we
have illustrated the integration of IoT and MCC, and discussed the architecture
and applications of IoT-MCC. We have mathematically formulated the delay and
power consumption model for the IoT-MCC framework. We have discussed on the
enabling technologies and applications of IoT-MCC. Green i.e. power-efficiency is
a major concern for an eco-friendly system. The aspect of power-efficiency we have
also highlighted in this chapter. Accordingly, the use of energy-harvesting in IoT
has been also discussed. Finally, this chapter covers the future research directions
of IoT-MCC.
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Predictive Analysis of Biomass
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1 Introduction

This article seeks to help different types of users move towards a renewable source
of energy called green energy. Basically, the focus is on one of the bio-energy fuels
called biomass. Every year large amount of biomass is produced from various sec-
tors such as forest land, agricultural fields and various other sources. These residues
are sometimes utilized and sometimes not. As there is a growing need of energy,
biomass can perform an imperative part in minimizing the need. The collection
of data on biomass from various sources that are mentioned in the references,
afterwards analyzed all the data with the help of python programming language.
The implementation of regression and classification techniques of machine learning
is used to complete the whole process and to store the model as well as data in the
mobile cloud. Amazon web services (AWS) is used at this point as cloud platform.
The total procedure has been mentioned into the procedure section in this article.
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2 Mobile Cloud

Mobile Cloud Computing (MCC) employs cloud computing to carry its functions
on mobile devices. This type of mobile applications can be set up over distances
using speed, flexibility and development tools. They are immediately set up or
modified through cloud amenities. These can be distributed to dissimilar devices
through several operating systems, computing functions then data repository. As
a result, users can switch to applications that are not otherwise supported. Cloud
computing refers to the concept of distribution of hardware, software, and data over
the internet. Mobile cloud is basically an amalgamation of established technology,
that provides various services. The Deployment model and the Service model are
two distinct cloud computing models. Software as a Service (SaaS), Platform as a
Service (PaaS), and Cloud Infrastructure as a Service (IaaS) are the three types of
service models. They are based on the NIST (National Institute of Standards and
Technology) model [1]. The cloud architecture for MCC is described here (Fig. 1):

On-demand services, broad network access, resource pooling, rapid elasticity,
measured service, self-provisioned, pay per use (lower cost), scalability, ease of use,
quality of service, reliability, outsourcing, simplified maintenance and upgrade, low
barrier to energy are some of the key characteristics of cloud computing [2–7]. The
processing task is delegated to the cloud server rather than the mobile device. In this
sector, power and memory usage are also lower, and the mobile device eventually
becomes incredibly quick.

Mobile cloud applications [8–12] are often operated by a third-party on a remote
data centre, where data is stored and computation cycles are performed. A backend

Fig. 1 Cloud architecture with mobile devices
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manages the uptime, integration, and security aspects, as well as providing support
for a variety of access ways. These program’s work well in the online mode, but they
must be updated from time to time. They are not stored permanently in the device,
but they do not always take up storage space on a computer or other communication
device. It also provides the same user experience as a desktop application while
maintaining the portability of a web application.

3 Green Cloud Computing

The term “green cloud computing” denotes that it is environmentally benign. The
goal is to reduce energy usage and garbage disposed into the environment. Cloud
computing is a green technology in and of itself, as many businesses have switched
from physical servers to cloud servers. Cloud computing is rethinking how to work
in a more energy-efficient manner. The goal of green cloud computing is to identify
and produce energy-saving digital technologies to reduce carbon emissions to the
environment (Fig. 2).

Green cloud computing reimbursements have decreased power usage to the
point where many server rooms have had their cooling machines removed. Because
flexibility has enhanced productivity and condensed employees’ daily commutes to
the workplace, remote working minimizes the carbon impact on the environment.
This reduction in travel has resulted in lower fuel use and emissions into the
atmosphere. This has aided firms in lowering real estate expenditures as well as
energy consumption in the workplace. Going paperless saves money by storing data
securely and allowing access anytime, anywhere, as well as reducing the expense
of hard drives for businesses, as OneDrive, SharePoint, Google Drive, and Dropbox
are widely used today.

Green computing in the cloud can help manage technology resources while
increasing productivity and lowering expenses while providing competent customer
support. Another advantage of reducing e-waste output is that it reduces pollution.

Fig. 2 Green cloud
computing model
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In the United States, 24 million computers are discarded on an annual basis [13].
Computers and phones, which account about 25% of e-waste, are mostly donated or
repurposed by them [14]. E-waste is then imported into emerging countries, where
it travels through a commerce network. Unused materials are scrapped, parts are
reused, and the rest is burned. E-waste that has been burned ends up in rivers,
polluting the air, water, and rivers.

4 Biomass and Their Composition

Biomass is a renewable organic matter that comes from plants and animals. It is
been categorized into several types and each of them has different energy values.

4.1 Wood and Agriculture Products

Woods and agricultural products constitute the major part of the biomass about 44%
of the total biomass. The entire worldwide biomass source as of agriculture and
forestry is projected at around 11.9 billion tons of dehydrated stuff per annum,
of which 61% is formed by farming and 39% by forestry [15–20]. Industries use
this product to power up their factories. Another reason behind is, they are widely
available. This sort of biomass product includes wood saw, wood dust various types
of fruit wastes such as fruit peel, fruit seeds, grains, cereal, dry leaves, herbs,
and shrubs [21–25]. All of them have a diverse calorific value which determines
the amount of energy it can produce after some transformation process such as
steaming, burning. All through the burning process, some of the energy gets wasted
as it leaves some byproduct such as ash and water content. In ancient times it was the
only source of producing energy from woods. Till date, our earth comprises 40% of
grasslands. There are 14 different types of forests [21] in India, they can be named
as:

• Wet Evergreen Forest
• Semi- Evergreen Forest
• Moist Deciduous Forest
• Dry Deciduous Forest
• Littoral Swamp Forest/Mangrove Forest
• Dry Evergreen Forest
• Thorn forest Subtropical
• Broad-leaved forest
• Subtropical Pine Forest
• Subtropical Dry Evergreen Forest
• Montane Wet Temperate Forest
• Montane Moist Temperate Forest
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• Montane Dry Temperate Forest
• Sub Alpine Forest

These forests constitute the major portion of the wood fuel. The agricultural land
constitutes 60.4% of the total land of India.

4.2 Solid Wastes

Solid waste [22] is defined as any garbage, refuse, sludge from a wastewater
treatment plant, water supply treatment plant, or air pollution control facility, and
other discarded materials, including solid, liquid, semi-solid, or contained gaseous
material, according to the New York state department of environmental conservation
[23]. Municipal solid wastes, hazardous wastes, industrial wastes, agricultural
wastes, and bio-medical wastes are some of the several forms of solid wastes.

4.3 Landfill Gas and Biogas

Anaerobic bacteria produce biogas, which is a mixture of various gases. Agricultural
waste or municipal solid wastes, for example, are commonly used as raw materials.
Landfill gas is the complex mixture of different types of gases produced within a
landfill with the microorganisms present in it. It is generally 40–60% methane.

4.4 Alcohol Fuels

Alcohol fuels [24] are very much cleaner than any other biomass fuel without
leaving any byproduct. Basically, ethanol is made from sugar fermentation, and
methanol is made from synthesis gas, however there are more modern techniques to
get both fuels.

5 Procedure

The total procedure is dived into several parts. Step by step procedure is mentioned
below which needs to be done before implementing. The flowchart of the given
procedure is mentioned below (Fig. 3):
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Fig. 3 The flowchart for entire workflow

5.1 Data Mining/Collecting

Data obtained from various research papers [25, 26] and websites for further data
analysis and to create machine learning models and place them in the cloud. This
dataset contains information on the amount of organic matter produced in a year,
what class it belongs to, and how much energy it can produce. Mathematical
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formulas for calculating the amount of energy produced by biomass are calculated
here.

5.2 Data Cleaning and Preprocessing

Some of the data were missing or miss interrupted. The data preprocessing
techniques [27] applied to tackle these kinds of problems and converted the data into
machine readable form, thus the high amount of accuracy for the model is obtained.

5.3 Exploratory Data Analysis (EDA)

Subsequently the data preprocessing task concludes, here and now applied
exploratory data analysis to know the characteristics of the data. Thus, the proposed
model has received various graphical representations for further improvement.

5.4 Data Splitting

In this context, splitting the data into training set and testing set [28]. Leaving the
amount of energy produced, all the attributes are fitted into parameter set and energy
produced into prediction set.

5.5 Selection & Application of Suitable Algorithm

The data has been divided into two sets: training and testing; the dataset is now
ready to be fitted into the appropriate model for further evaluation and output.

5.6 Obtaining Result and Model Evaluation

Once the dataset has been attached to the model, it is time to determine the accuracy
and error of the proposed model and reduce it to [29].
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5.7 Model Creation and Deployment into Cloud

This is the last stage of the procedure where it is needed to load the model into a file
for external use and deploy it into the cloud-based platform.

5.8 Testing the Overall Process

Once everything is done, it needs to be checked over and again with different
scenarios so that appropriate changes can be done.

6 Software Required

In the software part python v3.5 and above based on anaconda navigator platform is
used. Several packages such as scikit-learn, pandas, numpy, seaborn, matplotlib.
pyplot, joblib, pickle is also utilized. All these packages were essential for the
overall process.

7 Cloud Server

Cloud services like AWS come into picture for procuring a large amount of data.
This includes storing data to secure & retrieving it. AWS is a cloud computing
platform that is adaptable, dependable, scalable, simple to use, and cost-effective
(Fig. 4).

Amazon provides a comprehensive, user-friendly computer platform. Infrastruc-
ture as a service (IaaS), platform as a service (PaaS), and packaged software as a
service (SaaS) are all used to build the platform. Besides the use of its relational
databases are pretty helpful for all types of data that was gathered.

8 Data Analysis Using Python

Python is open-source software. It provides assorted packages/modules for data
analysis. Various packages such as NumPy, Seaborn, panda, matplotlib&matplotlib.
Pyplot package have used for analysis of the accumulated data. PyCharm and
anaconda navigatoris used as software tool for data analysis. Numpy and panda
package for statistical analysis and Seaborn, matplotlib.pyplot for graphical repre-
sentation of the data. Sorting of the data has been done on the basis of the scale of



Predictive Analysis of Biomass with Green Mobile Cloud Computing for. . . 239

Fig. 4 AWS cloud server [37]

application. The data has been categorized as small scale, medium scale and large
scale. Likewise, there is a categorization of data on the basis of the required energy
and types of biomasses. The first dataset (on the basis of the scale of application) is
the primary dataset and the second dataset (on the basis of requirement& biomass)
is the secondary dataset. The primary dataset was once again separated into three
subsets: small scale, medium scale, and big scale. The secondary data set has been
sorted into the appropriate biomass categories as well. The mathematical formula
used to calculate as:

8.1 Gross Residue Potential

The gross residue potential [30] of a crop is determined by three factors: (i) the
crop’s area covered, (ii) the crop’s yield, and (iii) the crop’s RPR value. The gross
residue potential is calculated using these parameters:

CRg(j) is gross crop residue potential in tonne at jth state from n number of crops;
A(i,j) is area under ith crop at jth state; Y(i,j) is yield of ith crop at jth state, tonne
ha−1; and RPR(i,j) is residue production ratio of ith crop at jth state. Within a state,
spatial changes in yield and RPR are ignored.
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8.2 Bioenergy Potential

The following expression is used to calculate the bioenergy potential [16] of
agricultural residual biomass:

Where E(j) is the bioenergy potential of n crops in the jth state, measured in MJ;
CRs I j) is the excess residue potential of ith crop in the jth state, measured in tone;
and HV I j) is the heating value of ith crop in the jth state, measured in MJ tonne–1

(Fig. 5).
The proposed model is based on a novel number system. This does not imply a

new set of symbols to be utilized as the system’s digits. It employs the same ten
digits as the decimal system, namely 0–9, but the representation is slightly different.
A number is represented by an ordered pair of two numbers in this manner. The final
value of the number is calculated using these two integers and a specific formula.

Examining the following example can help to clarify the concept:

Consider the number 859 in the decimal system. The number is now calculated as
(8*100 + 5*10 + 9). The value of 859 will be (8*i*i + 5*i + 9), just as it will
be in any other number system, assuming base “i.”

As can be seen, every number system necessitates working with the digits in order
to obtain the end value. Similarly, the projected system uses digits to get the final
result, but the process is different. In the system, a decimal number like 859 is
written as (40, 39). For an ordered pair, the calculation is done using the formula
((Y*(Y + 1)/2) + Z). (Y, Z). ((40*41)/2) + 39 = ((20*41) + 39) = 820 + 39 = 859
is now the value of (40, 39).

Fig. 5 Bioenergy potential [38]
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Within the system, the division is done differently at this stage. Any quantity
of a commodity is taken and counted as (1), (1,2), (1,2,3), (1,2,3,4), (1,2,3,4,5),
(1,2,3,4,5,6), (1,2,3,4,5,6,7), (1,2,3,4,5,6,7,8) . . . dividing the group in such a way
that the first group can contain one number, the second group can contain two
numbers, and the nth group can contain ‘n’ numbers. As a result, when representing
the number given by 5 in the seventh group as (6, 5), the method generates the value
6*7/2 + 5 = 21 + 5 = 26. This can be verified by counting the italic 5’s location as
shown above. It’s the 26th number form that’s still available. As a result, the ordered
(x, y) pair has the following definition:

X represents the number of groups that have been entirely finished, including the
number that is being considered, and Y represents the number of extra elements that
remain.

As a result, examining the number 7 of the seventh group and incorporating ‘7,’
it is possible to have 7 completed groups; now the value of x = 7, but there is no
extra element left, therefore y = 0. Following that, the number is given as (7, 0).

9 Algorithm

The code of the algorithm is given below:

step1: import numpy as np
import pandas as pd
import seaborn as sns
import matplotlib.pyplot as plt

step2: df=pd.read_csv()
df1=df.copy().

step3: Fromsklearn.preprocessing import minmaxscalar,
LabelEncoder, OnehotEncoder

#Performing exploratory data analysis for sub dataset agro and
obtaining the necessary prediction

step4: bt=pd.read_excel(“Biomass Tables.xlsx”)
step5: bt1=bt.copy()
step6: bt1.head()
step7: bt3=bt1[bt1[’Biomass Class’’] ==’Forest&wasteland’]
step8: bt3
step9: fromsklearn.preprocessing import LabelEncoder
step10: le=LabelEncoder ()
step11: bt1[’Biomass’]. nunique()
step12: bt1[’Species label’’] =le.fit_transform

(bt1[’Species’])
step13: bt1[’biomass label’’] =le.fit_transform

(bt1[’Biomass’])
step14: bt1[’biomass_class label’’] =le.fit_transform

(bt1[’Biomass Class’])
step15: bt2=bt1.dropna()
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step16: bt2
step17: bt2[’Biomass(kT/yr)’’] =bt2.apply(lambda x
step18: x[’BiomassGeneration(kT/Yr)’’] +x[’BiomassSurplus

(kT/Yr)’], axis=1)
step19: bt2
step20: sns.pairplot(bt2,hue=’Biomass’)
step21: plt.figure(figsize=(10,8))
step22: plt.plot(bt2[’BiomassGeneration(kT/Yr)’],

bt2[’PowerPotential(MWe)’],color=“blue”,
lw=1, ls=’’, marker=’o’,markerfacecolor=“yellow”,
markersize=10)

step23: sns. regplot(bt2[’BiomassGeneration(kT/Yr)’],
bt2[’PowerPotential(MWe)’])

step24: plt.xlabel(’\nBiomassGeneration(kT/Yr)’,fontsize=20)
step25: plt.ylabel(’\nPowerPotential(MWe)’,fontsize=20)
step26: plt.style.use(’bmh’)
step27: bw=bt2.drop([’BiomassGeneration(kT/Yr)’,

’BiomassSurplus(kT/Yr)’], axis=1) bw
step28: plt.figure(figsize=(10,5))
step29: sns.heatmap(bt2.corr(),cmap=’coolwarm’,annot=True)
step30: Linear regression
step31: bt2.columns
step32: x=bt2[[’Species label’,
step33: ’Biomasslabel’,’Area(kHa)’, ’CropProduction(kT/Yr)’,
step34: ’BiomassGeneration(kT/Yr)’, ’BiomassSurplus(kT/Yr)’]]
step35: y=bt2[’PowerPotential(MWe)’]
step36: fromsklearn.model_selection import train_test_split
step37: xtrain,xtest,ytrain,ytest=train_test_split

(x,y,test_size=0.2)
step38: fromsklearn.linear_model import LinearRegression
step39: dt=LinearRegression(normalize=True)
step40: dt.fit(xtest,ytest)
step41: pred=dt.predict(xtest)
step42: pred
step43: dt.score(xtest,ytest) # getting the accuracy score

of predicted value
step44: print(dt.intercept_)
step45: plt.figure(figsize=(10,5))
step46: plt.plot(pred,ytest,color=“blue”, lw=0.5, ls=’’,

marker=’o’,markerfacecolor=“yellow”,markersize=12)
step47: sns.regplot(pred,ytest,color=’black’)
step48: plt.ylabel(’\nPowerPotential(MWe)’,fontsize=20)
step49: plt.style.use(’bmh’)
step50: Errors
step51: fromsklearn.metrics import mean_squared_error,

mean_absolute_error
step52: mse=mean_squared_error(pred,ytest)

mse
step53: mae=mean_absolute_error(pred,ytest)
step54: mae
step55: rmse=np.sqrt(mean_squared_error(pred,ytest))
step56: rmse
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#Performing exploratory data analysis for sub dataset forest &
wasteland and obtaining the necessary prediction

step57: fw=pd.read_excel(“Biomass Tables.xlsx”)
step58: f1=fw.copy()
step59: f1. head ()
step60: plt.figure(figsize=(10,5))
step61: sns.heatmap(f1.corr(),cmap=’coolwarm’,annot=True)
step62: plt. plot(f1[’BiomassGeneration(kT/Yr)’],f1[’Power

Potential(MWe)’],color=“blue”, lw=1, ls=’’,
marker=’o’,markerfacecolor=“yellow”,markersize=12)

step63: sns. regplot(f1[’BiomassGeneration(kT/Yr)’],
f1[’PowerPotential(MWe)’],color=’black’)

step64: plt.xlabel(’\nBiomassGeneration(kT/Yr)’,fontsize=20)
step65: plt.ylabel(’\nPowerPotential(MWe)’,fontsize=20)
step66: plt.style.use(’bmh’)
step67:
step68: f1. columns
step69:
step70: plt.figure(figsize=(10,5))
step71: sns.violinplot(f1[’Biomass’],

f1[’PowerPotential(MWe)’])
step72: plt.xlabel(’\nBiomass’,fontsize=20)
step73: plt.ylabel(’\nPowerPotential(MWe)’,fontsize=20)
step74:
step75: from mpl_toolkits. mplot3d import Axes3D
step76:
step77: fig = plt.figure( figsize=(10,5))
step78: ax = fig.add_subplot(111, projection=’3d’)
step79: plt.
plot(f1[’Area(kHa)’],f1[’BiomassGeneration(kT/Yr)’],
f1[’PowerPotential(MWe)’],color =’black’,alpha=0.8,marker=’o’,
markerfacecolor=’Yellow’,markersize=7)
step80: plt.xlabel(’Area\n\n’,fontsize=20)
step81: plt.ylabel(’\nBiomass generation’,fontsize=20)
step82: plt.style.use(’bmh’)
step83: ax.view_init(20, 180)
step84: plt.show()
step85: plt.figure(figsize=(20,10))
step86: sns.pairplot(f1,hue=’Biomass’)

#Prediction using linear regression model

step87: f1=f1[f1[’Biomass Class’]==’Forest&wasteland’]
step88: f1.head()
step89: f1.sort_values(by=f1[’Species’])
step90: x=f1[[’Area(kHa)’,’BiomassGeneration(kT/Yr)’,

’BiomassSurplus(kT/Yr)’]]
step91: y=f1[’PowerPotential(MWe)’]
step92: fromsklearn.model_selection import train_test_split
step93: xtrain,xtest,ytrain,ytest=train_test_split

(x,y,test_size=0.2)
step94: fromsklearn.linear_model import LinearRegression
step95: lr=LinearRegression(normalize=True)
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step96: lr.fit(xtrain,ytrain)
step97: pr=lr.predict(xtest)
step98: pr
step99: plt.figure(figsize=(6,5))
step100: plt.plot(pr,ytest,color=“blue”, lw=0.5, ls=’’,

marker=’o’,markerfacecolor=“yellow”,markersize=12)
step101: sns.regplot(pr,ytest,color=’b’)
step102: plt.ylabel(’\nPowerPotential(MWe)’,fontsize=20)
step103: plt.style.use(’bmh’)
step104:
step105: lr.score(x,y)
step106: Errors
step107:
step108: from sklearn.metrics import mean_squared_error,

mean_absolute_error
step109:
step110: mse=mean_squared_error(pr,ytest)
step111: mse
step112:
step113: mae=mean_absolute_error(pr,ytest)
step114: mae
step115:
step116: rmse=np.sqrt(mean_squared_error(pr,ytest))
step117: rmse

#Creating external file that can be accessed from anywhere
step118: from sklearn.externals import joblib
step119: filename = ’finalized_model.sav’
step120: joblib.dump(lr, filename)
step121: lm = joblib.load(filename)
step122: result = lm.score(x,y)
step123: print(result)

10 Deployment of the Model

The main motto is to provide a safeguard to protect the biomass data in cloud
server and access through mobile cloud. This topic motivates the development of an
algorithm for safeguarding data stored in cloud storage that is accurate, efficient, and
secure. The algorithm recommends encrypting the files that will be uploaded to the
cloud. The integrity and confidentiality of the data supplied by the user is double-
encrypted, and access to the data is granted only after successful authentication.
The Advanced Encryption Standard (AES) technique will be used to encrypt the
existing file on the device [31]. To improve security, the AES key will be encrypted
with a mathematical model and stored on an intern server. The authorized user can
also download and view any of the encrypted files that have been submitted to the
system (Fig. 6).



Predictive Analysis of Biomass with Green Mobile Cloud Computing for. . . 245

Fig. 6 Proposed model of data storage in cloud computing

10.1 File Upload Algorithm

There are two steps in this method. The algorithm encrypts the biomass data with
the AES algorithm in the first stage. In the second stage, mathematical models are
used to encrypt the AES key (MM).It employs a set of the following functions:

Biomass_Data_File (DF): It returns the block number of data
file DF.
ENCPT_AES (M, KE): Encrypts the data file into M using AES
Algorithm with key KE.
Send_to_Cloud_File (FC): Send the encrypted file M in mobile
cloud storage.
ENCPT_ MM (KE): It encrypts KE using MM.
Save_in_cloud_server (ke): It permits to save “ke” in the server.

Steps followed:
step1: Encrypt_file (M)
step2: {
step3: /* Encrypting algorithm of file onto mobile

cloud storage*/
step4: /* to transform Biomass data in file DF into Cipher

text in file M */
step5: /* Phase 1: Encrypt Biomass data with AES Algorithm */
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step6: For M ← 1 to Biomass Data (DF)
step7: do
step8: {
step9: M = ENCPT_AES (M, KE)
step10: }
step11: send_to_cloud_file (FC)
step12: /* Phase 2: Encrypt AES key with MM*/
step13: For ke←1 to Size Of (KE)
step14: do
step15: {
step16: ke=ENCPT_MM(KE)
step17: }
step18: Save_in_cloud_server(ke)
step19: }

10.2 File Download Algorithm

There are two steps to this method as well. The approach uses MM to decrypt the
AES key in the first step. It decrypts biomass data (text data) in the second step using
an AES key acquired from the server. It makes use of the functions listed below:

Biomass_Data_File (DF): It returns the Biomass Data File (DF).
DECPT_ MM (ke): It decrypts ke using MM.
DECPT_AES (M, KE): It decrypts the block M using AES Algorithm
with key KE. The steps followed:
step1: Decrypt_file (DF)
step2: {
step3: /* algorithm to decrypt file downloaded from

mobile cloud storage*/
step4: /* to transform Cipher text in file M

into data text in file DF */4.
step5: /* Phase 1: Decrypt AES Key with MM */
step6: For ke←1 to Size Of (KE) do 8.
step7: {
step8: KE = DECPT_MM (ke)
step9: }
step10: return (KE) 12.
step11: /* Phase 2: Decrypt Cipher text with AES Algorithm*/
step12: For M′←1 to number Of Block (DF)do
step13: {
step14: DF=DEC_AES (M, KE)
step15: }.
step16: Return (DF) 19
step17: }
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11 Dataset Used

The dataset used here for biomass residues in the year between 2002 to 2004
from forest and wasteland [32] with species, areainKilo Hectares (kHa), crop
production, biomass generation, surplus in Kiloton per year (kT/Yr), power potential
in Megawatts (MWe)and biomass class are described in the table as follows (Table
1).

Another dataset used here for biomass residues in the year between 2002 to
2004 from agricultural land [33] with species, area in Kilo Hectares (kHa), crop
production, biomass generation, surplus in Kiloton per year (kT/Yr), power potential
in Megawatts (MWe)and biomass class are described in the table as follows (Table
2).

Additionally, the nutrient wise dataset used for biomass residues in the year
between 2010 and 2017 [34] with domain, area(geographical location), element
(residue) with item in different year, value of units in Kilograms are described in
the table as follows (Table 3).

The huge geographical variety of renewable energy resources and energy
efficiency potential can be depleted, separating additional energy bases that are
concentrated in a small number of countries. Rapid energy security and financial
support will be impacted by renewable energy and energy efficiency, as well as the
technical growth of energy bases. Thus, the use of this kind of energy is growing
each year. A year wise comparison between different renewable sources of energy
[35] can be easily described in the table as follows (Table 4).

There is a lot of potential to affect agricultural characteristics in the present
land deprived of penetration by making food, feed, fiber or forestry food items.
Agricultural crop residues, consisting of stalks and leaves, are abundant, varied
and widely spread. Numerous biomass leftovers are created on diverse commodities
such as straws from various pulses and cereals, bagasse, rice husk, groundnut shell,
stalks, various oil stalks, and so on. They can be measured in Million Tones/Annum
as described in following table (Table 5).

12 Exploratory Data Analysis (EDA)

EDA refers to the hazardous methods of implementing preliminary inquiries about
data in order to determine decor, see variations, take advantage of instantaneous
numbers and graphic symbols with trial theory and patterned conventions. In this
section the procedure to carry out the process is checked the null values present in
the data itself (Fig. 7).

After dividing the dataset of Tables 1 and 2 into two classes’ i.e., forest
& wasteland and agricultural land; the algorithm work separately on both. The
relation between Biomass Generation, Biomass Surplus, Power Potential & Area
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Table 3 Nutrient wise biomass as residues (2010–2017)

Domain Area Element Item Year Unit Value

Crop Residues India Residues (Crop residues) Barley 2010 kg of nutrients 17786899
Crop Residues India Residues (Crop residues) Barley 2011 kg of nutrients 21503473
Crop Residues India Residues (Crop residues) Barley 2012 kg of nutrients 20706873
Crop Residues India Residues (Crop residues) Barley 2013 kg of nutrients 22370731
Crop Residues India Residues (Crop residues) Barley 2014 kg of nutrients 23101922
Crop Residues India Residues (Crop residues) Barley 2015 kg of nutrients 20982772
Crop Residues India Residues (Crop residues) Barley 2016 kg of nutrients 18507027
Crop Residues India Residues (Crop residues) Barley 2017 kg of nutrients 22157346
Crop Residues India Residues (Crop residues) Barley 2010 kg of nutrients 1.07E+08

Table 4 Year wise energy growth for various renewable sources

Source 2014–2015 2015–2016 2016–2017 2017–2018 2018–2019

Large Hydro 129,244 121,377 122,313 126,134 135,040
Small Hydro 8060 8355 7673 5056 8703
Solar 4600 7450 12,086 25,871 39,268
Wind 28,214 28,604 46,011 52,666 62,036
Bio mass 14,944 16,681 14,159 15,252 16,325
Other 414 269 213 358 425
Total 191,025 187,158 204,182 227,973 261,797
Total utility power 1,105,446 1,168,359 1,236,392 1,302,904 1,371,517
% Renewable power 17.28% 16.02% 16.52% 17.50% 19.10%

Table 5 Various biomass residues produced [36]

Type of agricultural residues Quantity (million tones/annum)

Straws of various pulses & cereals 225.5
Bagasse 31
Rice husk 10
Groundnut shell 11.1
Stalks 2
Various oil stalks 4.5
Others 65.9
Total 350
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Fig. 7 Heatmap showing the null values present in the raw dataset that needs to be processed

is established within a range of 0.76–1.00. Heat map for correlated value for forest
and wasteland dataset is described as (Fig. 8).

Now the correlation table is established, the regular plot of seaborn module
is established to check the nature of the graph. Biomass generation and power
potentialis plotted as two sides of the coordinates. A curve starting with (0,0)
coordinates can be clearly visualized (Fig. 9).

The nature of the graph is linear in nature therefore the linear regression model
is applied. It produces the highest accuracy. The type of the model is obtained here.
With the help of several types of graphs more outcome scan be gathered. The twigs,
branches, bark, leaves and stalk are plotted in horizontal axis and power potential is
plotted in the vertical axis, thus the violin plot for power potential of leaves can be
shown as maximum (Fig. 10).

The dry mass of all entities in a given land area is the origin of the whole
biomass through the biomass and then the zone is found, e.g., biomass of each plot,
ecosystem, biomass classroom. In order to be able to be the equivalent of organic
matter in different places, the adaptation of organic matter per unit is very important.
Biomass generation is directly proportionate with the area covered. The difference
between urban, rural, forestry, water body or deserted area is completely different
(Fig. 11).
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Fig. 8 Heat map for correlated value for forest and wasteland dataset

Fig. 9 Regularplot between power potential and biomass generation

This 3D plot describes the insight relation between three important attributes
i.e., area of production, biomass generated, and power potential of those biomasses
(Fig. 12).
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Fig. 10 Violin plot for various biomasses estimating the maximum amount of power potential

Fig. 11 3D plot of area v/s biomass generation

The pairplot defines the dataset in the form of graphical matrix representation. It
is tried to represent the dataset differentiated with various types of biomasses such
as twigs, branches, leaves etc.

The insight information of the data is obtained here, now it is time to move
towards training the model with the dataset and evaluating. The process continues
until it can obtain the highest accuracy. The predicted graph is given below (Fig. 13).
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Fig. 12 Pairplot of the dataset segregated on the basis of types of biomasses

Fig. 13 The predicted graph
of the forest & wasteland
dataset
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The accuracy of the prediction is 0.9999995507413525 which is similar to
99.99%. Now this is a trained model that can be used to determine the unknown
random value that already been tested and is given below (Fig. 14).

This can be clearly realized that the data has been taken by the user and the model
predicts the estimated value of power potential with high accuracy. Mean absolute
error of the model is 0.008844967090332757 followed by:

Mean squared error:0.0002536417329143844, and
Root mean squared error: 0.015926133646129697

The analysis of the second sub-dataset for agriculture-based biomass done in
similar way. In this sub-dataset, crop production is added as an important attribute
(Fig. 15).

The biomass generation depends on the quality of the agricultural material. It
may have around 50% of water contained in it. After vaporization small pellets (just
like condensed piece of same material) can increase the energy shrinkage of the fuel
and make it more useful for transport. The power potential relation for agriculture-
based biomass is described with biomass generation as shown here (Fig. 16).

The light blue color shows the size of the confidence interval for the regression
estimate that is going to apply on the proposed model. Once getting the estimation
graph, it is applied the same linear regression model. Consequently, obtained the
predicted value with accuracy of 0.996040863715186 which is equal to 99.60%.
The errors found are as follows:

Mean absolute error: 18.48907705244445
Mean squared error: 406.8258388146164
Root mean squared error: 20.16992411524189

Fig. 14 Test data for the model to obtain the predicted value



256 S. Koley et al.

Fig. 15 Pairplot for agriculture-based biomass

The test model is shown below; all the inputs are random here and are according
to the users (Fig. 17).

The third dataset contains the information about the total crop residue biomass
production during 2010–2017. The large number of residues obtained from rice
and paddy followed by wheat, soybeans and maize are realized in graphical
representation. The subsequent graph of all types of crop residues is given below
(Fig. 18).

For this particular dataset, applied auto regressive model of time series analysis
to see whether the production is going up the scale or coming down. Primarily it
is checked the autocorrelation of the data using statistical model and then predicted
the value using autoregressive model. The detailed predicted graph is shown below
(Fig. 19).
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Fig. 16 Biomass generation
and power potential relation
for agriculture-based biomass

Fig. 17 Obtaining the predicted value using the test data
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Fig. 18 Crop residue produced per unit

The expected time graph for crop residues created between 2010 and 2017 is
described here (Fig. 20).

The KDE plot for expected result is described graphically. The test set value is
also used here (Fig. 21).

Highest density is found between 0.4 and 0.6 of the predicted value with respect
to 0–0.5 of the test values can be clearly observed. Up to this point it is focused
on the core element of the projected work, now moving towards the real time
outcome of the power generation from biomass. Dataset-4 is taken here for getting
the graphical representation (Figs. 22 and 23).

The above sub graph describes that the biomass energy produced during this
tenure has seen growth over deterioration. It can be predicted from the anticipated
model that biomass energy will achieve a huge growth in the near future.

13 Advantage

The major advantage of this type of fuel is that they are renewable sources of energy
(green energy). Likewise, it provides a backup fuel or secondary fuel for different
operations and minimizes the dependencies on traditional fuel. On the other hand,
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Fig. 19 The autocorrelation graph showing the linearity of the data

it is favorable fuel for any small-scale industry as it can be available anywhere
(Village/City). This type of fuel is cheaper as it can be found in end products of
crops or garbage’s from waste products. They may add a second income source for
producers as originates from waste product and less money spends for foreign fuels
for the countries like India. The use of Biomass as fuel can reduce landfill operations
where contamination of local habitats and destructions of wildlife ecosystems are
done on a regular basis. Biomass energy can be converted in other ways as ethanol
can be produced from corn.

14 Conclusion

Finally, depending on the needs of consumers, raw data can be exploited in a variety
of ways. This information can be accessed from any location and on any system. The
end user’s desired dataset includes additional information that will be useful in the
future. The examined data gives him a clear picture of what he wants. The graph and
statistics present a clear picture of biomass synthesis and waste product conversion
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Fig. 20 Predicted time graph for crop residues produced (2010–2017)

Fig. 21 KDEplot for
predicted and test set value

into viable renewable energy sources. Growth and progress in numerous industries
currently necessitate a lot of energy without disrupting the natural equilibrium. Data
centre power consumption control has resulted in significant energy efficiency gains.
The data center’s cloud computing infrastructure has been greatly upgraded as a
result of this advancement. The expectation is that the perception will save both
money and the environment. E-waste disposal is also predicted to put people’s
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Fig. 22 Power generated from different sources of energy (2014–2019)

Fig. 23 Comparative study of biomass energy (2014–2019)
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lives in jeopardy indefinitely. In order to reduce carbon emissions and provide
a functional work environment for official domes, cloud computing and green
computing will be organized. Today, time is needed for green cloud computing and
environmental sustainability. This renewable energy is the key to the human race’s
future energy production.

15 Future Scope

It is observed from the preceding analysis that there is a growth in renewable
sources of energy from past few years and it has been increasing day by day.
Correspondingly, more plants will yield more biomass production and will boost
the renewable energy sector. Since working with past data and the prediction from
latest data will give more insight of this sector in the near future. In fact, it will help
many people to set up the kind of power plant they want to set up to get their desired
need of energy. Moreover, it will also help in reducing large amount of trash and
converting it into energy.
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6G Based Green Mobile Edge Computing
for Internet of Things (IoT)

Amartya Mukherjee, Ayan Kumar Panja, Mohammad S. Obaidat,
and Debashis De

1 Introduction

Fifth generation (5G) and beyond 5G (B5G) mobile communication framework is
an emerging framework in today’s world. The numerous devices and management
systems take part in the development of modern communication as well as com-
puting framework. The introduction of cloud, edge, and fog computing paradigms
makes the system more effective for communication and computing systems [1].
The advantage of such a layered form of computing is to optimally utilize the
energy and the resources. One of the major concerns in the development of such an
efficient system is the optimization of the power consumption of resource-hungry
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devices. The system must be designed in such an optimal way so that they use
the minimum amount of power. Most of the mobile computing devices nowadays
use complex machines and deep learning algorithms. This needs a huge amount of
processing and the memory fetch operation. In a mission-critical scenario, the big
challenge is to send a huge amount of mission-critical data to the cloud is sometimes
impossible due to poor network connectivity and very limited bandwidth. In such
a case the cloud infrastructure might be unavailable for processing. Therefore, we
need to plan for an alternative setup for buffering and processing of the data at the
edge of the network. Mobile edge computing, dew computing, and fog computing
play a major role in this. The fundamental concept of mobile edge computing is the
processing of the data at the edge of the network. One of the crucial advantages of
this is methodology is optimizing the processing power. Thus, the overall processing
requires a very limited amount of energy because most of the edge processors are
having very low power circuitry and it may run even in renewable energy resources
as well. The green mobile computing technology also can be used in various aspects
of disaster management [2]. In a disaster area, the majority of the energy sources
are often disrupted. As a result, the devices always depend on alternative energy
sources. Therefore, the key things are to develop hardware that consumes minimum
power. Besides that, the research on the optimized algorithm is also a core subject of
interest. The machine learning algorithm that is running on edge computing devices
is generally optimized in the category so that it can run in a low resource and low
power machine. Another aspect of the green computing device is the use of a low
latency buffer platform, which is often known as the dew layer. The dew computing
in this case enables a buffer as a service methodology where we can store the data in
a temporary buffer even if the network gateway is not available and the cloud service
is not reachable. Ideally, this concept is highly appreciable in the applications like
flying ad-hoc networks, aerial sensor networks, among others. The Google loon
project, and Facebook Aquila project are some of the concepts where such as edge,
dew, and fog computing aspect has been physically developed. The major industrial
revolution like industry 4.0 and beyond has ample research scope in this case. The
beyond industry 4.0 gives us a glimpse of In-space manufacturing (ISM) where the
deployment of the engineering industry in the space to reduce air pollution. In such
a case, renewable energy is an utmost necessary thing that ensures optimal delivery
of electricity in the production line and the robotic and computation devices.

The rest of the chapter discusses the numerous component and methodologies
involved in the development of the Green mobile edge computing system for the
Internet of Things.

2 5G and Beyond 5G for Internet of Things

5G and beyond 5G communication is the crucial technological aspect of the Internet
of things communication. The primary target of the IoT paradigm is to transfer the
data between sensors to the cloud and perform analysis of the same. Moreover, the
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Fig. 1 Complete architecture of the green IoT

decision generated by the analytics systems can be reflected towards the actuator
devices which can be able to actuate the system to control various devices and
their functionality. The use of lightweight network protocols and proper and optimal
networking topology ensures the efficient performance of the IoT ecosystem. The
IoT architecture in this context can be visualized as a layered system. The ecosystem
here can be conceptualized as 4 layers. In layer 1, the major components are the
sensors and actuators. The sensor in this case gathers the physical data from the
ambiance. The second layer is the gateway layer. This layer comprises the network
gateway. The gateway primarily comprises the heterogeneous network protocols and
the communication standard such as Wi-Fi, Bluetooth Low Energy (BLE), Zigbee,
and LoRA, [3], among others. The third layer is the network backhaul Layer, in this
case, can even be segmented into various other small segments often known as the
network slices. These slices are nothing but the virtual environment containing the
core and the access network. The function of the slice is to provide a scalable service
of network resources. The resources in this case are allocated based on the priority
of the user and the services. The protocol and the QoS controllers are also the major
part of this layer (Fig. 1).

The fourth layer mainly comprises of analytics engine. The main part of this
segment is the cloud, fog, and dew computing infrastructure. This layer may be
segregated into 3 typical sub-layers in this case known as cloud layer, fog layer,
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and dew layer. The cloud layer acts as a data repository in this case. Further, the
data processing is done in this layer. To balance the load of the cloud, the fog and
the dew level computation come into the picture in this case. In the beginning, the
data from the IoT nodes might store in the dew layer. This is often useful when the
network latency is extremely high. Also, in some cases, the nodes are outside of the
coverage area of the infrastructure network backhaul. In such a case the node may
unable to send the message in the cloud. As a result, the information that is gathered
in the system might be buffered in a node. The major concern, in this case, is the
energy-efficient green communication technology.

2.1 Protocols for Green IoT

IoT protocols can be broadly categorized based on their payload and use of data
footprint. Some of the major IoT protocols, in this case, are Message Queuing
Telemetry Transport (MQTT), Real-Time Messaging Protocols (RTMP), Real-Time
Streaming Protocol (RTSP), and many more. Another very important methodology
adopted by Google is Google Remote Procedure Call (GRPC), which is extensively
used for green cloud and Micro Services.

2.2 MQTT Protocol

MQTT is the message queuing telemetry transport protocol that ensures a low
power and low-cost message delivery. The MQTT protocol is fundamentally based
on the publisher and subscriber-based message transfer. A dedicated broker has
to be deployed locally or at the cloud level. The job of this broker is to redirect
the information from publisher to subscribers. The MQTT messaging primarily
performs 2 different types of message transfer QoS levels [4]. The first type of QoS
level is known as QoS 0. Here message transfer is not guaranteed. The message
might receive by the subscriber or may not be received. In the case of QoS 1, the
scenario is different. The system in this case ensures at least one copy of the message
received. On the other hand, in QoS 2 the system must ensure exactly 1 message
transfer.

In the case of QoS0, MQTT message forwarding has been done at a fast speed.
It requires only a single message transfer. It is the most unreliable transfer mode in
comparison to all mechanisms. The message is not stored on the sender buffer in
this case, and no acknowledgment is received in this case. Therefore, with this QOS
0, there is no possibility of the generation of duplicate messages.

QoS1 on the other hand ensures at least one message is received by the subscriber
node. In QoS1 sometimes subscribers may receive more than one message in some
cases. This methodology sometimes increases the number of message counts in the
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whole network. The message in this case must be stored locally at the sender end
and redirected to the receiver until it is processed. The message, in this case, is
deleted after processing. If the receiver is a broker then it will send the message to
subscribers. As the message is received by the subscriber application, the message is
sent to the processor device which processes the message. After that, it gets deleted.

In the case of QoS 2, the message gets stored in sender and receiver until and
unless it gets processed. This QoS level is having high latency but it is more accurate
and safer in terms of transfer of the message. In the first pair of transmissions, the
sender transmits the message and acknowledgment received from the receiver that
it has stored the message. If the sender does not receive the acknowledgment then
it again sends the message with DUP flag set. In this case, the sender has to wait
until the acknowledgment is received. In pair 2 of transmissions, the sender tells the
receiver that it can complete processing the message. A “PUBREL” is generated in
this case and sent to the receiver. If the sender doesn’t receive the acknowledgment
of “PUBREL” then this message has to be sent again.

In the case of python applications, we can use the MQTT paho package to create
an MQTT publish, subscribe application. In this case, we can use paho to create
an MQTT client that can publish the message to the broker. In the same way, we
can also create the subscriber instance that subscribes to the particular topic and
receive the message from the broker. The following code illustrates the MQTT paho
publisher and the subscriber instance that is connected to a broker instance. In the
case of edge-dew infrastructure, the broker can be deployed in either an edge node
or a dew node.

(a) Publisher node

importpaho.mqtt.client as paho
client = paho.Client()
data = int(input(“Enter data: ”))
ifclient.connect(’test.mosquitto.org’,1883,60)!=0:
print(“unable to connect broker !!”)
sys.exit(-1)
print(’Text message’)
client.publish(“test1/status”,data,0)
print(“done!”);
client.disconnect()

(b) Subscriber node

importpaho.mqtt.client as paho
import sys
defonMessage(client, userdata, msg):
print(“data coming : ”)
print(msg.topic + “: ” + msg.payload.decode())
client = paho.Client()
client.on_message = onMessage
ifclient.connect(“localhost”,1883,60)!=0:
print(“unable to connect broker !!”)
sys.exit(-1)
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client.subscribe(“test1/status”)
try:
print(“Press CTRL+C to exit...”)
client.loop_forever()
except:
print(“Broker disconnecting...”)
client.disconnect()

2.3 gRPC Protocol for Edge, Cloud Microservices

gRPC is a high-performance open-source universal RPC framework [5]. In this
framework, the client application directly calls the method on a server application
from a different machine in a different location like a local object. On the server-
side, the implementation of the interface has been done. On the client-side, the stub
has to be run for interacting with the remote method provided on the server-side.
Here, gRPC clients and servers run in a heterogeneous environment like the server
method may run in a python platform whereas the client method may run in Go,
Ruby, Android JAVA, C++, data platforms. Further, gRPC generally uses protocol
buffer and various other types of data format like JSON. The initial step to designate
a protocol buffer is to create a message block that contains the attributes. This is a
small structure message record with a name-value pair field. Once we define the
data structure the compiler generates the data access class in our language. The
illustration of the gRPC system is mentioned below.

message p{
string name = 1;
intid_no = 2;
bool authenticate = 3;
}
The gRPC service with the method parameters has been shown below.
// The service definition.
service G{

// Sends a greeting message
rpcSayHello (HelloReq) returns (HelloRep) {}
}
// The request message comprises of user name.
messageHelloReq{
string name = 1;
}
// The response message
messageHelloRep {
string message = 1;
}
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2.4 IoT Application Development

While the development of the IoT application a major part in the implementation
of the hardware and the software components. In an IoT application, the coordi-
nation of the software and the hardware component is very much necessary. The
fundamental concept of the IoT ecosystem comprises various layers. Layer 1 is the
sensor layer that is primarily used for sensing. There are ample scopes to optimize
the energy consumption in this layer. The sensors are of various types. Most of
the sensors sense an analog data value. It then converts the analog signal to digital
data. Further, the data get stored into some temporary buffer. In this context, we can
consider various layers where the data can be stored, and buffered.

2.4.1 Edge Level Buffer

In this case, the buffering is done at the edge of the network [6]. The edge computing
nodes, which are used for the edge level processing, can do the buffering in this case.
The nodes in this case can do the processing of the data as well. This is because
the nodes have green processing devices which can do the processing of the data.
Moreover, the intermediate data get buffered in the edge buffer temporarily. In most
cases, the data preprocessing is done at this level.

2.4.2 Dew Level Buffering

In the next level of hierarchy, the dew computing system has been introduced [7].
In this case, the dew level buffer plays a pivotal role. The dew nodes can be used as
data storage. In addition, the nodes are primarily used for computation purposes. To
develop a green IoT ecosystem, the Dew nodes play a very crucial role. As we know,
the main purpose of dew computing is to ensure support to those areas where the
Internet connectivity is poor and there is frequent network disconnectivity. In such a
scenario, the data get buffered in a dew node. The network in this case can perform
an opportunistic forwarding of the messages to the gateway, which they store in the
dew node due to lack of network connectivity. For an MQTT-based IoT system, it
is a good idea to place the broker service in the dew node. As a result, the message
received by the broker will get redirected to the subscriber node or buffered in the
dew node temporarily.

2.5 Green IoT Challenges

The IoT systems primarily comprise numerous sensors and actuator devices. Various
researches, therefore, focus on the optimization of the power-hungry resources
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Table 1 Comparative study of various research problems in Green IoT based 5G ecosystem

Research title Research area Scope Research direction

A Survey on Green 6G
Network: Architecture
and Technologies [8]

5G and B5G
network
communication

Computation
storage and
buffering

Edge enabled green
communication

Towards Green Mobile
Edge Computing
Offloading Systems
with Security
Enhancement [9]

Edge-based CPS Dew level
buffering

Dew buffer
management in a highly
intermittent network
scenario

Green UAV
communications for 6G:
A survey [10]

Energy
consumption
modeling of the
UAV node and the
networks

Energy harvesting
from on-the-flight
UAV node.

Utilization of the
harvested energy to
drive the low power
sensing and the
computing equipment

6G CloudNet: Towards
a Distributed,
Autonomous, and
Federated AI-Enabled
Cloud and Edge
Computing [11]

Multimodal and
multi-dimensional
network
configuration

Edge-dew-cloud
network
ecosystem design

Hybrid energy-aware
load balancing for
edge-dew-cloud
network architecture.

ECMS: An Edge
Intelligent Energy
Efficient Model in
Mobile Edge
Computing [12]

Energy
optimization for
mobile edge
device

Load balancing in
mobile edge
computing

Load balancing
methodology in
edge-dew-cloud
infrastructure for IoT

like the processor, memory and buffers, storage, and the network. The network
protocols must be redesigned and organized so that they can act efficiently in
terms of power efficiency and resource utilization. The application layers of such
protocols must confirm the effective message transfer in a high battery constrain
environment. Table 1 illustrates the various research components of Green IoT and
their implementation and scope.

2.6 Network Slicing Under 6G Mobile Edge

The software-defined network is a key methodology that we need to consider
to build an efficient and high-performance network ecosystem. The fundamental
slice comprises the network function virtualization (NFV). In this concept, we
primarily do an emphasis on the access network and the core network. The
software-defined access network primarily realizes the hardware components and
platforms to enhance the speed of cloud-native environment and leverage the cost-
effective IT and network infrastructure. Orchestration, automation, and analytics
are the prime component of the access network. The SDN orchestration or SDN
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policy orchestration implies the coordination of the software actions with the SDN
controllers. The controller in this case can produce independent decision-making
about the network traffic management, security, fault detection, and many more. The
implementation of the slice allocation based on the core and the access network is a
primary task in this case. Algorithm 1 in this case signifies the slicing under access
and the core network [4, 13]. In this case, the coverage ratio plays a significant role.
The algorithm keeps track of the number of active slices and rejected clients. The
entire simulation has been carried out in slicesim simulator. In line 5 based on the
end of the simulation time, the request has been accessed. In each case, if the AND
of access and core network implies the slice index then the corresponding slice goes
to the active slice set. The cline is then assigned to the active slice. If the condition
is not satisfied then the client goes to reject set. The coverage on the other hand
can be computed as the total coverage of the slice based on the network itself. The
coverage per user can be derived as the coverage value divided by the number of
users. The coverage ratio on the other hand is a ratio between coverage per user to
the number of the active slices.

Algorithm 1: Network Slicing Under Access Network and Core Network

1. Input: user, rad, cent; output : active_slice, α(cov_ratio)
2. active_slice←{φ}
3. rej_clinet←{φ}
4. start
mod1:
5. for t = 0 to sim_time -1
6. req← get_req(si,ai, ci)
7. for req = (si,ai, ci)∈ (S,A,C)
8. if index(ci) ∧index(ai)=index(si)
9. active_slice← active_slice ∪ req
10. else
11. req_count← req_count+1
12. rej_client← rej_client ∪ req

mod2:

13. cov =
√∑active_slice

1 (rad − cent)2

14. covpu = cov/user
15. α = covpu/active_slice
16. return α

17. end

3 Sustainable Green Sensing

With the advent of emerging technologies in the domain of the Internet of Things
(IoT) sensors and transducers form the basis upon which whole systems are built.
Sensors are deployed to form a network of sensing paradigms connected both in
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wired and wireless manners. The receptions of signals from the input sensors are
converted to digital inputs employing converters for further processing. The digital
data if needed are transformed and stored accordingly. The present section gives an
overview of wireless sensing and sensor cloud architecture.

3.1 WSNs Application Perspective

WSNs form one of the bases of any remote sensing architecture having their
application and use in domains ranging from medical, industrial to military. WSNs
are formed with the combined use of heterogeneous or homogeneous sensor nodes.
The sensors are deployed with the objective of ambient data gathering in the
particular point of interest about different applications. The gathered data is routed
efficiently towards the source or sink nodes, which are further routed back to the
main server. Energy is one of the most crucial resources in any WSN. Optimizing
the network parameters directly impacts the energy utilization of the system. The
present section discusses some of the applications of WSN and presents a brief
overview and design perspective of the energy-optimized WSN.

Sustainable agriculture is of prime importance in the present smart era. Sus-
tainable agriculture involves minimizing the labor-intensive task, increasing crop
yield, and minimizing waste. The very first task lies in selecting the proper soil
for the crops. Soil testing involves the estimation of the number of components
such as phosphorus, moisture, temperature, nitrogen level, . . . etc. Every individual
crop requires different levels of such attributes for its proper growth. Paul et al.
in [14] proposed a prediction and analysis using machine learning for predicting
crop growth. The authors have used the soil testing dataset and have performed
analysis using two traditional classification methodologies Naïve Bayes and k-
Nearest neighbor. Here, kNN is a distance-based classifier where the nearest
neighbor based on the distance is estimated to form the class boundaries. Naïve
Bayes is a probabilistic classifier that is based on the Bayes theorem. It can be
applied in the following manner as stated in Eq. 1.

M (y|x) = M(y)M(y)

M(x)
(1)

Here, M(y|x) is the probability of class labels occurring such that the given attributes,
in this case, are the soil attributes. Here, y is the class label, and x is the soil features.
The authors have used three class labels (M) Medium, (H) High, and (L) Low for
labeling the quality of the soil. (H) denotes the crop yielding quality is high, while
(L) denotes low crop yielding.

Sustainable agriculture requires the development of ambient monitoring of events
pertaining to the crops as well as the environment. For any sustainable agriculture
development, it is essential to gather the data pertaining to the factors that the
crops will require to grow such as rainfall, moisture, other important chemicals and
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Fig. 2 A Green WSN framework for collecting essential environmental data in the agricultural
field

gases, etc. A few of the other factors are the external environmental events that
enhance the germination process. Factors such as fungus growth, are insects disrupt
and damage the crops. De et al. in [15] proposed a sustainable design of WSN in
agriculture. The design of a sustainable agricultural framework is depicted in Fig. 2.
The authors have utilized edge-level embedded CPU with each sensor node with
memory systems such as flash memory and radio transceivers for transmission. The
proposed framework is an ad hoc [16] network platform.

The deployed sensors included various environmental monitoring sensors along
with a camera module. The gathered data is routed towards a common sink node or
a base station for further analysis and monitoring. Presently with the integration
of IoT, the agricultural food industry catered with the use of UAV sprayers,
automatic irrigation and fertilizer systems, etc. The use of sensors is also utilized
in the harvesting and packaging process. A new term is “Agrifood 4.0” proposed
by Miranda et al. in [17] denotes the growing technological development in the
domain of agriculture. In the present time, the use of agricultural robots, intelligent
greenhouses, crop monitoring systems are utilized for better crop management. The
application of outdoor sensing is vast. Dyo et al. in [18] proposed a sustainable
design for the deployment of sensors in forest areas for wildlife monitoring. The
authors proposed a monitoring platform of badgers that had RFID tags and the
monitoring was carried out using RFID detection nodes deployed in the forest area.
Wireless Personal Area Networks (IEEE 802.15) are used for data transmission.
The information is routed in a hop by hop manner towards a sink node which
is connected with 3G links. The proposed approach was carried out for figuring
the co-location patterns of badgers. Another sustainable sensing design for forests
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can be found in [19]; the authors have proposed a canopy closure monitoring
that estimates the tree shadow on varying solar attitudes. The sensing was done
using a photodiode connected with an MSP430 processor and CC240 transceiver.
Sustainable deployment of sensors involves increasing the lifetime of the WSN.
The authors in [20] have performed an analysis in the deployment of the sensors.
Incorrect measurements are another important aspect that is caused due to the sensor
calibration. The authors have proposed an efficient place and sensor calibration
approach to increase the lifetime.

3.2 Energy Efficient Sensor Networks Integrating 5G & 6G

Beyond 5G (B5G) technologies are in the developmental stage, but are already being
integrated into the wireless sensing paradigm. Energy efficiency in WSNs majorly
falls mainly into two categories: sustaining the sensor battery and the network
lifetime. Beyond 5G technologies use advanced frequency spectrum for efficient
routing and transfer mechanism. The data gathering mechanism in a wireless sensor
network requires an efficient data aggregation mechanism to increase the lifetime
of the network. An efficient edge-level healthcare monitoring system and routing
mechanism using 6G technology are presented by Mardini et al. in [21]. An IPv6
based routing protocol for low power and lossy network (RPL) is defined. In the
hospital, patient care monitoring requires the use of sensors connected to patients
for real-time monitoring. The network system is popularly termed as Wireless Body
Area Network(WBAN). The authors have proposed an efficient monitoring system
where sensor nodes are deployed throughout the building on multiple floors. An
efficient routing framework is proposed pertaining to the criticality of the network
packets pertaining to each room. The RPL was developed to be used as a set of
methods to perform tasks pertaining to neighbor reachability, getting information
on link packets within data packets, and spreading information over the network
topology dynamically.

Another work presented by Mukherjee et al. in [22] presents the energy-efficient
system model for industrial 6G applications. The sensors nodes as we know are
energy-limited nodes, thus the authors have utilized distributed artificial intelligence
to cluster the nodes and allocate the resources in energy efficient manner among
the nodes. The sensor nodes are clustered and a cluster head is elected among the
nodes in the cluster. The framework of the design follows a dynamic management
agent (MA), which is responsible for managing all nodes’ resources. A Convolution
Neural Network (CNN) is used to optimize the data collected by the nodes in the
network. The proposed approach balances the power demand of the network and
increases the network lifetime.

One of the important aspects of increasing the sensor networks lifetime is
to control the network traffic and proposition better packet collision avoidance
solutions. Such a solution is proposed by Lv et al. in [23, 24], where the authors
have defined software-defined network (SDN) solutions for the 6G platform. The



6G Based Green Mobile Edge Computing for Internet of Things (IoT) 277

work analyzes the dual-channel architecture of the software-defined sensor node
architecture. The results show that the SDN effectively reduces network congestion
and increases the quality of service thereby the lifetime of the system.

4 Federated Learning for 6G Mobile Network

Classical machine learning always requires data that must be available in a
centralized environment. Human-centric mobile traffic needs distributed machine
learning. This is the fundamental backbone for the developed B5G and 6G mobile
networks [25]. Nowadays, classical training of the Machine learning model requires
the centralization of the training data on a single server. Since a bulk amount of
information needs to be uploaded to the cloud data center, transmission latency
is very high. User privacy may also be compromised in this case. Low-latency
and privacy requirements are crucial in the cutting edge application development
paradigm, such as unmanned aerial vehicles, AR-VR applications, driverless vehi-
cles, which leverage a centralized machine learning methodology. Due to limited
communication resources, the transmission of the collected data to the data center
is crucial. Therefore, it becomes largely significant to process data at edge devices.
This results in an emergency of decentralized optimization mechanisms. In the case
of decentralized optimization, each site can compute data and send the final interme-
diate computed value to its nearby or a central node. Decentralized optimization has
numerous applications, such as resource allocation optimization, user selection, and
trajectory optimization, and distributed intelligent learning design [26]. Leveraging
the utility of decentralized optimization and machine learning, FL frameworks are
needed to exploit wireless nodes to jointly build, deploy and share ML model with
training taking place in local nodes. The emerging Federated Learning (FL) is one of
the most challenging distributed learning methodologies in this case [27, 28]. This
framework is a prime component in the next-generation Internet of Things (IoT)
systems. In FL, Smartphone like devices can cooperatively execute a training and
validation task by only uploading local learning models to the ground station (GS)
nodes. Figure 3 depicts the distributed learning methodology. Since the data center
cannot access the local data sets at the users, FL can protect the data privacy of the
users.

4.1 FL Based Mobile Edge Computing in the 6G Era Has
the Following Benefits

(i) Personal embedded learning model parameters with small size data set instead
of the very large train and test data reduce energy consumption and, effectively
reduce transmission latency [29, 30]. FL methodology persists in data security
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Fig. 3 A collaborative machine learning methodology without centralized training data

as the training data present at each subsystem and the ML model parameter
are executed in the local machine. This approach is extremely useful for the
development of the Artificial Intelligent of Things applications.

(ii) Often the diversified models with heterogeneous data are used to train several
classifiers in a decentralized manner, which increase the chance of achieving
considerable good accuracy, especially on a vast domain [31–33]. FL is
undoubtedly scalable as the increasing volume of data offers a significant
amount of accuracy by increasing the number of computing nodes and edge
processing units and providing a unique way-out for huge scalable train-
ing and testing where buffer size is the ultimate issue. FL can be used to
manipulate extremely precise optimization problems in various domains like
network optimization, clustering, user coverage, system management, and
many more. Besides, FL enables users to collaboratively train and validate
shared classification and regression models for user behavior predictions, user
coverage, authentication, and wireless parameter analysis [34–36]. Based on
the prediction value obtained, the station can efficiently allocate the network
resources for the various devices.
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4.2 Artificial Intelligence of Things for Edge Enabled Mobile
Computing

The edge cloud orchestration is the primary backbone of Artificial Intelligence
of Things (IoT). The fragmentation of the intelligent algorithm in the edge cloud
ecosystem is the primary target; in this case, to ensure edge dew fog and cloud level
load balancing by logically distributing the intelligent decision [37]. Nowadays most
of the IoT devices that are deployed in the perception layer continuously gather a
huge amount of data. To achieve maximum performance the AI models get deployed
in each layer of the IoT service. The amalgamation of AI and IoT under a single
umbrella is majorly considered as AIoT in this case. Various advantages can be
considered in this case as explained next.

(a) Flexibility of the system: The system is highly flexible as each layer and
the device endpoint are equipped with computing and storage modules. The
edge servers in this case also may contain simple machine learning modes
like feature extractors or classifiers. Various Quality of Service (QoS) has to
be guaranteed by the edge devices by numerous delay ranges [38]. Network
latency management, in this case, plays a vital role as most of the edge devices
are placed in remote places, or sometimes they are part of the vehicular network.
The devices that are not intelligent enough can send their data to the cloud for
intelligent processing.

(b) Intelligent decision making: A large number of edge devices may sense and
collect the data. The onboard intelligent predictor can help the whole system to
generate a decision. The architecture of the system is deployed in such a way
that the large intelligent deep model gets segregated into small components.
Typically in the case of neural networks, the input and the second layer can be
deployed in an edge device, where the hidden layers may be deployed into the
fog and cloud layers [39].

(c) Knowledge distillation and buffering: Knowledge distillation signifies a
fabrication of a complex AI model in a decentralized manner. Dew computing
methodology is extremely useful to achieve this. The deep learning model in
this case gets fragmentized and the intermediated data get buffered in a new
node. In a mission-critical scenario, the dew-enabled drone network may be
used to serve this feature [40–45]. The knowledge distillation method maybe
incorporated in the “softmax” output layer to increase efficiency [46, 47]. The
hint-based training method is also a popular mechanism that ensures better
training accuracy for the AI models in this case.
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5 Conclusion

The chapter discusses the various technological aspects of green mobile edge
computing for Beyond 5G and 6G aspects. The major challenges in the inter-
mittently connected networks are data gathering and data buffering. We have
presented the edge level, fog level, and dew level buffering in this case. The
dew level buffering plays a vital role in the intermittently connected network.
This ensures the robustness, scalability, and load balancing of the edge-dew-
cloud architecture. Moreover, the 6G enabled network slicing mechanism has been
highlighted. The allocation of the slice-based on core and access network is also
discussed. The state-of-the-art slicing methodologies have been discussed in an
algorithmic form. Further, green sensing is another aspect of mobile computing that
primarily emphasizes optimized sensing algorithms. The energy-efficient sensing
algorithms are extremely useful in such cases. Finally, the federated learning-based
with Artificial Intelligent of Things (AIoT) approach has also been addressed in the
context of green mobile edge computing for the Internet of Things. The mechanism
emphasizes the efficient utilization and fragmentation of the model training aspect
by optimizing the available system and network resources.
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Resource Management for Future Green
Mobile Cloud Computing

Mariia Surmenok, Melody Moh, and Teng-Sheng Moh

1 Introduction

Mobile Cloud Computing emerged to fulfill the demand for external processing
power for mobile devices. Cell phones, smartwatches, and other wearable devices
produce a lot of data and often need to process it. The internal processing power of
mobile devices may not satisfy the time-sensitive tasks and may quickly drain the
battery. The possibility of uploading the computational tasks from mobile devices
to mobile cloud computing allows processing the job faster while saving the mobile
device’s battery. As the number of mobile devices is constantly growing, the demand
for mobile cloud computing increases, requiring the expansion of mobile cloud
computing infrastructure.

Cloud infrastructure consumes a lot of energy, which negatively affects the
amount of CO2 emission. Green cloud computing has become an important research
topic to address this problem. There is much research concerning the optimization
of energy consumption in cloud computing by developing energy-aware resource
management modules and effective architectures.

Resource allocation is an essential part of cloud computing. Its main job is to
schedule tasks on hosts and supervise running tasks and resources. The resource
management goal is to provide the best possible quality of service, which means
that tasks should be processed successfully and in a reasonable amount of time.
For the best quality of service in mobile cloud computing settings, the resource
management module should also consider that mobile devices may change their
location over time.
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Another objective of resource management is to increase the resource utilization
of underlying cloud computing infrastructure. Thus, it should effectively pack
together tasks so that there are a minimum number of idle processing resources but
at the same time no overloaded hosts. This is often achieved by an effective initial
task placement strategy and, also, by migration tasks during runtime. For example,
if all but one task is completed after some time, it may be reasonable to move the last
running task to another busier host to turn off the underutilized host. There are many
approaches, including evolutionary and machine learning algorithms, predicting the
future workload for more effective resource management.

This chapter presents an overview of recent research in resource allocation
techniques. It describes virtualization technologies that enable resource allocation
in mobile cloud settings and the challenges associated with them. The following
sections discuss resource management in a centralized and fog computing envi-
ronment focusing on energy consumption optimization and quality of service. It
then describes on-demand fog formation based on peer-to-peer computing and
volunteering devices. Finally, the chapter draws the conclusion and investigates
future research opportunities.

2 Architectures and Resource Management Challenges
in GMCC

Resource management has different challenges depending on the mobile cloud
computing architecture.

The traditional central cloud, depicted in Fig. 1, is characterized by the massive
amount of powerful heterogeneous hosts placed in the same location. In order to
reduce CO2 emission, energy-aware resource management is required to optimize
the energy consumption in data centers. Thus, the main objective of resource man-
agement in traditional data centers is the minimization of the number of underloaded
hosts to keep idle hosts shut down. For energy-aware resource management, the
challenge is to make an initial placement of tasks on the minimum number of
hosts while satisfying the resource requirements and the quality of service. Another
challenge is to detect underloaded hosts during the runtime. If the orchestrator is
able to find another suitable host to migrate all the tasks from the underloaded host,
such an underloaded host can be later shut down to save energy.

The fog computing architecture was proposed by Cisco in 2021. The idea
is to place computing resources closer to the users, thus reducing the latency
in data transmission. Figure 2 depicts the topology of fog computing. Due to
improved latency transmission, fog nodes, placed between mobile devices and a
traditional central cloud, can improve energy consumption and provide a better
quality of service for time-sensitive applications. The orchestrator for a fog cloud
can be centralized or distributed depending on a particular implementation. One
of the challenges that resource management in fog architecture faces is making
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Fig. 1 Two-layer
architecture where requests
from mobile devices are
processed on traditional
centralized cloud

Fig. 2 Three-layer
architecture. Requests from
mobile devices send to the
fog layer for processing. The
fog layer may send requests
to a centralized cloud, for
example, to persist some data.
If fog layer does not have
enough resources to process
request from mobile device,
the request may be directed to
centralized cloud
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an offloading decision. For each particular task, the resource management module
should determine the best place to process the task. Based on the task characteristics,
it can be decided to process a task by either mobile device itself, fog node, or send
to a traditional central cloud. Another challenge in fog architecture is choosing a
suitable fog node for task placement. The resource management service should find
the best suitable fog node based on user location and available resources on fog
nodes. Also, it may be preferable to place the task on the fog node with access to
renewable energy, which can consequently help to reduce CO2 emissions. Since
mobile devices can change their location over time, dynamic resource management
may be required. In order to provide the best quality of service and reduce network
latency, the task may need to be migrated to another fog node when the mobile
device changes its location.

Peer-to-peer technology can be utilized to achieve green mobile cloud computing
goals. The idea of peer-to-peer technology is that third-party businesses or individ-
uals share their unutilized processing resources. It will allow forming fog clusters
dynamically when there’s a demand in a particular location. Peer-to-peer technology
can help to improve energy efficiency by using shared devices and can help reduce
e-waste. One of the challenges that peer-to-peer technology possesses is that the
devices in such a cluster are even more heterogeneous. Another challenge is that the
computing power of shared devices can be available for a limited time frame. Thus,
in addition to fog computing challenges, resource management should account for
time availability when searching for a suitable fog node.

The different architectures have to overcome many challenges to achieve green
mobile cloud computing. Some common challenges between traditional cloud and
fog architecture are improving resource utilization and reducing the number of
running hosts to decrease energy consumption. The introduction of fog computing
can improve energy consumption by reducing latency, but schedulers need to be
location-aware to leverage this advantage.

3 Virtualization Technologies for Dynamic Resource
Allocation for GMCC

There are multiple approaches to host applications on a physical machine. The
comparison diagrams of different virtualization approaches are depicted on Fig. 3.
Traditionally, virtual machines are used in cloud computing. Virtualization helps
to achieve green mobile cloud computing by running multiple tasks on the same
physical hosts.

In addition to traditional virtual machines, the recently emerging containerization
technology is used to deploy tasks from mobile devices. Mobile cloud computing
can use either virtual machines, containers placed on physical hosts, or two-level
virtualization where containers are deployed on top of virtual machines. Containers



Resource Management for Future Green Mobile Cloud Computing 287

Fig. 3 Comparison between different virtualization technologies. The service can be deployed
either inside a VM, a container, or a container placed in a VM

are compact comparing to virtual machines. Therefore, it allows packing more
tasks on the same physical host, consequently improving resource utilization and
decreasing energy consumption.

If there’s a need to migrate a task from one host to another during runtime,
the containers have an advantage over virtual machines. Because of its small size,
container migration consumes less energy for sending all the information from one
host to another.

However, there are still several challenges that need to be solved for container-
ization technology. Since all the containers placed on the same host share resources,
there’s a possibility of a security threat. Container security is an active research
topic. Some researchers used two-level virtualization to alleviate this problem by
placing containers that belong to the same user into a separate virtual machine.

Another challenge that container technology faces is live migration. Live migra-
tion is the ability to move a container or virtual machine from one physical host
to another without losing the current progress of the task. It is one of the critical
components of dynamic resource allocation in order to balance resource utilization
and prevent SLA violation during runtime. Live migration is well studied for
virtual machines. For containers, live migration is still under development. There
is some recent research about live migration for containers, including work around
using CRIU. However, such approaches are not widely adopted yet. For example,
Kubernetes, one of the most popular container orchestrators, doesn’t have live
migration.
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Both containers and virtual machines can help achieve green mobile cloud
computing by improving resource utilization, decreasing the number of running
physical hosts, and reducing energy consumption. Virtual machines technology is
a well-established tool proved by time. On the other hand, containerization is a
promising technology and can help to reduce CO2 emission even more if some key
challenges, such as security and live migration, will be overcome.

4 Analysis of Resource Management in Centralized GMCC

The traditional cloud data centers provide massive computational capabilities and
virtually unlimited data storage services for mobile cloud computing. The recent
research in resource management is focused on optimizing energy consumption
while supporting a high quality of service, particularly in containerized and two-
tier virtualized environments. The papers that discuss resource management in
a centralized cloud are summarized in Table 1. Some research works also use
workload prediction to foresee the nearest future load to improve the decision
regarding task placement and tasks migration. The general system model is depicted
on Fig. 4.

Zhang et al. [1] proposed an energy-aware framework for two-tier virtualized
heterogeneous cloud data centers. In this setting, only the containers belonging to
the same job can be placed on the same virtual machine, providing an additional
security level. For the problem formulation, the authors used an energy model,
including the overhead of creating a virtual machine and the SLA metric. The

Table 1 Summary of Resource Management Methods in Cloud Computing

Objectives
Publication Methods used Energy Time Utilization

Zhang [1] ARIMA and TSMM � � �
Gholipour [3] MCDM � �
HeporCloud [4] Statistical � �
Zhong [5] BF �
ML machine learning, BF best fit, ARIMA autoregressive integrated moving average, TSMM two-
sided matching method, MCDM multi criteria decision matrix

Fig. 4 General system model of resource management in Mobile Cloud Computing



Resource Management for Future Green Mobile Cloud Computing 289

framework had to solve several tasks for the initial placement and dynamic
consolidation at runtime, detecting underloaded and overloaded VMs and hosts and
making a decision for container migration. To find the best hosts for VMs, Zhang
et al. used a many-to-one two-sided matching method where both VMs and hosts
calculate the coefficient to find the subset of the desired pair. For underloaded and
overloaded host and VMs detection, the authors employed the ARIMA algorithm
to predict the resource usage in the nearest future to prevent unnecessary container
migration. Their approach outperforms the combination of classical algorithms and
state-of-the-art methods in terms of energy consumption by at least 13.8%.

The prediction of future load can help to optimize the energy consumption
in mobile cloud computing. Chen et al. [2] used auto-encoder and gated RNN
to predict high-dimensional workload for cloud datacenters. The authors used a
top-sparse auto-encoder to compress the highly dimensional and highly variable
data produced by data centers. This approach helps make an accurate workload
prediction for the nearest future. Thus, the resource management module can power
up additional hosts in advance to meet future demand. Making hosts available in
advance, reduces the time for scaling which consequently improves the quality of
service. Also, it helps to minimize energy consumption by powering off unused
hosts in response to predicted low demand in the future.

Gholipour et al. [3] proposed a joint VM and container consolidation algorithm
for energy-aware resource management in a two-tier virtualized heterogeneous
cloud computing data center. The goal is to place containers in the minimum number
of virtual machines and place virtual machines on the smallest number of physical
servers. Joint VM and container consolidation policy identify whether virtual
machine or container should be migrated during runtime. Resource correlation
is calculated to find which virtual machine causes the overloading of the server.
The multi-criteria decision matrix determines whether the virtual machine or only
containers from this virtual machine should be migrated during the runtime. This
approach helps to make a more precise decision during runtime and reduce the
number of migrations while achieving significant energy reduction compared to
other state-of-the-art methods.

Khan et al. [4] considered three types of virtualization technologies plus bare
metal at the same time to improve energy usage. They argued that different
applications perform better on a particular type. If the best virtualization platform is
chosen for a service, it will complete the task faster and help reduce the energy
consumption and quality of service. There are four types of platforms in their
framework simultaneously, such as bare-metal, containers only, virtual machines
only, and containers over a virtual machine. The authors used the ERP metric
(energy response time per product) for the problem formulation, which expresses
energy consumption and SLA metric. The orchestrator places jobs on a particular
platform based on a statistical method finding similar jobs from the past. The
migration decision for containers or virtual machines is policy-based and triggered
when a specific threshold is reached. The migration is not initiated if the predicted
remaining runtime is too small, thus, preventing the migration when it is more
beneficial to finish the task on the original host.
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Zhong and Buyya [5] considered two main types of jobs, long-running and batch
jobs, for cost optimization. They modified the original Kubernetes orchestrator for
dynamic resource management of a heterogeneous cloud computing datacenter.
To improve the resource utilization of machines, Zhong and Buyya placed the
same type of jobs with a similar expected completion time. Thus, the batch jobs
will complete at approximately the same time, freeing the whole machine. For
dynamic resource management, they employed live task migration via CRIU and
task-packing using best fit decreasing. The decision for migration is policy-based
and triggered when utilization of the host falls below the 50% threshold. For task
scheduling, the authors found out that it may be more practical to place tasks on
a single powerful machine than a few less powerful ones since the cost of the
more powerful host is less than a couple of slower hosts. Even though the focus
of this paper is cost optimization, this paper can be useful for future green mobile
cloud computing research. Assuming that the energy consumption of one powerful
host is smaller than two less powerful physical machines, a similar approach can
be employed to reduce energy consumption in data centers. Thus, moving services
from multiple less powerful machines to just a few high-performance hosts can be
a part of the energy consumption optimization strategy.

There is much advancement in research for resource management for centralized
data centers. However, the speed of resource management modules is still a
challenge for time-sensitive mobile cloud computing applications. The resource
management modules need to find optimal initial placement for a task quickly,
supervise already running tasks and hosts. Furthermore, such a framework needs to
detect underloaded and overloaded hosts and make migration decisions to maintain
low energy consumption while preventing SLA violations.

5 Analysis of Resource Management in Fog and Edge GMCC

The purpose of fog computing is to provide processing power near edge devices.
The workflow example is shown in Fig. 5 where fog nodes process the jobs from
mobile devices and use a centralized cloud for permanent data storage. Fog nodes
usually are less powerful than the traditional cloud data centers and have different
locations along the network. These features bring challenges specific to resource
management in fog computing. The papers that discuss resource management in a
fog environment are summarized in Table 2.

In their work, Ren et al. [6] proposed a hybrid algorithm to reduce energy
consumption in the fog environment. They presented the combination of Genetic
(GA) and Ant Colony Optimization (ACO) algorithms for scheduling services into
fog nodes. GA and ACO run in parallel and update each other values after each
iteration to improve the overall performance and faster convergence. In addition
to makespan, energy consumption, and cost, Ren et al. took into account dynamic
requirements, where the user requests the decreasing deadline. The authors verified
that their approach is scalable to up to 2000 services and 800 physical hosts.
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Fig. 5 Workflow in Fog Mobile Cloud Computing

Kauk et al. [7] proposed a Kubernetes-based scheduler for the edge-cloud
ecosystem. The objective of their scheduler is to reduce carbon footprint, optimize
energy consumption, and improve performance by minimizing the inference among
co-located containers. To reduce the interference, Kauk et al. proposed to place
similar containers into the same hosts identifying jobs either as CPU or network
intensive. The authors wanted to maximize the use of available green energy
resources and minimize active hosts. To achieve this, Kauk et al. expressed the
problem as an integer linear programming problem and used Mosek solver to find
an optimal solution.

Huang et al. [8] used Deep Reinforcement Learning to schedule jobs in Kuber-
netes clusters. Their Deep Q-Learning model was trained to schedule batch jobs
between multiple homogeneous clusters. The goal is to balance the average
utilization among clusters and the average utilization of each resource within each
cluster, preventing bottlenecks when a particular resource is scarce. Their approach
showed better adaptability to changing workloads. However, if the job cannot be
scheduled in the current time frame, the scheduler postpones it to some random
time in the future, which will not guarantee that it will be scheduled eventually.

Chen et al. [9] also used Deep Reinforcement Learning for dynamic resource
management of joint power control and resources for Mobile Edge Computing
(MEC). Assuming that mobile devices have limited battery capacity, it is crucial
to consider transmission delay over a wireless network and their battery capacity.
Chen et al. took into account the importance of minimizing the long-term processing
delay. The authors formulated the problem as a Markov decision problem and used
Deep Deterministic Policy Gradient (DDPG) to find the optimal offloading scheme.
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Tuli et al. [10] also used Deep Reinforcement learning for scheduling tasks in
a fog environment. Tuli et al. included the mobility factor into their research and
accounted for changing resource and bandwidth requirements for the service. They
utilize Policy gradient-based Reinforcement learning method (A3C) to accelerate
the learning. In their architecture, the authors used multiple actor-agents at the same
time. Each agent has its own neural network and is responsible for its own set of fog
nodes allowing it to train networks in parallel. The agents update the shared global
parameters, which accelerates the exploration of larger state-action space. Using
a residual recurrent neural network allowed to approximate function from state to
action and find patterns in the data to predict the future workloads.

There are different approaches for scheduling services in mobile fog comput-
ing. In addition to efficient energy usage and resource utilization, the resource
management module in fog computing needs to consider the changing location of
mobile devices to assign the closest fog nodes for computation. Some effort was also
put into saving the mobile device’s battery and adapting to changing resource and
bandwidth requirements for mobile fog computing. The main approaches of recent
research in fog resource management are evolutionary algorithms and reinforcement
learning. The main challenge of evolutionary algorithms is to converge fast to
produce the quick offloading decision. With deep reinforcement learning, the main
challenge and future research are defining action and state-space and how to serve
the time-sensitive tasks for mobile fog computing effectively.

6 Peer-to-Peer Technology and Resource Management for
GMCC

The peer-to-peer architecture allows to find and use resources on nearby devices.
This technology can tremendously improve energy consumption due to reduced
time for sending the data. Also, Peer-to-peer technology helps to improve the
utilization of computational resources that would be otherwise idle or underutilized.
Thus, it prevents wasting the energy of running computers nearby and reduces the
number of hosts that need to be turned on in data centers, consequently reducing
CO2 emission. In peer-to-peer architecture, the resource management module can
be centralized or spread across the network. The papers that discuss resource
management in a peer-to-peer environment are summarized in Table 3.

Table 3 Summary of Resource Management Methods in Peer-to-peer environment

Methods used Objectives
Publication Metaheuristic Heuristic Time Utilization

HYDRA [11] FF �
Sami [12] MA � �
FF first fit, MA memetic algorithm
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Jimenez and Schulen [11] proposed a decentralized location-aware orchestrator
for the peer-to-peer network. In their peer-to-peer architecture, each node can
simultaneously have multiple roles serving as an orchestrator and the worker. Each
node has two ids, one to uniquely identify the node and another to identify node
location, similarly to IP addresses. For node discovery, the authors employed a
distributed hash table and lookup algorithm that iteratively queries nodes to find
the closest nodes to a given ID. First-fit decreasing is used for scheduling services.
The experiments showed that the proposed architecture successfully scales to at
least 20,000 nodes deploying 99.98% of the 30,000 applications submitted and can
withstand network partitioning.

Sami and Mourad [12] proposed on-demand fog formation using volunteering
devices near the user. They allow individuals or any business to join their list of
volunteers. The resource manager on the centralized cloud maintains a database
with the recent information about volunteers, including available resources, time
availability, and location. When the demand for a service increases, the cloud
chooses volunteering devices to create a fog near the user. The orchestrator is created
on one of the volunteering devices or, if the job is time-sensitive, the orchestrator is
placed in the cloud for faster fog deployment. The container placement problem is
solved using a memetic algorithm. The algorithm’s objective is to put services on
devices with the best time availability and proximity to the user while maintaining
the best quality of service. The authors compared the response time for an increasing
number of requests and proved that dynamic fog formation outperforms the cloud,
static fog, and remote fog. Although the proposed approach showed the best
response time and scalability, security is the primary concern in this paper and
needs additional research to maintain the security and privacy of mobile services
on volunteering devices.

Peer-to-peer architecture is a promising technology to reduce energy consump-
tion and achieve green mobile cloud computing. Some challenges need to be
overcome to adopt this approach, including the security and trust issue and node
discovery during network partitioning.

7 Conclusion and Future Research Directions for GMCC

This chapter discusses resource allocation in green mobile cloud computing. The
main virtualization technologies’ overview is presented and their effect on green
mobile cloud computing in resource management.

Different cloud architectures were reviewed, including fog and peer-to-peer
technology, and the resource allocation challenges associated with them. The state-
of-the-art research paper were surveyed highlighting the interesting approaches and
techniques.

Possible future research directions in fog mobile cloud computing include:
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• solving the challenges of making the offloading decision, such as deciding if the
task should be processed on the device itself, fog node, or sent to a centralized
cloud.

• task prioritization
• trust issues in a peer-to-peer approach between volunteering devices
• security challenges
• interference and security issues in containerized architecture
• further improvement in resource allocation to achieve efficient and fast schedul-

ing in a heterogeneous cloud with multiple objectives, balancing the energy
optimization and quality of service requirements.
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A Strategy for Advancing Research
and Impact in New Computing
Paradigms

Rajkumar Buyya, Sukhpal Singh Gill, Satish Narayana Srirama,
Rami Bahsoon, and San Murugesan

1 Introduction

Information Technology (IT) is a fertile area for research and new development. It
has progressed significantly and gained widespread applications and adoption. Its
future potential is vast, and not yet – and never will be – fully known. What new
technologies and applications will emerge and which ones will succeed is anybody’s
guess. Despite its advances, IT still presents several problems and open challenges.
Furthermore, several new computing paradigms, technologies and potential high-
impact applications scenarios are emerging. These present huge – and yet to be
explored – opportunities for researchers and practitioners [1].
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To capitalize on the full potential of these new opportunities, researchers need
to adopt an effective and holistic strategy for advancing their research in new
computing paradigms. But many researchers and research groups fail to visualize
a big picture and to generate long-term perspectives; instead, they tend to take
a narrow approach, which limit their vision and their success. They also tend
to lack adequate drive and required skills for impactful community building for
new and emerging computing areas and consequently improve their research
quality, productivity, visibility, and transnational impacts [2]. Fostering high quality
impactful research calls for strong active communities in the respective field. Strong
communities often utilize their “collective research intelligence” to sense pathways
and streams that are viable, timely and relevant and to identify and address current
and potential future research problems of interest.

In this article, we report on our experience in incubating, developing and
systematically evaluating research in emerging paradigm, where we consider cloud
computing as a representative case. Our reflection extends more than decade and
goes back to 2007, where cloud computing was considered as high risk area for
academic research. This is because of the various ambiguities revolving around the
technology, lack of rigorous literature describing its foundation and fundamentals,
lack of realism, and uncertainty about acceptance and the level of adoption.
Emerging areas that are considered to be high risk requires careful systematic
navigation into the area to roadmap research, formulate fundamentals, and evaluate
the potentials of new directions and to uncover new opportunities for applications
and adoptions. A holistic strategy is needed to steer continuous development and
evaluation of research, to build a community to accelerate impact and level of
adoption.

We share our experience on a strategy that we adopted to advance research
and build a prosperous community in emerging and new computing research areas
of high risk. In retrospect, the strategy has proven to be effective in accelerating
research that matters within the cloud computing area, developing and evaluating
sound research foundation, and building an international community of researchers,
practitioners and adopters of non-trivial scale. Reflecting on our strategy, we
propose nine key elements that accelerated research progression and put cloud
computing among the well-established computing areas. The key elements, includes
the creation of roadmaps, development of simulators and supporting tools, and
developing inspiring application demonstrators that prove feasibility and effective-
ness of the new research. Systematic reviews, taxonomies, textbooks and industrial
experience reports assist in planning. They can be valuable resource for relevant
knowledge, incubators for community building, and steer foundational research,
addressing research gaps or inspiring futuristic research into open problems in the
field [3]. Such material is often the starting point for researchers to formulate new
research problems or to revisit existing ones, as it is often the case for many PhD
and MSc theses [4]. To extend current research and to formulate new directions,
researchers commonly use highly cited scientific articles or look at industrial
problems and experiences [5]. Papers reporting on foundational theories and
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fundamental research often hold material for empirical investigations, evaluation
and/or reflection, attracting interest in adoption [6].

In addition, conferences offer a common platform to bring together interested
peers to discuss current research, facilitate networking/connections and accelerate
the incubation of new research and communities. Moreover, some international
grants facilitate international exchange of researchers paving the way for global
visibility and impact. Additionally, collaboration also extended toward authored and
edited books, which can be used to teach modules within a curriculum in academia
or researchers can use them to understand relevant concepts. Several researchers
with different skills set can work together to develop simulators, that are versatile
and can be used to study a concept or a technique across various fields, before
implementing it in a real environment [7]. Ideas validated through simulations
can be put in to practice by incorporating them in software systems that support
applications and their deployment in practical settings or production infrastructures.

2 Key Strategic Elements for Advancing New Computing
Areas

We advocate a holistic, pragmatic research strategy that promotes impactful research
and community building in new and emerging areas. It would be of interest to
researchers in academic institutions, business and public sectors. The strategy,
illustrated in Fig. 1, comprises of nine key elements, which are discussed in
conceptually in this section and illustrated them with practical realisation examples
from our cloud computing research in next section.

2.1 Identification of Potential Research Area

The first step is to identify one or more promising new areas for research that the
researcher or the research group would like to pursue. Sense the potential of a
domain either organically through informal discussions and brainstorms or more
methodologically. Methodologically, researchers may, for example, find a potential
research domain by reviewing technology trends discussed in formal and informal
research forums and those outlined by market-research firms such as Gartner (for
example, annual Gartner Hype Cycle for Emerging Technologies) and professional
societies such as IEEE Computer Society, and visionary scientific publications in
broad domains of interest, national scientific strategies, and perspectives on future
research directions. Popular promising new research directions can be considered
as a base for community formation. Collaboration with industry practitioners would
also help in knowing problems areas that requires further research. Good tutorial
articles and industrial experience reports would help get the basic knowledge
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Fig. 1 Nine key strategic elements for advancing research in new computing areas

about the topic. Collective intelligence and vision are the keys for incubating
research streams and building research communities that address timely or futuristic
problems.

2.2 Systematic Reviews with Research Plan

Next, it is essential to assess current state of development and potential research
problems and challenges in the chosen area. In new/emerging computing areas,
systematic reviews help identify the state-of-the-art and knowledge gaps, develop
taxonomies, create roadmap and identify future directions. This helps learning
about seminal work, starting new research or exploring “blue skies” research.
Several established scientific journals value and publish such reviews and feature
surveys and/or dedicated special sections. Systematic reviews and assessment play a
significant role in accelerating impact, formulating new problems, steering research
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and acting as a benchmark for comparison. Such publications may sometimes have
a detrimental role in steering the research into the wrong direction, in the absence
of a responsible peer review system and expert input for scrutinizing the compiled
material. The use of Systematic Literature Review (SLR) guidelines [8] helps in
ensuring comprehensive coverage and limiting bias in selecting material.

2.2.1 Research Plan

Having identified a research area or a topic to pursue, the next crucial and significant
activity is to create a research plan and a roadmap. It should include specific areas to
be investigated, in the near-term and long-term, timeline, resource requirements and
feasibility studies, potential constraints and limitations and anticipated outcomes.
Researchers pursue their research work on the chosen area under the guidance of one
or more senior researchers and a team leader, closely adhering to the timeline. The
research leader takes responsibility to oversee, guide and monitor research progress
and research outcomes, which would also include dissemination of research findings
to a wider community through publications, seminars, and presentations, and
demonstration of application potential of research work and relevance of research.
He/she also looks for funding opportunities, formulate specific research proposals
and apply for research grants.

2.3 Develop a Simulator

In new/emerging computing areas, researchers are often constrained by the readi-
ness of the technology and availability of required infrastructure to conduct research
studies, explore strength and weaknesses, and demonstrate feasibility. In many
instances, getting actual physical infrastructure may not be viable due to cost
and time constraints and also may not provide all the flexibility that a research
study requires. Instead, a simulator is a satisfactory viable option. It can also
play a vital role in supporting incubation and growth of research community
and to test the proposed methods using lightweight and low-cost environments.
Testing new techniques in a real environment is challenging and also costly [14]
as one needs invest a lot procure required hardware resources (especially for large-
scale experiments) and develop software systems and applications. Researchers use
modelling and simulation approach in demonstrating the feasibility of their ideas
and carry out experiments to validate their ideas in a controlled environment using
simulation tools. Real-world problems can be efficiently tested through simulators
as they provide user-friendly environment for exploration and what-if analysis.
If off-the-shelf/existing simulator is unable to meet requirements of simulating
elements of new computing paradigms, it is advisable to develop a suitable simulator
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along with graphical user interfaces. A simulator would be immensely helpful to
researchers in formulating problems and studying different theoretical models in
simulated setups, driving further research and building communities among the
respective domain.

2.4 Software Systems

Having evaluated their research, for example, policies/approaches for resource
management and application scheduling, through simulation, it is valuable to
demonstrate their practical use in real world. This can be achieved by creating
appropriate software platforms that would enable potential users in development and
testing of real-world applications. These software platforms provide APIs/interfaces
for rapid creation of applications and their deployment on a real computing
infrastructure. They also support APIs that researchers can use to implement their
new resource management and application scheduling polices and evaluate them
on real computing systems for real-world applications from domains such as life
sciences, health care, and finance.

2.5 Publish Edited Books

As a new research area emerges, several researchers around the world investigate
different aspects of it, address challenges associated with that field and publish their
findings typically as research papers in conferences or journals. That information,
however, remains scattered. To get a quick overview about the emerging area,
there is a need for a comprehensive information resource that presents most of the
key research work and advances in an integrated manner in a single volume. As
no individual researcher will have expertise on all aspects of the emerging field
(during its initial days/years), the best option is to edit a new book that brings
together contributions from several researchers in the form of individual chapters
on different aspects, which are loosely connected. Such edited books serve as initial
reference material for researchers, particularly for PhD students and for exploring
future directions. Further, edited books will be helpful for academic institutes for
introducing relevant modules within their curriculum in degree courses. These
books also have been shown to drive interdisciplinary research, by providing case
studies, standards and regulations for the respective domains. Edited books also
help to bring together researchers in a particular area and create a community that
helps in forming collaboration and charting further work. We recommend that senior
researchers or the team leader edit a comprehensive book covering many of the
related aspects of the research area with contributions from several researchers.
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2.6 Organize Conferences and Build a Community

Scientific conferences are very important for dissemination of scientific ideas and
act as seeds for high-impact research and building communities. Several studies
have shown that physical closeness drives advancements in science and technology
and foster research. For example, research on a Paris campus building project [17]
showed what occurred when researchers were randomly reassigned to new offices.
Researchers began new field-wide partnerships and published groundbreaking
articles in high-profile magazines, using a broader selection of keywords relative to
prior publications by either partner. Workshops are very common in the research
community for qualitative research work embedded within conferences, which
provide a platform to learn new techniques, tools and get a chance to participate
in brainstorming sessions while solving problems in a group of like-minded people.
They also serve as venue for presenting work-in-progress and offer an opportunity
for seeking guidance/feedback from research leaders of the area. Further, they can
enable industrial and academic collaborations, which can be a foundation for future
applied research grants.

Organizations such as IEEE Computer Society and ACM (Association for
Computing Machinery) support creation of special interest groups or technical
communities that bring together all interested parties to promote new and emerging
computing paradigms through establishment of discussion forums, conferences,
newsletters, testbeds, guidelines for educational programs, best practices and
standards.

2.7 Establish Academic and Industry Collaborations

Academic collaborations drive interdisciplinary research. Additionally, researchers
can collaborate with internationally leading researchers especially those who cre-
ated vision for the field and authored highly cited papers to improve scope and
visibility of their research, and to seek opinion and suggestions.

Businesses rely on university researchers for ideas for product developments in
new/emerging areas and faculties gain reputation from expanded external research
support and collaboration. As much as industry needs new ideas to excel and
thrive, scholars require financial and in-kind support from industry to carry out
research and maintain professional productivity. These industry collaborations are
also becoming mandatory with most of the governmental funding; for example, for
Australian Research Council and European Commission research grants research
project consortiums are expected to constitute both academic institutions and small
and medium-sized enterprises (SMEs). Such collaborations are also needed for
facilitating applied research and promoting SMEs and economic growth. Further-
more, industry participation increases the adoptability of the emerging technologies,
thus bringing much wider audience/communities onboard.
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So, new research teams should try to establish academic and industry collabora-
tion in the chosen area and harness the potential of collaboration.

2.8 Write Text Books

When the field achieves a reasonable maturity, it is timely and critical to develop
authored books that present all foundational concepts, technologies, and applica-
tions in a consistent and integrated manner. Textbooks provide a good introductory
summary or a starting point to a researcher interested to pursue further research.
Moreover, they may also provide a consolidated information on previous research
about a particular topic as well historical context. Textbooks introduce the new
research domains as part of mainstream curriculums thus driving interest in next
generation educators and researchers.

2.9 Develop and Offer Educational Programs

It is important to disseminate advances made in a new research and emerging tech-
nological developments broadly at Masters and Undergraduate degree programs.
This can be achieved by introducing a new subject in existing programs or starting
entirely a new program. These programs are also useful to connect someone with
the source of information in terms of professional support. For example, a workshop
on computational study can provide a chemist an effective platform to learn basic
concepts of computational chemistry. Online and offline education programs or
workshops can be offered to students and practitioners.

In addition to these strategic elements, researchers need to regularly disseminate
their research outcomes broadly using different channels such as trade magazines
[13] and social media. By making outcomes of their research work easily accessible
to their peers and the broader academic and business communities, they will be able
to substantially enhance impact of their work.

3 Adoption of the Strategy in Our Cloud Computing
Research

During 2005–2008, Grid computing community begun to influence industrial
practices towards creation and delivery of computing services as utilities to support
enterprise applications. Companies such as Amazon started to offer rentable
computing services via its EC2 (Elastic Compute Cloud) initiative. We (Buyya and
team) created a SOA (service-oriented architecture)-based container environment
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that enables the creation of application platforms (such as Aneka) supporting
multiple programming models and deployment of their applications on market-
oriented cloud computing environments. We established ourselves as a CLOUDS
Lab and proposed a reference architecture for market-oriented cloud computing and
created software technologies such as CloudSim and Aneka. Around that time other
researchers also started sharing their vision for the field.

In this section, we primarily illustrate effectiveness of the recommended research
strategy and guidelines which we adopted in our cloud computing research which
made significant impact and globally well recognized.

1. Initial research: We, like a few other researchers, drew motivation and inspiration
to work on cloud computing from the early seminal publications, our article,
“Cloud computing and emerging IT platforms: Vision, hype, and reality for
delivering computing as the 5th utility,” [11] and “A view of cloud computing”
[10] from Berkley researchers. These works inspired many further work and
emergence of several commercial offerings in cloud computing area. This is
evident from more than 10,000 citations received for these and associated
family of papers. Thus, this initial research has contributed in building huge
communities around cloud computing and relevant research challenges.

2. Systematic reviews and taxonomies: Since the emergence of cloud computing
field, many key issues such as energy efficiency were investigated and reviewed
along with discussion on taxonomies and future directions [18]. With a decade of
progress in the field, cloud computing achieved enormous success in industry and
business application and opened up new challenges and research directions. In
this context, “A manifesto for future generation cloud computing” [12] has also
been prepared, by experts from different subfields of cloud computing, which is
driving further the community building in the domain, attracting wide interest
from young researchers.

3. Simulations: We (Buyya and team) have developed a simulator, called CloudSim,
for modelling and simulation of cloud computing environments. It helps
researchers in evaluation of their new resource management approaches,
algorithms, and policies and application scheduling with specific focus on
various performance parameters such as security, time, cost, and energy [16].
This simulator also has shown to bring in much wider audience to the cloud
computing domain, as jumping into the domain with these simulators is
relatively easy as illustrated by its use in over 5000 research papers published by
researchers worldwide.

4. Software systems: Researchers are interested to move their work “bench to
market” – to transition their work in to a product or a real-world application.
Prominent software systems within the cloud computing domain such as Aneka,
OpenStack, and Hadoop have driven the research in the respective domains
significantly and helped in bringing people from other communities such as data
analytics, distributed computing and scientific computing, to the cloud domain.
In Cloud computing domain, new resource management and application schedul-
ing algorithms/policies we originally created and evaluated using CloudSim [19]
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are demonstrated/implemented for practical deployment by plugging them to real
software systems such as Aneka and OpenStack [20].

5. Edited books: The prominent researchers within the domain of cloud comput-
ing are editing books time to time, which can help researchers to generally
understand the concepts. Edited books such as “Cloud Computing: Principles
and Paradigms” published in the early days of the field helped researchers to
understand the basic concepts and initial research, and are being used as reference
material in several courses and curriculums. Later with further advances in the
field, books such as “Encyclopedia of Cloud Computing [15]” complemented it.

6. Conferences and Community: In its early days several new conferences dedicated
to Cloud computing such as IEEE/ACM UCC, CCGrid, IEEE Cloud and ACM
SoCC were established. IEEE also established community forums such as the
IEEE Technical Committee on Cloud Computing. These provided opportunity to
academics, researchers, practitioners to discuss ongoing research and helped new
researchers to discuss their ideas with the invited speakers and co-participants to
find a chance to collaborate with them.

7. Academic and Industrial Collaborations: Educational institutions are collabo-
rating and submitting collaborative research grant proposals both nationally and
globally. For instance, European Union has funded a number of collaborative
research projects in the cloud computing domain during the past decade [9]. In
addition to facilitating research collaboration (both academic and industry), these
projects help participating students to visit and work with other research groups
which enables them to discuss and improve their work. Moreover, the SMEs
and startups resulting from these projects have been the early adapters of cloud
computing technology and applications, and drove local economies and Cloud
adaption policies at local governments. We collaborated with companies such as
CA and Samsung and developed a new framework for ranking of Cloud services,
which the Cloud Service Measurement Index Consortium (CSMIC) adopted it.

8. Text books: Like few others, we wrote a text book “Mastering Cloud Comput-
ing”, which introduces foundations, technologies, programming examples, and
applications, in a much more unified and consistent manner for broader audience
including. It is adopted as a text for Under Graduate (UG) and Post Graduate
(PG) courses in several universities worldwide.

9. Educational programs: Several educational programs and online courses are
offered to deliver the required cloud computing knowledge to the researchers.
Various renowned universities are working together to run these education
programs to teach basic and advanced and emerging trends. In the University
of Melbourne, a dedicated Masters’ level program in Distributed Computing was
established which now educates close to 500 students each year.

All these demonstrates how the recommended strategic elements have collectively
driven our cloud computing research journey from infancy to a well-established one
that made tremendous impact in academic and business world.

http://www.google.com/url?q=http%3A%2F%2Fwww.wiley.com%2FWileyCDA%2FWileyTitle%2FproductCd-1118821971.html&sa=D&sntz=1&usg=AFQjCNE9vTJe6GYz4oBSlqHQh2m1GXwtJA
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4 Summary and Conclusions

Drawing on our successful experience, we shared a holistic strategy for advancing
research and its impact in new and emerging computing paradigms. We have
discussed the role of supporting infrastructure that we developed and used –
simulators and software systems, and the role of various types of publications
including systematic reviews, taxonomies, research articles and books in supporting
community building and accelerating the incubation of research. It is critical to
establish community forums and develop educational programs. We illustrated
application of our strategy to Cloud computing field from its emerging days (in
2008) to till date. We believe the proposed strategy would serve as a catalyst for new
research initiatives to accelerate their research and its impact with confidence.
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New Research Directions for Green
Mobile Cloud Computing

Anwesha Mukherjee, Debashis De , and Rajkumar Buyya

1 Introduction

Whenever, we integrate more than one technological paradigms, then several issues
appear. In mobile cloud computing (MCC), we have discussed issues such as
mobility, reliability, security, and network connectivity. As we are focusing green
mobile cloud computing (GMCC), meeting the criteria of energy-efficiency is a
mandate in this case. This chapter discusses the following topics as future research
areas in GMCC:

• Energy harvesting in MCC
• Entropy-based GMCC
• Green Vehicular MCC
• Green Mobile Crowd Sensing
• Green Edge and Fog Computing
• GMCC-based Smart applications
• Geographical Location Aware Mobile Recommender System
• Nature Inspired Optimization Algorithms for GMCC
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Fig. 1 Future research directions of GMCC

• Big Data Management
• Machine Learning in MCC
• Blockchain in GMCC
• Dew Computing
• Serverless Computing
• Quantum Computing in GMCC
• Intelligent System Design for 5G HetNet and Beyond

A pictorial view of these research directions in GMCC is shown in Fig. 1. We will
discuss them in the rest of the chapter.
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2 Energy Harvesting in MCC

In energy harvesting, the renewable energy sources such as solar and wind are
used as the source of power supply. The work in [1] discussed on the use of
solar photovoltaic and biomass resource-based hybrid power supply for the base
stations in a cellular network. The renewable sources were used to charge the
cloud-enabled small cell base stations in [2]. In [3], its authors integrated MCC
with microwave power transfer for computation inside the passive low-complexity
devices like sensors, wearable devices etc. In a single-user system, a base station
either transfers power or offloads computation from a mobile device to the cloud
[3]. The mobile device uses harvested energy for computing given data either
locally or by offloading [3]. In [4], its authors considered simultaneous wireless
information and power transfer technique to multi-user computation offloading
problem in mobile-edge-cloud computing paradigm. Here, energy-limited mobile
devices harvest energy from ambient radio-frequency signal [4]. In MCC, the
renewable energy sources can be used as a source of power supply to the cloud
servers. For the energy-limited mobile devices also energy harvesting can be used
[4].

3 Entropy-Based GMCC

The cloud service providers offer three types of services: Software as a Service
(SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). In a
multi-agent network, multiple agents are present within a location. Now a situation
may arise when a single agent is unable to solve all the problems. In such situations,
intelligent cloud entropy management is required, which is composed of functions,
algorithms and methods. Here, fractional entropy and Tsallis entropy can be used
[5]. On the other hand, the developers can consider functional and non-functional
aspects of quality of service (QoS) while looking for the services fulfilling the
requirements like reliability, security, delay, throughput etc. For weightening each
aspect entropy was used [6]. Now different users have different requirements, for
example, some users require game offloading, some users require web service. As
the users’ choices vary, the offered services also differ. In most of the situations,
users’ choices are unpredictable. When huge number of requests of same priority
arrive at the same time and they require same resource, then how these all requests
will be fulfilled is a challenging research area. Users have to state the level of their
QoS requirement and they also consider how much they pay. Now the capacity of
the system of the services is required to determine. For this purpose Tsallis entropy
can be used [7]. For the user it is tough to decide the QoS requirement level for
the requested cloud service. In such a case, fractional entropy based boundary value
problem can be used for the multi-agent system [8].
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4 Green Vehicular-MCC

While people travel sometimes the vehicles get stuck into the traffic. Accessing
Internet service at this time is a popular option for entertainment. In this case, vehic-
ular adhoc network [9, 10], mobile network and cloud computing are integrated to
introduce vehicular-MCC. The location of the vehicles are required to update to
the cloud for tracking a vehicle when required. This feature can greatly contribute
towards efficient rescue operations after any type of accidents or natural disasters.
Nowadays most of the users have smart phones which offers a rich sensing platform.
The sensing platform contains built-in sensors which detect light, temperature,
accelerometers, Global Positioning System (GPS), etc. The vehicular users can
monitor the surrounding circumstances, collect information and share it on social
networking sites, for example, if an accident has occurred, the vehicular user can
inform about it on social network. The other persons then may avoid this route if
they are in hurry to reach their destinations.

5 Green Mobile Crowd Sensing

In mobile crowd sensing, a user observes his or her surroundings and collect
information, which he or she shares on social domain or with the service providers
by using mobile device [11]. Here, a sensing platform is provided with the mobile
device to collect data from the surroundings. In mobile crowd sensing, various types,
of data are gathered such location information, traffic condition, noise level, etc. The
users share these data with others. These data are aggregated inside the cloud and
processed for further knowledge extraction and then delivered. Route planning is a
popular example of mobile crowd sensing, where based on the GPS information of
the mobile device, an optimal route to the destination is determined. Urban sensing
[12], participatory sensing [13], corresponding big data management [14], energy-
aware crowd sensing [15], use of blockchain in crowd sensing [16], are significant
research directions of GMCC.

6 Green Edge and Fog Computing

In mobile edge computing, either the edge server or cloudlets are used to bring
resources at the network edge to provide faster service provisioning to the users
[17]. Fog computing refers to a distributed computing model that offers a virtualized
environment providing computation, storage, and network services between data
centers and end devices [18–20]. In fog computing, the intermediate devices
between the end node and cloud servers participate in data processing [21]. Fog
devices can be used for computation offloading also [22]. Fog computing supports
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computational resources, protocols for communication, integration with cloud,
interface heterogeneity and distributed data analytics to fulfill the necessity of
the applications requiring low latency. Power efficiency, security, reliability and
resource management are promising research directions of edge and fog computing.

7 GMCC-Based Smart Applications

Smart and low power system design is another promising research direction of
MCC. In retail, health care, home monitoring, agriculture, MCC can play an
important role. The sensor nodes will be used to collect the object status, and the
collected data will be stored and processed inside the cloud. The intended user can
access the information using his/her mobile device. The work in [23] proposed a
smart retailing system using fog-cloud paradigm. In [24], the fog-cloud paradigm
was used for storing and analyzing health data. In [25], edge-fog-cloud paradigm
was used in healthcare. In [26], the mobility information of the users was stored and
analyzed inside the cloud to guide him/her regarding the nearby the health center
or the optimum route to reach the nearby health center when the user is inside a
vehicle. The design of MCC-based energy-efficient smart applications is another
future research direction of GMCC.

8 Geographical Location Aware Mobile Recommender
System

Mobile recommender system refers to the software tools and methods which offer
suggestions to the mobile users [27, 28]. Recommender system is one type of
information retrieval system that offers recommendations in terms of personalized
information. For the non-experienced mobile users, this recommender system helps
a lot when a decision has to be taken by the user, for example, appearance of e-
commerce websites during the Internet access. The mobile users can access the
recommender system anytime anywhere as a mobile application. The georecom-
mendation system can suggest the mobile user regarding various places to visit
based on the present geographical location of the user, for example, to suggest
the nearby shopping mall, food court, cinema hall, etc. based on the present
geographical location of the user.
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9 Nature Inspired Algorithms for GMCC

In future generation mobile network, nature inspired algorithms [29] can be used
for optimizing energy, throughput, latency, etc. For optimized resource allocation,
nature inspired algorithms can be used. In offloading, to select the optimal path
towards the device that will execute the application, the nature inspired algorithms
can be used. The work in [30] proposed a handoff management strategy based on
the bird flocking. In [31] based on the feeding nature of octopus, power-efficient
cellular network designing was proposed. The work in [32] proposed an intelligent
offloading strategy based on ant colony optimization. The work in [33] used a
metaheuristic artificial bee colony optimization method to deal with the workload
of the edge server under the limitations of low latency and fast response time. In
MCC environment, nature inspired algorithms can also play a significant role for
optimizing the energy consumption.

10 Big Data Management

With the explosive increase in the number of mobile subscribers and growing
use of the Internet access has resulted in huge volume of data generation. The
big data analytics and management [34, 35] is a major research direction of
MCC. Integration of Internet of Things (IoT) [36, 37] and MCC has directed
towards various research scopes such as energy-efficiency, security, etc. in big
data management. Nowadays, the use of blockchain has gained popularity in data
analytics and management [38].

11 Machine Learning in MCC

Machine learning has opened a new way to find solutions regarding various
problems, such as, scheduling, computation offloading, spammer identification,
etc. The work in [39] proposed a distributed computation offloading method using
machine learning. The work in [40] proposed a context-sensitive offloading system
to get the benefit of machine learning reasoning schemes and robust profiling
system for taking offloading decisions with better accuracy. The work in [41]
proposed a framework that provides an online training method for the machine
learning-based runtime scheduler for dynamically adapting scheduling decisions by
observing the previous offloading decisions along with their correctness. The work
in [42] considered the execution of machine learning applications to the cloud for
improving the energy-efficiency of mobile device and improving the performance
by reducing execution time. The work in [43] used a machine learning algorithm
to identify spammer in industrial MCC. For cyberattack detection in mobile cloud



New Research Directions for Green Mobile Cloud Computing 315

environment, a deep learning-based framework was proposed in [44]. The use of
machine learning for attaining energy-efficiency in MCC is another future research
direction.

12 Blockchain in GMCC

For dealing with information security in mobile cloud infrastructure a building
information modelling (BIM) system was proposed in [45]. This model facili-
tates BIM data audit for historical modifications by blockchain in mobile cloud
with sharing of big data. The work in [46] proposed a privacy preserving user
authentication protocol using blockchain for distributed mobile cloud environment.
The work in [47] proposed a cloudlet management scheme using blockchain for
multimedia workflow. For blockchain-based authentication of mobile devices a
secure authentication management human-centric scheme was proposed in [48]. The
work in [49] proposed an electronic health records sharing framework integrating
blockchain and decentralized interplanetary file system on a mobile cloud platform.
The use of blockchain in GMCC is another future research direction.

13 Dew Computing

Dew computing has opened a new window towards centralized-virtualization-free
computation, that allows to scatter multi-typical data into the low-end devices [50].
Dew computing relies on micro-services in vertical, heterogeneous, and distributed
way [50]. Dew computing allows data accessibility even when continuous Internet
connectivity is unavailable [50]. There are several advantages of dew computing,
such as, self-augmentation, self-healing, transparent, self-adaptive, scalability, user-
programmability, etc. [50]. Dew computing can perform complex tasks in its vicinity
[50]. However, to attain this feature, dew computing requires an advanced modular
architecture that can adapt the related features of dew computing-ecosystem [50].
The use of dew computing in IoT was explored in [51–53]. Energy-efficient dew
computing is another future research direction of GMCC.

14 Serverless Computing

The term ‘serverless computing’ has been invented by the industry to refer a
programming model and architecture executing small code snippets inside the cloud
without control over the resources on which the code is executed [54]. Various cloud
service providers, such as, Microsoft, Google, IBM, Amazon, etc. have released
serverless computing abilities [54]. In serverless computing the servers are required,
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however, the developers do not concern regarding the server management [54].
The serverless platform handles the decisions like the number and capacity of
servers, and the server capacity is provisioned according to the workload-based
requirement [54]. The work in [55] designed a serverless computing platform. It
was implemented in .NET deployed in Microsoft Azure, and utilized Windows
containers as function execution environments. The design of serverless computing
platform for energy-aware MCC is another future research direction.

15 Quantum Computing for GMCC

The integration of quantum computing with cloud is another emerging research
direction. The use of quantum computing can provide solutions towards various
issues of cloud, such as, security, backup, processing, and vicinity [56]. However,
the integration of these two systems is not an easy task [56]. The work in [56] used
quantum cryptography and quantum computing to improve the security in cloud
computing. The work in [57] discussed on cloud quantum computing. The work
in [58] proposed an approach named QuCloud to map quantum programs in cloud
environment. The integration of quantum computing with GMCC is another future
research direction.

16 Intelligent System Design for 5G HetNet and Beyond

Next generation mobile network will comprise of different categories of base
stations like macrocell, microcell, picocell, femtocell, cloud-enabled small cells,
Wi-Fi access point, etc. Such a heterogeneous network requires proper deployment
strategies in order to achieve energy-efficiency, high data rate, low latency, etc. [59,
60]. Efficient and intelligent resource allocation methods are also required for this
heterogeneous mobile network. In next generation mobile network, most of the
application processing and data storage will occur inside the cloud. Hence, intel-
ligent big data management and analysis inside the cloud for such heterogeneous
networks is a crucial research area. On the other hand, the edge-fog-cloud paradigm
is one of the key element of future generation mobile network. Resource allocation,
energy-efficiency, security, reliability, etc. are various domains in MCC, which seek
significant research contributions.

17 Summary

In this chapter we have highlighted the future research directions of green mobile
cloud computing. Energy-efficiency is one of the signficant challenge of MCC to
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provide an eco-friendly system. Hence, we have considered the energy-efficiency
as one of the core aspects in research directions along with mobile crowd sensing,
vehicular MCC, edge and fog computing, smart applications, etc. We also covered
other research directions of MCC such as mobile recommender system, intelligent
system design, use of nature inspired algorithms, big data management, and energy
harvesting.
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