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Abstract. Document Text Summarization aims to create a short and condensed
version from the original document,which transmits themain idea of the document
in a few words. We formulated extractive multi-document text summarization as a
combinatorial optimization problem. In which we used sentence features to select
themost important content.We conduct experiments onDocument Understanding
Conference (DUC01) dataset using the ROUGE toolkit. Our experiments demon-
strate that the proposed method contributes significant improvements over the
state-of-the-art methods and heuristics.
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1 Introduction

The growth of the Internet involves that documents spread swiftly. Thus, the users get
engulfed in many documents, wondering where to access them. In this context, Docu-
ment Text Summarization (DTS) appears as a viable solution because it aims to generate
a condensed version of documents and convey relevant information to the reader. There-
fore, users can save time through summaries instead of reading thewhole set document to
capture the main idea [1, 2]. Due to this situation, researchers in Natural Language Pro-
cessing are focused on the text summarization task [1]. Optimization-based approaches
have been gaining importance because of the excellent performance obtained due to
these being effective to get an optimal solution for huge and varied spaces [3–5]. These
helps recognize the appropriate sentences to include in a summary in the DTS context.

A domain that has been the object of study in state-of-the-art is news. The different
news sources that report on a particular event contain common components that construct
themain facts. Thus,DTS frommultiple news articles is a valuable field of study since the
number of online publications is overgrowing. This is essential to satisfy the information
need of various users. For this reason, multiple datasets have been developed, such as
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DUC [6], TAC (Text Analysis Conference) [7], Multi-News [8], CNN [9], among others,
to evaluate the effectiveness of state-of-the-art methods.

There are three approaches to generating text summaries in the literature: extractive,
abstractive, and hybrid.

Extractive Text Summarization. Proposed systems based on this approach create
summaries by assigning weights to sentences according to linguistic and statistical
features, then selecting the sentences with better weight by combining them. These
methods generally contain two significant components: ranking and selection of sen-
tences. In addition, extractive summarization methods ensure the generated summaries
are semantically similar to the original documents [3, 10].

Abstractive Text Summarization. This approach allows the proposed methods to cre-
ate summaries using new corpus words and sentences. The processing of abstractive
summarization is like the human generation of summaries. However, it requires sophis-
ticated natural language understanding and generation techniques, such as paraphrasing
and sentence fusion [10, 11].

Hybrid Text Summarization. This approach combines the advantages of extractive
and abstractive methods to process the input texts. The hybrid approach processes data
in two steps: The first step is to reduce the input length of documents to create a selective
summary.Afterward, the selective summary is used by an abstractivemethod to construct
a final summary [3].

Depending on the number of documents, summarization can be classified into two
tasks: Single-Document Text Summarization,which composes a summary fromone doc-
ument, and Multi-Document Text Summarization (MDTS), which produces a summary
from a collection of documents about a particular topic [1, 3, 12].

We formulated MDTS as a combinatorial optimization problem, which we address
through a Genetic Algorithm (GA). The GA does not require external resources, work-
ing in an unsupervised way. Moreover, we hypothesize is that both sentence position
and coverage provide essential information to distinguish relevant sentences from doc-
uments to create news summaries. Additionally, we have tested the proposed method by
generating summaries of 50, 100, and 200 words on the DUC01 dataset.

The rest of the paper is organized as follows: Sect. 2 presents the related work. Then,
Sect. 3 describes the proposed summarization method. In Sect. 4, we show experimental
results. Finally, the conclusions of this paper are drawn in Sect. 5.

2 Related Works

In the literature, the DTS has been tackled throughmany techniques, such as supervised-
based methods convert the summarization task into supervised classification problem.
Generally, thesemethods learn by training to classify sentences, indicatingwhether a sen-
tence is included in the summary. State-of-the-art approaches usually use word embed-
dings for representing the contextual meaning of sentences. Nevertheless, proposed
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methods require a corpus manually staggered [3, 8]. On the other hand, unsupervised-
based methods generally assign a score to each sentence of each document, describing
the relevance of sentences in the text. Therefore, sentences with the highest values will
be part of the extractive summary. [3, 5, 13]. In this approach, four steps have been iden-
tified to generate a summary: Term selection, term weighting, sentence weighting, and
sentence selection [13]. For the last step, various textual features have been developed
[13]. Some of them are presented in Table 1:

Table 1. Unsupervised features.

Feature Description

Similarity with the title This feature assigns the most important to the sentences that
include words in the title [13, 14]

Similarity with other sentences Given a sentence called the central sentence, a score is given
to the other sentences of the document which contain
overlapping words [3]

Sentence length It assumes that the length of a sentence can indicate whether
it is relevant to the final summary. Shorter sentences are
usually not included [13, 14]

Redundancy reduction Redundant or duplicate information in the generated
summary is expected to be minimized [3]

Sentence position The idea is that the first sentences indicate a relevant sentence
[3, 14]

Coverage This feature is based on the idea that information provided in
the original documents should be included in the generated
summary [3, 13]

3 Proposed Method

In MDTS, the search space is more extensive than in Single DTS, making it more
challenging to select the most important sentences. In this context, MDTS can be deter-
mined as an optimization problem. The documents from the collection are considered
a set of sentences, and the aim is to choose an optimal subset from sentences under a
length constraint. Previous works [15, 16] have proposed the GA as an alternative for
the MDTS to select an optimal combinatorial subset of sentences, obtaining competitive
results compared to other state-of-the-art alternatives. However, we intend to improve
its performance. Therefore, we have sought to enhance the GA exploration by increas-
ing the size of the population. The population size is one of the essential factors that
affect performance [4, 17]. In general, small population sizes might lead to premature
convergence and yield substandard solutions [18].
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3.1 Pre-processing

In this step, the documents of each collection were ordered chronologically. Then, the
sentences of documents were hierarchically ordered according to appearance in the text
to create ameta-document, which contains all collection sentences. Afterward, the text of
the meta-document was separated into sentences. Finally, a lexical analysis was applied
to separate sentences into words [5].

3.2 Text Modeling

After preprocessing the text, it is necessary to model it. This stage aims to predict the
probability of natural word sequences. The simplest and most successful form for text
modeling is the n-gram, which is a text representation model that constructs contiguous
subsequences of consecutive words from a given text [5].

3.3 Weighting and Selection of Sentences

Sentence weighting and selection of sentences usually worked together [13].While the
first one assigns a degree of relevance for each sentence, the second one chooses the
most appropriate sentences to generate extractive summaries. However, it involves a vast
search space that requires to be addressed by optimization. In view of this, we propose
the following GA to select the most important sentences:

Encoding: The binary encoding was used, where each sentence of the meta-document
represents a gene. The values 1 and 0 define if a sentence will be selected in the final
summary [5, 13, 16].

Generation of Population: The initial population was randomly generated. On the
other hand, the population of the next generations is generated from the selection stage.
The search process concludes when a termination criterion is met. Otherwise, a new
generation will be produced, and the search process will continue [5, 13].

Size of the Initial Population: The size of the population was determined according
to the number of sentences from the meta-document [4, 5, 13].

Selection Operator: The selection of individuals is performed through the roulette
operator, which selects individuals of a population according to their fitness to choose
individuals with a higher value. Each individual is assigned to a proportional part of
the roulette according to its fitness in this operator. Finally, the selection of parents is
performed, which are needed to create the next generation, and each selected individual
is copied into the parent population [5].

Crossover Operator: Crossover is a genetic operator that combines two parents to pro-
duce one or two descendants. The idea underlying crossover is that the new individual
can be better than its parents if it takes the best characteristics of each parent. Crosses
with priority over common genes:This crossover operator was designed to generate sum-
maries, where each individual represents a selection of sentences.Of the selected parents,
only one gene is randomly selected (with value 1) that will belong to the descendant to
fulfill the number of words [4, 5].
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Mutation Operator: We used the flipping operator, which consist of changing the
value of each gene, inverting from 1 to 0 or vice versa [5, 13]. First, the mutation is
performed considering the genes with a value of 1 and later considering the genes with
a value of 0. Afterward, it is verified that the established number of words is fulfilled. If
it is not fulfilled, another gene with a value of 0 will be inverted, and this process will
continue until the specified minimum number of words is satisfied.

The Fitness Function: It was calculated by employing the concept of the slope of the
line [4, 5, 16]. The slope defines the importance of sentences. Themain idea is to consider
the first sentence with the importance Xn, the second with the significance of Xn − 1.
In a text with n sentences, if the sentence i is selected for the summary, its relevance is
defined as t(i− x)+ x, where x = 1+ (n− 1)/2 and t is the slope to be discovered. The
formula to calculate the importance of the sentence position is in Eq. 1:

Sentence importance =
∑n

|ci| = 1t(i−x)+x

∑k
j=1t(j − x) + 1

, x = 1 + (n − 1)

2
(1)

where k is the number of selected sentences. On the other hand, the content coverage
to retrieve all aspects from meta-document was calculated by the summation of the
frequencies of the n-grams that the summary weighs. (Precision_Recall)was calculated
via the sum of the frequencies of the n-grams considered in the original text divided by
sum of the frequencies of the different n-grams of summary (see Eq. 2).

Presicion_Recall =
∑

Original text frequency
∑

Frequency Summary
(2)

Finally, to obtain the value of the fitness function, the following formula was applied,
which is multiplied by 1000 (see Eq. 3).

FA = Presicion_Recall ∗ Sentence Importance ∗ 1000 (3)

Stop Condition: For this operator, we have used the number of generations as a stop
condition.

4 Experimental and Results

4.1 Dataset

To empirically evaluate the results of the proposed method, we use the DUC01 dataset,
is an open benchmark for generic automatic summarization evaluation, which is in the
English language; it is composed of 309 documents split into 30 collections, which we
testedwith the lengths of 50, 100, and 200words.We choose this dataset because the gold
standards summaries provided in it were typed like an abstractive approach. It allowed us
to measure how competitive the proposed extractive unsupervised method can be about
summaries made using paraphrases, words, and sentences that do not belong to source
documents.
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4.2 Evaluation Measures

ROUGE (Recall-Oriented Understudy for Gisting Evaluation). It involves measures to
automatically establish the quality of a summary created by a proposed method by con-
trasting it to other ideal summaries created by humans, called gold standard summaries
[20]. These measures count the number of overlapping units such as n-gram, word
sequences, and word pairs between the computer-generated summary to be evaluated
and the ideal summaries created by humans [21].

4.3 Parameter Selection

We perform tests with different parameters such as tournament and roulette selection
operator, HUX crossover operator, crossover with priority on common genes, double
inversion mutation, with different crossover and mutation probabilities, respectively.
Also conducted our tests with varying population sizes; we multiplied the number of
sentences of the meta-document from 2 and 15 to determine the best possible population
size to improve the GA exploration. Per our empirical results, we conclude that good
traits spread through the population for the different summaries lengths (50, 100, and
200 words) by multiplying the number of sentences from the meta-document by 9 and
throughout 150 generations. Favoring the selection as parents of individuals with greater
fitness value by roulette operator. Moreover, we tested n-grams of sizes from 1 to 5.
According to our results, grams size 2 produces better sentence selection. In general, the
parameters that produced the best results are shown in Table 2.

Table 2. Parameters used in the tests with better results.

Feature Parameter

Selection operator
Crossover operator
Mutation operator
Elitism
Number of generations
Number of individuals

Roulette
Crosses with priority on common genes 100%
Double inversion mutation 0.019%
50 and 200 words 0.02%, 100 words: 0.03%
150
Number of sentences by 9

In [5]was realized an analysis of slope in, concludingwhen the slope value is negative
the first sentences are more important. Contrariwise, if the slope value is 0, all sentences
have the same importance. Due to this reason, in our experimentation, we have used
tests with slope values from −0.1 to −1. To determine which slope value was best for
each length, the best results are presented in Table 3.

As can be seen from the results obtained, when the summaries are created at a short
length, the value of the slope that produced the best results is −0.1. According to [5,
16], this means that all the sentences of the meta-document have the same importance.
While the size of the summary increases, the sentences that are considered important are
found close to the beginning of the text. From the results obtained for the length of 100
words, the value of the slope was −0.6. While for summaries of 200 words, the value of
the slope was −0.8. It means that the most important content is in the first sentences.
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Table 3. Results with several values of slope.

Values of slope 50 words 100 words 200 words

Rouge-1 Rouge-2 Rouge-1 Rouge-2 Rouge-1 Rouge-2

−0.1 28.023 6.861 32.762 7.185 39.243 9.608

−0.2 27.774 6.544 32.577 7.318 39.892 9.986

−0.3 26.853 6.117 33.100 7.473 39.939 9.957

−0.4 26.430 6.039 33.249 7.475 39.761 9.959

−0.5 26.931 5.888 33.459 7.638 39.088 9.988

−0.6 26.726 6.132 34.451 8.023 39.789 10.131

−0.7 27.033 5.584 32.937 7.391 40.039 10.087

−0.8 27.337 6.429 32.499 6.817 41.008 10.607

−0.9 26.974 5.632 32.765 7.298 40.370 10.521

−1.0 27.259 5.907 32.980 7.233 39.826 10.136

4.4 Description and Comparison of the State-of-the-Art Methods and Heuristics

To examine the performance of the proposed method was compared with state-of-the-art
methods and heuristics. Supervised methods were not considered in the following anal-
ysis because the proposed method generates summaries from the information given in
source documents, so it does not require external resources such as corpora, dictionaries,
thesaurus, and lexicons. That is, it works in an unsupervised way.

CBA: In [22] was proposed a clustering-based method for MDTS. K-means were used
in clustering. To define the sentences that should be selected for the final summary.
Moreover, the sequence in which it will appear. The clustering was ranked via a cosine
similarity measure.

NeATS: Lin and Hovy [23] proposed an Extractive MDTS system. The textual features
such as term frequency, sentence position, stigma words, and a simplified version of
Maximum Marginal Relevance were applied to choose filter content.

LexPageRank: In this method, the importance of sentences was computed based on
the idea of centrality in a graph representation of sentences. In this, the connectivity
matrix is based on cosine similarity [24].

GA-1: This method model MDTS like an optimization problem through GA[15].

Topline: The authors calculated the upper bounds in this work, which is possible to
achieve by state-of-the-art methods [10, 25].

Baseline-First: It takes the first sentence from the document collection in chronological
sequence until the target summary size is fulfilled [15].
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Baseline-Random: This randomly selects sentences to incorporate them as an extrac-
tive summary until the length is required [10, 15].

Baseline-First Document: It includes the first 50, 100, and 200 words from the first
document of a set of them until the target summary size is fulfilled [15].

Lead Baseline: This takes the first 50, 100, and 200 words from the last document in
the set, where documents are supposed to be chronologically prepared [15].

We have compared the obtained results of the proposed method to other state-of-
the-art methods and heuristics. In the comparison, the values Rouge-1 and Rouge-2 are
exposed. Also, there is a comparison of the level of advance between the state-of-the-art
methods and heuristics. To compute the performance, we use the formula (see Eq. 4),
based on the assumption that the performance of the Topline heuristic is 100% and
Baseline-random is 0% [25].

%Advanced = (Rouge1Method − Rouge1Baseline−Random) ∗ 100

Rouge1Topline − Rouge1Baseline−Random
(4)

Tables 4, 5, and 6 show this comparison using different summary lengths.

In the task where the summary length is 50 words (see Table 4), with the proposed
method, the preceding results were improved by 12.7%, and the previous best result was
the baseline-first document.

Table 4. Comparison of the state-of-the-art methods and heuristics, 50 words.

Method Rouge-1 Rouge-2 Advanced (%)

Topline [25] 40.395 15.648 100.00%

Proposed 28.023 6.861 39.25%

Baseline-first document 25.435 4.301 26.55%

Baseline-first 25.194 4.596 25.36%

CBA [22] 22.679 2.859 13.02%

Lead Baseline 22.620 4.341 12.73%

NeATS [23] 22.594 2.963 12.60%

Baseline-random 20.027 1.929 00.00%

On the other hand,where the summary length is 100words (seeTable 5), the improve-
ment is 6.08% with respect to what was considered the best result, which was Lex-
PageRank method. As can be seen, in this length of summaries, there is a method whose
performance, according to Eq. 4, is below the Baseline-random heuristic considered as
the worst selection of sentences.

For the summary length is 200 words (see Table 6), the improvement was 4.01%
more than the best method reported, which was GA-1. At this length, the heuristics have
a better performance than in the 100 words task due to outperforming Baseline-Random,
except Lead-Baseline, whose performance is even a negative value.
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Table 5. Comparison of the state-of-the-art methods and heuristics, 100 words.

Method Rouge-1 Rouge-2 Advanced (%)

Topline [25] 47.256 18.994 100.00%

Proposed 34.451 8.023 36.80%

LexPageRank [24] 33.220 5.760 30.72%

Baseline-first 31.716 6.962 23.30%

Baseline-first document 30.462 5.962 17.11%

NeATS [23] 28.195 4.037 05.92%

Lead Baseline 28.195 4.109 05.92%

Baseline-random 26.994 3.277 00.00%

CBA [22] 26.741 3.510 −01.24%

Table 6. Comparison the state-of-the-art methods and heuristics, 200 words.

Method Rouge-1 Rouge-2 Advanced (%)

Topline [25] 53.630 22.703 100.00%

Proposed 41.008 10.607 35.51%

GA-1 [15] 40.224 10.306 31.50%

Baseline-first 39.280 9.339 26.68%

NeATS [23] 37.883 7.674 19.54%

Baseline-first document [15] 35.472 7.225 7.22%

CBA [22] 34.108 5.525 0.26%

Baseline-random [15] 34.057 5.240 0.00%

Lead Baseline [15] 34.009 6.195 −0.24%

5 Conclusions

In this paper, we formalized the summarization of a set of documents as a combinatorial
optimization problem. In particular, GA was introduced to satisfy the extraction of the
most relevant content from a collection of documents by using textual features, such as
coverage and sentence position.Moreover, we improve the performance by incrementing
the population size to explore an optimal solution better. Finally, we perform different
experiments on the available benchmark dataset DUC01 in the English language for
the lengths of 50, 100, and 200 words. The results show that the method is competitive
with state-of-the-art previously reported results. Also, the summaries produced by the
proposed method have achieved high evaluation scores compared with abstract gold
standard summaries without needing external data.
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