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Preface

The Mexican Conference on Pattern Recognition 2022 (MCPR 2022) was the 14th
event in the series organized by the Institute of Engineering and Technology of the
UniversidadAutónoma deCiudad Juárez (UACJ) and the Computer ScienceDepartment
of the Instituto Nacional de Astrofísica, Óptica y Electrónica (INAOE) of Mexico.
The conference was auspiced by the Mexican Association for Computer Vision,
Neurocomputing, and Robotics (MACVNR), a member society of the International
Association for Pattern Recognition (IAPR). MCPR 2022 was due to be held in Ciudad
Juárez, Chihuahua, Mexico, during June 22–25, 2022, but was instead held virtually due
to the COVID-19 pandemic.

MCPR aims to provide a forum for exchanging scientific results, practice, and new
knowledge, promoting collaboration among research groups in pattern recognition and
related areas in Mexico and worldwide.

In this edition, as in previous years, MCPR 2022 attracted not only Mexican
researchers but also worldwide participation. We received 66 manuscripts from authors
in 13 countries including Chile, Colombia, Cuba, Ecuador, Germany, Mexico, Moldova,
the Netherlands, Pakistan, South Africa, Spain, the USA, and Vietnam. Each paper
was strictly peer reviewed by at least two members of the Program Committee. All the
members of the Program Committee are experts in many fields of pattern recognition.
As a result of peer review, 34 papers were accepted for presentation at the conference
and included in this excellent conference proceedings.

We were very honored to have as invited speakers such internationally recognized
researchers as

– Rama Chellappa, Departments of Electrical and Computer Engineering (Whiting
School of Engineering) and Biomedical Engineering (School of Medicine), Johns
Hopkins University, USA.

– Raúl Rojas, Department of Mathematics and Statistics, University of Nevada, Reno,
USA.

– Maria de Marsico, Department of Computer Science, Sapienza University of Rome,
Italy.

We would like to thank all the people who devoted so much time and effort to
the successful running of MCPR 2022. Particularly, we extend our gratitude to all the
authors who contributed to the conference. In addition, we give special thanks to the
invited speakers, who shared their keynote addresses on various pattern recognition
topics during the conference. We are also very grateful for the efforts and the quality
of the reviews of all Program Committee members and additional reviewers. Their
work allowed us to maintain the high quality of the contributions to the conference
and provided a conference program of a high standard.



vi Preface

Finally, but no less important, our thanks go to the Institute of Engineering and
Technology of the Universidad Autónoma de Ciudad Juárez (UACJ) for providing key
support to this event.

We are sure that MCPR 2022 provided a fruitful forum for Mexican pattern
recognition researchers and the broader international pattern recognition community.

June 2022 Osslan Osiris Vergara-Villegas
Vianey Guadalupe Cruz-Sánchez

Juan Humberto Sossa-Azuela
Jesús Ariel Carrasco-Ochoa

José Francisco Martínez-Trinidad
José Arturo Olvera-López
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Hot Spots & Hot Regions Detection
Using Classification Algorithms in BMPs

Complexes at the Protein-Protein
Interface with the Ground-State

Energy Feature

O. Chaparro-Amaro(B) , M. Mart́ınez-Felipe , and J. Mart́ınez-Castro

Centro de Investigación en Computación, Instituto Politécnico Nacional,
Av. Juan de Dios Bátiz s/n, Esq. Miguel Othón de Mendizábal, Col. Nueva Industrial

Vallejo, Gustavo A. Madero, CDMX C.P. 07738, Mexico

ochaparroa2019@cic.ipn.mx

Abstract. We present the results of the application of some machine
learning algorithms to predict the hot spots & hot regions residues in pro-
tein complexes at the protein-protein interface between their polypeptide
chains. The dataset consisted of twenty-nine bone morphogenetic pro-
teins (BMPs) obtained from the Protein Data Bank (PDB). The train-
ing features were selected from biochemical and biophysical properties
such as B-factor, hydrophobicity index, prevalence score, accessible sur-
face area (ASA), conservation score, and the ground-state energy (using
Density Functional Theory (DFT)) of each amino acid of these inter-
faces. Also, we implemented parallel CPU/GPU hardware acceleration
techniques during the preprocessing in order to speed up the ASA and
DFT calculations with more efficient execution times. We evaluated the
performance of the classifiers with several metrics. The random forest
classifier obtained the best performance, achieving an average of 90% of
well-classified residues in both the true negative and true positive rates.

Keywords: Hot spots · Hot regions · BMPs · DFT

1 Introduction

Bone morphogenetic proteins (BMPs) form a group of similar-structure proteins
with short-length amino acids chains and low molecular weight, which configure
functional growth factors [6]. A protein-ligand binding and signaling occur on
the molecular protein interfaces; this is why, characterizing and locating these
residues that mainly contribute to the binding processes, is of particular inter-
est [21]. Protein complexes are compounded of several amino acids chains binding
by non-covalent protein-protein interactions [31]. A protein interface is a set of
residues that form a region where two or more protein chains link themselves

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
O. O. Vergara-Villegas et al. (Eds.): MCPR 2022, LNCS 13264, pp. 3–14, 2022.
https://doi.org/10.1007/978-3-031-07750-0_1
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http://orcid.org/0000-0003-3250-330X
http://orcid.org/0000-0003-4806-1390
http://orcid.org/0000-0002-2824-3544
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by interactions such as Van der Waals, electrostatic, hydrogen bonding, ionic,
or a combination of these [19]. A well-known strategy to find the residues that
mainly contribute to and mediate the protein-protein interactions at the inter-
face is to measure the stability of the protein complex through their free energy
change [10]. These residues are called hot spots, which get more than ΔΔG 2
kcal/mol, where the binding free energy is calculated when a particular residue
is changed or mutated [1]. Alanine scanning mutagenesis (ASM) is a method
to predict ΔΔGbind values using alanine mutation between two non-covalent
bonded chains at their interface. Robetta server is a protein-structure predic-
tion service that calculates the free energy function ΔG and also calculates the
binding-mutation function ΔΔGbind,n of a specific residue n between two differ-
ent chains [10,11]. This procedure has been used to classify and to discover hot
spots residues previously [17]. The connection between residues is established
when the distance between their Cα atoms is ≤6.5 Å and either one of these
residues or both results in a hot spot as defined before, forming hot regions [7].
In this sense, several machine learning classification models such as neuronal net-
works, support vector machines and random forest have been implemented for
the prediction and detection of hot spots residues following different strategies
and using different dataset sizes [13,14,29]. Besides, another type of biomolecules
such as small peptides of interest are been searching by their sequences using
similar strategies [28].

2 Materials and Methods

The general implementation for manipulating and preprocessing the Protein
Data Bank (PDB) structures files (.pdb extension) was developed and performed
within a C++ framework. The ASA calculation was supported by GPU GeForce
840M with CUDA (Compute Unified Device Architecture 8.0) API [22]. Part of
the DFT calculation and the training process were performed in CPU Intel R©
Core TM i7-4510U 2.00 GHz (CPU 1), the rest of DFT calculations were per-
formed in CPU processors Intel R© Core TM and Intel R© Core TM2 Quad Pro-
cessor Q8200 2.33 GHz. To constitute the dataset, we fetched twenty-nine BMP
complexes files from the Protein data bank [3] (three-dimensional crystallized
structures described in Table 1).

2.1 Preprocessing (Feature Obtaining)

As a first proceeding, the Hydrogen atoms were added through the server tool
called Mol Probity [9] with the flip method (Asn/Gln/His) using electron-cloud
x−H bond lengths and Van der Waals radii. HETATM and NAG molecules were
excluded from the analysis. We consider a statistical prevalence to be more likely
hot spots such as valine, leucine and serine considering the biochemical prop-
erties described in [1] as an input feature. Usually, hot spots & hot regions are
excluded to have contact with the solvent [31]. So, a quantitative measurement of
hydrophobicity was taken from [12] for each amino acid type. Another essential
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feature is the conservation score, which reflects the evolutionary changes under
several steps in the linear sequence formed by amino acids (protein chain), and is
also used to predict hot spots in some learning classification models [24]. We used
the server ConSurf tool to calculate this feature by selecting the homolog search
algorithm (HMMER) with 0.0001 as E-value of cut-off, using the MAFFT-L-
INS-i alignment method and Bayesian calculations [2]. On the other hand, the
B-Factor represents the average of the flexibility of the crystallized molecules
and has been used to predict hot spots in previous works [30]. The B-factor
value is included in the PDB file for each atom and it is calculated for each the
residue using the standardized function from [5].

ASA Calculation. The ASA of each amino acid is one of the most important
features that can describe some biochemical properties of proteins as in the case
of hot spots [31], so we chose the Shrake & Rupley approximation algorithm to
calculate the whole ASA protein complex. The precision of the method depends
on the number of points used to cover the surface of the Van der Waals atomic
spheres. We set from one-hundred to one-thousand points for each atomic sphere.
To evaluate the solvent exposure, each atomic sphere is in contact with a spher-
ical solvent probe with standard water Van der Waals radii dw = 1.4 Å. Then,
the more occluded the atoms and residues are from the solvent probe, the fewer
points in the atomic surface are in contact with the solvent probe [25]. To better
performance in execution time, the implementation was parallelized with the
CUDA (Compute Unified Device Architecture) API on the GPU hardware [22].

DFT Calculation. Density Functional Theory (DFT) is a method that can
be used to approximate the ground-state energy of a molecular many-particle
system using its three-dimensional electronic conformation. It has been reported
to be efficient and well-correlated results for calculating binding free energies
for proteins [26]. To estimate the ground-state energy of the individual amino
acids, we used the python module PyQuante2 [18], which will be an input fea-
ture to the machine learning model, disregarding effects from neighbor residues.
We implemented the STO-3G minimal basis sets to model atomic orbitals, using
SVWN functional solver and 0.00001 as tolerance value. In terms of computa-
tional performance, the execution time of the DFT calculation could be more
complex and slower for customary scalar processors (one data at a time), espe-
cially for large macromolecules formed by amino acids chains. So, as part of the
data preprocessing, we combined and accelerated the PyQuante2 implementa-
tion with the Multiprocessing python module [15]. This module allows running
the parallel subprocesses concurrently between multiple CPU cores.

2.2 Training of the Models

The chosen classification algorithms are based on supervised machine learn-
ing. The inputs of these algorithms for training and testing correspond to each
residue and the features selected previously. In total, it was fetched and processed
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roughly 12100 entries (one per amino acid that constitutes each protein in the
dataset). The dataset of the protein complexes presents 24% of the interface
residues, from which 32.4% of these residues are hot spots & hot regions. Then,
for training, we used only the interface residues (around 2920 entries). These
entries describe each interface residue, which is constituted by six numerical type
variables: B factor, ASA, hydrophobicity index, prevalence, conservation score,
and ground-state energy. Since hot spots & hot regions are mandatory residues
from the interface, we filtered them for the training and testing datasets using
the rules given in [19]. There, p is defined as p = V1 radii + V2 radii + 0.5 Å,
where V1,2 radii are the Van der Waals radius of the first and second atom com-
pared to each different residue respectively. The dataset was filtered using the
interface residues that are in contact with the polypeptide chains. Hot spots
residues were labeled using the ASM computational method [10,11] from the
Robetta server. Alternatively, the hot regions were labeled using the server of
the HotRegion database [7]. Joining the results of the Robetta server and the
HotRegion database, a binary label dataset was conceived following the prepro-
cessing described above.

The first algorithm used was “logistic regression algorithm” with a liblin-
ear solver, the second was a “random forest classifier” with five-hundred trees,
the third was a “support vector classifier” with a radial basis function (rbf):
e−γ||x−x′||2 , which γ = 0.01 in this kernel and regularization parameter of
ρ = 10. The last classifier was a “neural network” based on multilayer percep-
tron model with five layers, tanh(x) activation function, Adam optimization and
binary cross-entropy as loss function; the training was performed using three-
hundred epochs with extra data scale preprocessing [8]. A hyperparameter-grid
search optimization was performed over the parameters of the models. Then the
whole dataset was randomly split (hold-out technique with ten-folds), where 70%
and 30% of this dataset were for training and testing respectively. The training
data was validated using K-Fold Cross-Validation using ten splits repeated ten
times (one-hundred in total) by each algorithm with the parameters selected by
the grid search optimization. Consequently, the logistic regression algorithm was
dismissed due to it got the worst results. Therefore, the three remaining models
were evaluated using the test data, which results are discussed below (described
in Fig. 1). All these models were implemented in scikit-learn and keras.

3 Results and Discussion

3.1 Preprocessing Performance

We compared our parallel ASA implementation, that improves the performance
in contrast with the scalar method proposed by Pdbremix python API [23],
reducing the execution time considerably as the protein complexes become larger
(see Fig. 2). This algorithm presents roughly O(n2) complexity by each protein
with n atoms. Our parallel strategy allow us to distribute the load in every
available core. With this, we can locally calculate the ASA between adjacent
atoms and residues inside a spatial three-dimensional box.
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Table 1. Description of the twenty-nine BMPs that conforms the dataset in the train-
ing and evaluation processes.

PDB complex Code Number

of atoms

PDB complex Code Number

of atoms

1. BMP-2 and two BMP

receptors

1ES7 5711 2. BMP-7 and secreted

antagonist Noggin

1M4U 4968

3. BMP-2 and its receptor 1REW 5742 4. BMP-2 bound with BMPR

and ActRII

2GOO 8635

5. BMP-2 and ligand-receptor 2H62 5698 6. BMP-2 ligand-receptor II 2H64 4414

7. BMP-2 with BMPR-IA

variant B1

2QJ9 5827 8. BMP-2 with BMPR-IA

variant B12

2QJA 5805

9. BMP-2 with BMPR-IA

variant IA/IB

2QJB 5752 10. BMP-2 and the first Von

Willebrand domain type C

3BK3 5054

11. Inhibitor BMP with mutant

oro- tidine 5’ - monophosphate

decarboxylase

3LTY 6527 12. RGMA-BMP-2 with BMP-2 4UHY 4107

13. RGMA-BMP-2 form 1 4UHZ 2636 14. RGMA-BMP-2 form 2 4UI0 3945

15. BMP-2 with RGMC-BMP 4UI1 5376 16. BMP-2-inducible kinase

with an Indazole inhibitor

5I3O 9494

17. RGMB-BMP2-NEO1 4UI2 8413 18. BMP-9 4YCG 9549

19. BMP-2-inducible Indazole

kinase with inhibitor

5I3R 9424 20. Orotidine 5’ phosphate

decarboxy- lase with

hydroxyuridine 5’ BMP

1DQX 1 6539

21. Orotidine 5’ monophosphate

decarboxylase with BMP-2

1X1Z 6281 22. Orotidine 5’ monophosphate

decarboxylase with inhibitor

BMP

4DF1 6208

23. BMP-1 with reverse

hydroxymate compound 22

6BSL 6270 24. BMP-1 with reverse

hydroxymate compound 1

6BTN 6292

25. BMP-1 with hydroxamate 6BTP 6262 26. BMP-1 with hydroxamate

comp. 2

6BTQ 6431

27. BMP-10 with activin

receptor ALK1

6SF1 2797 28. BMP-9 with activin receptor

ALK1

6SF2 8210

29. BMP-10 with activin

receptor ALK1 AT 2.3 Å

6SF3 2849 – – –

In addition to the performance comparison, we contrasted the accuracy of
our parallel implementation with the scalar python implementation Pdbremix
and the values obtained from the FreeSASA library [16] for each protein com-
plex using the relative error. The relative error average between parallel imple-
mentation and the scalar Pdbremix implementation was 0.0773%, whereas the
FreeSASA implementation was 0.4985% for the whole dataset. For the scalar
implementation, the greater the number of points used in the ASA calculation,
the more complex is the computation for the scalar processes on the CPU. On
these terms, the parallel GPU implementation gets a speed-up ratio between
three to twenty-two times. In the case of DFT performance, the execution time
for the whole protein by the DFT method is the sum of the individual residue’s
execution times. The DFT calculation was performed by each core in a mul-
tiprocessing module, showing a general speed improvement of 3.5 to 4 times
(according to the number of CPU cores).
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3.2 Evaluation and Testing of the Classification Models

To assess the prediction performance, we counted the true positives, false posi-
tives, true negatives and false negatives. The classification models were evaluated
with the Accuracy, Precision, Recall and F1-score rates using both micro-average
and macro-average methods, respectively (taken from [13]).

Three-
dimentional
structures of
Twenty-nine

BMP protein

complexes

Information
extraction
and data

preprocessing
for residues
individually

Filter of
interface residues

Hot spots
labeling with the
Robetta server

Hot regions
labeling with
the HotRegion
database/server

Residue
features:

- Groud-state
energy

- B-factor
-ASA

-Prevalence score
-Hydrophobicity

index
-Conservation

score

Supervised-
models

for
classification:

-Neuronal
Networks

-Support Vector
-Random Forest

-Logistic
Regression

Hyperparameter
Optimization

Data splitting
(hold-out)

Test Data

Train Data

K-Fold
Cross-Validation

Bagging
Classifier Test

Average
Train/Test

results

Scoring
Metrics
-Accuracy
-Precision
-Recall
-F1

-Matthews
Correlation Coef.

-AUC

Two-features
classifier

Fig. 1. General training processes.

Using the optimized parameters and the whole training data, the random
forest, support vector and neuronal network classifiers were trained (ten complete
processes) and then tested with the testing data (see Table 2). The best classifier
was the random forest method with a very low outputs variance. In the case of the
support vector classifier, we got better performance than the neuronal network
in all metrics, and almost the same response in the mean of the recall metric for
hot spots & non-hot regions class. To check the effects of the imbalanced data,
we trained the algorithms using just 1328 (50% for each class), in which, for the
random forest, we obtained an average of F1-score for the hot spot & hot region
class of 0.814 and for the complementary class 0.893. The proportion between



Hot Spots & Hot Regions Detection Using Classification Algorithms 9

the true negative and true positive was roughly 86.44% of the test data, which
were worse than the imbalanced training dataset with the same AUC = 0.95.
Besides, we used the Matthews correlation coefficient (MCC) from [4], which
obtained an average of 0.7476, 0.66 and 0.5517 for the random forest, support
vector and the neuronal network respectively. The MCC for the random forest
trained with the balanced dataset was 0.72, so a general better performance was
not observed with this training. Based on all these metrics, the random forest
classifier was the best scored and obtained an average of OOB = 0.87445 (Out-
of-bag) error (see its confusion matrix in Fig. 4). The feature importance for this
classifier from the most to the least important was: ASA, ground-state, energy,
conservation score, B-factor, hydrophobicity index and prevalence score. The
average AUC and ROC curves between the classification models are compared
in Fig. 3.
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To verify if the random forest can improve its performance based on a bagging
ensemble (decision trees on subsets of the dataset with the sum of each contri-
bution), we combined the random forest and a Bagging predictor with different
sizes of estimators. However, this technique does not improve the performance of
the whole classifiers neither adding more trees to the random forest. To under-
stand how the classifier divides the decision space of the inputs as a function of
the labeled classes, we trained a separate sub-random forest classifier with five-
hundred trees to get a two-dimensional decision surface projection using just the
best two scored features (ASA and ground-state energy) by the random forest
classifier (plotted in Fig. 5). The sub-random forest classifier obtained an aver-
age accuracy or micro-F1-score of ≈ 0.79, OOB = 0.805 and MCC ≈ 0.513, with
Std. Dev. of 0.00256, 0.001827 and 0.0058 respectively. The projection shows
that we can find almost all hot spots & hot regions residues clustered at lower
ASA values (<50 Å

2
) as was expected [20,27], and between 200, 270, 300, and

580 Eh of ground-state energies. We should emphasize that the hydrophobicity
index and prevalence features were the worst features scored. However, including
this information, in combination with the other features, improved the general
results, in contrast to using only the two best-scored features. In the case of the
whole-random forest classifier, the conservation score is kept as the third and the
B-factor as the fourth in feature importance in the training process. Hence, this
indicates that the evolutionary conservation and low structural flexibility of the
residues at a specific position in the interface correspond to occluded and buried
residues from the solvent molecules. The behavior of these residues is consistent
with properties of hot regions, described in [19,30].

Table 2. Rates for the classifiers. The mean of the accuracy or micro-F1-score were
≈ 0.8893, 0.7856, 0.844 with Std. Dev. ≈ 0.0017, 0.0158 and 0.0 for the random forest,
neuronal networks and support vector algorithms respectively. The Std. Dev. equal to
0 indicates the same outputs in each classification.

Class Precision Recall F1-score

Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Random forest classifier

Non-hot spot & non-hot region 0.9232 0.00136 0.913 0.00227 0.918 0.0013

Hot spot & hot region 0.82 0.0038 0.839 0.00313 0.83 0.0025

Support vector classifier

Non-hot spot & non-hot region 0.9163 0 0.8484 0 0.8811 0

Hot spot & hot region 0.722 0 0.8357 0 0.7748 0

Neural network (multilayer perceptron)

Non-hot spot & non-hot region 0.894 0.01437 0.776 0.019 0.8311 0.0132

Hot spot & hot region 0.6298 0.0216 0.804 0.03 0.706 0.0209
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In this sense, the random forest algorithm is suitable for being adapted and
scaled to different sub-proteins families as long as the number of available three-
dimensional structures of protein complexes increases. The main disadvantage of
this method is still the long execution time for DFT calculation. This problem
can be tackled by developing deeper parallel implementations, combined with
machine learning and hardware speed-up techniques.

Fig. 3. Average performance of the ROC curves (ten complete processes) of each clas-
sifier using interpolation. Their respective average AUC values of the hot spots & hot
regions classifiers of the interface residues denote better results for the random forest.

Actual
values

Predicted values
Negative Positive

Non-hot spot/
hot region TN

62.2%
FP
5.77%

Hot spot/
hot region FN

5.13%
TP
26.91%

Non-hot spot/ hot region Hot spot/ hot region

Fig. 4. Confusion matrix of the average-random forest classifier. Combining both the
true negative (TN) and true positive (TP ) values we obtained roughly 90% (correct
prediction) of the total evaluation.
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Fig. 5. Average hyperplane of the two-dimensional projection between the ground-state
energy in the Y-axis (Eh) (Hartrees) and ASA (Å

2
) in the X-axis. The orange surface

represents the decision boundary formed by the sub-random forest that classifies hot
spots & hot regions, while the blue surface classifies the residues that are not hot spots
& non-hot regions. Orange triangles represent the data distribution of the hot spots
& hot regions, while the blue squares represent the data distribution of those residues
that are non-hot spots & non-hot regions. (Color figure online)

4 Conclusions

Nowadays, the amount of protein complex data has been increasing fast. So,
strategies that can accelerate the data processing in both software and hard-
ware levels should be explored. Because of this, the execution time of the ASA
calculation was improved by a ratio from four to sixty-five times depending on
the number of points and numbers of amino acids that use parallel computing
via GPU hardware. Therefore, a single random forest classifier was the best
algorithm to detect and classify the hot spots & the hot regions according to
the rates of the metrics obtained. Consequently, we found that the ground-state
energy was the second most important feature (considering ASA as the first one),
scored by this classifier, which indicates that this feature can describe the nature
of protein-protein interactions of BMPs. Finally, the main contribution of this
work was to show that only six features could be used as input to the classifier
to describe hot spots & hot regions at the protein-protein interface with appro-
priate computational performance. This fact can set up our understanding of
the nature of the protein complexes and how the oligomers assemble themselves
in non-covalent protein-protein interactions.
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Nacional de Ciencia y Tecnoloǵıa).
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Michoacán, Mexico
{mflores,luism garcia,rcortez}@enesmorelia.unam.mx

https://www.enesmorelia.unam.mx/

Abstract. Twitter’s ability to connect users around a given topic pro-
vides an insight into the complex mechanisms that grant positions of
influence to a subset of users. This work focuses on clustering a collec-
tion of Twitter topic networks through an interpretable approach cen-
tered on the asymmetric relations on the platform. We create a network
representation based on directed graphlet-orbits, using graphlets with
2–4 nodes. Our method has two main steps; first, we identify structural
profiles for the network users. Then, we create network embeddings using
the previous profiles and establish groups within the collection. We show
the applicability of the proposed method by analyzing 50 real networks
generated around trending topics in Mexico and discussing the identi-
fied user profiles from the viewpoint of the social power dynamics they
reflect.

Keywords: Clustering · Graphlets · Twitter · Social roles

1 Introduction

Twitter is a microblogging service and social network in which users publish and
interact through posts known as tweets. Tweets are publicly visible by default,
and any user can reply to others; this creates a public discussion that can be
thought of as a directed network.

There is a growing interest from different disciplines to understand the
dynamics of the distribution of information on Twitter through the character-
ization of the roles of users; for example, identifying primary disseminators of
information related to medical therapy or science articles in social media to
characterize the content of the information that these users provide [9].
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The way information is propagated on Twitter resembles how information
is propagated in real life. Human communications are usually characterized by
an asymmetry between information producers (media, companies, influencers,
among others) and content consumers [4]. Understanding the role users play in
information propagation through the network can provide valuable insights into
public discussions on the platform.

Given a collection of Twitter networks defined by users’ interactions on par-
ticular topics, we aim at identifying groups within the collection according to
the type and number of users that show a particular profile in the conversation.

To this end, we propose a representation of the topic networks based on the
profile of their users. The profiles are built using the orbit signature assigned to
each node in a graphlet-based analysis of the networks.

Graphlets are non-isomorphic small graphs that can describe the local struc-
ture of a network’s node subsets. Much like degree distribution, counting the
number and type of graphlets incident on each node could be valuable for estab-
lishing similarity between networks.

Our graphlet-based approach fulfills a double purpose. First, it provides a
method to group Twitter networks in an explainable way, capturing differences
among them that go beyond general network metrics. Second, it produces a
characterization of the networks’ users that can help to understand the structure,
relations, and latent patterns created by the complex dynamics in Twitter.

We show the usefulness of our analysis by exploring 50 real networks asso-
ciated with Twitter trending topics in Mexico during 2020 and discussing the
different user profiles encountered in the process in terms of the behavioral pat-
terns suggested by their components.

2 Related Work

The problem of clustering Twitter topic networks has been approached before by
Himelboim et al. [6], who proposed to categorize the networks by using features
like centrality, density, modularity, and the number of isolated users.

Their work, developed outside the machine learning paradigm, suggests a
network taxonomy with six structures: divided, unified, fragmented, clustered,
inward hub-and-spoke, and outward hub-and-spoke. Although this classification
is useful to understand different communication patterns, the proposed cate-
gories are predefined - not data-driven. Consequently, the categories may be
insufficient to capture the differences between networks in a given collection,
assigning the whole set to the same category.

Regarding the use of graphlets, Charbey and Prieur use them to analyze
the structure of collections of Facebook ego networks [3]. However, they do not
consider directed networks nor focus on the users’ role according to their position.

3 Graphlets and Social Roles

Clustering a collection of graphs is a challenging problem. Popular clustering
algorithms, like KMeans, require embedding the graphs in a vectorial space.
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This task can be accomplished by methods that range from feature extraction to
more sophisticated embeddings generated through neural networks; among them,
graphlets have been proposed to capture the overall network topology [10].

Graphlets were first introduced in a biological context and are defined as
connected non-isomorphic subgraphs of a network. Przulj et al. introduce them,
motivated by the idea of generalizing the degree distribution in order to effect a
comparison between graphs [8]. They considered a dictionary of all the possible
graphs with 2–5 nodes.

Graphlets proved successful at graph classification [1,13], and they were later
extended to directed graphs [10]. Furthermore, Sarajlic et al. [10] proposed to
represent each node u in a directed graph through a vector in R

129, whose ith
component represents the number of times that u appears in the ith automor-
phism orbit enumerated in the graphlet set, as listed by the authors. Orbits
distinguish between the different roles that a node could have within the same
graphlet. Therefore, computing the orbit signature of a node provides informa-
tion on its generalized graphlet-based degree and the different ways it interacts
with its neighbors.

Identifying the role that a node plays, given its structural position, is sig-
nificant when analyzing social networks. Different works in social sciences focus
on patterns of network ties to understand processes within a system; to name
an example, Lusher and Robins [7] suggest the presence of configurations along
the lines of archeological traces imprinted in the social mechanisms through time
(see Fig. 1).

Fig. 1. Some of the patterns proposed by Lusher and Robins to describe social config-
urations in broader collective processes [7].

4 Proposed Approach

We aim at grouping a collection of Twitter networks where nodes represent
users and edges describe the interaction among them, defined in the form of
likes, replies, or retweets.

Twitter allows a dynamic flow of information that is not bidirectional, i.e.,
the platform is designed to follow others without a mutual acknowledgment of
the relationship. In terms of our model, this translates into a directed network. In
terms of the configuration of a social sphere, the one-way follow scheme creates
four different types of relationships among every pair of users u and v: they
can be friends when they follow each other, they can be in an asymmetrical
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relationship with u or v following the other without being followed back, or they
can be alienated, when neither of them follows the other.

The different configurations give way to notions of authority and influence
that significantly affect how ideas travel the twittersphere [5]. Furthermore,
asymmetric relations favor the emergence of social ranking. The methodology
proposed in this work is designed to make visible the different roles that a user
can have in this information ecosystem.

Our approach has two main stages. First, we use clustering to identify differ-
ent user profiles according to their orbit signature. Then, we cluster the networks
in the collection using a network representation based on the frequency of the
different profiles identified in the previous step. Each of these stages is described
next.

4.1 Profiling Users

We propose that similar user profiles can be identified in the networks despite the
specific topic giving rise to the conversation community. However, the frequency
of each profile could vary depending on the interest elicited by a subject and the
resulting collective behavior.

Fig. 2. There are 40 different directed graphlets with 2–4 nodes and 129 possible orbits
within them.

To explore the different roles that users show in the collection, we start by
performing a graphlet analysis of each network and characterize each user accord-
ing to their graphlet-orbit count. When the graphlets have up to four nodes, 129
different orbits are possible (see Fig. 2). Therefore, each node is represented by a
vector in R

129 that indicates the number of times that the node appears in each
of the roles defined by the orbits.

Next, we use clustering to partition the set of users and characterize the
different profiles that appear in the topic networks. The value of k can be cho-
sen using any of the methodologies available to evaluate the clustering quality
observed at different values [12].
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To characterize the role of users within the identified profiles, we consider
the topological properties of the groups’ dominant orbits, analyzing the role
they play in the graphlets. Moreover, we also review orbits that are absent in all
of the users in the group.

Each directed edge indicates a relationship between two nodes, where the
starting node represents a user who has mentioned, replied, or retweeted the
user represented by the ending node. A node n with indegree(n) = 0 will be
called source. A node n with outdegree(n) = 0 will be called sink. Notice that
each maximal path in a graphlet starts in a source and ends in a sink.

Since a node’s indegree and outdegree are invariant under automorphisms,
we can extend the definitions of sink and source from nodes to orbits. We will
say that a source orbit O is a listener if, for each node n ∈ O, the length of each
maximal path that contains an edge starting in n is 1. Orbits 0, 6, 7, 21, 23, and
29 are examples of listener orbits, but orbits 11 and 17 are not.

We will say that an orbit O is an audience if, for each node n ∈ O, n is
a listener and every other node m in an edge that starts in n is a sink with
indegree(m) > 1. The orbits 7, 21, and 29 are examples of audience orbits, but
the orbit 23 is not.

Every node n participates in different graphlets within a network; each
graphlet gives information about a local neighborhood of 2, 3, or 4 nodes in which
n participates. Furthermore, the information provided by different graphlets is
different from that given by the indegree and the outdegree alone.

Also, we remark that if nodes n and m are in the same orbit, an automorphism
that interchanges these nodes preserves any given maximal path and the role that
n and m play in it. Thus, roles and profiles of the orbits are well defined.

4.2 Network Clustering

After the main profiles have been established, we represent networks in terms
of the frequency of each user type. Thus, each network is represented through
a vector in R

k where the i-th component is the number of users with the ith
profile identified in the previous stage.

Then, we use these profile-based embedding to explore the structure of the
network dataset through hierarchical clustering.

Networks in our study are not defined by the follower-following relation at a
given time but, instead, in terms of the interactions triggered by a conversation.
Therefore, the structured data in which we identify user roles is a particular
subgraph of the more general follow-based network and is defined by the topic’s
specific interactions. We propose that using the role-based profiles of the users
as the central point of the network grouping task could bring insight into the
latent relations and hierarchies that take part in the diffusion processes related
to specific topics.
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Regarding the time complexity of the proposed approach, the most expensive
stage is identifying profiles. The most popular algorithm to estimate graphlet-
orbits [10] has a time complexity in O(ndg−1), where n are the nodes, d is the
maximum degree of a node in the network, and g is the size of the graphlets
considered. On the other hand, k-means has a time complexity in O(Ikmn)
where I is the bound on allowed iterations, k is the number of groups, n are
the instances (nodes in our problem), and m is the dimension of the points.
We have a fixed value for m = 129; the time complexity of our approach is in
O(nd3 + Ikn).

5 Experiments and Results

Data. A dataset with 50 Twitter trending-topic networks was created using
NodeXL Software. The chosen topics were among the first five trending topics
reported by Twitter, with more than 20k tweets in Mexico within November
2020. The networks were preprocessed to remove self-loops and isolates.

Each network comprises a set of users (nodes) and directed edges that corre-
spond to the actions reply (including mentions) and retweet. Since we do not use
labels in the networks, both interactions are equally represented by a directed
edge. The order and size of the networks were within the range of [1952, 24876]
and [9515, 35508], respectively; we worked with a total of 925896 nodes (users)
in the collection.

Users’ Profile. Graphlet orbit signatures were computed using the software
developed by Anida Sarajlic et al. [10]. Since the networks have different order
and sizes, the total orbit count for each node was normalized.

We analyzed the data focusing on the sum of square errors (SSE) with dif-
ferent numbers of groups, trying to identify the point with maximum curvature
(elbow method); we selected k = 5. To cluster the orbit signatures across the
whole network dataset, we used the scikit-learn implementation of MiniBatch
KMeans – a modification of the KMeans algorithm proposed to address scala-
bility in challenging scenarios [11]. We used a batch size of 100 instances, with
initialization points selected through the algorithm k-means++ [2].

Since stability is a concern in our problem, we used 50 runs of the task
to estimate the robustness of the identified groups. The average value of the
pairwise Normalized Mutual Information of the runs was 0.9.

The k centroids corresponding to the best result, considering the SSE, were
used as group representatives. Figure 3 shows the main orbits for each group.
Table 1 expands the description of each profile by showing all the orbits above a
general threshold Δ = 0.06.
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Fig. 3. Main graphlet-orbits (above threshold Δ = 0.06) in each of the identified user
profiles, according to the magnitude of their associated vector component.

Table 1. Identified profiles according to their graphlet orbits. For the main orbits
(second column), we show only the components with magnitude above the threshold
Δ = 0.06.

Profile (Orbit, score) Absent orbits

1 (1, 0.85 ) 2, 3, 6, 7, 9, 11–18, 20, 21, 23–29,
31–62, 64, 65, 67–90, 92–124, 126–128

2 (0, 0.96 ) 1, 3–5, 7–10, 12–128

3 (29, 0.13 ), (7, 0.11 ), (31, 0.11 ),
(17, 0.09 ), (0, 0.08 ), (21, 0.08 )

None

4 (29, 0.94 ) None

5 (24, 0.83 ) 111

Network Clusters. After grouping the users, we used the different profiles
to create an embedding of each network in R

5. Figure 4 shows the composition
identified for each network in terms of their users’ profiles.

We used agglomerative hierarchical clustering with the cosine distance and
single linkage to explore the differences between networks. Results are shown in
Fig. 4; a nonlinear scale has been used for clarity purposes regarding network
groups.

6 Discussion

Regarding users, four of the profiles (1, 2, 4, 5) are distinguished by the pres-
ence of a dominant orbit in the representative centroid vector. By contrast, the
remaining group (3) has a more balanced orbit distribution in the signature
vector of its centroid.
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(a)

(b)

Fig. 4. (a) Percentage of the composition of each network according to the identified
profiles in the dataset, (b) Network clustering obtained with the embedding based on
user profiles. A nonlinear scale has been used in the x-axis to appreciate the groups
better.

To exemplify the analysis derived from our methodology, we next present
a characterization for each profile identified in our dataset. These profiles are
different from those obtained by exclusively analyzing the notions of indegree
and outdegree.

– Profile 1, Broadcaster. The dominant orbit is 1, which plays the role of a sink
in the graphlet composed of a single arc. Orbits 2, 6, and 11 (sources) never
appear. It is reasonable to assume that these users produce information that
motivates readers to respond.

– Profile 2, Repeater. The dominant orbit is 0, which plays the role of a listener
in an arc graphlet. If we look at all the neighborhoods with two and three
nodes, this profile is never retweeted or mentioned by another user. Further-
more, the user does not participate in size four or larger graphlets. We could
say that these users tend to repeat the messages in most of their interactions
without significantly impacting the conversation.

– Profile 3, Converser. The main orbits of this profile include dominant source
orbits of others. Furthermore, it contains orbits 7, 17, 21, and 31. The first
three are sources, but the last one is a sink. The variety of roles that this
user can take, reflected in the balanced composition of its signature vector,
suggests that this profile allows the information to flow to and from the other
predominant profiles.

– Profile 4, Reporter. The dominant orbit is 29, which performs all the listener
roles in the graphlet of a triode. This dominant orbit plays the role of an
audience. Analyzing the neighborhoods with three nodes, it is infrequent that
this profile participates in paths with a length greater than one or responds
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to tweets from two different nodes, but it is common for the user to reply
to tweets being answered by one or two other people. Thus, we could say
that this type of user tends to respond to popular tweets and users. Since
this profile includes any listed orbit, we could say that these users have more
impact on the conversation than repeaters.

– Profile 5, Nonconformer. The dominant orbit is 24, a sink in a 4-node
graphlet. The particular architecture of this graphlet suggests the presence
of nodes that gather information from different sources that do not respond
to each other. The behavior indicates a node that participates in a more
extensive discussion with a partial point of view.

Network Clustering. The composition of each network in terms of the five user
profiles reveals different dynamics within the networks. They are mainly com-
posed of users with profile 4 or reporters, which indicates highly hierarchical
dynamics where a few users have authority and set the ideas that circulate on
the topic. The second most common profile was the number 3 (conversers),
followed by profiles 1 (broadcasters), 5 (nonconformers) and 2 (repeaters).

The analyzed collection evidences an asymmetry in Twitter communication
dynamics, with a large group of users being engaged in the conversation mainly
through responding/endorsing what a few established voices propose.

Regarding the clustering of networks, the proposed methodology can order
the collection and define interpretable groups that provide an insight into the
dynamics created by the different topics. Groups do not match a thematic differ-
entiation, reinforcing the idea that diffusion processes in Twitter do not depend
only on the content.

Our analysis reveals differences among the networks, with some showing an
evident variation regarding the distribution of users’ role in the circulation of
ideas. The group of the networks that show a high inequity in the opinions prop-
agated (leftmost networks in Fig. 4a), with a few authoritative voices (broad-
casters) being echoed by other profiles (reporters), includes some government
initiatives (#SalarioRosa, #OfrendaEdoMex, #TarjetaRosa). It could be the
case that a few tweets are launched and strategically managed to increase their
importance.

On the other side of the spectrum (rightmost instances in Fig. 4a), we find
topic networks relating to movies and general topics (Coco, Karol, FelizMier-
coles) that span a more distributed information exchange, suggesting a topic
with a higher engagement level and fewer predominant voices on the subject.

7 Conclusions

Clustering network collections remains a challenging task, and not all the existing
methods provide results that can be easily translated into new insights into
the data. In this work, we present an alternative to cluster Twitter networks.
Our proposed approach is both interpretable and able to capture the network
structure through graphlets.



24 M. Flores-Garrido et al.

We showed the usefulness of our analysis by exploring 50 real Twitter topic
networks. Besides providing information on the similarity between the networks,
the users’ profiles - established in an intermediate step of the process - give valuable
information on the networks’ structures and their associated social dynamics.

The results obtained suggest the presence of asymmetries that occur due to
particular interactions on a specific topic. Thus, our approach could be more
convenient than categorically labeling users as influencers or followers without
considering their changing roles in the different conversations in which they
participate.

Work remains to be done on a detailed analysis of user profiles, enhancing
the discussion with conceptual tools from social sciences and structural theory.
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Abstract. Autonomous driving systems aim to reduce traffic related
accidents; hence, lane changing models need to be developed to accu-
rately represent the driving behaviour during this complex manoeuvre. In
this work, extensive pre-processing of real-world detailed vehicle trajec-
tory information from the Next Generation Simulation (NGSIM) dataset
was performed in order to derive a suitable feature space to be used as
the input data to train and test a lane changing model. State-of-the-art
algorithms use the relative velocities and gaps of vehicles in adjacent
lanes to derive accurate prediction of the intention to move from one
lane to another. Two new feature spaces were developed based on these
data and four classification models were implemented by using Logistic
Regression, Adaptive Boosting and Extreme Boosting algorithms obtain-
ing accuracies up to 98%.

Keywords: Lane change · NGSIM · Data Modeling

1 Introduction

The National Highway Traffic Safety Administration (NHTSA) reported that 9
per cent of all motor-vehicle crashes belonged to two-vehicle lane change col-
lisions, which amounted to 539,000 events in 1999. Seven crash scenarios are
defined as frequent with the most prevalent being the “typical lane change”
scenario, i.e. when two vehicles are travelling in parallel trajectories and one of
them changes lanes [1]. Autonomous driving systems aim to reduce traffic related
accidents; therefore, lane changing models need to be developed for accurately
represent the driving behaviour during this complex manoeuvre. The lane change
decision is considered very complex to model since it is not possible to observe
the decision making process or to assess all the variables that the driver consid-
ered before changing lane. Only the final action of changing lanes is observable
without even being able to ascertain the exact moment when the decision was
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taken. Additionally, it is also important to consider that a driver may perform
tactical lane changing, that is, move to a lane with lower average speed in order
to reach a desired lane with higher speeds. This is a simple example and unfor-
tunately, speed is not the only feature evaluated when selecting lanes: speed,
gaps, traffic signals, police presence, destination, desired arrival time, vehicle
occupancy, individual driving behaviour, previous road knowledge are some of
the variables that influence the decision. From all the above, the complexity of
implementing an accurate lane changing model can be inferred. Several variables
are involved in the procedure and many of them are not observable. At any given
time, a different number of drivers will be interacting in the road, each one with
different driving styles and destinations, adding difficulty to the model.

2 Literature Review

According to Ahmed, the principal approach to model lane change is through
the gap acceptance phase [2]. That is, the driver evaluates the available gaps
between his vehicle and the adjacent vehicles in the target lane; if they fall
within an approved limit, the lane change process can continue. Figure 1 allows
to better appreciate this process where the subject, lead and lag vehicles are iden-
tified and the lead and lag gaps are defined. Based on this model, Choudhury
et al. [3] developed an algorithm that treats explicitly cooperative merging into
another lane: drivers of adjacent lanes allowing lane changing when heavy traffic
prevents suitable gaps formation. The lane selection process is also included in
the model developed in [4] where the possibility of moving more than one lane
in order to reach a desired target lane is evaluated. Also using the gaps estima-
tion, a model for lane change decision-making is presented in [5] using Support
Vector Machine with Bayesian optimization using real world data from the Next
Generation Simulation (NGSIM) vehicle trajectories dataset. Their procedure to
identify lane change vehicles uses a threshold in the lateral velocity and excludes
mandatory lane changes. Their lane model is trained and tested with a Sup-
port Vector Machine and Bayesian optimization reporting accuracies up to 86%
after 100 iterations. However, they also reported experimental validation with
a vehicle. A fuzzy neural network with an adaptive learning algorithm is pro-
posed to predict the lane changing in [6] using data from a driving simulator.
Though performance metrics are reported using the root mean squared error,
they mention higher prediction accuracies against linear regression and support
vector machine algorithms. Finally, the approach developed by Zhang et al. [7],
proposed a control method based on intention prediction with Hidden Markov
Models and Gaussian Mixture Models that estimate online the probability of
lane change behaviour by using a maximum likelihood methodology. The I-80
and US 101 locations of the NGSIM dataset served as the training data for this
model: segmented scenarios lasting seven seconds on average recording the lane
change or lane keeping behaviour. They reported accuracies up to 92% with
cross-validation schemes.
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Fig. 1. Subject, lead, lag and front vehicles with lead and lag gaps [3].

3 Experiments

3.1 Dataset

The NGSIM dataset is provided by the U.S. Department of Transportation
and consists of 11.8 million rows and 25 columns describing vehicle trajectories
obtained through video cameras positioned at different roads: US 101, Lankershim
Boulevard and I-80 in California and, Peachtree Street in Atlanta, Georgia [8].
Figure 2 displays a schematic of the location for the vehicle trajectories from the
I-80 highway. It consists of six lanes with an on-ramp; each lane has 3.6 m width
and a total length of 503 m. Merging is observed for vehicles entering the on-ramp
which is labelled as lane number 7 in the figure. The dataset consists of 45 min of
observations divided in three 15-min segments with 100 ms resolution.

Fig. 2. Schematic of study area for vehicle trajectory data. Location belongs to I-80
highway, CA [3].
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3.2 Data Analysis

The first step in processing this large amount of data was to select one location of
the four available. Following the analysis performed in [3], the I-80 location was
selected. This reduced the number of observations from 11.8 to 4.5 millions. In
order to gain insight into the data, Fig. 3 shows the trajectories for all the vehicles
in the I-80 area of study classified by Lane ID, which matches the shape of Fig. 2.
In order to reduce processing times, the 15-min segment from 4:00 pm to 4:15 pm
was arbitrarily selected. Next, it was identified that individual trajectories could
be observed when plotting a reduced number of vehicles in the same graph as
shown in Fig. 4, by classifying them with the variable V ehicleID for 100 vehicles
(upper graph) and 10 vehicles (lower graph). By comparing the initial and final
lanes in the variable LaneID, it was found that 544 vehicles changed at least
one lane while 1181 started and ended the path in the same lane.

Fig. 3. Vehicle positions for the i-80 dataset classified by lane ID, merging vehicles
appear in yellow. (Color figure online)

The models referred previously state the need to use the gaps of the vehicles
in the adjacent lanes to be included as a features in the model construction [2–
5]. For this, it is necessary to identify which are the lead and lag vehicles for
every vehicle at any given instant in time. The first step was to plot all the
vehicles for a single instant in time as shown in Fig. 5. Then, as time advances,
the vehicles move to the right as in Fig. 6. Next, a similar approach as the one
presented in [9] was followed here to estimate the gaps, but differences were
calculated for one vehicle at every time instant instead of all vehicles at every
time instant. To estimate the gaps, filtering was performed to the dataset to
leave only the positions in the lane of the subject vehicle (central lane) and the
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possible target lanes to the right and to the left as displayed in Fig. 7. Further
filtering was needed to leave only one subject vehicle at each time with its lead
and lag vehicles to the left and to the right. This was implemented by estimating
the vehicles with minimum higher velocity than the subject for the lead vehicles
and the maximum lower velocity for the lag vehicles in both adjacent lanes. The
lead vehicle in the current lane was obtained from the Preceding variable in the
dataset. With this approach of the subject, lead and lag vehicles were identified
for every vehicle at each instant in time and the gaps and relative velocities
calculated. Figure 8 displays an example of a subject vehicle progressing in time
and changing lane with its lead and lag vehicles to the left and right and the lead
vehicle in the same lane. Notice that the centre frame is when the subject vehicle
changes lanes and the lead and lag vehicles are updated. This process is repeated
for every vehicle and the differences evaluated at every instant. New variables
were created and added to the dataset in order to estimate these differences: lead
and lag relative velocities to the right and left lanes, lead and lag gaps to the
right and left lanes and, relative velocity and gap to the front vehicle. These new
variables were the feature space used for the lane change model implementation.

Fig. 4. Vehicle trajectories for 100 vehicles (upper) and 10 vehicles (lower).
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Fig. 5. Position of all vehicles at time t.

Fig. 6. Position of vehicles at (upper) time t, (middle) time t + 10 s, (lower) time t +
20 s.

Fig. 7. Filtering of Fig. 5 showing position of all vehicles in central lane and possible
target lanes to the right and to the left.
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Fig. 8. Position of subject vehicle with lead and lag in the adjacent lanes advancing in
time. Starting from the top left each frame shows the vehicle at instant t+ increments
of 1 s.

4 Lane Change Model

The classification models selected for this work were the Logistic Model and the
ADABoost model, which derivations have been reviewed before [10,11]. More
recently, the Extreme Gradient Boosting algorithm has been developed as an
improved version of the boosting methods by providing parallel boosting algo-
rithms [12]. The first model implemented in R was the Logistic Regression fol-
lowing the procedure described in [10]. 80% data was selected for training and
the rest for testing. A new conditioned variable LaneChangeLR in the model was
used to store the label values 0,1 for same lane and lane change, respectively. Once
the model was trained, predictions were obtained using the test data partition
with a threshold probability of 50% for lane change. The accuracy of this model
was 65.78118%. The next model implemented was the AdaBoost one from the
library JOUSBoost following the procedures from [11,13]. Again, data was divided
in 80% training and 20% testing. A new variable LaneChangeAB contained the
labels −1,1 for same lane and lane change was included. This model uses decision
tree classifiers as the weak algorithm to be boosted and tree depth was randomly
choosen as 20 with only 2 iterations due to large processing times. The yielding
accuracy with this model was 80.2799%. The last models implemented were the
Extreme Gradient Boosting (xgboost) and its advanced version (xgb.train). Both
models are included in the xgboost library available at [12]. With the former, an
accuracy of 95.86343% was obtained with only 20 iterations and at much faster
speed compared to using the AdaBoost algorithm. The obtained accuracy with



32 E. Mart́ınez-Vera et al.

the latter increased to 96.92964% with 20 iterations at higher speed than when
using the AdaBoost algorithm as well and with the same dataset as the one used
for Logistic Regression. Even though obtained accuracies were high, training times
were also high. For this reason, as an attempt to reduce training times, the aver-
ages of each variable in the feature space were calculated for every vehicle in the
dataset as in [14]. Then, a new feature space was obtained keeping the same 10
variables with a reduced dimension of only 1725 observations: one observation
per vehicle. The four classification models were trained again and tested with this
reduced dataset and training times were effectively reduced to seconds instead of
several minutes. However, accuracies were also drastically reduced. The XGBoost
algorithm had the highest accuracy with 80.28986%. During data pre-processing,
it was observed that vehicle trajectories were tracked for 2-min intervals on aver-
age. Yet, the lane change manoeuvre would only take seconds to happen. Then,
most of the data for a vehicle staying in the same lane and another changing lane
would be almost the same, except for only a short period of time. Examples of
this can be detected in Fig. 4 where whole trajectories are plotted and the lane
change is spotted only for a short fraction of the sequence. This situation added
complexity to the classification task by making the features for both classes simi-
lar. In order to solve this issue, the dataset was re-processed and only 20 s of data
were selected for every vehicle. As the size of the dataset was reduced from 1 to
0.2 million observations, training times were also reduced; yet, this time accuracy
increased from 96.9% to 98.9%.

5 Results and Discussion

The Logistic Regression, AdaBoost and extreme gradient models were re-trained
with the new dataset described in the previous section. A summary of all the
accuracies obtained with all the models is presented in Table 1. With the ini-
tial dataset, a 15% difference in accuracy can be observed between the Logistic
Regression and AdaBoost models, which was further increased up to 31% with
the XG models for 20 iterations. The accuracy with AdaBoost might increase
by increasing the number of iterations, but due to high training times, this test
was avoided. When using the averages dataset, the number of observations was
reduced to 1725 and training times were also reduced; thus, the iterations were
increased to 100 for both models by showing closer results between them. With
the third dataset (20 s), only ten iterations were enough to obtain 97.9% of
accuracy for AdaBoost, which is little less than 1% difference than the highest
accuracy obtained with the XGBoost Advanced model. From this, data pre-
processing can greatly affect the performance of the model either to improve or
degrade it. The iterative algorithms performed generally better than the logistic
model one. Extra tuning of this model might yield better results by appropriate
selection of the most influential variables.
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Table 1. Accuracies for different lane change models and datasets. (*2 iterations, **10
iterations, ***20 iterations, ****100 iterations).

Model Full dataset Averages 20 s datasets

Logistic Regression 0.6578118 0.7333333 0.7104603

AdaBoost 0.802799* 0.7362319**** 0.9799163**

XGBoost 0.9586343*** 0.8028986**** 0.9877107****

XGBoost Advanced 0.9692964*** 0.7710145**** 0.9890496****

6 Conclusions

In this work, a lane changing model was developed using the real world data
from the NGSIM dataset. Lane change is a complex manoeuvre that involves
many variables that are not observable. The NGSIM dataset provides detailed
information about vehicle trajectories in real world locations and pre-processing
is necessary before feeding the data for model training. Extensive pre-processing
was performed based on state-of-the-art algorithms to consider the gaps and
relative velocities of the vehicles in adjacent lanes to serve as the new feature
space. Four binary classifying models were implemented in R: Logistic Regres-
sion, Adaptive Boosting and Extreme Bosting in its simple and advanced ver-
sions. Accuracies up to 96% were obtained but with large training times. Two
new feature spaces were proposed: one using averages for data of every vehi-
cle and the second selecting only 20 s of data per vehicle. The former approach
decreased training times, but with a large decrease in accuracy; whereas the lat-
ter resulted in lower training times with accuracies increased up to 98.9%, which
compares to the ones reported in literature.
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Abstract. Fault diagnosis systems are necessary in industrial plants
to reach high economic profits and high levels of industrial safety. For
achieving these aims, it is necessary a fast detection and identification
of faults that occur in the plants. However, the performance of the fault
diagnosis systems, are affected by the presence of noise and missing infor-
mation on the measured variables from the industrial systems. In this
paper, a novel methodology for fault diagnosis in industrial plants is pro-
posed by using computational intelligence tools. The proposal presents a
robust behavior in the presence of missing data and noise in the measure-
ments by achieving high levels of performance. The imputation process
prior to the diagnosis of failures is carried out online, this being one of
the advantages.

Keywords: Fault diagnosis · Missing data · Noise · Data imputation ·
Industrial plants · Computational intelligence

1 Introduction

Industrial systems are in a constant evolutionary process, and the use of terms
such as intelligent industry and industry 4.0 is already commonplace [21]. These
terms refer to the interconnection of all the components of an industry to achieve
effective automated operation for obtaining high economic returns, continuous
increase in the quality of final products and high levels of industrial safety. To
achieve the above, early detection and location of faults that commonly appear in
industrial systems is needed, since they translate directly into safety problems for
operators, economic losses and possible effects on the environment. These reasons
have motivated the development of a large number of investigations in the field of
fault diagnosis in industrial processes in recent decades [1,19]. Scientific literature
divides the methodologies for fault diagnosis into two groups, in the first group,
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it is necessary to use models that represent the different modes of operation
of processes. The difficulty in the application of model-based methodologies is
that a high level of knowledge of the characteristics of the process, its parameters
and operating conditions is required, and this is currently difficult to achieve due
to the high complexity of modern industrial plants. On the other hand, data-
based methods do not need a precise mathematical model and do not require
a high initial knowledge of the process parameters [5,17]. In this sense, there
are multiple proposals that use computational and mathematical tools such as:
fuzzy logic [18], clustering [19], statistical tools [17] and neural networks [20] just
to mention a some of them.

Among the main factors that seriously affect fault diagnosis methodologies
based on historical data are noise in measurements and missing data being both
very common in industrial plants. From that comes the necessity to take into
account these factors to obtain a robust behaviour, avoiding false alarms and
loss of reliability of the system [2,13]. Despite the number of papers present in
the scientific literature on fault diagnosis, most of them do not jointly analyze
the robustness against noise in the measurements and the missing data.

Observations with incomplete values can be due to several issues such as sen-
sor failures, occasional malfunctions of data acquisition systems, possible errors
in data transmission networks and communication protocols, just to mention
the most common sources. A review of the used techniques to treat missing data
in the scientific literature indicate that ignore and delete incomplete data and
impute missing data are the most used techniques. However, the missing infor-
mation can be important to discover possible abnormal operating conditions and
relationships between the variables. For this reason, the second method is the
most recommended for using in industrial plants [2,13].

In recent years, deep learning neural networks have been increasing in popu-
larity due to their ability to learn complex nonlinear features that significantly
improve the discriminative power in classification processes. Some recent exam-
ples can be reviewed in [6,11,15].

The objective of this paper and its main contribution is to propose a robust
fault diagnosis methodology against noise and missing data in industrial plants.
For this, a hybrid scheme that combines easy-to-implement imputation algo-
rithms with deep learning tools is presented. The proposed methodology per-
forms online imputation of the missing data observation by observation achiev-
ing high levels of performance in the fault classification by using a deep learning
neural network of the LSTM (Long Short Term Memory) type. The proposal
presents a very robust behavior in the presence of noise and the possible devia-
tions that the imputation of the missing data can introduce.

2 Materials and Methods

2.1 Missing Data Imputation

In [12] are analyzed the three types of information loss mechanism that can occur:
Missing Completely at Random (MCAR), Missing at Random (MAR), Misssing
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Not at Random (MNAR). In industrial plants, it is the MCAR mechanism that
fundamentally occurs, therefore, it will be used in this paper [2,13].

Several techniques are presented in the scientific literature for data impu-
tation [2]. However, all methods perform the imputation using the entire data
set or part of it without strict time requirements. In the operation of industrial
plants the time requirements are very important. The imputation of the missing
variables in an observation obtained from the plant must be done online and with
strict time requirements determined by the sampling period that has been estab-
lished in the data acquisition system. In addition, it must be taken into account
that all these measurements are affected by the noise that is characteristic of
industrial processes.

2.2 Proposed Methodology for the Diagnostic System

Figure 1 presents the methodology proposed for fault diagnosis in this paper. It
is composed of two stages: offline and online.

Fig. 1. Proposed methodology for fault diagnosis with noisy measurements and missing
data

In the off-line stage, the training of the LSTM neural network is performed
by using a training database which contains an enough quantity of observations
corresponding to each class in the system (normal operation and faults) [22].
In addition, the mean vectors (X̄Cl

) and the mode vectors (XMCl
) for the l

classes present in the system are obtained. To avoid the effect of the outliers for
obtaining the mean vectors, the training database must be treated prior to its
use with one of the well-known methods for the elimination of this type of data.

In the online stage, when an observation is received, it is analyzed. If there
are no missing data, the classification process is carried out. If missing variables
are detected, the imputation will be carried out.
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Imputation Process. When a new observation with missing variables is
received, the following procedure is carried out to impute online:

1. An observation X ∈ R1×p is received with r lost variables. The r missing
variables in the observation and in the mean vectors of each class obtained
in the off-line stage are eliminated. The distance from the observation X ∈
R1×p−r to the vectors X̄Cl

∈ R1×p−r (dl = X−X̄Cl
) of the classes represented

in the training database is calculated. The minimum distance (min(dl)) is
determined and with this, the class to which the new observation will be
assigned. The distance measure used in this paper is the Euclidean distance.

2. The imputation process is carried out with the method that has been decided
to use.

3. Once all missing values have been estimated, the observation is classified
using the classification tool of the diagnostic system. It is possible that the
diagnostic tool classifies the observation with the estimated data in a different
class than the one used for the imputation due to the degree of overlap that
some classes may have in the space of the observations.

2.3 Imputation of Missing Data

In this paper, two imputation methods will be used: the arithmetic mean and
the mode. These methods were chosen for their proven effectiveness and the
simplicity of their implementation.

When an observation with missing variables is classified in a class, the value
of the missing variables is obtained from the vector of mean values (X̄Cl

) or the
vector with the mode values (XMCl

) of the corresponding class depending on
the used method.

2.4 LSTM Neural Network

The LSTM neural network belongs to the family of Recurrent Neural Networks
(RNN). It was proposed by Hochreiter and Schmidhuber in [9] and later Gers [8]
proposed a variation that improved its performance. LSTM network overcomes
the issue of exponential disappearance of error gradients present in backpropa-
gation training of RNNs. For this, it uses gates to selectively retain information
that is relevant and forget information that is not relevant. Lower sensitivity to
time gap makes LSTM networks better for sequential data analysis than RNNs.
Typically, an LSTM block has a memory cell, input gate, output gate, and a for-
get gate. The operation of a cell of a LSTM network is defined by the following
equations [15]:

ft = σ (Wf · [ht−1, xt] + bf ) (1)
it = σ (Wi · [ht−1, xt] + bi) (2)

C ′
t = tanh (Wc · [ht−1, xt] + bc) (3)

Ct = ft · Ct−1 + it · C ′
t (4)

ht = Ot · tanh (Ct) (5)
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where σ denotes the sigmoid function, W represents the weights and b the devi-
ation or bias.

The proposed LSTM network uses the optimization algorithm ADAM (Adap-
tive Moment Estimation) [10] which is an extension of the SGD (Stochastic
Gradient Descent) algorithm and allows updating the weights of the network
iteratively based on the training data.

2.5 Case Study: DAMADICS

To validate the methodology proposed in this paper, the known DAMADICS
test problem will be used. It represents an intelligent electro-pneumatic actuator
widely used in industries [3]. All information related to this testing process and
the data used can be found at http://diag.mchtr.pw.edu.pl/damadics/.

The five faults diagnosed in the actuator and the measured variables used
for that are shown in the Table 1.

Table 1. Diagnosed faults and measured variables in DAMADICS.

Fault Description Variable Description

F1 Valve clogging CV Process control external signal

F7 Critical flow P1 Pressure on inlet valve

F12 Electro-pneumatic transducer fault P2 Pressure on outlet valve

F15 Positioner spring fault X Valve plug displacement

F19 Flow rate sensor fault F Main pipeline flow rate

PV Process value

These faults were chosen because they are representative of different parts of
the actuator and in the case of faults F15 and F19 they are faults whose patterns
overlap, making the correct classification difficult.

2.6 Performance Indices

In this paper, the robustness is considered from achieving a high performance
of correct classification with a low percentage of false alarms as defined in [16].
Therefore, the robustness is evaluated by using the following indices:

Accuracy (Acc): This index evaluates the general performance of the classifier.
It is defined as:

Acc =
TP + TN

TP + TN + FP + FN
(6)

where TP (True Positives) represents the number of correctly classified observa-
tions belonging to a class, FP (False Positives) represents the number of observa-
tions wrongly classified as belonging to a class, TN (True Negatives) represents
the number of observations not belonging to a class correctly classified as not

http://diag.mchtr.pw.edu.pl/damadics/
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belonging to it and FN (False Negatives) represents the number of observations
belonging to a class and classified as not belonging to it.

False Alarm Rate (FAR): This index indicates the reason for observations
corresponding to normal operation that are erroneously classified as fault and it
is defined as:

FAR =
FP

TN + FP
· 100% (7)

2.7 Design of Experiments

LSTM Network Architecture. For evaluating the methodology proposed in
this paper, a LSTM network with several layers connected in cascade was designed
as follow: an input layer that receives the 6 variables that are measured in the pro-
cess; an LSTM layer with 500 hidden units with the output format set to full stream
mode; a dropout layer to reduce overtraining and improve network generalization;
a fully connected layer of 6 classes (corresponding to the 6 operating states of the
system); a layer with the normalized exponential function or softmax function [4]
and a classification layer at the output. The designed LSTM network was trained
in a supervised manner in the off-line stage by using a set of training sequences.
In the training, a combination of the ADAM optimization algorithm with param-
eters β1 = 0.9 and β1 = 0.999 as it is proposed in [10] with the BPTT (backprop-
agation through time) algorithm to calculate the necessary gradients during the
optimization process was used, in order to change each weight of the LSTM net-
work in proportion to the derivative of the error in the output layer with respect to
the corresponding weight. As activation function to update the cell and the hidden
state, the hyperbolic tangent activation function (tanh) was used. The maximum
number of epochs used for training was 500 and a gradient threshold equal to 2.
To prevent network overtraining, the dropout layer was included with a probabil-
ity of discarding input elements, specified as a numerical scalar equal to 0.1. The
learning rate (LR) is an important parameter that influences the adjustment of
weights and the convergence of errors. By choosing an appropriate learning rate,
it is possible to speed up the convergence of the LSTM network and improve its
accuracy. In this experiment, the learning rate used was LR = 0.001.

In the training database, k = 1000 observations with the p = 6 measured
variables of each one of the nc = 6 classes were used(NO: Normal Operation, F1:
Fault 1, F7: Fault 7, F12: Fault 12, F15: Fault 15, F19: Fault 19). This indicates
that the training database is made up of n = 6000 observations free of outliers,
noise and missing variables.

For the training and validation of the proposed LSTM neural network in the
off-line stage, the K-cross-validation process was used [7]. In this case K = 5
was selected (800 observations for training and 200 for validation). The results
obtained in the training process are shown in Table 2.
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Table 2. Confusion matrix for cross validation. Accuracy: 97,583%

F1 F12 F15 F19 F7 Normal Acc (%) FAR (%)

F1 195 0 0 0 0 5

F12 0 199 0 0 1 0

F15 0 4 194 2 0 0

F19 0 0 2 198 0 0

F7 1 0 0 0 199 0

Normal 3 0 0 0 0 197

GEN 98,5 1,5

Experiments: In the experiments related to the online stage, a database with
400 observations different from those used in the training was used for each
state of operation of the system, so the database for the experiments consisted of
2400 observations. To guarantee the repeatability of the results, each experiment
was repeated 100 times and the average of the results obtained in those 100
repetitions was obtained as the final result.

The following experiments were carried out to evaluate the performance of
the diagnostic system with the following characteristics in the data:

1. Observations without missing information
2. Observations with 1 randomly missing variable per observation
3. Observations with a random number of missing variables between 0 and 2

In each experiment were obtained results for a) the data without noise, b) with
2% of white noise with mean of zero and c) with 5 % of white noise with mean
of zero. In the experiments with missing variables the imputation process was
developed.

3 Results and Discussion

3.1 Results of the Experiments by Using Mean Values
in the Imputation Process

Table 3 presents the results of the experiments.
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Table 3. Results of % performance and % false alarms

Experiment % Acc % FAR

1) Without missing variables

Without noise 98,17 0

2 % of noise 98,42 0

5 % of noise 98,54 0

2) 1 randomly missing variable, imputation with
mean values

Without noise 98,17 0

2 % of noise 98,54 0

5 % of noise 98,46 0

3) Random number of missing variables between 0
and 2, imputation with mean values

Without noise 98,58 0

2 % of noise 98,38 0

5 % of noise 98,46 0

2) 1 randomly missing variable, imputation with
mode values

Without noise 97,15 0

2 % of noise 97,78 0

5 % of noise 97,59 0

3) Random number of missing variables between 0
and 2, imputation with mode values

Without noise 97,60 0

2 % of noise 98,24 0

5 % of noise 98,17 0

As can be seen, the diagnosis system achieves a high performance in the
classification process and there are not false alarms (FAR = 0%). These results
indicate a high level of robustness against noise and missing variables of the
proposed methodology. To find out if the used imputation method influences
the results achieved, the Wilcoxon non-parametric statistical test was applied
with a significance level of α = 95% to compare similar experiments [14]. The
results obtained indicate that there are no significant differences between the
results, which indicates that either of the two methods can be used to impute. It
should only be clear that if the mean value is used, the out-of-range data must
be eliminated from the training database.
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3.2 Comparison with Other Results Presented in the Scientific
Literature

To compare with other algorithms present in the scientific literature, it is nec-
essary to develop experiments with similar characteristics. In the scientific liter-
ature reviewed, there are few works that address the diagnosis of faults in the
presence of noise and missing variables and in those found, the experiments were
developed for other types of systems. Table 4 presents the results of diagnosis
techniques in mechanical systems published in the last 5 years with excellent
performances. In any case the missing variables in the observations were con-
sidered. In the comparison of the results of those algorithms with the proposed
methodology in this paper no significant differences were found which indicates
the robustness of the methodology presented here.

Table 4. Results of the comparison between algorithms in the literature

Algorithm Noise Missing variables Accuracy

[20] X 99,00%

[15] 96,60%

[11] 98,66%

[6] X 98,46%

4 Conclusions

In this paper, a robust methodology against noise and missing variables in the
measurements for fault diagnosis is proposed. It achieves high levels of perfor-
mance in the classification and very low levels of false alarms which indicate a
high level of robustness. The proposed methodology performs the on-line impu-
tation observation by observation in case there are missing variables in the obser-
vations obtained from the plant. This is an advantage with respect to many of
the proposals present in the scientific literature where it is necessary to accu-
mulate a group of observations before carrying out the imputation. The used
imputation methods are very simple to implement and due to their low compu-
tational complexity they allow their application in processes with high sampling
frequencies, which represents another advantage. For the classification process,
a LSTM deep learning neural network was used, which is trained in the off-line
stage, achieving a high generalization capacity, demonstrated in the results of
the experiments. The obtained results were compared with other methodologies
presented in the current scientific literature that show very high percentages of
satisfactory performance but whose results do not take into account the miss-
ing variables in the observations. The results of the comparison showed that
there were no significant differences in the high levels of satisfactory classifica-
tion achieved. This indicates the high level of robustness of the proposal made in
this paper and therefore the advantages it offers with respect to other methods
present in the scientific literature.
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Tecnoloǵıa, Universidad Autónoma de Ciudad Juárez, Chihuahua, Mexico
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Abstract. The interest in exploiting big datasets with machine learning
has led to adapting classic strategies in this new paradigm determined
by volume, speed, and variety. Because data quality is a determining
factor in constructing a classifier, it has also been necessary to adapt
or develop new data preprocessing techniques. One of the challenges of
most significant interest is the class imbalance problem, where the class
of interest has a smaller number of examples concerning another class
called the majority. To alleviate this problem, one of the most recognized
techniques is SMOTE, which is characterized by generating instances of
the minority class through a process that uses the nearest neighbor rule
and the Euclidean distance. Various articles have shown that SMOTE
is not appropriate for datasets with high dimensionality. However, in
big data, datasets with high dimensionality have contained many zeros.
Therefore, in this article, our objective is to analyze the SMOTE-BD
behavior on imbalanced big datasets with sparse and dense dimension-
ality. Experimental results using two classifiers and big datasets with
different dimensionalities suggest that sparsity is a predominant factor
than the dimensionality in the behavior of SMOTE-BD.

Keywords: Big data · SMOTE · Class imbalance · High
dimensionality · Dense dataset · Sparse dataset

1 Introduction

There are several definitions of what big data means. A well-known description
is focused on the exponential data size generated for several areas like medicine,
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business, transport, energy, and those devices connected to the Internet [12].
Another one suggests that if a dataset can not be stored, preprocessed, and
analyzed in standard hardware and software, it can be considered Big Data [15].
The fact is that the matter of big data does not lie in the volume of data but in
the hidden knowledge that can be extracted from it using artificial intelligence
techniques [1,6,11,13,16,21,22].

Machine learning (ML) techniques are widely used to obtain valuable insights
from standard and massive data. However, building thriving learning algorithms
may depend on the intrinsic characteristics presented in the datasets, such as
missing values, redundant and noisy data, and class imbalance [19]. Therefore,
the data preprocessing step is crucial to obtain quality data and, consequently,
successful classifiers.

A recurrent and complex problem is the well-known class imbalance problem.
Class imbalance is presented when the number of examples between two or more
data classes is not equal. In standard and big data problems, the solutions for this
issue can be classified into three large groups [17]: 1) data level, 2) algorithm level,
and 3) hybrid approaches. Of these approaches, the most exploited strategy is the
former because it can be applied to any imbalanced class problem, regardless of
the classifier used, either by undersampling the majority classes or oversampling
the minority classes [5].

A renowned oversampling approach is the Synthetic Minority Oversampling
TEchnique (SMOTE), which generates new artificial minority instances by inter-
polation [10]. Since its conception, this technique has given good results in sev-
eral problems with a high imbalance ratio. Despite this, various weaknesses have
been documented, which has caused great interest in the scientific community in
developing a plethora of proposals based on SMOTE [16]. In this sense, we can
classify the approaches into two groups [10]: 1) proposals applied on alternative
learning paradigms such as semi-supervised learning, active learning, multi-label,
multi-instance, streaming data, and 2) algorithms that take into account some
intrinsic data characteristics as class overlapping, noisy data, small disjuncts,
small sample, and high dimensionality.

SMOTE has been adapted for big data scenarios for both two-class and
multi-class problems in the last years [23]. One of the characteristics of big data
is the volume of data, which usually is defined as a dataset with a large number
of samples. However, big datasets characterized by a high dimensionality have
also been reported [7]. SMOTE uses a distance metric, usually the Euclidean
distance, to find similarities between examples. However, it is well known that
the Euclidean distance may not be suitable when the dataset shows a high
dimensionality [9,20,24]. In high dimensions, the distances between examples
are almost the same, making it impossible to determine the similarity between
one example or other. This phenomenon is known as the curse of dimensionality.
In [4] is showed that SMOTE, when the dataset has 1,000 attributes, their
performance is diminished, being the random oversampling (ROS) the approach
that presents the best results.

Although it has claimed that SMOTE is not suitable on high dimensional-
ity datasets [20], it is important to mention that high dimensional sets can be
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characterized as dense or sparse (many features have mostly zero values). There-
fore, SMOTE could be affected by other factors. Taking into account the just
mentioned, in this paper, we analyze the behavior of an alternative SMOTE
version, called SMOTE-BD, when an imbalanced big dataset shows a sparse or
dense high dimensionality. More specifically, this work aims to investigate how
and whether SMOTE-BD when given a high number of features with zero values,
suffers as the dataset has features with non-zero value.

The paper is organized as follows: Sect. 2 provides a summary of SMOTE-BD
for big data problems. Section 3 describes the experimental set-up that we have
adopted in this study. Next, Sect. 4 discuss the experimental results. Finally,
Sect. 5, remarks the main conclusions and avenues for future work.

2 Big Data Oversampling

The most straightforward oversampling technique is based on random duplica-
tion of examples of the minority class. This is called Random Oversampling or
ROS. This technique is known for overfitting models because it creates identical
copies of the examples [8].

Oversampling algorithms in big data use the paradigm of divide and conquer.
This helps to preprocess datasets that may be impossible in a single computer.
However, dividing data also represents an issue for algorithms designed to process
the complete dataset in one computer. SMOTE is one of the affected techniques,
where the k-nearest neighbor is calculated over the whole dataset, and not just
in the data partition that is being processed [3].

In [18] the authors propose a solution of the nearest neighbor computation in
Spark with the algorithm kNN-IS that is also used by [2] to create SMOTE-BD,
which uses the Euclidean distance to determine similarity among examples.

The technique proposed by [2] can be seen in Algorithm 1 and 2. Nearest
neighbors are obtained using kNN-IS [18] which is an exact kNN calculation that
splits the training dataset into several partitions, calculates neighbors in each
partition and creates a final list of k nearest neighbors in the reduction phase.

3 Dataset and Experimental Settings

As the main purpose of this paper is to evaluate the SMOTE’s behavior consid-
ering the sparse and dense high-dimensionality in a context of class imbalance,
two groups of experiments were performed on the KDD 2010 dataset taken
from the LIBSVM repository (https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/
datasets/). The dataset contains the records of every time a student interacts
with an algebra learning software. It has been used in international competi-
tions, where the aim is to build machine learning models for predicting students’
performance. Note that the original dataset is a balanced two-class problem
with 1, 163, 024 attributes (with zero values-sparse) and 19, 264, 097 examples.
Therefore, several transformations were carried out to perform an experimental
comparison between two oversampling methods according to the two issues of

https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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Algorithm 1. SMOTE-BD algorithm.
Require: Tr, Ts, ratio, k, nP, nR, nIt, minClassLabel

origData ← textF ile(Tr)
minData ← origData.filter(labels == minClassLabel)
minData ← minData.map(normalize).repartition(nP )
neighbors ← kNNIS.setup(Tr, Tr, k, nR, nI).calculatekNeighbours()
crFactor ← (nMaj − nMin)/nMin
neighbors ← broadcast(neighbors)
balancedData = null
synData = null
for i < nlt do

synTmp ← minData.mapPartitionsWithIndex(createSynthData(index,
partData, neighbors, crFactor, k))

if synData == null then
synData ← synTmp

else
synData ← synData.union(synTmp)

end if
end for
synData ← synData.map(denormalize)
balancedData ← synData.union(origData)

Algorithm 2. Function to create synthetic instances between the minority class
examples and their neighbors.

procedure createSynthData(index,partData,neighbors,crFactor,k)
artificialData = null
for firstInstance ← partitionData;nc = 0 to crFactor do

selNeighbor ← newRandom().nextInt(k)
secondInstance ← neighbors(selNeighbor)
newIntance ← interpolation(firstInstance, secondInstance)
artificialData.add(newInstance)

end for
return artificialData

end procedure

interest pointed out: 1) to generate a class imbalance problem with a ratio of
1:10 (for each minority sample, there are 10 in the majority class), we randomly
removed samples from a class, 2) to get a dense dataset a PCA was employed,
3) to analyze the effect of high dimensionality, we created datasets with different
attributes ranging from 50, 100, 200, 300, . . . 900, and 4) since the dataset cannot
be processed in one single computer with the characteristics of our test infras-
tructure, we used a reduced dataset with 40, 601 examples by running a shuffle
function in Spark1.

1 Although this medium-high dimensional dataset may not represent a big data prob-
lem in terms of volume, we believe it can be treated as such since it may not be
processed and analyzed on standard hardware.
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In both experiments on sparse and dense datasets, a hold-out strategy to
evaluate the model’s performance was employed, using 70% for training and
30% for testing (Table 1).

Table 1. Summary of the datasets used in the experiments.

Dataset Partition # Attributes # Min # Maj

KDD-2010-Sparse Train [100, . . . , 900] 2583 25838

KDD-2010-Sparse Test [100, . . . , 900] 1107 11073

KDD-2010-Dense Train [100, . . . , 900] 2583 25838

KDD-2010-Dense Test [100, . . . , 900] 1107 11073

SMOTE-BD and ROS were applied in all big datasets to reach a balance among
classes. We have used the decision tree classifier (DT) and a SVM implementation
included in the Apache Spark toolkit (https://spark.apache.org/mllib/).

A popular platform for big data problems used in this paper was the Apache
Spark toolkit version 3.1.1, which includes different libraries for machine learn-
ing. As hardware, The Azure cloud was the service used to run Spark, where
three different virtual servers were configured as follows: a) a virtual server with
2vCPUs and 16 GB of memory as the master and the executor node, and b) two
additional executor nodes with two vCPU and 8 GB of memory. The software
used was Linux Debian 10.8, Java 11, and Scala.

3.1 Evaluation Metrics

For a two-class problem, a classifier can be evaluated using a 2 × 2 confusion
matrix (see Table 2), where each input (i, j) represents the number of correct
and incorrect predictions [14]. In this matrix, the columns represent the output
estimated by the classifier, and the rows are the real classes. The correct predic-
tions can be obtained from the main diagonal; the wrong predictions are in the
lower and upper diagonal elements.

From the confusion matrix, several performance metrics can be obtained.
Accuracy is the most used metric to evaluate the performance of a classifier
(A = (TP +TN)/(TP +FN +TN +FP )). However, this metric is not suitable
when the dataset is imbalanced. For this reason, other metrics are used as an
alternative [14] such as those that evaluate the performance in each class: the

Table 2. Confusion matrix for a binary class problem.

Positive prediction Negative prediction

Real Positive True Positives (TP) False Negatives (FN)

Real Negative False Positives (FP) True Negatives (TN)

https://spark.apache.org/mllib/
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True Positive Rate (TPR = TP/(TP + FN)) that is the proportion of the
positive examples classified correctly; and (2) the True Negative Rate (TNR =
TN/(TN+FP )) that the proportion of the negative examples classified correctly.
As the main goal of this paper is to analyze the behavior of SMOTE in each class,
we have omitted any performance metric that summarizes several performance
metrics in a single value.

4 Results and Discussion

We focused our study on two oversampling methods, SMOTE-BD and ROS,
comparing their behavior on sparse and dense high dimensionality datasets with
an imbalance ratio 1:10. Two classifiers were built using the default parameters.

Fig. 1 and 2 show the plot between TPR/TNR rates and the number of
attributes for each dataset. On the left side of both figures are the classification
results on imbalanced and balanced sparse datasets, while on the right side are
the results on the dense datasets.

(a) TPR on Sparse Dataset (b) TPR on Dense Dataset

(c) TNR on Sparse Dataset (d) TNR on Dense Dataset

Fig. 1. TPR and TNR results on sparse and dense imbalanced datasets with DT.
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(a) TPR on Sparse Dataset (b) TPR on Dense Dataset

(c) TNR on Sparse Dataset (d) TNR on Dense Dataset

Fig. 2. TPR and TNR results on sparse and dense imbalanced datasets with SVM.

From both figures, we can draw the following conclusions:

– As it has been reported in several papers, regardless of the high dimensional-
ity, the classifier used, and whether the dataset is sparse, TPR ≈ 0 and TNR
≈ 1.

– Also, it has been reported in other works that resampling algorithms increase
TPR but at the same time affect TNR.

– The results on sparse datasets with DT reveal that, in general, SMOTE-
BD, paradoxically, as the dimensionality increases, TPR increases. At this
point, it should be noted that few attributes have non-zero values. Therefore,
as the dimensionality increases, more non-zero components could enrich the
synthetic generation process based on the nearest neighbor rule with the
Euclidean distance.

– The opposite situation occurs on the dense datasets where TPR is reduced
as the dimensionality increases.

– Unlike DT, in SVM, the results are slightly different. In both datasets, sparse
and dense, TPR with SMOTE-BD a decrease is observed, with the difference
that in the sparse datasets, the decrease is not as drastic as in the case of
dense datasets.
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– ROS has been reported in big data experiments as the winner compared as
SMOTE-BD [3]. In both plots, this statement also has been demonstrated.
However, in SMOTE-BD, complexities such as high dimensionality or sparsity
have been predominant in yielding a low TPR.

5 Conclusions and Future Work

As been claimed, SMOTE on high dimensionality datasets shows a weakness
caused by the use of the Euclidean Distance. Therefore, in this study, we have
analyzed the effect of Imbalanced Big Datasets with sparse and dense high
dimensionality when resampled using an alternative SMOTE called SMOTE-
BD. To this end, two classifiers have been built on sparse and dense datasets
with several dimensionalities ranging from 100 to 900. In all cases, the imbalance
ratio was 10.

The SMOTE-BD results showed that as the dimensionality increases on
sparse datasets, the TPR increases. We expected to see a tendency to have
worse TPR in SMOTE-BD as the dimensions increased, as reported in previ-
ous works. However, the experimental results of this work cannot support these
affirmations. Experimental results on dense datasets show what was expected,
as dimensionality increases, TPR decreases. This allows us to conclude that
although dimensionality plays an important role, the amount of information
(non-zero values) present in the dataset seems to have the most influence in the
Euclidean Distance.

Future works will focus on introducing, as the previous step of SMOTE-
BD, a methodology capable of reducing the dimensionality and producing a
dense dataset. Also, we are going to use more datasets, including artificial ones,
in which we can experiment with modifying specific parameters of the datasets
while all the others remain the same. Furthermore, we will expand the infrastruc-
ture, i.e., cloud resources, to run the experiment with more dimensions and sam-
ples. Lastly, other classifiers will be evaluated to better understand the impact
of the different complexities in the dataset, like class overlapping.
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20. Maldonado, S., López, J., Vairetti, C.: An alternative SMOTE oversampling strat-
egy for high-dimensional datasets. Appl. Soft Comput. 76, 380–389 (2019)

21. Pengfei, J., Chunkai, Z., Zhenyu, H.: A new sampling approach for classification of
imbalanced data sets with high density. In: 2014 International Conference on Big
Data and Smart Computing (BIGCOMP), pp. 217–222 (2014)

22. Saez, J.A., Galar, M., Krawczyk, B.: Addressing the overlapping data problem in
classification using the one-vs-one decomposition strategy. IEEE Access 7, 83396–
83411 (2019)

http://arxiv.org/abs/1505.01658
http://arxiv.org/abs/1505.01658
https://doi.org/10.1007/11875581_45
https://doi.org/10.1186/s40537-018-0151-6
https://doi.org/10.1186/s40537-018-0151-6


SMOTE on Imbalanced Big Datasets with Sparse and Dense Representation 55

23. Sleeman, W.C., IV., Krawczyk, B.: Multi-class imbalanced big data classification
on spark. Knowl.-Based Syst. 212, 106598 (2021)
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Cuauhtémoc Daniel Suárez-Ramı́rez , Juan-Carlos Mart́ınez,
and Octavio Loyola-González(B)
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Abstract. Obtaining an accurate model for predicting the probability
of default is a critical requirement for financial institutions. Nowadays,
COVID19 has produced high economic instability bringing borrowers’
delinquencies as well as moratorium regulations. During the KYC pro-
cess for applicants, it is essential to estimate the probability of default
for avoiding write-offs. However, there are several borrowers who, due
to the pandemic, could have lost their jobs or decreased their income,
producing several borrowers’ delinquencies, even write-offs by frequent
delinquencies. Consequently, having a behavioral model for estimating
the probability of default during the loan lifetime is vital for financial
institutions. Hence, in this paper, we propose the first survival analysis-
based approach for predicting the behavioral probability of default. We
collected two real financial databases from different countries with dif-
ferent borrowers’ characteristics. From our experimental results, we can
conclude that Logistic Hazard provides better results than Deep Hit for
predicting the behavioral probability of default. Based on our experi-
mentation and the risk analysis experts, Deep Hit provides inconsistent
results for forecasts greater than six months while considering the finan-
cial changes due to the COVID19. Otherwise, Logistic Hazard is more
accurate in forecasting the behavioral probability of default for a year,
and it shows results more appropriate to risk analysis experts.

Keywords: Risk analysis · Probability of default · Survival analysis ·
Deep learning

1 Introduction

Nowadays, several borrowers are applying for loans. Consequently, financial insti-
tutions must have an accurate credit risk scoring model. Probability of default
(PD) is one of the essential measures into the credit risk under Basel III regulations
(Regulation 575/2013), which is used in advanced approaches (IRB) for the calcu-
lation of expected loss (EL) and risk-weighted assets (RWA)1. PD is computed by
1 https://bit.ly/3g5dgAR.
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using the borrower’s characteristics and its similarity with history data (previous
borrowers), then, it provides the probability that the applicant could violate the
contract conditions, such as the inability to pay the loan back [1].

Obtaining an accurate model for predicting good borrowers is vital for finan-
cial institutions because the loan payment depends on two main factors. On
the one hand, the first is an objective factor; it is largely determined by the
borrower’s income (ability to pay). The second is a subjective factor, and it is
more psychological because the borrower can choose to pay their balances and
reduce funds available to spend on other items, or default on their loans and
keep their current level of liquidity, accruing penalties and credit bruises in the
process [1]. For the first one, as it is an objective factor, it is easier to compute
by financial institutions because they can corroborate the borrower’s saving and
debit accounts as well as the borrower’s bills. However, the second factor is more
complicated to predict due to the subjective nature and even more complicated
for those applicants without a credit history. For example, impulsive individuals
are likely to have difficulty resisting the temptation to borrow for buying and,
as a consequence, they are more likely to fail to pay their loans [1].

Usually, PD is computed during the Know Your Customer (KYC) process,
and it has shown accurate results for effectively filtering out the riskiest borrow-
ers. However, after a few months of approving loan applications, some borrow-
ers begin to default. Therefore, financial institutions must apply behavioral PD
models to monitor borrowers’ repayment behaviors. However, it is not a common
practice in financial institutions [13].

Behavioral PD models include borrower’s additional characteristics than pro-
vided during the KYC process, which some are related to the borrower’s behavior
(e.g., receivable loan amount or delinquencies during the loan term), and oth-
ers are related to the updated KYC data (e.g., occupation, income, and debt
ratio after the loan) [13]. Nowadays, behavioral PD models are more necessary
because of the COVID 19, which has produced high economic instability. Due
to the pandemic, during 2021, several countries issued a moratorium regulation,
which forced financial institutions to stop Prearranged Payment and Deposit
(PPD). This situation raises more uncertainty for financial institutions because
when the moratorium regulation is lifted, borrowers could have lost their jobs or
decreased their incomes, producing several borrowers’ delinquencies, even write-
offs by frequent delinquencies. Hence, it is necessary to provide behavioral PD
models to estimate the borrowers’ PD during their credit life cycles, which can be
updated monthly with the borrowers’ PPDs and pandemic regulations. Hence,
in this paper, we propose a novel survival analysis-based approach for predicting
the behavioral probability of default. In this approach, several borrower behavior
characteristics are considered monthly, such as PPDs and moratorium regula-
tions. As far as we know, our proposal is the first behavioral probability of default
model using survival analysis jointly with deep learning.

The remainder of this paper is organized as follows. In Sect. 2, we analyzed
previous works for estimating probability of default. After, in Sect. 3, we intro-
duced our proposal for predicting the behavioral probability of default by using
borrower history data as well as we defined all our experimental setup. Next, in
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Sect. 4, We presented the experimental results and a discussion of them. Finally,
in Sect. 5, we provided our conclusions and future work.

2 Related Work

The probability of Default (PD) is usually computed by using the institution’s
historical data. This data is previously classified into two classes of borrowers,
good and bad. After that, a mathematical model is commonly trained by using
the classified data. Finally, a probability of default is given for an applicant [14].

One of the first approaches used for modeling PD by using Machine Learning
was regression. The main idea is to relate a subset of characteristics of previous
borrowers, which were classified as 1 for those without presenting delinquencies
and 0 for those having write-off. Then, a regression model is trained, and a
probability is given for new applicants [8,10]. The significant advantage of using
regression-based approaches is that they can produce a simple probabilistic score,
which can be interpretable jointly with the weight assigned to each characteristic
used at the training stage. Otherwise, the weaknesses are that these models
cannot correctly deal with the problems of non-linear and interactive effects of
explanatory characteristics [14].

Based on the advantages of deep learning and avoiding the weakness men-
tioned above, the authors of [8] proposed using a deep neural network model for
behavioral credit rating. This deep neural network model was compared against
four machine learning models, such as logistic regression, Linear SVM, Random
forest, and XGBoost, by using two databases. These databases contain informa-
tion on loans between 2009 and 2018, including more than 1.5 million examples.
The main problem of these compared approaches is that they do not consider the
modeling of time on the analyzed data. For example, it is worse for borrowers
who default in the first months of the loan term than those who default in the
last months.

Survival analysis-based (a.k.a, time-to-event analysis) is a popular approach
widely used in several fields, such as medicine, engineering, economics, and bank-
ing, to analyze an event’s time distribution. The rationale is to understand the
relationship between the (distribution of) times and the covariates [5]. Survival
analysis-based is one of the most prominent approaches used on credit risk due
to the high obtained accuracy and its analysis for modeling time to event data.
However, it is still a novel and growing approach leaving room for improving it.
The first idea of introducing survival analysis for building personal credit-scoring
models was proposed by [9]. The core of this proposal is to use the Kaplan-Meier
method and fitting exponential regression models.

In 2018, a regression-based model and a survival-based Cox model were com-
pared on a real sample of Czech banking data [10]. From experimental results,
the author claims that the survival-based Cox model outperforms the regression
model in terms of the Gini coefficient and lift curves. Also, the survival-based
Cox model shows a better predictive power in extrapolating the last observable
default vintages [10]. After, in the same year, the authors of [13] proposed an
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ensemble mixture random forest model for estimating the probability of default
over time. Their proposal was compared against Cox proportional hazards, a
logistic regression model, and the mixture cure model [11]; the latter is a survival
analysis that utilizes logistic regression and Cox proportional hazard regression.
Their experimental results show that the ensemble mixture random forest model
is competitive compared to the other models.

The survival analysis-based approach was considerably improved over the
years by introducing new machine learning techniques, which gave the emer-
gence of keystones, where the combination of survival analysis jointly with deep
learning is considered a keystone [4,6]. However, as far as we know, there is no
proposal of using survival analysis jointly with deep learning for predicting the
behavioral probability of default.

The papers reviewed above are based on traditional techniques or keystone
approaches for predicting the probability of default from a given applicant based
on the historical data of previous borrowers. The survival curves are projected to
obtain an estimated time during the loan term through a survival analysis-based
approach and the characteristics obtained from the KYC process. However, the
problem of this way of computing the probability of default is that these curves
do not evolve through time based on the borrower’s history considering the
monthly data after the loan is granted, such as debt ratio and delinquencies.
This is known as the behavioral probability of default [13].

In [13], the authors proposed a behavioral scoring model for estimating the
probability of default. The proposal is based on an ensemble mixture random
forest and was tested on a Chinese P2P loan database. They compared their pro-
posal against three state-of-the-art algorithms, such as Cox proportional hazards,
a logistic regression model, and the mixture cure model [11]. The ensemble, pro-
posed in [13], showed results similar to the other compared algorithms. However,
their results are based on a database from only one P2P institution in China,
which lacks more databases to corroborate these results. Also, the authors did
not provide information on excluding important survival analysis-based algo-
rithms from their experimental setup, such as DeepHit [6].

As we have reviewed, only one paper proposes an algorithm for predicting the
behavioral probability of default. However, the proposal is based on an ensemble
of decision trees, and the authors did not include new approaches based on
deep learning to Survival Analysis, such as Logistic Hazard [3] or Deep Hit [6].
Also, the authors did not provide a discussion jointly with risk analysis experts
to corroborate the obtained results. Hence, in the next section, we introduce
a novel deep learning and survival analysis-based approach for predicting the
behavioral probability of default. Our approach will be corroborated jointly with
risk analysis experts.
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3 Our Approach for Predicting Behavioral Probability
of Default

In this section, we introduce our approach for predicting the behavioral probabil-
ity of default. Also, we provide our experimental setup and the rationale of our
proposal to face the problem of estimating the behavioral probability of default.

For testing our proposal, we collected two loan databases, which provide his-
torical payment information from different countries. On the one hand, Panama’s
database includes payments information from 363,184 borrowers considering
loans from 2010 to 2021. One exceptional condition should be considered on
this database because the government was forced to apply a moratorium regula-
tion during 2021 due to the COVID19. Then, it contains several months where
payments were not made, and consequently, borrowers’ delinquency months were
not increased. In this database, 23% of historical loans are labeled as write-offs.
On the other hand, Trinidad & Tobago’s database includes payments informa-
tion from 316,293 borrowers considering loans from 2010 to 2021. In contrast
to the Panama database, the government did not apply any moratorium regu-
lation. This database is highly imbalanced because it contains only 8.5% of the
historical loans labeled as write-offs.

As was stated before, both databases contain imbalanced data where write-
offs are not the most common cases (a.k.a, minority class). A data level solution
(resampling) was used to deal with the class imbalance problem by subsam-
pling the majority class (paid-off). Also, it is important to comment that both
databases contain several features, but after several discussions with financial
institutions experts, we selected the 22 features shown in Table 1. Notice that
there are six categorical features and 16 numerical features, which were selected
and discussed jointly with experts in risk analysis from both countries. For each
feature, in Table 1, the name used in the database system, the feature type, and
a brief description are provided. There is one special feature to take into account:
CUR DLQ, which refers to the number of months the borrower is behind the
DLQ (a.k.a delinquencies). After a borrower has seven delinquencies, the bor-
rower’s loan is considered as a write-off. Moreover, another extra feature is used
in the Panama database due to applying government-enforced moratorium regu-
lation to financial institutions; the payment made at each month PMT X. Typ-
ically, when a payment is not made, the delinquency (CUR DLQ) is increased
by one. In this case, during the first years of the pandemic, this was not the
case as borrowers were given a grace period where they will not be paying, and
delinquency was not increasing. Thus, knowing if the borrower paid that month
and if delinquency increased is necessary to detect this period.

An intrinsic data condition is that, usually, loans are given with certain
pre-defined terms ranging from 12 months to 72 months; this would indicate
that analyzing each of the discrete types of terms would be the best approach.
The problem is that the government-enforced moratorium regulation or internal
action as granting deferments change the actual terms, and there are no longer
well-defined bins of terms. Therefore, the tested algorithms were trained consid-
ering only a specific amount of months before the event (paid-off or write-off).



Predicting Behavioral Probability of Default 61

Table 1. Features describing the two databases used in our experimentation.

Name Type Description

SCORE Numerical The borrower’s credit history value issued during the

onboarding process. It ranges from 300 to 850

LOAN NBR Numerical Current number of loan from the same borrower

CUSTOMER TYPE CD Categorical Borrower type: new (NB), present (PB), or former (FB)

EMPLOYMENT MONTHS Numerical Number of months in current employment of the borrower. It

ranges from 0 to 1200

EMP MTHLY AMT USD Numeric Borrower’s monthly payment

DEBT RATIO Numeric Borrower’s debt ratio, according to the monthly payment

DINCOME RATIO Numeric Borrower’s income ratio ()

ORIG SECTOR Categorical Employment sector at the moment of the application

SECTOR Categorical Current borrower ’s employment sector

ACC TERM Categorical Loan term (duration in months)

ACC RATE Numerical Loan rate (percentage)

ACC EXTN Numerical Moratorium in months for the loan

CUS AGE Numerical Borrower’s age

LOAN AMT USD Numerical Loan’s total amount in US dollars

PMT AMT USD Numerical Amount to pay at each month in US dollars. This is used for

normalizing other features

PAYOFF AMT USD Numerical Paid-off amount in US dollars

CUR DLQ Numerical Current number of delinquency months

MAX DLQ Numerical Maximum number of delinquency months until current date

DLQ DIF X Numerical Difference between CUR DLQ and CUR DLQ X months

before current date. These group of features varies depending

on the defined time window

PMT X Numerical Payment amount done × months before current date divided

by PMT AMT USD

PAYMENT TYPE Categorical Payment type: Payroll deduction (PD)

ACUM PERCENT Numerical Elapsed months divided by the ACC TERM

WRITE OFF Categorical It is the target feature (class). It labels whether the

borrower’s loan was considered as write-off or paid-off

For example, 24 months before the event is the cut-off for selecting borrowers’
historical data to be used at the training stage. After several discussions with
risk analysis experts, we test with two sets of borrower’s historical months; 24
and 36. Also, these sets represent the most common terms for the given loans.

The deep learning architectures used for survival analysis can be divided into
continuous-time and discrete-time models. The problem to solve in this paper
needs a prediction in discrete time as the expected result is the probability of write-
off at each month. Consequently, we select two survival analysis-based algorithms
because they have shown promising results in several contexts [3,8,10,12]. On the
one hand, Logistic Hazard (NNnet-survival) [3], which parametrizes the discrete
hazards and optimizes the survival likelihood. On the other hand, DeepHit [2],
which parametrizes the Probability Mass Function (PMF) and optimizes the sur-
vival likelihood. It is important to comment that the survival analysis-based app-
roach as well as the selected algorithms can deal with single or competing events,
for which our problem could be formulated as a competing one (write-off vs. paid-
off). However, after several experiments, the accuracy for write-offs decreases and
the focus must be on predict with high accuracy the write-off events.
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Table 2. Example of six rows from Trinidad database considering some of the features
before normalization and before considering a time window.

MONTH ACC TERM ACC EXTN PMT AMT USD PMT 0 CUR DLQ

1 48 0 105 105 0

2 48 0 105 105 0

3 48 0 105 0 1

4 48 0 105 157.5 1

5 48 0 105 157.5 0

6 48 2 105 105 0

Table 3. Example of six rows from Trinidad databases considering some of the nor-
malized features and a time window of two months.

MONTH ACC TERM ACC EXTN PMT AMT USD PMT 0 PMT 1 PMT 2 CUR DLQ DLQ DIF 1 DLQ DIF 2 MAX DLQ ACUM PERCENT

1 48 0 105 1 0 0 0 0 0 0 1/48

2 48 0 105 1 1 0 0 0 0 0 2/48

3 48 0 105 0 1 1 1 1 1 1 3/48

4 48 0 105 1.5 0 1 1 0 1 1 4/48

5 48 0 105 1.5 1.5 0 0 −1 −1 1 5/48

6 48 2 105 1 1.5 1.5 0 0 −1 1 6/50

For considering the evolution across time, a time window of x months is con-
sidered to create the new features DLQ DIF X and PMT X (x, x−1, x−2, . . . , 1
months before the current one). After testing with different time windows, we
selected five months for Trinidad and six for Panama as they proved to obtain
the best results. Table 2 shows an example of how the rows are presented in the
original database, and Table 3 shows these rows and computed features after
considering a time window of two months.

We use the PyCox framework (https://github.com/havakv/pycox) as sup-
port for implementing our approach. For both Logistic Hazard and DeepHit, we
have set the same neuronal network backbone but varied the input depending on
the database (41 for Trinidad and 43 for Panama) as this depends on the chosen
time window. Also, as we tested the models with information from 24 and 36
months before the event, the output corresponds to these (25 or 36 outputs).
After an analysis jointly with risk analysis experts, we only focused on the first
13 outputs corresponding to a 1-year prediction (see Fig. 1).

Figure 1 shows an example of the output of our approach showing write-
off probability curves for five borrowers during a forecast year. Notice that the
warning threshold is set to 0.5, and any borrower crossing this threshold is
considered a potential write-off. Consequently, in this example, borrowers 1–3
are labeled as write-offs while borrowers 4–5 are stables. The warning threshold
can be configured over or under 0.5, but it should be discussed with risk analyst
experts. Different warning thresholds could be established depending on the
borrowers’ characteristics, such as occupation, type of payment, and age.

Our neuronal network structure consists of three hidden layers containing
128 neurons each, obtained after using a linear grid search for different numbers
of layers and neurons. Also, for the learning rate, we executed the function

https://github.com/havakv/pycox
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Fig. 1. An example of the output of our approach showing write-off probability curves
for five borrowers.

lrfind.get best lr() in PyCox for obtaining the best initial value. Finally,
we used an optimizer Adam with an alpha value of 0.005, which was obtained
after testing different values.

For assessing the performance of the selected survival analysis-based algo-
rithms on the tested databases, we use the number of write-offs predicted regard-
ing the actual write-offs reported in the database. Also, we discuss together risk
analysis experts the classification results and the trends of write-offs reported in
the databases yearly.

In summary, our approach is an extension of the survival analysis approach in
which every month’s payment information is included as a new initial condition
of the loan. Consequently, the payment information from previous months and
the remaining borrower’s on-board information are included as input.

4 Results and Discussion

In this section, we provide the obtained experimental results and a discussion of
them. Firstly, we show the result using training data from January 2010 to 2018
and predict each month of 2019. After, we show the result using training data
from January 2010 to June 2021 and predict from July 2021 to June 2022.

It is important to highlight that the tested databases have the characteristic
that a loan is declared as write-offs after not paying for seven months (a.k.a
seven delinquencies). Hence, risk analysis experts want to have a forecast of 12
months. The rationale is to discover those borrowers who start to default and
consequently use internal actions to recover them before write-offs.

The summarized backtesting results obtained by the selected survival
analysis-based algorithms on the tested databases are shown in Table 4 when 24
and 36 borrower’s historical months are used. Table 4 shows the total of predicted
write-offs and the actual values achieved during Jan-Dec 2019 for both coun-
tries. Notice that Logistic Hazard (36 months) achieved the best result (9,343)
compared to the real value (9,304) for Panama. On the other hand, Deep Hit
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Table 4. Backtesting of the different models and setups when historical data is used
up December 2018. This table shows the total of predicted write-offs and the actual
values achieved during Jan-Dec 2019 for both countries.

Model/Real values Panama Trinidad

Logistic Hazard (24 months) 9,002 3,921

Logistic Hazard (36 months) 9,343 3,875

Deep Hit (24 months) 9,946 3,851

Deep Hit (36 months) 9,705 3,929

Real Values 9,304 3,733

(24 months) reached the best result (3,851) compared to the real value (3,733)
for Trinidad. Although, Logistic Hazard (36 months) also archived a close result
(3,875) for Trinidad. It is important to highlight that all tested models accu-
rately predict 2019 on both databases; the highest error value is 7%. However,
detailed and monthly results of the backtesting executed are shown in Fig. 2 for
Panama and Fig. 3 for Trinidad.

Figure 2 shows the results of the backtesting executed for the different tested
combinations when using historical data of Panama until December 2018. This
figure shows how Logistic Hazard (36 months) obtains the predicted values close
to actual values during January-December 2019. Otherwise, notice how both
combinations of Deep Hit (24 and 36 months) provide lower peaks in February
while high peaks in October and November. Note that all combinations pro-
vide zero in December because the Panama government regulations dictate that
borrowers must not pay in December. Then, all models are considering this law.

Fig. 2. Results of the backtesting executed for the different setups when using historical
data of Panama until December 2018. This chart shows the number of predicted write-
offs and the actual values achieved during Jan-Dec 2019 on a monthly basis.
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In a similar way, Fig. 3 shows the results of the backtesting executed for the
different tested combinations when using historical data of Trinidad until Decem-
ber 2018. This figure shows how Logistic Hazard (36 months) obtains predicted
values close to actual values in March, September, November, and December.
Also, it provides acceptable values for the remaining analyzed months, except
October. On the other hand, notice how both combinations of Deep Hit (24
and 36 months) provide lower values from January to April while they provide
high values from June to August. It is important to comment that the Trinidad
database is more complicated for predicting the write-offs because, during the
first pandemic wave, the financial institution was applying deferments to several
and diverse borrowers without a clear rule to follow, complicating the learning
of the models. Also, notice that the Trinidad database contains only 8.5% of the
historical loans labeled as write-offs; consequently, it is an imbalanced database.

Fig. 3. Results of the backtesting executed for the different setups when using historical
data of Trinidad & Tobago until December 2018. This chart shows the number of
predicted write-offs and the actual values achieved during Jan-Dec 2019 on a monthly
basis.

After a discussion with experts in risk analysis of both countries, they pro-
posed to test all combinations for predicting the number of write-offs from July
2021 to June 2022 monthly when using historical data of each country until June
2021. The rationale behind these experts is to compare the trend of the tested
models from July 2021 to June 2022 regarding their internal forecasting and the
trend of the last 12 months having historical data.

Figure 4 shows the results of the predicted write-offs from July 2021 to June
2022 when using historical data of Panama until June 2021. Also, this figure
shows the historical values achieved from July 2020 to June 2021 as points of
comparison for risk analysis experts. Notice how both Logistic Hazard (24 and
36 months) models provide a similar trend to historical data. However, both



66 C. D. Suárez-Ramı́rez et al.

Deep Hit (24 and 36 months) models provide higher peaks and disproportionate
values, classified as erratic values by experts in risk analysis.

Fig. 4. Results of the predicted write-offs from July 2021 to June 2022 when using
historical data of Panama until June 2021. Also, the historical values achieved from
July 2020 to June 2021 are informed as points of comparison.

In a similar way, Fig. 5 shows the results of the predicted write-offs from
July 2021 to June 2022 when using historical data of Trinidad & Tobago until
June 2021. Also, this figure shows the historical values achieved from July 2020 to
June 2021 as points of comparison for risk analysis experts. Notice that all tested
models provide different predictions, and each model forecasts different peaks on
different months. Although, except for Logistic Hazard (36 months), the models
predict a high number of write-offs since February 2022. After discussing with
the risk analysis experts and an in-depth analysis of the historical data, Logistic
Hazard (36 months) is the most appropriate for them. Experts’ rationale is that
the highest peak in the historical data is 524 and Logistic Hazard (36 months)
forecasts the highest peak (584) of write-offs in October 2021.

Table 5 shows the summarized results of the predicted write-offs from July
2021 to June 2022 for both countries. Compared with the real values, Logistic
Hazard (24 months) is the most appropriate for Panama and Logistic Hazard
(36 months) is the most appropriate for Trinidad. Notice that Deep Hit provides
more than seven times the total of write-offs in Panama regarding the provided
real values. For this reason, risk analysis experts in Panama agree to use Logistic
Hazard instead of Deep Hit. On the other hand, compared with the trend and
behavior of Trinidad’s real values, the experts agree to use Logistic Hazard (36
months) instead of the remaining tested models.
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Fig. 5. Results of the predicted write-offs from July 2021 to June 2022 when using his-
torical data of Trinidad & Tobago until June 2021. Also, the historical values achieved
from July 2020 to June 2021 are informed as points of comparison.

Table 5. Total of predicted write-offs from July 2021 to June 2022 when historical
data is used up June 2021. The historical values achieved for both countries, from July
2020 to June 2021, are informed as points of comparison.

Model/Real values Panama Trinidad

Logistic Hazard (24 months) 3,324 5,803

Logistic Hazard (36 months) 3,852 4,801

Deep Hit (24 months) 29,403 5,642

Deep Hit (36 months) 21,102 2,421

Real Values 3,225 4,696

As concluding remarks, based on the tested borrower databases, Logistic
Hazard provided better results than Deep Hit for predicting the behavioral prob-
ability of default. After several experiments, we noticed that Deep Hit achieved
good forecasting for up to 6 months. Otherwise, Deep Hit provided inconsis-
tent results with high peaks, even using different borrower’s historical months.
On the other hand, Logistic Hazard achieved accurate forecasting results for
more than six months, which can be corroborated in Figs. 4, 5 and Table 5. It
is essential to highlight that Deep Hit provided acceptable results during the
backtesting experiments (see Table 4, and Figs. 2, 3) where the data contained a
stable behavior before the pandemic. However, when the training data contained
several new regulations due to the pandemic, Deep Hit achieved erratic values,
which risk analysis experts corroborated. On the other hand, Logistic Hazard
provided forecasts more acceptable for risk analysis experts.
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5 Conclusions

Nowadays, a financial institution is inconceivable without an accurate machine
learning model for predicting the probability of default. Based on the predic-
tions of this type of model and risk analysis experts, financial institutions save
millions of dollars because they can deny those loans that have a high risk of
write-offs. During the pandemic years, the economy has become more unstable,
and jointly with the governments’ moratorium regulations have increased the
borrowers’ delinquencies, creating much uncertainty during the KYC process
and the borrower’s life cycle.

Currently, there are several borrowers that, due to the pandemic, have lost
their jobs or decreased their income, producing several borrowers’ delinquencies,
even write-offs by frequent delinquencies. Therefore, having a behavioral model
for estimating the probability of default during the loan lifetime is vital for finan-
cial institutions. Hence, in this paper, we proposed the first survival analysis-
based approach for predicting the behavioral probability of default. From our
experimental results, by using two loan databases coming from two different
countries, we conclude that Logistic Hazard provided better results than Deep
Hit for predicting the behavioral probability of default. Also, Deep Hit achieved
inconsistent results for forecasts greater than six months. On the other hand,
Logistic Hazard is more accurate in forecasting the behavioral probability of
default for a year. It is essential to highlight that Deep Hit provided acceptable
results during the backtesting experiments where the data contained a stable
behavior before the pandemic. However, when the training data contained sev-
eral new regulations due to the pandemic, Deep Hit achieved erratic values,
which risk analysis experts corroborated. On the other hand, Logistic Hazard
provides forecasts more acceptable for risk analysis experts.

Like any proposal, our approach leaves room for improving it. Therefore, we
plan to perform deep experimentation for finding the adequate warning threshold
for write-off considering different borrowers’ characteristics, such as occupation,
type of payment, age; among others. Also, we plan to extract rules from our
proposal to provide an explainable model [7] for risk analysis experts. Lastly, a
natural iteration of this work is the usage of Recurrent Neural Networks (RNNs)
as we are currently introducing new features to consider evolution through time,
which is native to RNNs.
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Abstract. We discuss numerical algorithms (based on metric spaces) to explore
data bases (DB) even though such DBs may not be metric. The following issues
are treated: 1. Determination of the minimum equivalent sample, 2. The encoding
of categorical variables and 3. Data analysis. We illustrate the methodology with
an experimental mixed DB consisting of 29,267 tuples; 15 variables of which 9 are
categorical and 6 are numerical. Firstly, we show that information preservation is
possiblewith a (possibly)much smaller sample. Secondly,we approximate the best
possible encoding of the 9 categorical variables applying a statistical algorithm
which extracts the code after testing an appropriate number of alternatives for
each instance of the variables. To do this we solve two technical issues, namely: a)
How to determine that the attributes are already normal and b) How to find the best
regressive function of an encoded attribute as a function of another. Thirdly, with
the transformed DB (now purely numerical) it is possible to find the regressive
approximation errors of any attribute relative to another. Hence, we find those
attributes which are closer to one another within a predefined threshold (85%).
We argue that such variables define a cluster. Now we may use algorithms such
as Multi-Layer Perceptron Networks (MLPN) and/or Kohonen maps (SOM). The
classification of a target attribute “salary” is achieved with a MLPN. It is shown to
yield better results than most traditional conceptual analysis algorithms. Later, by
training a SOM for the inferred clusters, we disclose the characteristics of every
cluster. Finally, we restore the DB original values and get visual representations
of the variables in each cluster, thus ending the mining process.

Keywords: Entropy · Categorical variables · Central limit theorem · Ascent
algorithm · Self-oganized maps

1 Introduction

Mixed data bases [i.e. those consisting of both numerical and non-numerical (from now
on “categorical”) attributes] are not prone to their manipulation with metric algorithms
which are designed to handle processes where only numerical attributes are included.
We are interested in applying such numerical algorithms because of their generality and
inherent ruggedness. Therefore, a basic issue has to do with the need to transformmixed
DBs into purely numerical ones. We argue that, to preserve the patterns underlying the
categorical data, one must consider the statistical properties of the data. This implies the
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statistical test of an unbounded set of numerical codes with which to replace the cate-
gorical instances. This, in turn, carries a high computational cost which can be improved
upon by selecting the most adequate minimum data sample. Once this “economic” sam-
ple has been determined, numerical encoding for pattern preservation becomes feasible.
In part 2 we explore the problem of finding the best minimum sample. Next, statistical
encoding allows us to find the codes for every one of the instances of every categorical
attribute in a mixed DB where there areM numerical attributes and N categorical ones.
The algorithm we implemented (called CESAMO [1]) ensures the preservation of the
patterns in the mixed DB. It basically relies on the fact that any distribution of means will
become Gaussian [2]. CESAMO a) Goes through the set of the N categorical variables
(i = 1, …, N) and replaces the instances of the i-th categorical variable by randomly
selected codes. b) It then approximates the remaining attributes (k = 1, …, M + N − 1)
as a function of the (now numerical) attributes of the DB. c) TheM + N − 1 remaining
attributes are approximated with the proposed i-th attribute encoded. The approxima-
tion error is computed. d) Thereafter the set of numerical codes is stored and indexed
as per the approximation error. Steps (a) through (d) are performed 36 times [3] and e)
The average approximation error is calculated. Once the average errors (for the attribute
being tested) distribute normally (as we know they must) CESAMO selects the code
which yields the smallest average error. The “best average approximation code” from
step (e) is the one which will take place of the categorical attributes’ instances in the
originally mixed (now numerical) DB. Two technical issues arise: i) How to determine
that the average errors are already Gaussian and ii) How to calculate the approximation
errors of (c) above. In part 3 we offer a detailed discussion of the whole process. In part
4 we discuss cluster identification and membership. We set a distance threshold which
defines the number and boundaries of the clusters present in the DB. Finally, in part 5
we end by showing how to mine the resulting Kohonen’s SOMS [4]. In part 6 we offer
our conclusions.

2 Best Minimum Sample

We illustrate the whole process with the DB [5] exemplified in Fig. 1 and 2.
It consists of 29,267 tuples: 9 categorical and 6 numerical.

Fig. 1. Example of the mixed data base (part 1)
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Fig. 2. Example of the mixed data base (part 2).

The first step is to map the numerical variables into [0,1), for reasons which will
become apparent in what follows. This is illustrated in Fig. 3.

Fig. 3. Original and scaled DBs

2.1 Data Reduction as a Practical Alternative

The first thing to note is that “Data” and “Information” are not equivalent. In the com-
putation disciplines we need a precise desription of what we mean by “information”. In
this regard, the defintition of “entropy” H(X) or average information is

H (X ) =
m∑

i=1

−pi log(pi)

where “X” is the message, pi is the probability of a symbol appearing and m is the
number of symbols in the message. In, practically all cases, the information contained
in a DBmay be preserved without using all the data. The key idea is “Instead of working
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with a large amount of data, let us work with those data which preserve the equivalent
amount of information”. That is, let us extract the minimal sample which provides the
same information as the original data. We can then advance the following hypothesis:
The information contained in a random sample S (extracted from a large data base D) of
size M is approximately equal to the one in D when the entropies of D and S are similar
AND the behavior of the variables in M is analogous to that of the variables in S. To
achieve this two steps are taken. Step 1: Find a reduced sample with the same amount of
information. Step 2: Model the variables of the system to certify that, in both data sets
(D and M) the attributes are similarly inter-related.

Step 1. Determine the sample with equivalent entropy

In Fig. 4 we show the program which calculates the entropy of S. The column on
the left displays the number of samples needed to achieve entropy equivalence for every
attribute. The number of samples needed to achieve the required equivalent entropy
corresponds to the largest necessary sample. In this example it corresponds to variable
4 (Education).

Fig. 4. Calculation of the minimum number of samples to achieve entropic equivalence for D and
M.

We iteratively approximate the entropy in all attributes until the difference of con-
secutive values of the experimental entropy is smaller than a predefined threshold T.
In the example T = 0.0001. When the entropy calculated in step i and the difference
calculated in step i + 1 are less than T the entropies are equivalent.

Step 2. Equivalent behavior of the Attributes (Fig. 5 and 6)

In Fig. 5 and 6 we show the determination of the equivalent behaviour of an attribute
(age) in D and M.
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A uniform random sample without replacement of size 2,000 was obtained. Now we
know that this sample is informationally equivalent to manipulating the whole DB D.
An impressive ratio of size |S|/|DB|=2,000/29,267≈0.0683 is achieved.

Fig. 5. Determination of the equivalent attribute behaviour in D.

Fig. 6. Determination of the equivalent attribute behaviour in S.

3 Categorical Encoding

The basic idea is to aproxímate the best code using a statistical methodology which
extracts the code after testing a set of possible values for each of the instantes of every one
of the categorical variables. An example of categorical attributes and their corresponding
instances is shown in Fig. 7.

In Fig. 8 we show the pseudo code of CESAMO.
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Fig. 7. Illustration of categorical attributes and their instances.

Fig. 8. CESAMO: algorithm to identify best codes for categorical variables.
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WhenCESAMOruns for the data in [5] every instance’s numerical pattern preserving
code in [0,1) is identified. This is illustrated in Fig. 9. Which is why numerical data was
scaled into the same [0,1) interval. Codes are thusly congruent with CESAMO’s codes.

3.1 How to Determine that the Average Errors Are Already Gaussian

CESAMO keeps iterating as long as the approximation errors do not distribute normally.
Normality is ascertained using the modified Chi-Squared distribution [6].

π =
Q∑

i=1

(Oi − Ei)
2

Ei
∧ [Oi ≥ �∀i].

3.2 How to Calculate the Approximation Errors

We know that any function may be closely approximated by a lineal combination of a
constant and a set of k monomials of odd power each of whom has a highest degree of
11 [7]. The fast ascent algorithm [8] allows us to calculate the approximation errors with
a polynomial of the form P(l) = c0 + c1S + ... + c9S9 + c11S11.

Fig. 9. Best codes for data in Fig. 8.

In Fig. 10 and 11 we show the DB before and after replacing the original categorical
attributes with CESAMO’s numerical equivalents.



Mining Mixed Data Bases Using Machine Learning Algorithms 77

Fig. 10. Mixed data base.

Fig. 11. All numerical (after CESAMO) data base

4 Finding the Clusters

With the mixed DB transformed in numerical DB we may calculate the relations (here
whimsically denoted as eigenvalues) between the attributes. Values closer to “1” cor
respond to better approximations (Fig. 12).

Fig. 12. Partial table of eigenvalues.

Now we find the attributes which are closer to one another (whose approximation
fitness are similar) for a determined closeness (85%). These determine the clusters in
the data (Fig. 13).
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Fig. 13. Clusters determined by attributes with similar distance.

5 Mining the Data

Once having only numerical data we may use algorithms (such as Neural Networks).
For example, using a multi-layer perceptron we may model the variable “salary”. In
Fig. 14. we show a comparison between older algorithms and the results we achieved
after treating the data as described here.

Fig. 14. Results from several algorithms

Also, a self-organizing map was trained. In Fig. 15 we show the calculated centroids
for 3 clusters.
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Fig. 15. Centroids of the 3 clusters of the Calculated SOM.

And we may de-scale the data to see the graphical representation of the clusters. A
partial view of variable “Age” in the three determined clusers is shown in Fig. 16.

Fig. 16. “AGE” in the three clusters.

6 Conclusions

We have shown that algorithms designed to treat numerical data are accessible to cat-
egorical data if appropriate encoding is achieved. Furthermore, we also showed that
adequate pre-processing allows the users to achieve objective results (where these are
not conditoned by a priori considerations as is usual in the heuristics usually employed
in categorical analysis). A case in point is the possible predictive analysis of a target
attribute. Another clear example is the determination of the clusters expressed by the
data and their quantitative characteristics.

Furthermore, the strategy employed in CESAMO does not restrict to texts. It may
be employed to encode objects such as those found in musical pieces, pictorical works
and son on. At present, our group is exploring the determination of authorship from a
collection of paintings using CESAMO.

We expect to report on these issues in the near future.
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Abstract. The driver’s drowsiness and distraction are the principal causes of
traffic accidents in the world. To attack this problem, in this paper we propose a
visual-based driver’s drowsiness and distraction detection system, which is based
on a face detection algorithm and a CNN-based driver state classification. To be
useful the proposed system, we consider that the system must be implemented in
a compact mobile device with limited memory space and computational power.
The proposed system in compact mobile device can be used in any type of vehicle,
avoiding accident caused by lack of driver’s alert. The proposed system is eval-
uated using public dataset, obtaining 95.77% of global accuracy. The proposed
system is compared with five finetuned off-the-shelf CNNs, in which the pro-
posed system shows a favorable performance, providing higher operation speed
and lower memory requirement compared with these five CNNs, although the
detection accuracy is slightly lower compared with the best CNN. The perfor-
mance of the proposed system guarantees the real-time operation in the compact
mobile device.

Keywords: Convolutional Neural Networks (CNN) · Driver’s drowsiness
detection · Driver’s distraction detection · Real-time implementation ·
Finetuning model

1 Introduction

According to the several statistical reports, such as [1, 2], more than 30% of traffic
accidents are caused by driver’s drowsiness or distraction. Several circumstances, such
as lack of sleep of driver, driver’s physical or mental fatigue, monotonous road condition,
etc. are considered as main factors of driver’s drowsiness. On the other hand, the spread
of the use of cell phone during driving causes driver’s distraction and then lack of alert to
the situation around the driver. In Mexico, approximately 16,500 mortal accidents occur
by year, whose economic burden becomes about 150 billion Mexican pesos, according
to the report of the National Council for Prevention against Accidents (CONAPRA) [3].

Considering this problem, several approaches have been proposed to detect driver’s
drowsiness or distraction and then avoid timely a lamentable accident. Basically, these
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approaches are classified into three categories, which depend on the input information
used for detection process. The first category is vehicle behavior-based or driving pattern-
based system, in which the data obtained from the vehicle, such as velocity, acceleration,
steering angle and lane deviation are used to detect driver’s abnormal condition [4, 5].
This approach is implemented as Advanced Driver Assistance Systems (ADAS) in some
luxury vehicle models. However, the detection performance varies according to the road
condition and driver’s driving ability. The second category uses driver’s physiological
signals [6, 7], such as Electrooculogram (EOG), Electrocardiogram (ECG), Electromyo-
gram (EMG) and Electroencephalogram (EEG). Although these signals can be related
directly to the grade of driver’s physiological condition, such as fatigue and distraction,
the driver must put on the wearable sensors for the signal acquisition, which is invasive
for driver and obstacle to drive.

The third category is visual-based system, in which the driver face or driver’s eye
image is captured by video camera, and eye blinking frequency, eyelid closure duration,
yawning and nodding frequency, etc. are measured to determine the driver’s drowsiness
[8–10]. Because this category of systems is not invasive for drivers and does not depend
on the type of vehicle and driver’s driving ability, recently it has attracted the interest of
many researchers. Zhao et al. proposed a visual features-based driver fatigue detection
[8], in which Single-Shot Detector (SSD) is used to detect the driver’s face and a pre-
trained VGG16 [11] is used to detect the video frames with closed eyelids. Finally, using
PERCLOSvalues [12],which is rate of frameswith closed eyelids over thewhole frames,
determine if the driver is drowsy or not. The system provides an accuracy of 91.88%
using NTHU-Drowsy Driver Detection (NTHU-DDD) data set [13]. In [9], Pan et al.
proposed driver’s drowsiness detection system applying a transfer learning technique
to the MobileNet-V2 [14] and ResNet-50V2 [15]. They obtained 97% of the detection
accuracy using their private data set. The principal difficulty of these systems is its real-
time implementation in the mobile devices, because the pretrained off-the-shelf CNNs,
such as VGG16, MobileNet-V2 and ResNet-50V2, still have a high complexity with
large memory space requirement to operate in the portable mobile devices. We provide
the numerical data in the Sect. 3.3. The authors of [10] proposed a driver’s drowsiness
detection system using a shallow CNN to reduce computational complexity. This system
provided 98.95% in drowsiness detection accuracy; however, this system cannot detect
driver’s distraction state.

In this paper, we proposed a driver’s drowsiness and distraction detection system
based on the Convolutional Neural Networks (CNN), in which video frames taken by a
Webcam located inside of the vehicle are used as input signal, and the system’s output
is one of the three driver’s conditions: Alert, Distract and Drowsy. We consider two
face detection algorithms with lower computational complexities, which are Viola-Jones
algorithm [16] and Mediapipe Face detection algorithm [17]. The principal objective
of the proposed system is portability, which means that the proposed system can be
implemented in any types of vehicles using a mobile device and a low-price Webcam.
To this end, the memory and computational power consumptions of the proposed system
must be as low as possible. Considering these requirements, we analyze several CNN-
based architectures to determine a best model. The performance of the proposed system
is evaluated using the NTHU-DDD data set. The proposed system, which is trained
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from scratch, is compared with the off-the-shelf CNNs in the different aspects, such as
detection accuracy, memory space requirements and global operation velocity. To adapt
the pretrained off-the-shelf CNNs to our detection task, all of them are finetuned, re-
training latter layers, including Fully Connected (FC) layers, while freezing some early
layers. As the off-the-shelf CNNs, we considered MobileNet-V2 [14], VGG16 [11],
ResNet-50V2 [15], InceptionV3 [18], Xception [19].

The rest of the paper is organized as follows: In Sect. 2, the proposed system together
with face detection algorithms is described, and in Sect. 3, we provide the system perfor-
mance and comparative results with the fine-tuned off-the-shelf CNNs. Finally, Sect. 4
concludes our work pointing out some future direction of the work.

2 Proposed System

Theproposed system is depicted byFig. 1,which composed on face detectionmodule and
drowsiness/distraction detection module. In the face detection module, we considered
two algorithms: Viola-Jones algorithm [16] and Mediapipe Face detection algorithm
[17], because these two algorithms provide low computational complexity compared
with other face detection algorithms, such asYOLO-Face [20].Mediapipe Face detection
algorithmwas developed for mobile application, which is based on the SSD, but adapted
to only face detection.

Fig. 1. Proposed driver’s drowsiness and distraction detection system

To determine the most adequate CNN architecture for our objective, which can be
operated in the mobile device with a limited memory space and computational power.
We evaluated several CNN architectures and Table 1 shows three configurations with
best performance from accuracy and memory space limitation points of view. Figure 2
shows the selected CNN architecture, which is trained by scratch using the following
hyper-parameters: Adam optimizer with 0.001 learning rate, ReLU activation function
is used after all 2D-Conv layers and FC layers, except final FC layer, in which Softmax
activation function is used. The categorical cross-entropy is used as loss function. The
input images are resized as 64× 64. The Data augmentation techniques, such as scaling
with range of [0.8, 1.2], horizontal and vertical shifting within 20% of the width and
height of the image, sharing, rotationwithin angle 10° and horizontal flipping, are applied
randomly to increase training data.
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Table 1. Performance comparison among different CNN configurations

Models Architecture Additional settings Model
size

Trainable
params.

Accuracy
(%)

Selected
model

Image input
[64,64,3]
3x (2D Conv,
BN, 2 × 2
MaxPooling)
Flatten, 2x FC
[128],
Dp [0.2], FC
[3]

2D Conv 32 3.98 MB 340,835 95.77

32

64

Max
Pooling

6 × 6 × 64

31 × 31 × 32

14 × 14 × 32

Proposed
model V2

Image input
[64,64,3]
3x (2D Conv,
BN, 2 × 2
MaxPooling)
Flatten, 2x FC
[128],
FC [3]

2D Conv 32 5.42 MB 700,547 95.77

32

128

Max
Pooling

31 × 31 × 32

14 × 14 × 64

6 × 6 × 128

Proposed
model V3

Image input
[64,64,1]
3x (2D Conv,
BN, 2 × 2
MaxPooling)
Flatten, 2x FC
[128],
Dp [0.2], FC
[3]

2D Conv 32 3.98 MB 340,259 95.5

32

64

Max
Pooling

31 × 31 × 32

14 × 14 × 32

6 × 6 × 64

Fig. 2. Proposed CNN architecture
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In the training phase, we introduced dropout with dropout rate 0.2 in the first two
FC layers to avoid overfitting. As shown in Fig. 2, after each 2D-Conv layer, Batch
Normalization process is performed, which improves the training and test accuracy.

3 Experimental Results

3.1 Dataset

To evaluate the proposed system, we used the NTHU-DDD dataset [13], in which 36
subjects of different ethnic participate under five different conditions, which are with and
without glasses under normal illumination, use of sunglasses under normal illumination,
with and without glasses under infrared illumination (IR). We used four conditions
from five, excluding video frames with sunglasses, because in the proposed system,
the visibility of the driver’s eyes is indispensable for the drowsiness detection. The
duration of each video is approximately 1.5 min, and the size of each frame is 640 ×
480 pixels. From the video frames provided the NTHU-DDD, we constructed training
and test datasets according to driver’s state, Alert, Drowsiness and Distraction. Then we
selected in total 4,800 video frames, which are composed by 1,600 frames with alert,
1,600 frames with drowsiness and 1,600 frames with distraction. Figure 3 shows some
examples of the video frames used in training process, inwhich the frames in first, second
and third row belong to “Alert”, “Drowsiness” and “Distraction”, respectively. And each
column indicates different condition, from the first to last column: normal illumination
without glasses, normal illumination with glasses, IR illumination without glasses and
IR illumination with glasses. It is worth to mention that number of frames of all subsets
is same, avoiding data imbalance problem.

Fig. 3. Some video frames used in training phase of the proposed system.
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3.2 Performance of Proposed System

The detection accuracy of the proposed system is evaluated globally and in each one of
four different conditions: without glasses under normal illumination, with glasses under
normal illumination, without glasses under IR illumination and with glasses under IR
illumination. Table 2 shows the performance of proposed system under four different
conditions which cover almost all driving conditions.

Table 2. Performance of proposed system

Condition Detection accuracy (%)

Without glasses under
normal illumination

96.67

With glasses under
normal illumination

95.83

Without glasses under IR
illumination

95.91

With glasses under IR
illumination

94.67

Global performance 95.77

From the Table 1, we can observe that the proposed systemprovides the best accuracy
in the condition that the driver without glasses is driving under normal illumination, and
the worst accuracy in the condition that the driver with glasses is driving in the night and
his/her face video frames are taken by IR camera. However, the performance difference
between the best condition and the worst condition is only 2%. The global performance
of the proposed system is approximately 95.77%.

Figure 4 shows confusion matrices under four different conditions. Figures 4(a)–(d)
present confusionmatrices of “without glasses under normal illumination”, “with glasses
under normal illumination”, “without glasses under IR illumination”, and “with glasses
under IR illumination”, respectively. The more frequent confusion occurs between the
state “Alert” and “Drowse”.

3.3 Performance of Finetuned Off-the-Shelf CNNs

In many driver’s drowsiness detection systems, some off-the-shelf CNNs, such as
MobileNet, VGG16 and ResNet, with transfer learning technique are used their own
private dataset [8, 9]. Therefore, to realize a fair comparison of the proposed system,
we realized finetuning of five off-the-shelf CNNs to solve our problem. The finetuning
is a technique that adjust the connection weights from certain layer to the last FC layer
of the CNN to solve a specific problem, in our case driver’s drowsiness and distraction
detection. This technique is effective, when the size of dataset is relatively small and the
task is an image classification, because some earlier frozen layers that dedicate to extract
elemental features of images can be used without training process. Five CNNs that we
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Fig. 4. Confusion matrices in four different conditions. (a) without glasses under normal illumi-
nation, (b) with glasses under normal illumination, (c) without glasses under IR illumination and
(d) with glasses under IR illumination.

finetuned are MobileNet-V2 [14], VGG16 [11], ResNet-50V2 [15], InceptionV3 [18],
Xception [19]. The MobileNet-V2 was designed to perform well in the mobile devices,
reducing number of connection weights while keeping good performance. The VGG16
repeats module composed by two 3 × 3 Conv2D, and Pooling. The depth of this CNN
is relatively small; however, number of connection weight is huge. The ResNet-50V2 is
one of the ResNet classes, which was designed to avoid gradient vanishing problem in
the deeper CNN, introducing residual module. The InceptionV3 is composed by several
inception modules, which apply different kernel size to input data in parallel. The Xcep-
tion has similar concept with that of InceptionV3, but inception module of the Xception
contains larger number of CNNs.
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To obtain an optimum finetuned model of each CNN, we unfreeze gradually from
the last FC layer to earlier layers (layers close to the input layer). For example, in the
MobileNet-V2, which contains 17 inverted residual modules, so we unfreeze from the
final FC layer to earlier inverted residual modules to obtain an optimum model for our
task. Figure 5 shows relationship between test accuracy and unfrozen modules. From the
figure, we can observe that the MobileNet-V2 finetuned from the third inverted residual
module to the last FC layer provides better performance. In the same manner, Fig. 6
shows the relationship between test accuracy and finetuned unfrozen layers of VGG16.
Consecutively, other three CNNs are finetuned using the same manner to get optimum
models.

Fig. 5. Relationship between accuracy and start unfrozen inverted residual modules of the
MobileNet-V2

Fig. 6. Relationship between accuracy and start unfrozen layers in VGG16

Table 3 shows comparison results among the proposed system and five finetuned
CNNs. We compare not only accuracy but also several important aspects for its
implementation in the mobile device.
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Table 3. Performance comparison

Model Accuracy Input
Image
size

Model size
(MB)

Total params. Operation speed (fps)

Mediapipe V&J

Proposed 0.9577 64 × 64 3.98 341,091 22 21

MobileNetV2
[14]

0.9675 64 × 64 10.30 2,590,083 17 16

VGG16 [11] 0.9777 64 × 64 56.80 14,850,179 15 16

ResNet50V2
[15]

0.9760 64 × 64 92.50 24,116,419 14 13

InceptionV3
[18]

0.9600 75 × 75 84.50 21,938,275 13 12

Xception [19] 0.9713 64 × 64 81.90 21,390,187 16 12

FromTable 3, the proposed systemcanoperate 22 frames per secondusingMediapipe
face detector and 21 frames per second using Viola and Jones face detector algorithm.
This fast operation speed is very important for real-time implementation, although the
detection accuracy is slightly lower, for example, 0.03% lower than InceptionV3 and 2%
lower than VGG16. In the required memory space to implement in the mobile device,
the proposed system only requires 4 MB, which is approximately 2.6 times smaller than
MobileNet-V2 and 23 times smaller than ResNet-50V2. This favorable specification of
the proposed system makes possible a real-time operation in the mobile devices with
limited memory space and computational power. We implemented the proposed system
in two smartphones, which are Motorola Moto-One and Samsung S22 FE, operating 21
and 14 frames per second, respectively. The minimum requirements of smartphone for
implementation of the proposed algorithm are operating system Android version 8 or
above and the camera resolution is more than 5M pixels/inch.

4 Conclusions

In this paper, we proposed a CNN-based driver’s drowsiness and distraction detection
system. The principal objective of this work is that the system operates in real-time in a
compact mobile device with limitation memory space and computational power. To this
end, we selected two face detection algorithms with lowest computational complexity,
which are Viola-Jones face detector and MediaPipe Face detector. As the CNN-based
classifier, after several evaluations we selected most appropriate CNN architecture from
the following points of view: detection accuracy, operation speed and required memory
space. The proposed CNN-based system is evaluated usingNTHU-DDDdataset, obtain-
ing 95.77% of global accuracy. The experimental results shown that the proposed system
is robust to the different illumination condition and use of glasses or not. The difference
between the best accuracy (96.67%) under normal illumination without glasses, and
the worst one (94.67%) under IR illumination with glasses is only 2%. The proposed
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system was compared with five finetuned off-the-shelf CNNs, which are MobileNet-
V2, VGG16, ResNet-50V2, InceptionV3 and Xception. Although the accuracy of these
CNNs is slightly better than the proposed one, this difference is not critical, because in the
video operation small difference of accuracy in each frame can be absorbed in the total
performance. Besides that, these CNNs require a large memory space to operate, and
the operation speed decreases 23–40% compared with the proposed one. For example,
the operation speed is 16 fps in Xception compared with 22 fps in the proposed system.
The limitation shown by the finetuned CNNs makes difficult for their implementation
in the mobile device. We implemented the proposed system in smartphones, providing
frame rate with 21 frames/sec, which allows a real-time operation.

We consider the implementation of the proposed system in the wide range of the
mobile devices and its performance evaluation in real driving condition as a near future
work.
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Abstract. In this work, we propose a three dimensional (3D) convo-
lutional neural network (CNN) to enhance sinograms acquired from a
small-animal positron emission tomography (PET) scanner. The network
consists of three convolutional layers created with 3D filters of sizes 9, 3,
and 5, respectively. We extracted 15250 3D patches from low- and high-
count sinograms to build the low- and high-resolution pairs for training.
After training and prediction, the enhanced sinogram is reconstructed
using the ordered subset expectation maximization (OSEM) algorithm.
The results revealed that the proposed network improved the spillover
ratio and the uniformity of the standard NU4-2008 phantom up to 8%
and 75%, respectively.

Keywords: Positron emission tomography · Convolutional neural
network · Sinogram · Image enhancement

1 Introduction

Positron emission tomography (PET) is a noninvasive technique to acquire
images of the metabolic activity of the body. The main fields of application are
oncology [1] and neurology [2]. PET combines nuclear medicine and biochemical
analysis by using a radiotracer composed of a small dose of radioactive material,
injected on the patient before the scan, to interact mainly with the ill cells dur-
ing a time frame. For cancer studies, the radiotracer is the fluorodeoxyglucose
(F 18), which decays by a neutrino and a positron (β+) with a mean lifetime of
about 109 min.
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The positrons emitted by the radiotracer annihilate with an electron in the
body, producing two high-energy photons that travel in opposite directions.
These events are counted upon reaching the scanner’s detectors within a time
window. The annihilation point is ideally located on a straight line, known as
the line of response (LOR) connecting a pair of detectors. The detected event
might not be a true event because the pair of photons inside the body do not
always travel straight. Therefore, the photons could be deviated, producing scat-
tered events. Also, two detected photons could come from different annihilation
points. This produces random events, which are the main sources of degradation.
Randoms introduce noise. Besides, the reduced acquisition time, the small dose
of F 18, and the Poisson noise involved in the counting process result in degraded
reconstructed images that negatively affect the medical diagnoses [3].

In this paper, we propose a three-dimensional (3D) convolutional neural net-
work (CNN) to enhance PET sinograms, as a volume, acquired with a MicroPET
Focus 120 scanner. The main contributions of the paper are the following:

1. We introduce a shallow 3D CNN capable of increasing the counts of sinogram
from a small-animal scanner.

2. We show that processing the sinogram as a volume instead of independent
2D slices, improves the quality of the reconstructed image.

The paper is organized as follows: In Sect. 2, the state of the art is pre-
sented. Section 3 presents the main concepts related to the topic and the pro-
posed method. In Sect. 4, we show the results of the experimentation. Finally,
the conclusions are presented in Sect. 5.

2 State of the Art

In the past work, a number of techniques have been proposed to solve the problem
of poor quality of reconstructed PET images. Conventional approaches include
processing algorithms after reconstruction [4], anatomically guided [5] and mag-
netic resonance imaging (MRI) algorithms [6]. Although these methods try to
minimize the noise, loss of spatial resolution is still observed. In other works like
[7] the researches have applied different techniques, such as a term of Tikhonov
or a hybrid regularization term, to regularize the solution. Although this app-
roach improves the image quality, the results are based on multiple images and
the methods are applied after reconstructing the image.

Recently, artificial intelligence algorithms have been proposed in the area of
medical image reconstruction and enhancement. Most of the research focus on
the reconstructed images. They propose to use trained networks with pairs of
low resolution and high resolution images [8]. The high resolution images are
obtained from an acquisition with a modern ultra high definition scanner and
degraded to obtain the low resolution version. Other authors incorporate into the
network training, anatomical information obtained from a computer tomography
(CT) or MRI scanner [9], arguing that this information is helpful for estimating a
more robust model and higher quality images. Another study [10] proposes to use
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the U-Net network with residual and concatenation connections to use a similar
data set formed by PET and MRI images. Other network proposed is the deep
auto-context CNN model [11], where the anatomical information is incorporated
through T1-weighted MRI images. In [9], the authors used three variants of the
U-Net network to reduce noise in the reconstructed images, relying on the MRI
information.

Recent studies have focused on improving the sinogram instead of the recon-
structed image. For example, in [12], the authors use Monte Carlo simulations
and CNN to recover improved 2D sinograms from the low quality originals pro-
duced by simulated tomographs with large and small crystals. The increase of
the computing power allows to address the problem of the low quality PET
images in a 3D form, using deep learning systems. For example, in [13], a 3D
variant of the U-Net network is proposed to reduce the noise of PET images from
the brain and chest. Nevertheless, to our knowledge, no deep learning technique
has been used to enhance the volume of sinograms from small animal scanners
before image reconstruction.

2.1 The Importance of the Third Dimension

In CT, PET, and MRI techniques, the images are acquired in 3D space and pro-
cessed as 2D slices. When using machine learning techniques, the volume is divided
into 2D slices and passed to a model, trained to perform the desired task. The
downside to this approach is that valuable information from the 3D context is
lost. For example, if there is a lesion in a slice, there is highly likely information
about a tumor in the adjacent slices because the adjacent interslice correlation is
high [14]. In addition, the third dimension is not taken into account if the network
is trained with a 2D slice. The main benefit of the 3D approach is that we capture
contexts across the width, height, and depth simultaneously [15].

3 Materials and Methods

This section, describes the materials used and the methods related to the present
work.

3.1 MicroPET Focus 120 Scanner and Nema NU4-2008 Phantom

The MicroPET Focus 120 scanner for preclinical studies is a cylindrical scanner
with a diameter of 15 cm, 48 rings and an axial field of views of 7.6 cm [16].
Using the Gamos software [17], we simulated the MicroPET Focus 120 and
the NEMA phantom [18], shown in Fig. 1 (a), to perform the experiments. The
standard used was the NEMA NU4-2008 [18] that specifies the methodology
to evaluate the performance of small-animal PET scanners. It is a cylindrical
container with 50 mm in length and 15 mm in radius, divided into three regions
identified as (1), (2), and (3). The uniform region (2) is 15 mm length. Region (1)
contains five fillable rods of 20 mm length and 1, 2, 3, 4 and 5 mm in diameter,
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evenly distributed at a distance of 7 mm from the axial axis. In the last part
(3), there are two cylindrical chambers, also called cold chambers, of 15 mm and
8 mm length in diameter, filled with air and water respectively, and uniformly
distributed at 7.5 mm from the cylinder axis.

(a) (b)

Fig. 1. Schematic views of (a) NEMA NU 4-2008 phantom, (b) dimensions in cross-
sectional view

3.2 PET Sinogram

Figure 2(a) shows a scanner with the arrow pointing to the z axial axis.
Figure 2(b) shows the acquisition of 2D sinograms. Figure 2(c) shows that the
events detected by crystals, from different rings, are stored in a 3D matrix that
represents the sinogram. This implies a substantial increase in the size and in
the reconstruction time. The quality of reconstructed images is higher due to
the greater amount of information available. Figure 2(d) shows a slice (2D) of a
sinogram and Fig. 2(e) shows the sinogram as a volume. PET scanners acquire
the data in 3D, as shown in Fig. 2(c).

(a) (b) (c) (d) (e)

Fig. 2. Schematic representation of (a) a tomograph, (b) acquisition of 2D sinograms
(one sinogram per ring detector), (c) acquisition of a sinogram (as volume), (d) 2D
sinogram slice and (e) the sinogram.

3.3 Training Set

For the acquisition of sinograms, five phantoms of spheres and cylinders of diam-
eters ranging from 0.5 mm to 5 mm were created using the scanner simulator.
These objects were randomly distributed in the scanner. As a result, the low
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count (LC) and high count (HC) sinograms were generated with 10 million and
100 million events, respectively. The training set consisted of 15250 pairs of 3D
patches of size 32× 32× 32, selected randomly from the LC and HC sinograms,
and the validation set consisted of 5000 pairs.

3.4 Proposed 3D CNN for PET Sinogram Enhancement

Figure 3 shows the proposed 3D CNN. The network has three layers. The input
layer with a ReLU activation, extracts the 32-dimensional feature vectors using
32 filters of 9 × 9 × 9 coefficients each. The second layer performs a nonlinear
mapping to 16-dimensional feature vectors using 16 filters of 3×3×3 coefficients
each. We apply the ReLU (max(0, x)) on the filter responses. The last layer is the
transpose convolution layer (deconvolution) to recover the enhanced sinogram
with linear activation and consists of one filter of 5 × 5 × 5 coefficients.

Fig. 3. Proposed 3D CNN.

3.5 Hyperparameter Tuning for the Proposed 3D CNN

The tuning of hyperparameters consists of choosing the values that achieve the
maximum performance of the assigned task. Our universe of hyperparameters
contains 6912 possible combinations. To test all possible variants, 27648 h of
GPU time are required. For this reason, the random search method [19] was
used to adjust the hyperparameters with validation loss monitored up to 50
epochs. The algorithm was allowed to perform 500 randomized trials. Table 1
shows a summary of the results of the hyperparameter tuning.

4 Experimental Results

The simulated NEMA phantom filled with F 18 was used to acquire volumes of
sinograms for testing. Following, we show the quantitative and visual results of
the experiments.
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Table 1. The results of hyperparameter tuning.

Parameter Value

First convolutional layer

Number of features maps 32

Kernel size 9 × 9 × 9

Activation function ReLU

Second convolutional layer

Number of features maps 16

Kernel size 3 × 3 × 3

Activation function ReLU

Transpose convolutional layer

Number of features maps 1

Kernel size 5 × 5 × 5

Activation function Linear

Network training

Loss function Mean squared error (MSE)

Optimization algorithm Adam

Learning rate 0.001

Batch size 32

Epochs 200

The spillover ratio (SOR) is the ratio of the average value of each cold cham-
ber to the average of the hot uniform region. A volume of interest (VOI) of
6 × 6 × 15 voxels was taken in the cold chambers. Table 2 shows the results of
SOR and relative standard deviation (%STD) for the cavities filled with water
and air. Figure 4 shows the maximum intentisity projections (MIPs) of the recon-
structed images of the (a) LC sinogram, (b) the enhanced sinogram using the
proposed method after reconstruction with OSEM [20], and (c) the profiles of
the dotted lines (a) and (b). We can see that the proposed method increases the
counts and preserves the edges.

Table 2. SOR and %STD measured in the cold chambers.

Water chamber Air chamber

SOR %STD SOR %STD

Low count image 0.1071 150.2672 0.1764 115.64

Recovered image with
the proposed method

0.0988 37.9092 0.1693 28.9256
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A 15 × 15 × 15 voxels VOI was taken at the center of the uniform region to
measure uniformity. The average activity concentration, the maximum and min-
imum values, and the percentage standard deviation are calculated and shown
in Table 3. Figure 5 shows the MIPs of the (a) LC sinogram, (b) the enhanced
sinogram using the proposed method after reconstruction with OSEM and (c)
the profiles of the dotted lines in (a) and (b). We can see that in this region,
the proposed method increases the counts, preserves the edges, and reduces the
oscillation of the uniform region.

(a) (b)

(c)

Fig. 4. MIPs of the transversal view for the chambers region in the simulated Nema
phantom. (a) Original LC, (b) proposed method, (c) activity profiles of the cross-
sections.

Table 3. Measures in the uniform region.

Average Max. Min. %STD

Low count image 0.0900 0.4992 0.0034 69.7008

Recovered image with
the proposed method

0.2118 0.3531 0.0939 15.6831

Figure 6 shows the MIPs for the rods for the (a) LC sinogram and (b) the
HC recovery sinogram by our method. Figure 6 (c), (d) and (e) show the profile
along the 1 mm, 3 mm, and 5 mm rod in the axial direction, respectively.
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The results obtained allow us to see that the proposed method applied to the
3D PET sinograms is able to improve the spillover ratio in the cold region, as
shown in Table 2. In the water chamber, the SOR is improved by 8% and in the
air chamber by 4%, allowing a better definition of the limits between the area of
the radiotracer and the cold areas. Figures 4(a–b) visually show that when the LC
sinograms are processed by our method, valuable information is recovered when
compared against the standard reconstruction procedure. Figure 4(c) shows how
our method increases contrast and reduces noise in the reconstructed images.

(a) (b)

(c)

Fig. 5. MIPs of the transversal view for the uniform region in the simulated Nema
phantom. (a) Original LC, (b) proposed method, (c) activity profiles of the cross-
sections.

In the Nema standard, the central region of the phantom is used to measure
uniformity. The greater the uniformity in the area, the better the visualization
result. Uniformity is expressed as the relative standard deviation represented as
a percentage (%STD). Table 3 shows that the %STD improves by 77% when
sinogram is enhanced by our method. In the same way, the intensity profile of
Fig. 5(c) shows how the variability is reduced with the proposed method. Unifor-
mity measurements were also made in the cold chambers, which are reported in
Table 2. Improvements in the %STD metric of approximately 75% were obtained.
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(a) (b) (c)

(d) (e)

Fig. 6. MIPs of the transversal view for the rods region in the simulated Nema phan-
tom. (a) Original LC, (b) proposed method, and axial profiles along the (c) 1-mm rod,
(d) 3-mm rod and (e) 5-mm rod.

The volume containing the rods is useful for evaluating how small struc-
tures are recovered and visualized. Figures 6(a) and (b) show the reconstructed
images corresponding to the LC sinogram and the result obtained by our method.
Figure 6(c) shows that the network can recover and enhance the 1 mm structure
compared to the original LC image. We can observe that the network recovers
the 1 mm rod in the entire axial axis, while in the LC image, only one slice
contains information of the 1 mm rod. Figures 6(d) and (e) show that the net-
work recovers valuable information in the 3 mm and 5 mm rods. Figures 7(b) and
(e) show that the proposed method manages to recover effective counts in the
sinograms, while the LC sinograms (Figs. 7(a) and 7(d)) contain little informa-
tion, after being processed by our method, useful information is recovered before
reconstruction. As far as we know, there is no other similar network to process
the volume of PET sinograms for small animals.
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(a) (b) (c)

(d) (e) (f)

Fig. 7. Slices from the 3D sinogram. (a, d) Original LC sinograms, (b, e) corresponding
enhanced sinogram with the proposed method, and (c, f) corresponding ground truth
sinogram.

5 Conclusions

In this paper we propose a 3D convolutional neural network to enhance PET
images in the sinogram domain. High count and their corresponding low count
sinograms were generated. Patches of 32 × 32 × 32 were extracted from both
pairs of sinograms to form the training sets. The images were reconstructed using
the OSEM algorithm. The Nema NU4-2008 quality metrics and phantom were
used to evaluate the results. In addition, an analysis of the profiles obtained from
the MIPs of the reconstructed images was carried out. The results show that the
proposed network increases the counts of sinograms in an orderly manner. This
positively influences the quality of the reconstructed images. The increase of
the SOR and %STD metrics means that more details were found and preserved
in the reconstructed enhanced images. Although the proposed method is more
computationally extensive than a 2D implementation, it is worth noting that
a better estimation is achieved because the proposed method takes advantage
of the intra-slice information. In future work, we will modify the network to
increase the resolution of the recovered image and use measured data.
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Abstract. This article presents a Dendrite Morphological Neuron
model learned by Linkage Trees (LT-DMN). It is presented as an alter-
native to modern DMN model training approaches based on k-means
clustering that must tune the number of dendrites per class by defining
a k-value. Also, the k-means based methods have a problem of non-
reproducibility and, for each potential solution, they may present the
risk of falling into local minima. The LT-DMN algorithm selects the cen-
troids from a deterministic hierarchical clustering, which builds a linkage
tree for each class of patterns. In addition, the simulated annealing algo-
rithm is used to automatically fit a suitable cut-off point in the structure
of each tree that minimizes the classification error and the number of
dendrites. The proposed method is evaluated on nine synthetic data sets
and 17 real-world problems. The results reveal that the proposed method
is competitive or even better than seven DMN models from the litera-
ture. Furthermore, LT-DMN achieves low architectural complexity by
using few dendrites.

Keywords: Dendrite morphological neuron · Spherical dendrites ·
Linkage trees · Classification

1 Introduction

Dendrite Morphological Neurons (DMNs) are artificial neural models that
present two main characteristics: 1) dendrites are represented by a geometric
shape to cover the input space locally, and 2) the activation functions are defined
by the minimum (min) and maximum (max) functions [7]. Besides, a single
DMN can solve nonlinearly separable classification problems, unlike linear per-
ceptrons based on dot product, which require layered units to enable nonlinear
responses [6].
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DMN learning procedure distributes dendrites over the input space so that
all the classes of patterns are adequately wrapped according to their distribu-
tion shape. A DMN learning algorithm is designed according to the dendrites’
geometry, which can be boxes, ellipses, and spheres; all of them are defined by
two parameters: location and spread [5].

The box-shaped dendrites are isooriented (i.e., their faces are parallel to
Cartesian axes of the input space): the location is defined by the lowest extreme
point, while the side lengths give the spread for each dimension. The divide-
Hyperbox per Class (d-HpC) is a straightforward training method that splits an
initial HpC solution into halves concerning all dimensions [8]. Then, the linear
divide and conquer method (LDCM) performs the dHpC splittings recursively
using a binary search. This method requires adjusting two hyperparameters:
margin distance and tolerance error, tuned by the Differential Evolution (DE)
algorithm [8].

Also, optimization-based methods have been used to train box-shaped DMNs.
The Stochastic Gradient Descent (SGD) refines an initial solution defined by
some heuristic like the dHpC method [10]. Another approach uses the DE algo-
rithm to evolve the parameters of a population of DMNs using the genetic oper-
ators of crossover, mutation, and selection. The location and spread of every
candidate solution in the population are codified into a real-valued vector [3].

The elliptical DMNs are trained using the k-means algorithm to distribute
dendrites over the input space. The number of dendrites per class (i.e., clusters)
is defined by a hill-climbing-like method until a tolerance error is reached. There-
fore, a cluster centroid defines the dendrite location, whereas the corresponding
covariance matrix determines its spread [2].

In the case of spherical DMNs, the k-means algorithm also defines the den-
drites’ location, while the spheres’ radii stand for the dendrites’ spread. Besides,
the number of dendrites per class is automatically adjusted by the Simulated
Annealing (SA) algorithm [4].

Recently, we demonstrated that DMN classification performance is improved
by replacing the standard min and max functions with smoothed versions to
soften the decision boundaries. Our first approach used box-shaped dendrites
trained with LDCM, where DE tuned its hyperparameters and the smoothness
factor [6]. Our second approach evaluated the three abovementioned geometries
using smooth min and max functions. A framework called the Up-Down algo-
rithm was used to adjust both the smoothness factor and the number of dendrites
per class, where k-means defined dendrites’ locations. The results revealed that
spherical dendrites outperformed the other geometric shapes [5].

Notice that there is no standard algorithm to train DMN parameters; hence,
there is still open the possibility to test other learning algorithms. Specially,
we are interested in using Linkage Trees (LT), initially defined for hierarchical
clustering, to overcome the non-reproducibility of k-means since it starts with
random clusters; hence, it is prone to get trapped in local minima. Besides, DMN
learning methods based on k-means require adjusting the number of dendrites
per class by specifying the k-values. The tuning methods automatically search
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Fig. 1. (a) DMN topology based on spherical dendrites and smooth maximum function
given by (1). (b) A spherical dendrite in R

2 defined by centroid c = [c1, c2] and radius
r, whose response is given by (2).

for an adequate number of dendrites, although for every potential solution, the
k-means is run, risking falling into local minima. Contrarily, the algorithm for
creating LT is deterministic and can be run once for each class of patterns. The
number of dendrites per class can be adjusted by defining an adequate cut-off
point in the hierarchy. We propose using a DMN based on spherical dendrites and
the SA algorithm to adjust the LT’s cut-off point per class and the smoothness
factor of the smooth max function.

2 Proposed Approach

2.1 DMN Basics

Let x = [x1, . . . , xd] be an input pattern in R
d associated with a class label

y ∈ Ω = {ω1, . . . , ωc}, where c is the total number of classes. Moreover, a
training set with n instances is denoted by X = {x1, . . . ,xn}, and the set
Y = {y1, . . . , yn} contains the corresponding class labels for each training pat-
tern in X.

Figure 1 shows the typical DMN topology with spheres representing dendrites
in an R

d space, where each dendrite is labeled with the class of its enclosed
training patterns during learning.

In addition, we use the smooth max function to soften decision boundaries.
Let u = [u1, . . . , uk] be an array with k real numbers; then, the smooth maximum
is defined as [6]

smax(u) =
k∑

i=1

exp(βui)∑k
j=1 exp(βuj)

ui, with β > 0, (1)

where β is the smoothness factor. If β → ∞, then the smax function approxi-
mates to the conventional max function.



108 S. O. Tovias-Alanis et al.

(a)

22 43 28 37 12 49 45 16 20 26  2 21 36 50 11  3 35  4 17 27 14  1 40 39 25  9 42 10 34 30 44  5  7 24 33 31 41 48 46  6  8 15 13 18 23 38 47 19 29 32

1 

17

33

49

Le
ve

l

Instances

(b) (c)

Fig. 2. (a) Nonlinearly separable data with two classes and 50 points per class. (b)
Linkage tree of patterns in class ω1. The dashed line is a cut-off level that creates
a clustering. (c) Trained DMN where circles are dendrites obtained from clustering
solutions obtained by cutting the linkage trees at level zk, for k = 1, 2.

The classification flow of an input pattern is as follows. First, a dendrite
response is triggered to determine whether x is inside or outside its coverage
region. So, the jth dendrite response (with j = 1, . . . , lk) in the kth class (with
k = 1, . . . , c) is expressed as [5]

hj,k(x) = rj,k − ‖x − cj,k‖, (2)

where ‖·‖ is the Euclidean norm, cj,k = [c1,j,k, . . . , cd,j,k] is the sphere’s centroid,
and rj,k > 0 is its corresponding radius. Next, the maximum function activates
the response of a group of dendrites for the kth class, which is expressed as [6]

rk(x) = smax
j=1,...,lk

(hj,k(x)) . (3)

Finally, the argmax function outputs the predicted class label ŷ ∈ Ω as [6]

ŷ(x) = arg max
k=1,...,c

(rk(x)) . (4)

2.2 Linkage Trees

Let Xk be the set of instances in class ωk obtained from the training set X with
k = 1, . . . , c classes. The linkage tree of Xk is the hierarchical cluster tree (also
known as dendrogram) of its nk instances using an agglomerative hierarchical
clustering algorithm: each instance is a cluster at the beginning, and clusters are
merged in every iteration using a distance metric, commonly the Euclidean dis-
tance. The linkage tree hierarchy for class ωk has nk − 1 levels. Here, the linkage
trees per class are constructed using the complete linkage algorithm, which uses
the farthest distance of a pair of objects to define inter-cluster distance [9].

Figure 2(a) shows an example of nonlinearly separable data with two classes
and 50 instances per class. Additionally, Fig. 2(b) shows the linkage tree of pat-
terns in class ω1, which has 49 levels. Notice that the cut-off point (dashed line)
creates ten clusters in X1, each one related to a dendrite (i.e., a sphere) that
covers class ω1, as shown in Fig. 2(c).
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2.3 Dendrite Parameters

Let Ck = {C1,k, . . . , Clk,k} be a clustering solution formed by a cut-off point zk
on the linkage tree of Xk. Then, the centroid of the jth hypersphere in the kth
class is given by the mean point in the cluster Cj,k:

cj,k =
1

nj,k

∑

xi∈Cj,k

xi, (5)

where nj,k is the number of patterns in the cluster. On the other hand, the
radius of the hypersphere is the distance of the farthest point in cluster Cj,k to
its centroid cj,k:

rj,k = max
xi∈Cj,k

(‖xi − cj,k‖) . (6)

Figure 2(c) shows the dendrites covering the class distributions in Fig. 2(a).
The dendrite parameters were calculated with (5) and (6). Besides, the decision
regions obtained with (4) are also shown. Notice the softened decision boundaries
obtained by the smooth max function in (1).

2.4 Automatic DMN Tuning Based on SA

Simulated Annealing (SA) is a stochastic local search method for global opti-
mization, allowing gradual convergence to a near-optimal solution [1]. Here, SA
is used to automatically tune the proposed DMN architecture, as summarized
in Algorithm 1 [4]. An initial solution is randomly initialized and is composed
of two parts. The first one codifies c cut-off levels of integer values in the range
zk ∈ [1, nk − 1], where nk is the number of patterns in the kth class. The sec-
ond part codifies the smoothness factor in the range β ∈ [0.1, 30.0]. Hence, a
potential solution is represented by the vector s = [z1, . . . , zc, β]. In addition, a
perturbation function creates a new solution s′ by randomly altering the entries
of s in the ranges mentioned above with a probability of 0.5. Therefore, for each
variable, a random number taken from U(0, 1) greater than 0.5 indicates that
the corresponding entry value will increase, otherwise decrease. In this case, the
cut-off levels and the smooth factor change in steps of 1 and 0.01, respectively.

The cost function is devised to minimize the classification error and the
number of dendrites and is defined by the weighted sum

f(s) = w

(
1
n

n∑

i=1

I (yi �= ŷi)

)
+ (1 − w)

(
nd − c

n − c

)
, (7)

where w ∈ [0, 1] weights the importance of each term. In the first term, I(·)
denotes the 0–1 loss function to measure the error rate, where ŷ is given by (4).
In this case, the training set was used to evaluate the cost function, and the
validating set was employed to test the accepted solution and update the best
DMN architecture. The second term reduces the number of dendrites nd in
the model, normalized in the range [0, 1]. Notice that the minimum number
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Algorithm 1. Automatic DMN tuning based on SA.
input: Training dataset {X1, . . . , Xc}; Linkage trees per class {LT1, . . . , LTc}
t ← 5 // Initial temperature
s ← s0 = [z1, . . . , zc, β] // Generate initial solution randomly
Train DMN using {X1, . . . , Xc}, {LT1, . . . , LTc}, and initial solution s
s∗ ← s, f∗ ← f(s) // Save best solution
repeat

for i ← 1 to 50 do // Iterations at temperature t
Generate a new solution s′ by perturbing s randomly
Train DMN using {X1, . . . , Xc}, {LT1, . . . , LTc}, and perturbed solution s′

Δf ← f(s′) − f(s) // Compute cost difference
if Δf < 0 then

s ← s′, f(s) ← f(s′) // Accept the new solution
else

if exp (−Δf/t) > rand(0, 1) then
s ← s′, f(s) ← f(s′) // Accept with some probability

if f(s) < f∗ then
s∗ ← s, f∗ ← f(s) // Save best solution so far

t ← 0.99 · t // Decrease temperature
until t < 1 × 10−6

return s∗

Table 1. Synthetic (S) and real-world (R) datasets with different classes c and dimen-
sions d. The training and test patterns are n and nt, respectively.

ID Dataset name c d n nt ID Dataset name c d n nt

S1 Concentric 3 2 1455 162 R5 Credit Approval 2 15 587 66

S2 Horseshoes 2 2 1350 150 R6 Dermatology 6 34 322 36

S3 Moons 2 2 1350 150 R7 Echocardiogram Data 2 9 55 6

S4 Ripley 2 2 1000 250 R8 Heart Disease Cleveland 2 13 267 30

S5 Three Gaussians 3 2 1440 360 R9 Iris Data 3 4 135 15

S6 Three Spirals 3 2 1350 150 R10 Mice Protein Expression 8 80 497 55

S7 Two Gaussians 2 2 960 240 R11 Ozone Level Detection 2 72 1664 184

S8 Two Spirals 2 2 1350 150 R12 Parkinsons Dataset 2 22 175 20

S9 XOR Problem 2 2 1260 140 R13 SPECTF Heart Dataset 2 44 241 26

R1 BCWD 2 30 512 57 R14 Seeds 3 7 179 20

R2 BCWO 2 9 614 69 R15 Statlog 7 18 2079 231

R3 Car Evaluation 4 6 1555 173 R16 Vowel 11 11 891 99

R4 Climate Model 2 18 486 54 R17 Wine 3 13 160 18

of dendrites is c, that is, one dendrite per class, and the maximum number of
dendrites is n, that is, one dendrite per pattern. The proposed cost function aims
to improve generalization while reducing the DMN architecture complexity.
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3 Experimental Setup

Nine synthetic and 17 real-world datasets were used to evaluate the LT-DMNw

algorithm and the comparative methods. The real-world datasets were taken
from the UCI Machine Learning Database Repository1 and present a different
number of classes c = {2, . . . , 11} and dimensions d = {4, . . . , 80}.

Also, the synthetic datasets were employed to visualize the decision bound-
aries generated by the proposed approach and the comparative techniques.

Table 1 summarizes the characteristics of the datasets used in this study.
The datasets were normalized in the range [−1, 1] with the min-max method,
and divided with stratification into training (90%) and test (10%) sets.

We also evaluated the impact of the weight value in the cost function given
in (7). Specifically, for w = 0.5, where both terms have the same importance,
and for w = 1.0, in which reducing the number of dendrites is not considered
but only minimizes the classification error. So, given these considerations, the
proposed approach will be identified as LT-DMN0.5 and LT-DMN1.0.

Moreover, seven DMN approaches in the literature were considered for com-
parison purposes: SA-DSN [4], DE-DMN [3], SGD-DMN, LDCM [8], DEN [2],
DE-SDMN [6], and UP-DOWN [5]. All of them were compared in terms of
classification accuracy (ACC) and DMN complexity given by the number of
dendrites (ND).

All the algorithms were developed in MATLAB 2021b (MathWorks, Mas-
sachusetts), and the source codes are available upon the request to the authors.

4 Results

Figure 3 shows the results of the DMN methods regarding classification accuracy
measured on the training and test sets and the number of selected dendrites.

Concerning the accuracy measured on the test set, LT-DMN0.5 attained the
second-highest value (ACC = 0.96), while the DEN algorithm reached the best
result (ACC = 0.97). Nevertheless, DEN obtained ACC < 0.7 for three datasets,
whereas LT-DMN0.5 attained ACC > 0.7 for all the datasets, indicating more
consistency than DEN. Contrarily, SGD-DMN achieved the lowest classifica-
tion performance (ACC = 0.86). Furthermore, the remaining methods obtained
the same accuracy (ACC = 0.95), but only LDCM got a slightly lower value
(ACC = 0.94).

The accuracy of the training set was also measured, aiming to determine the
overfitting. In general, all the DMN models results are almost similar between
training and set test sets (i.e., the boxplots of both sets are similar). However,
it is noticeable that LDCM is prone to overfitting because the training accuracy
is much higher than test accuracy.

Additionally, the Wilcoxon rank-sum test (α = 0.05) was performed to deter-
mine statistical differences between the proposed approach and its counterparts.

1 http://archive.ics.uci.edu/ml.

http://archive.ics.uci.edu/ml
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Table 2 shows the p-values regarding the classification performance. Remarkably,
the proposed method was statistically similar to all the DMN models, except
SGD-DMN, which was outperformed by the proposed approach.

Table 2. Wilcoxon rank sum test results. The rows show the p-values regarding the
classification performance. In bold, p < 0.05. Symbols denote: (=) statistically equal,
and (−) statistically inferior respect to the LT-DMNw method.

SA-DSN DE-DMN SGD-DMN LDCM DEN DE-SDMN UP-DOWN

LT-DMN0.5 0.88 (=) 0.89 (=) 0.03 (−) 0.63 (=) 0.69 (=) 0.90 (=) 0.65 (=)

LT-DMN1.0 0.33 (=) 0.48 (=) 0.10 (=) 0.81 (=) 0.34 (=) 0.56 (=) 0.28 (=)

Fig. 3. Results of the DMN methods evaluated on the 26 datasets. The upper graphic
shows the pairs of box plots of classification accuracy measured on the training and test
sets. The lower graphic presents the number of dendrites of each DMN model. Above
each box are the median (upper graphic) and the average (lower graphic) values.

Figure 4 shows the decision regions generated by the DMN methods on the
synthetic datasets. Notably, the proposed LT-DMN0.5 reached the highest clas-
sification accuracy (ACC = 0.97) and tied with SA-DSN, DE-DMN, DEN, DE-
SDMN, and UP-DOWN. Also, LT-DMN1.0 attained the same performance as
LDCM (ACC = 0.95). On the other hand, SGD-DMN achieved the lowest accu-
racy (ACC = 0.84). Notice the effect of the smooth activations functions in DE-
SDMN, UP-DOWN, and LT-DMN approaches, where the decision boundaries
are softer than the DMN models that use conventional min and max functions.

Regarding the number of dendrites, a low architectural complexity in the
DMN model is desirable to reduce the computational cost in the prediction task
and build decision boundaries that enable a high generalization. In this context,
SGD-DMN achieved the lowest complexity (ND = 12.9), followed by UP-DOWN
(ND = 13.8). Notably, the two variants of the proposed LT-DMNw reached the
third and fourth lower values (ND< 22), respectively. Also, SA-DSN and DEN
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Fig. 4. Decision regions obtained by DMN methods trained on synthetic datasets.
In parenthesis, the accuracy measured on the test data and the number of selected
dendrites (ACC, ND). Below the name of each method, in parenthesis, the median
accuracy and the total sum of dendrites (ACC, Σ).

achieved models with low complexity (ND < 34). On the contrary, LDCM got
the DMN models with the largest number of dendrites (ND = 175.3).

In particular to synthetic datasets, SGD-DMN obtained the smallest value of
selected dendrites (Σ = 84); however, for S1, S2, and S8, it built decision regions
with poor generalization on the test set. Contrarily, DE-DMN got the mod-
els with the highest complexity (Σ = 1038). Notably, the proposed LT-DMN0.5

reached the second-lowest value (Σ = 192), and LT-DMN1.0 was more complex
(Σ = 290) since the cost function used a unit weight value to dismiss reducing
the number of dendrites.

5 Conclusions and Future Work

This paper introduced a method for training DMN models based on linkage
trees and spherical dendrites. The proposed algorithm was modeled as an opti-
mization problem to minimize the classification error and the architectural com-
plexity given by the number of dendrites in the model. The simulated annealing
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algorithm was selected to automatically adjust the cut-off levels of c linkage trees
(i.e., one per class) and the smoothness factor of the smooth max function.

In this case, the number of dendrites per class is determined from a cut-off
point using the LT’s structure, which allows overcoming the non-reproducibility
problem of the k-means algorithm and the risk of falling into local optima. This
behavior can be observed in SA-DSN and DEN models, which obtained outliers
with less accuracy than LT-DMN, indicating the possibility of having gotten
trapped in local optimum.

The proposed approach attained a similar accuracy distribution on the train-
ing and test sets; therefore, it avoided overfitting and reached a good general-
ization performance. Furthermore, seven DMN methods from the literature pre-
sented similar behavior to the proposed approach except for LDCM, which got
a higher accuracy in the training set than in the test data. Also, this method
attained the highest architectural complexity.

Remarkably, the proposed LT-DMN0.5 attained a slightly better classifica-
tion performance on the test set than its counterpart LT-DMN1.0 since it can
find solutions with a smaller number of dendrites and better generalization per-
formance. Therefore, increasing the complexity of the DMN models can produce
overfitting problems as observed in LDCM.

Future work considers adding a softmax output layer to the LT-DMN model
to evaluate the classification performance from posterior probability responses.
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Deep Variational Method with Attention
for High-Definition Face Generation
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Abstract. We present a method based on four different neural network
architectures to generate realistic high-resolution faces. Our model con-
sists of four modules: a convolutional Variational Auto-Encoder (VAE),
a convolutional pix2pix network, a super-resolution transformer, and a
cross-scaling module. Our work combines a variational model with an
attention model based on transformers to improve the quality of generated
high-definition images that looks realistic. Our method’s performance is
demonstrated by experiments with a High-Quality Faces dataset.

Keywords: High-definition face generation · Variational
autoencoders · Texture transformers · Texture transference

1 Introduction

Super-Resolution (SR) methods estimate a high-resolution image with natural
and realistic textures from a low-resolution image. There has been a notable
advance in applications that improve the photos’ content quality, e.g., image
enhancement for digital televisions, medical imaging tasks, and remote sens-
ing. SR methods based on Deep Neural Network are classified between two
paradigms: single image SR (SISR) and reference image-based SR (RefSR). Some
of the problems of traditional SISR are blurring effects; such methods achieve a
kind of interpolation. For this reason, Generative Adversarial Networks (GANs)
have surged as an option for introducing textures; however, it could cause hal-
lucination of textures or unnatural textures. Recently, RefSR methods transfer
high-resolution textures from a given reference (Ref) image, producing visually
pleasing results. Some of the problems with state-of-the-art (SoTA) algorithms
are the inaccuracy of the textures when the viewpoints change between the low-
resolution image (x′) and the reference image (y).

We present a model that combines different neural network architectures to
generate realistic human faces. Our model architecture consists of four mod-
ules: a Variational Auto-Encoder (VAE) [6,9], a pix2pix network, a Texture
Transformer (TT), and a cross-scaling network (CS) [16]. Our procedure con-
sists of a sequence of stages based on deep networks. Firstly, we use a VAE to
generate a base face’s image with general properties (globally consistent pro-
portions), but without details: the faces look over smoothed. Then, we impose
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
O. O. Vergara-Villegas et al. (Eds.): MCPR 2022, LNCS 13264, pp. 116–126, 2022.
https://doi.org/10.1007/978-3-031-07750-0_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07750-0_11&domain=pdf
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some texture to the base image using a convolutional pix2pix model. Although
the computed image presents some texture, the convolutional model may intro-
duce distortions that result in global inconsistencies. At this point, the textured
face’s symmetry and proportions may show distortions. For example, the eyes
may show different colors or shapes. Then, we use a Transformer model that
takes the images produced by the VAE (globally consistent without texture)
and the pix2pix (textured with global inconsistencies) and a real face’s image
as reference to compute the spatial matches between the textured-inconsistent
image and the real. Finally, a Cross-scaling module adds texture to the VAE’s
image using multiscale attention matrices computed by the Transformer [16].
We demonstrate our method’s performance by experiments with the CelebA-
HQ dataset [7]. Our work combines a variational model with an attention model
based on transformers to improve the quality of generated high-definition images
that looks realistic.

2 Proposed General Procedure

2.1 Estimating and Sampling Distributions

The problem of generating realistic faces is better understood if we analyze the
general problem of estimating and sampling distributions. Let us assume that U
is the universe set of the data of interest (in our case, all the images of faces).
Then given a sample of m data Ω ⊂ U , with Ω = {xi}i=1,2,...,m of dimension
n (xi ∈ R

n), one must estimate the underlying distribution of such data, P (x).
The estimated distribution P̃ must satisfy:

1. High likelihood for the real data, x ∈ U .
2. Low likelihood for those that do not belong to, x /∈ U .
3. Allows to generate samples x̃ ∼ P̃ with high likelihood P (x̃).

The last condition is challenging in the case of high-dimensional data: 512 ×
512 × 3 faces with a range of 256 values (only the possible number of 4 × 4 × 3
RGB images is larger than 10115). However, it is possible to assume that the
high-dimensional data of interest “live” in a much lower-dimensional subspace
(manifold). Hence, the task is to find a function f that maps a reduced vector
of latent variables z [with known and simple distribution P (z)] to the subspace
of the images:

z̃ ∼ P (z). (1)

Then, a synthetic data is computed with

x̃ = f(z̃). (2)

Thus, we must propose a simple distribution for the latent variables, and find
the function f that maps from the latent variables to the images. In this way,
each z̃ sampled from P (z) corresponds to an image x̃ that falls into the manifold
where the real images live. It is simpler to say than implement since we consider
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that small changes in z̃, should produce slight variations in the generated image
x̃. Furthermore, if z̃ has a high likelihood value according to P (z), then the
generated image x̃ must be very realistic [high likelihood according to P (x)]. In
this work, we propose a procedure to achieve this goal based on recent advances
in neural networks.

2.2 Proposed Strategy

Among the data-generating deep networks, the variational auto-encoders are dis-
tinguished by the way they naturally allow defining the distribution of the latent
variables P (z). However, VAEs are known to produce over-smoothed results. On
the other hand, the GAN models produced very realistic results but are gen-
erally challenging to train and tend to represent only regions of the authentic
data subspace (the well-known mode collapse problem). These GAN’s problems
accentuate when dealing with high-dimensional data. Therefore, in this work,
we start from a VAE and modify the f function that maps the latent variable
to the real data space to improve the quality of the generated data but always
maintain the latent space’s interpretability.

Following is discussed a simplified description of our strategy: the purpose is
to serve as a guide map in the rest of the article. Assuming we want to generate
RBG images of dimension H × W (Height and Width). Then our approach
starts by training a VAE that codifies and decodes images of size h × w; said
h = H/2 and w = W/2. The reason is that the VAE over smooths the generated
images, and a high-definition is unnecessary at this point. The VAE model can
be represented by

x
C�→ z

D�→ x′; (3)

where C represents the encoder that codify the data x into a latent variable z,
providing P (z) would be simple, and D decodes z into the image with x′ ≈ x. In
this point one can note that x′ preserves essential characteristics of the datum
x but lacks of details that make it look realistic.

Thus, we train a pix2pix model [5] to introduce texture into the VAE’s gen-
erated image. This pix2pix model is again a convolutional auto-encoder (but not
variational) of the kind of the UNet model. The pix2pix model can be repre-
sented by

x′ p2p�→ x′′. (4)

In this stage, x′′ may include details of real images. However, it can present
inconsistencies in the symmetry and shape of the face; e.g., eyes with different
colors, eyebrows with different expression, etc. We need a mechanism that sees
the face as a whole and corrects such inconsistencies.

In order to correct inconsistencies we need to impose relationships between
image regions: symmetry between face’s sides, spatial relationship between ele-
ments of the face, etc. To achieve this goal, we compute correspondences between
the current result x′′ and a high–quality reference image y codified as an atten-
tion matrix [13]. The rows in the attention matrix H are associated with a region
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of the partial results x′′ and the columns with the regions in the reference image
y; for use of transformers in image analysis problems, see [1,3,8]. To describe
this process, we assume that the partial results and the reference are split in K
chunks, then each chunk is transformed by a feature extractor:

x′′ Tx�→ {ck}k=1,2,...,K , and y
Ty�→ {Ck}k=1,2,...,K . (5)

Hence, an attention matrix H can be computed with

Hij = 〈ci, Cj〉; (6)

where 〈a, b〉 is the cosine of the angle between the vectors a and b.
Now, we can reform the inconsistent partial results x′′ using the reference

image y and the attention information H. This is accomplished by a Deep net-
work known as Cross-scale. This mode is again an autoencoder built upon the
UNet model. The process can be expressed by

(x′′, y,H) CS�→ x̂; (7)

where x̂ denotes our final generated image obtained deterministically from a
sampled vector z̃ ∼ P (z).

3 Subnet Models

In this section, we present details of the previously described models.

3.1 Variational Autoencoder

The VAE model is an encoder-decoder model but restricting the latent space
to be Normal Gaussian. The VAE schema is depicted in Fig. 1. A more detailed
model than (3) is

x
C�→ y

S
︷ ︸︸ ︷

f�→ (μ, σ2)
g�→ z

D�→ x̂ . (8)

We include a new function S that given the internal representation vector y
computed by the codifier C, computes the latent variable z ∼ N (0, I). This
is enforced by penalizing the Kullback–Leibler divergence KL[N (0, I)|N (μ, σ2)]
where μ is the mean vector and σ2 is the variances vector of the entries of the
latent variables z ∈ R

d. We select d = 150 empirically. In our implementation
we use the VAE loss variant that uses the L1 norm:

Lvae = γ‖x − x̂‖1 + KL[N (0, I)|N (μ, σ2)] , (9)

because the norm L1 showed to produce better results and γ = 10, 000 can be
see as an extra penalization (regularization) that enforce the VAE to produce
more realistic results.
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xreal

y

μ

σ

z

xpred

ε ∼ N (0, 1)

Fig. 1. Variational autoencoder.

3.2 Pix2pix

The pix2pix is actually a UNet model used as Generator (G) and a GAN training
strategy with the aim of transforming, pixel by pixel, images from one domain
x′ ∈ A to another domain x ∈ B; assuming that aligned pairs [x′, x] are avail-
able [5]. Using a UNet, it is predicted the transformation x′′ of x′. Next, the
pairs [x′, x] and [x′, x′′] are composed, where the first corresponds to the perfect
transformation (Real pair) and the second the transformation predicted by the
Generator (Fake pair). The training is carried out through a GAN scheme, where
a Discriminator (R) net aims to distinguish between real and synthetic pairs.
On the other hand, the Generator seeks to deceive the Discriminator. The GAN
training is accelerated by dividing into regular regions the images. Then, it is
calculated a realness rating [0, 1] for each patch. The final evaluation of a pair
of images corresponds to the sum of the individual ratings of each patch. Hence,
the generator focuses on problematic areas and does not overwork regions with
adequate transformations, resulting in fast and robust training. Mathematically
the process is represented by

x′′ = G(x′;Wg) , (10)
f = R([x′, x′′];Wd) , (11)
r = R([x′, x];Wd) ; (12)

where Wg and Wd denote the parameters of the Generator (G) and Discrim-
inator (R), respectively. Note that f and r are tensors where the entries can
be understood as the probability that a region of the image is real. Then, the
Generator loss function is given by

min
Wg

= H[1, f ] + γ2‖x′′ − x‖1; (13)

where H[p, q] is the cross-entropy between the probability distributions p and q.
The second term, weighted by γ2, is a global discrepancy measure between the
prediction and the expected image. The Discriminator loss is given by

min
Wd

= H[1, r] + H[0, f ]. (14)
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Such optimizations are simultaneously performed. Figure 2 depicts the training
process of the pix2pix model.

Fig. 2. Pix2pix model, see text.

4 Attention Matrix

Figure 3 shows the scheme of how attention is calculated, the model was initially
proposed in a method for single image Super-resolution [16]. In our approach,
we start state that x (high-quality image to be generated) is unknown and, a) x′

is the base image generated by the VAE, over-smoothed. b) y is a high-quality
reference image. c) x′′ is our best attempt to texture x′ with pix2pix. d) y′′

is the result of putting y through a degradation process similar to x and then
trying to restore it like the methods previously discussed. That is, it is our first
approximation to the inverse problem. Mathematically this process corresponds
to

y′′ = (G ◦ D ◦ S ◦ C)(y). (15)

Thus, we transform the data into a new representation with more evident com-
plex characteristics at different resolutions. For this, we use the VGG16 backbone
previously trained with ImageNet:

s
vgg�→ S; (16)

where s ∈ {x′, y, y′′, x′′}. The datum in the new representation is denoted by the
tensors {F, V,K,Q}, respectively.

Now, we infer the correlations between x′ and y by computing such cor-
relations between x′′ and y′′. First we split Q and K into patches qi : i ∈
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[1, 2, . . . ,HLR × WLR] y kj : j ∈ [1, 2, . . . ,HRef × WRef ], respectively. Next, we
compute the similarity scores rij for each patch pair (qi, kj) with

ri,j =
〈

qi
||qi|| ,

kj
||kj ||

〉

. (17)

Following, we compute the matrix that indicates for each patch in x′′ the patch
in y′′ with better match:

hi = arg max
k

rik (18)

x′ y y′′
x′′

Backbone

Learnable Texture Extractor

V K Q

Relevance Embedding

... 2 ...H
3 5...

Hard Attention

T 0.9S
0.4

...
...

...
0.1

Soft Attention

F

Fout

Fig. 3. Texture transformer, see text.

and build the Hard Attention matrix H with integer entries hi : i ∈
[1, 2, . . . ,HLR × WLR]. Moreover, while the hard attention matrix H stores the
patch index with the best score, the soft attention matrix S stores the score
value:

si = max
k

rik (19)

for i = 1, 2, . . . ,HLR × WLR. Then, we ensemble the tensor T where each
patch ti : i ∈ [1, 2, . . . ,HLR × WLR] corresponds to the patch in V , vj : j ∈
[1, 2, . . . ,HLR, with the most aligned texture according to H:

ti = vhi
. (20)

Now, the idea is to combine the original textures F with the transplanted
texture candidates T . Since F are the texture information in the base image
x′ and we want to correct such textures using computations of the attention
mechanism, we adopt a residual scheme of the form Fout = F + g(F, T, S) where
g computes the needed changes in the textures values. Such changes are allow
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only at those patches where there is a high confidence that the reference image
y could provide useful information. The mechanism is implemented as

Fout = F + g(ccat(F, T )) � S (21)

where g is implemented as a convolutional block, ccat denotes the concatenation
and � the element–wise product.

4.1 Cross-Scale Integration

Inspired by SoTA methods for style/texture transferring [2,16,17]. We also
applied the previous attention mechanism at different levels of partial outputs of
the feature extractor network VGG16. So the array of reconstructed textures at
different scales {F

(i)
out}1=1,2,... are integrated with a cross-scaling reconstruction

network (I); this can be modeled as

xpred = I({F
(i)
out}1=1,2,...) (22)

where xpred is our final generated face. Figure 4 depicts the cross-scaling model
for integrating the reconstructed textures at different scales.

Texture
Transformer

Texture
Transformer

Texture
Transformer

...1x 1x

2x

...1x

...2x

4x ...4x

1x
...

1x 1x

2x ...2x 2x

4x

Stacked Transformers
Output

RBs CSFI RBs CSFI RBs

↑ Pixel suffle
↗ Upsample
→ Feed-forward
↘ Downsample

Fig. 4. Cross-scaling model, see text.

4.2 Implementation

Our method to generate realistic faces can be understood as an ensemble of
functions whose particular implementation is not the relevant point of our con-
tribution. Although we explored different architectures and our implementations
to facilitate the reader could reproduce our work, the results shown in this work
are based on modules (models) publicly available online. The global method
can be implemented by using the Convolutional Variational Autoencoder code
[11] (adapted to CelebA-HQ in [10]), the pix2pix code [12] and the TTST code
[15] that implements the attention mechanism and the cross texture integration.
It is important to note that the description of the method presented implies
increasing the dimensions of the base image x. However, the original applica-
tion of the TTSR model is to achieve super-resolution on general images and
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increase the dimensions of the image x′ to (2h, 2w). In the experiments shown,
we maintain this increase in resolution, the change we make is only to generate
the base image x′ in reduced size (h,w), keeping the remaining ones {y, y′′ x′′}
into (H = 2h,W = 2w).

5 Experiments

We use two metrics to evaluate the results: Peak Signal to Noise Ratio (PSNR)
and Structure Similarity Index (SSIM) [4]. The PSNR is defined as

PSNR(f, g) = 10 log10(255/mse(f, g)) (23)

where mse is the Mean Square Error. On the other hand, SSIM emulates the
perceptual distance of the human visual system when comparing two images,
see Ref. [14]. The SSIM models any distortion in the image as a combination of
three factors: luminance distortion, contrast distortion, and loss of correlation.
It is defined as

SSIM(f, g) = l(f, g)c(f, g)s(f, g) (24)

with

l(f, g) =
2μfμg + k1

μ2
f + μ2

g + k1
, c(f, g) =

2σfσg + k2

σ2
f + σ2

g + k2
and s(f, g) =

2σfg + k3

σfσg + k3
; (25)

where {ck}k=1,2,3 are parameters (constants) of the metrics, the {μz}z=f,g and
{σ2

z}z=f,g,fg are the mean values and (co)variances, respectively. The first term
compares the luminescence, the second term the contrast and the third term the
structure.

Fig. 5. Images by column: VAE generated image (x′), Pix2pix enhanced image (x′′),
final generated image (xpred), and target image (x).
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We conduct our numerical experiments using the CelebA-HQ dataset [7] with
30,000 face photos of celebrities, previously aligned by the eye’s positions. The
80% where used for training/validation and the 20% for testing Fig. 5 shows
the generated image with the VAE and the enhanced (textured), the resulted of
pix2pix, the final HQ generated image, and the target image. The error metrics
(testing) where 25.67 of PSNR and 0.732 of SSIM. The computational times
for a full-training were: VAE, 167 min for 400 epochs; pix2pix 87.1 min for 150
epochs; and TTSR, 450.1 min for 50 epochs.

6 Conclusions

We presented a method to generate high-resolution images of faces from a vari-
ational formulation. Our formulation compresses relevant information on a face
image into a vector, with dimension 150, of Gaussian-normal variables (latent
space), which is simple to sample. The reconstruction function maps the latent
variables to the face image is deterministically composed of the three stages.
Such stages are the VAE decoder, a convolutional texture implanter (pix2pix),
and, finally, a conditional spatial consistency corrector. The consistency correc-
tor is conditional because it uses the image of another face y in high definition to
make corrections. Our future work will focus on performing a deeper evaluation
of our generator, extending to applications based on operations in the latent
space, and developing a network that encodes the information of a set of images
used to avoid explicit conditioning.

Acknowledges. Work supported by Conacyt, Mexico (Grant CB-A1-43858).
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Abstract. Atmospheric pollution components have negative effects in
the health and life of people. Outdoor pollution has been extensively
studied, but a large portion of people stay indoors. Our research focuses
on indoor pollution forecasting using deep learning techniques coupled
with the large processing capabilities of the cloud computing. This paper
also shares the implementation using an open source approach of the code
for modeling time-series of different sources data. We believe that further
research can leverage the outcomes of our research.

Keywords: Air quality index forecast · Deep learning · Public data

1 Introduction

Monitoring the air quality and forecasting air pollution are both paramount
for many daily activities [4], as air quality has direct impact on human health,
agriculture, and the environment in general. Moreover, it is directly related to
global warming and climate change [11].

Typically, air quality systems focus on monitoring specific components of
outdoors atmospheric pollutants, including NO2, NO3, NOx, O2, CO2, PM10,
PM2.5, and IAQ index, using public monitoring stations that report their con-
centrations either daily, hourly, or by the minute [15]. However, some times these
reports can be inaccurate, noisy, or simply not provided by the official sources
during specific periods [12]. Outdoor air pollution has been demonstrated to have
negative consequences in human health, specially in large metropolitan areas. Fur-
thermore, tracking indoors air quality has been a neglected research area.

To face the potential lack of public information, as well as to contribute to
the monitoring of indoors air quality, we propose the use of affordable indoors
devices, that report air quality every few seconds, and that can be installed inside
apartments. For the task of predicting air quality IAQ, we evaluate the predic-
tive performance of different deep neural network-based approaches. Namely, we
compare the performance of the multi-layer perceptron (MLP), convolutional
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neural networks (CNN), and the long short-term memory (LSTM). Our results
show that it is possible to obtain an air quality monitoring system that is afford-
able and reliable for domestic usage.

Concretely, our contribution consists in presenting an exploration of differ-
ent deep learning models and architectures with full open code, which allows
replicability of time-series forecasting using cloud techniques.

The rest of this paper is organized as follows. Section 2 comments on pre-
vious work using deep learning techniques for air quality prediction. Section 3
provides details on the data acquired with the indoors device. Section 4 explains
the different architectures evaluated for the task of air quality forecast. Section 5
presents our results, and Sect. 6 our conclusions.

2 Related Work

There are some underlying reproductions that use models of neural systems from
the perspective of their understanding of how neural networks work. Among
other things, we find that some authors work with artificial neural nets based
on MLP-based architecture [3], unlike this research which tries different archi-
tectures, mainly based on LSTM. In addition to this, we try with different time
windows and other hyperparameter tuning in order to find the one that best
predicts the air quality index.

Some researchers have proposed a systems to monitor individual pollution
components (pollutants) through wireless networks connecting arrays of sensors.
Other studies have incorporated indexes (such IAQ) or score-based systems to
determine and forecast IAQ level. We adopted the latter. Additionally, we com-
pared for data accuracy from different sources such as OpenWeatherMap [18]
and Mexico City Government Air Quality Monitoring [17,19].

Based on the scope of our investigations, it is common that IAQ monitoring
Artificial Neural Networks (ANNs) are used to predict or forecast the value of air
quality or the value of air pollution. This project differs from previous research
since we use a wide variety of architectures and expanded processing capacity
with Google Vertex. The functionality of this system and the methodology of
this project are explained in the next section.

No outstanding results were found in weather or pollution forecasting in the
papers cited. So, it is natural to build and improve upon these weaknesses and
address them.

In the paper of Abdullah [1] the authors make special emphasis on the com-
plexity and non-linear associations between air quality, meteorological, and traf-
fic variables. This is often a limitation of traditional machine learning methods.
They also had the idea of updating ANN weights with genetic algorithms, call-
ing it Optimized ANN (OANN). The data includes 16 h of daily information
from 2014 to 2016, it came from the Ministry of Works, Malaysia, while the
air pollution and meteorological datasets are collected from the Department of
Environment (DOE), Malaysia. These data were used to predict the concentra-
tion of CO, NO, NO2, and NOx. The models included are ANN, RF, Decision
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Trees, and the metrics used to measure their performance were: MAE and MSE
for all four pollutants.

The objective of the work of Cakir [2], 2020 was to compare the performance
of the ANN against multiple linear regression; associating the weather condition
with some ambient air measures. The data corresponds to the average hourly
concentrations of the particles during the years 2012–2015. The authors make
predictions of PM10, NO2, and O3. The performance was measured with MAE,
RMSE and R2. They found a correlation between in and out variables, also
found that shallow ANNs seem to work better than deeper ones, but MLR
seems to work better than ANN. This seems to be more competitive against their
previous work (2017), where the MLR equations obtained were used to predict
the concentrations for the period of 2012–2013. The same data sets used to
simulate both ANN and MLR, but predictors used in ANN are not the same with
the independent variables of regression equations. During the model development
in the work of 2020, independent variables of the MLR equations were used as a
predictor in different ANN configurations; however, the obtained performances
were not better than ANN trained with predictors given in this paper.

The dataset used in the work of Singh et al. [10] came from Indira Gandhi
International Airport at New Delhi, India, which includes 9 months of hourly
information about meteorological factors, pollutant concentrations, and traffic
information. The target variable is PM2.5. Authors present an exploratory model
using an LSTM with 75 units; however, they came with no strong conclusion,
only that RMSE is lower for deeper LSTM (hence the 75 units).

The work of Saad [5] plays with information of continuous monitoring of
indoor air quality among 22 days between 9.00 a.m. and 5.00 p.m. The authors
try to identify source influence among 9 input variables (to known: CO2, CO, O3,
NO2, VOCs, O2 and PM10, temperature and humidity) and 5 conditions: ambi-
ent air, chemical presence, fragrance presence, foods and beverages presence,
and human activity. Within the written work they talk about the engineering
application system which is made up of three parts: sensor module cloud, base
station, and service-oriented client. They used 2-layers ANN to learn to predict 5
outputs: Ambient environment, Chemical presence, Fragrance presence, Human
activity, and Food and beverages. The performance measure used was the mean
accuracy, which was found between 45 to 99%. With this measure they concluded
that the ANN was a good tool to identify the most relevant predictors.

Bekkar et al. [6] in their research published the negative impact on air in
human health triggering cardiovascular diseases related to mortality, and there-
fore having an impact on the domestic economy. It also hints a probable relation-
ship of pollutants and COVID-19 propagation. Their research also highlights the
complexity of modelling the PM2.5 pollution with different traditional statistical
methods and machine learning methods. Bekkar focuses on deep learning with
different architectures, comparing them using performance metrics. The dataset
used in this research also contained less than 4% of missing values, and the
spline linear interpolation method was used to fill the gaps in the missing data.
The results presented in the paper show that the combined convolutional and
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LSTM network combination offered the best results. We found that this research
is noteworthy in their ability to present the information and compare models;
but lacks information regarding time-series preprocessing methods, such as the
window sizes and fall short on explaining why the least history has the best
results, which is contrasting with our own research.

Sotomayor-Olmedo et al. [7] research focused on using Support Vector
Machines with Mexico City data. They explored different kernels for SVM but
did not provide further details on preprocessing on how they dealt with the
missing values. The research explained briefly, but clearly, the general weather
and pollution conditions of Mexico City. The authors of this paper highlight the
computational overhead that may impose in forecasting applications, therefore
suggesting lower Support Vector Machines with high accuracy as the best option.
We tried focusing on covering those areas that could improve replicability of air
quality research for other researchers’ work.

Ramos-Ibarra et al. [8] focused their paper research on the trends of atmo-
spheric pollution in the greater Mexico City area using Kalman filters as an
smoothing technique for several pollutants in the region. They use Mean abso-
lute deviation, mean square error and mean absolute percentage error as their
metrics for evaluation of their techniques. Their research handled the missing
variables through the Kalman filters. Their research focused on the non com-
pliance at the time of the local and global environmental regulations, and fore-
casting of the pollution concentration on a 7 day horizon from 2008 until 2018.
The most remarkable outcome of this research is that the Kalman filters and the
techniques used in the paper may be used by decision makers to tackle the air
pollution problem from an integral perspective using statistical tools based on
data.

Bing et al. [9] research focused on predicting ozone air pollution in Mexico
City forecasting using multiple linear regressions, neural networks, support vec-
tor machines, random forests and ensemble techniques. Their research clearly
show the difficulties of having a greater prediction performance than 50%. They
used all these techniques to evaluate contradictory outcomes of previous research
on whether the Support Vector Machines versus Multi-layer Perceptron offer bet-
ter performance, but the researchers published better performance with ensem-
ble techniques that combine neural networks and support vector machines. This
research used the performance metric: RMSE and MAE; but the paper lacked
information regarding if those errors were scaled, as is usual in machine learning
techniques with different variables in different scales, and it didn’t explained how
the data preprocessing was handled. Therefore, it is very difficult to replicate
their findings. Their conclusions highlighted some of the limitations found using
a single station.

None the previously described research presented public code published or
it lacked the required technical detail for replicability. A lack of baseline models
as suggested in Keras documentation regarding time-series processing was also
addressed.
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3 Data

We use the sensor Bosch BME680 [15] that has a published precision of ±5%
and a resolution of 1 IAQ. Our exploratory data analysis confirmed this. This
sensor collects data every 3 s [16].

Additionally, we use two more data sources: OpenWeatherMap and Mexican
Federal Government Pollution data (SINAICA), which have new observations
every hour.

Preprocessing. We explored the data sets and we had 6,285,103 records of our
sensors from February 2nd, 2021 until September 27th, 2021. Our average IAQ
readings were 161.23 with an standard deviation of 72.85.

We resampled our sensor data every 1, 2 and 5 min. Getting the mean values
for 1, 2 and 5 min windows, respectively. We created a linear interpolation for the
missing data points. The 5 min resampled data was found to be a good balance
between dataset size performance wise. Our data was split into training (70%
of the data) and validation datasets (30%), without reshuffling, i.e. keeping the
oldest records for the training dataset, and the validation dataset with the most
recent data.

We had missing data on all datasets. Nonetheless, this was not a big concern
on our experiments by using the above mentioned interpolation methods.

Variables. The 5 min resampled data has 62,724 observations with the following
variables:

– Sensor data:
1. Temperature: continuous variable in Celsius degrees.
2. Pressure: continuous variable in hectopascals (hPa).
3. Humidity: continuous variable in relative humidity percentage (% rh).
4. IAQ: discrete variable in EPA Indoor Air Quality Index.

– SINAICA Government Pollution Data:
1. NO: continuous variable for Nitric Oxide parts per billion (ppb).
2. NO2: continuous variable for Nitrogen Dioxide parts per billion (ppb).
3. NOx: continuous variable for Nitrogen Oxide parts per billion (ppb). This

is the sum of NO and NO2 pollutants.
4. CO: continuous variable for Carbon Monoxide parts per million (ppm).
5. O3: continuous variable for Carbon Monoxide parts per million (ppm).
6. PM10: continuous variable for Particle Matter with diameters of less than

10 microns measured in micrograms per cubic meter (µg/cm3).
7. PM2.5: continuous variable for Particle Matter with diameters of less than

2.5 µ measured in micrograms per cubic meter (µg/cm3).
8. SO2: continuous variable for Sulfur Dioxide parts per billion (ppb).

– OpenWeatherMap Data:
1. Outdoor Temperature: continuous variable in Celsius Degrees.
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2. Outdoor Pressure: continuous variable in hectopascals (hPa).
3. Outdoor Humidity: continuous variable in relative humidity percentage

(% rh).

We use the previous list of variables as independent variables to forecast IAQ.
More precisely, our models are fed with a vector of length 15, and predict an
scalar output.

Postprocessing. All variables described in Variables subsection are numeric
but on different scales, therefore we used the MinMaxScaler() transformation
of Scikit-Learn for training our models. This transformation is inverted for the
reporting of the Mean Absolute Error, to have the error metric in an interpretable
scale.

We also applied time-series processing using Keras timeseries dataset
from array() function with hyperparameter tuning to find the “sweet spot” of
performance and accuracy. This function creates a tensor, i.e., a vector of arrays
with the history of previous observations of certain length in a sliding window
fashion. This is “learned” during the training process of the models we applied
in this research.

Data Access. We are planning to publish the sensor data on the paper reposi-
tory hosted on GitHub for replicability and further research purposes. SINAICA
Mexican Government data will be published in this repository. Due to the rights
of OpenWeatherMap, we cannot publish them, but they are easily afforded in
their website [18].

4 Methods

We tested several architectures, hyperparameters, and different types of process-
ing units to minimize the mean square error (MSE) of the AQI forecast.

Procedure and General Workflow. Our research used Google coLaboratory
[20] as our interactive experiment environment using ADAM as our optimizer,
though we used Stochastic Gradient Descent on some experiments. We mini-
mized the MSE as our loss function. All our experiments were performed with
Tensorflow in Python [22].

For scalability purposes we used the novel platform Google Vertex AI [21]
platform, as it offered more performance and automated hyperparameter tuning
successfully using a Python script. This code and the notebook experiments code
will be published on GitHub.
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Experimental Protocol. We compare different types of artificial neurons:

– DNN: Dense neural networks (Multilayer perceptron, MLP) are deep neural
networks that are the foundation for artificial neural networks (ANNs) with
multiple layers between input and output layers.

– RNN: Recurrent neural networks are the most classical architecture used for
time series prediction problems.

– CNN: Convolutional Neural Network is very popular in image processing
applying 2-D convolutions. However, it is also useful for one-dimensional data
using 1-D convolutions.

– LSTM: “Long-Short-Term Memory” (LSTM) neural networks that are an
evolution of RNNs developed to overcome the disappearing gradient problem;

– A mix of the best models, in this case, CNN + LSTM.

5 Results

Our best results were consistently as shown in Fig. 1:

Fig. 1. We tested 10 different neural network types, including: Dense (MLP), LSTM,
Convolutional, Recursive networks and combinations of them.

Performance of the Models. These architectures were tuned with differ-
ent time-series hyperparameters to check for consistency of performance on our
architectures with our data and to optimize our computational budget. We found
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Table 1. Comparison of different architectures. Stride and for Sample Rate were han-
dled as hyperparameters of Tensorflow time-series window generator [13,14]. W. Sz.
means Window size in days.

Model Time Epochs W. Sz. Stride Samp. Rt. MSE MAE Resample

lstm00 47.62 11 30 2 2 0.0249 55.97 10 Min

dnn00 29.58 14 15 1 2 0.0309 57.58 10 Min

best01a 890.75 28 15 1 2 0.0244 59.03 05 Min

conv00 79.88 14 15 1 2 0.0301 60.34 10 Min

baseline00 24.97 14 15 1 2 0.0325 60.90 10 Min

conv02 799.29 28 15 1 2 0.0207 61.58 05 Min

Fig. 2. lstm00 model is a 3 layer combining LSTM, dropout and dense layers in the
following fashion. LSTM layer was implemented as 64 LSTM neurons, a second dropout
layer with a rate of 0.5 to avoid overfitting and lastly a 512 MLP RELU activated layer.
This model has a total of 576 neurons.

that the re sampling size of our dataset, i.e.: instead of processing all our sensor
records every 3 s it is useful to get the means of these records every 1, 2 and
5 min (Table 1 and Fig. 2).

Our budget did not allow us to fully test the performance of the 1 min re
sampling data, as it was very expensive. And the 2 and 5 min resamples are
comparable performance-wise. We tested an even larger resample of 10 min with
great results.

6 Conclusions

This paper faced the problem of not having accurate and up-to-date information
of air quality while living in a city with known pollution problems. This lack of



Indoor Air Pollution Forecasting Using Deep Neural Networks 135

information led us to ask ourselves what could we contribute as Data Scientists,
so we have developed some air quality prediction models based on neural network
systems. We proposed a variety of methods with both the scopes of concerned:
to perform multi-layer perceptron models for predicting IAQ concentration in an
indoor sensor, and to compare the performances between different time-windows
and a baseline model.

Data for model classification training was collected using an IAQ Bosch mon-
itoring system. In addition to information from our sensor, we collated data
with information from external sources that included particulates such as car-
bon dioxide, carbon monoxide, ozone, nitrogen dioxide, oxygen, volatile organic
compounds, and particulates, temperature, and humidity. Based on the results
of the network models, the LSTM model was the best with a MAE of 55.97,
nevertheless, all our models presented a similar performance.

In general, it can be concluded that the system delivered a high classification
rate based on LSTM. We attribute this success to the appropriate use of time
windows and the advantage that Vertex gave us to be able to perform tests with
large amounts of data.

The developed models can help environmental agencies and governments
monitor air pollution levels more efficiently. Moreover, the model can help to
correct missing information in order to protect the health of the citizens who
are inhabiting in metropolitan areas.

With high hopes, in the future we would like to work, at least, with data
from a full year, to deal with seasonality and its effects on the measurement. We
will probably extend this work to a project where the effects of air quality in a
pandemic environment are considered.
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Abstract. The relationships between features can guide the architec-
ture of pattern recognition systems. It is the case with images where the
spatial relationship of pixels allows to use convolutions to filter images
and extract high level features. In this paper, we consider extreme learn-
ing machine (ELM) classifiers and propose to modify the selection of
the inputs of a hidden unit based on correlation matrix of the input
features. The proposed approach is tested on databases of handwritten
digits (MNIST and Devanagari). The results show that input selection
based on the correlation matrix provides better performance and leads
to a sparse representation of the weights in the network.

Keywords: Extreme learning machine · Correlation · Classification

1 Introduction

Efficient pattern recognition systems often require some domain knowledge to
determine the pre-processing steps and the architecture of the model. It includes
the knowledge related to the type of deformations that may occur across exam-
ples of a given class. Multiple approaches have been proposed in the literature,
including database augmentation with the addition of new examples in the train-
ing model. For neural networks, and in particular deep learning, it can be nec-
essary to have some domain knowledge to select the sequence of layers and their
parameters in the network architecture. We assume that there are problems in
which the underlying relationships between the input features are unknown or
that it requires domain knowledge that is not accessible, and it is not possible
to design a specific architecture for a neural network.

In this paper, we propose to investigate the architecture of extreme learning
machine (ELM) models by selecting a subset of inputs for the different units of
the hidden layer. ELMs have showed that they can be applied on a large number
of classification tasks with surprising high performances. It combines a very
fast learning method, and it has a powerful performance for pattern recognition
tasks [1,4,14]. ELMs are a class of feedforward neural networks. Single hidden
layer feedforward neural networks have been studied exhaustively in the last
decades. The connections between the inputs and the hidden layer are typically
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
O. O. Vergara-Villegas et al. (Eds.): MCPR 2022, LNCS 13264, pp. 137–146, 2022.
https://doi.org/10.1007/978-3-031-07750-0_13
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set with random weights, however multiple improvements have been proposed to
change the way the random weights are initialized, and the relationships between
the different sets of weights [19].

The key rationale of this study is related to convolutional neural networks
that are applied on computer vision tasks or signal processing tasks where there
exists a high relationship between the input units or features that are connected
to a unit in the upper layer. For images, the inputs in a convolution are con-
strained by the 2D space and the spatial proximity between the different units.
The same principle applies in 1D signal where inputs represent data points within
a window of the point of interest.

While we may know that we are dealing with an image and impose directly
a specific architecture between two layers, i.e., different than fully connected, an
interest is to determine these connections automatically based on the input data.
In addition, while knowing that the inputs corresponds to images, the size of the
windows for applying a convolution should be ideally determined in relation
to the images. We propose to use the correlation between the input features to
determine the set of inputs that should be used by the units in the next layer. We
propose to test this type of connection on the state-of-the-art MNIST database,
which is a database of well segmented images, hence it is possible to assess if the
connections based on the correlation between pixels can provide an advantage
over the traditional approach.

The remainder of the paper is organized as follows. First, the ELM classifier
for a single hidden layer and multiple layers is detailed in Sect. 2. The perfor-
mance of the proposed approach is presented in Sect. 3. Finally, the results are
discussed in Sect. 4.

2 Methods

Extreme Learning Machine networks are a particular type of artificial feedfor-
ward neural networks that contain a single hidden layer [7,8,18]. This type of
network can be used for both classification and regression [2,13,16]. It corre-
sponds to a linear combination of non-linear representations of the input data
(e.g. using a sigmoid function). The main characteristic of this system is the way
in which the parameters (i.e. the weights) are assigned. The input weights and
biases are set randomly and do not change over time. While this step is simple
and it may seem inefficient due to the lack of training as it is data independent,
ELMs have the capability of universal approximation if the dimension of the
input representation is large enough [10]. The parameters of an ELM network
can be obtained with linear regression methods using only matrix inversions and
multiplications. It is worth noting that these operations are particularly well
adapted for distributed learning [15]. Finally, ELM networks can be estimated
with a least square approach for learning the weights in the last layer.

We first consider a regression problem with one-dimensional scalar outputs
y ∈ R. A Functional Link Artificial Neural Network (FLANN) with a single
output neuron is defined as a weighted sum of B non-linear transformations of
the input x [13]:
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f(x) =
B∑

m=1

βmhm(x;wm) = βT h(x;w1, . . . ,wB) (1)

where the mth transformation is obtained with the parameters wm, and x ∈
R

d. Each functional link hm maps the input data to a real number. The non-
linearity is obtained with an activation function such as the sigmoid function in
the multilayer perceptron:

hm(x;wm; b) =
1

1 + expσ
(2)

where σ = −wTx + b. The set of parameters wm, 1 ≤ m ≤ B, is chosen before
the learning process and without any prior assumptions about the data. More-
over, the parameters are set randomly, in relation to a predefined probability
distribution [16]. After the estimation of the set of parameters, the weights β
must be estimated. We consider a dataset XTrain = {(xi, yi)} of N couples that
contain an example xi and the expected output yi, 1 ≤ i ≤ N . We denote by H
the matrix containing the B representations of the N examples.

H =

⎛

⎜⎝
h1(x1) . . . hB(x1)

...
. . .

...
h1(xN ) . . . hB(xN )

⎞

⎟⎠ (3)

where each function hm includes the corresponding set of parameters wm. The
estimation of β = [β1, . . . , βB ]T can be obtained through a regularized least-
square problem:

β = arg min
β∈RB

1
2

‖Hβ − Y‖22 +
λ

2
‖β‖22 (4)

where the vector Y = [y1, . . . , yN ]T is the ground truth of XTrain. As the problem
is convex, an estimation of β̂ can be obtained by:

β̂ =
(
HTH + λI

)−1

HTY (5)

where I is the identity matrix of size B × B. For a multiclass classification
problem with M classes, M ≥ 2, the ground truth Y is a matrix of size N × M .
Y(i, j) = 1 if xi belongs to the class j, 1 ≤ j ≤ M , Y(i, j) = 0 otherwise.

2.1 Inputs Selection

We consider Xtrain of size Ntrain × Nf , where Ntrain is the number of examples
and Nf is the number of features. We create the correlation matrix C, (Nf ×Nf ),
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then we sort the absolute value of the different coefficient for each feature. The
correlation coefficient of two features is a measure of their linear dependence.

ρ(A,B) =
1

Ntrain − 1

Ntrain∑

i=1

(
Ai − μA

σA

) (
Bi − μB

σB

)
(6)

where μA and σA are the mean and standard deviation of A across the different
examples, same for B. The correlation coefficient matrix of two random variables
is the matrix of correlation:

C =

⎛

⎜⎜⎜⎝

1 ρ(f1, f2) . . . ρ(f1, fN )
ρ(f2, f1) 1 . . . ρ(f2, fN )

...
. . .

...
ρ(fN , f1) . . . 1

⎞

⎟⎟⎟⎠ (7)

where fi denotes a feature in the inputs, 1 ≤ i ≤ Nf .
The different coefficients are then normalized in relation to the sum of all the

coefficients. The number of inputs corresponding to the unit i, si is defined by:

si = arg max
1≤j≤Nf

⎛

⎝

√√√√1
j

j∑

k=1

Csorti(k) − Csorti

⎞

⎠ (8)

It computes the standard deviation across the different sorted values of the
correlation matrix, and we select the size that maximizes the standard deviation.

Because each unit in the hidden layer correspond to an input feature and we
can have a different number of units in the hidden layer than the number of fea-
tures in the input layer, we select randomly in the hidden layer the corresponding
unit of the input layer.

2.2 Multi-layer ELM

Different variations of ELM networks have been successfully used in a range
of diverse but popular classification problems [9], and have been inspired by
other techniques [5,6]. ELM can be extended for deep learning architectures
(ML-ELM) [11,17]. The learning approach performs layer-by-layer unsupervised
learning by using ELM auto-encoder (ELM-AE), which represents features based
on singular values. With an ELM-AE model, the output Y is similar to the input
X = [x1, . . . ,xN ]. The decoder represents the function mapping the input repre-
sentation h1(x), . . . , hB(x) of the input x to itself, it corresponds to the param-
eters β̂ that are estimated. The random weights in each layer are constrained to
be orthogonal [11]. To create the coder afterward, β̂

T
is used to map x to the

representation that was obtained. Then, ML-ELM stacks on top of ELM-AE to
create a multilayer neural network similar to other deep architectures. ML-ELM
is a greedy approach; it doesn’t require fine-tuning after the estimation of the
weights of the last layer. In the EML with a single hidden layer, we denote by β̂1
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the estimation of the weights for the first hidden layer. We denote β̂l as the esti-
mation of the weights for the layer l, 1 ≤ l ≤ L, for ML-ELM of L hidden-layers.
An ELM-AE is used for each layer l, and the extracted weights of an ELM-AE l
are used to generate the inputs of the ELM-AE at layer l+1. A multilayer ELM
with two hidden layers is depicted in Fig. 1.

Fig. 1. A multi-layer ELM with two hidden layers.

2.3 Dataset

We consider two datasets of handwritten digits: the state-of-the-art MNIST
(60,000 images for the training and 10,000 images for the test) database, and
the Devanagari dataset (18794 for training, 3762 for the test) containing digits
in the Devanagari script [3,12]. Each image has a size 28 × 28. The correlation
between the different pixels, and the extracted number of inputs per pixel in
Fig. 2. The figure suggests that the relationships between pixels and their neigh-
borhoods are not homogeneous across the image. The sorted correlation factors
are displayed in Fig. 3.

2.4 Performance Evaluation

We denote by Corr1, Corr2, Corr3, and Corr4 the approaches where 1) the num-
ber of connections per hidden unit is unique, it depends on the correlation of the
corresponding unit in the input layer, 2) the number of connections is the same
for all the units, it is the average number across the number of connections per
unit that were estimated, 3) the number of connections is the same for all the
units, it corresponds to

√
Nf , 27 for MNIST, 4) the number of connections is

the same for all the units, it corresponds to Nf/2, 358 for MNIST. Based on the
chosen criterion for determining the number of connections to use, the average
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Fig. 2. Graphical representations of number of inputs per pixel (correlation between
pixels, Right: number of inputs for each pixel) on MNIST (left) and Devanagari (right).

Sorted correlation Mean Accumulated Sum Accumulated SD

Fig. 3. Representation of the correlation factors (absolute values) for the different
features (top: MNIST, bottom: Devanagari).

number of connections is 21.728 ± 21.5639 for Corr2. For the classification, we
normalize the images by using the z-score (zero mean, standard deviation of
one). We remove all the features/pixels with a standard deviation that is null,
reducing the input size to 717 for MNIST.

3 Results

The classification accuracy with a single hidden layer is represented in Tables 1
and 2. Each value corresponds to the average and standard deviation accuracy
across 10 runs. The standard deviation highlights the variability that can exist
across training examples using the same approach. The condition “All” corre-
sponds to the default ELM approach with the selection of all the input units,
i.e., a fully connected layer. On the test database, the best accuracy is achieved
with the approach using a subset of input units, Corr2, with an accuracy of
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94.51% for MNIST and 92.67% for Devanagari. The pattern of performance is
similar between the two datasets where the correlation based architecture lead
to a better performance compared to the default ELM. This result is close to
Corr3 because the number of connection is close 22 for Corr2 vs. 27 for Corr3.
It is worth noting that this number is also close to 25, a square mask of size
5 × 5 that is often used for the size of spatial filters. When considering a low
number of hidden units, e.g., 100, then it is not possible to see an improvement
as the default approach provides better results despite having Corr4 giving the
best accuracy. The more we increase the number of hidden units, the more the
accuracy increases. It is also worth noting that there is not a substantial differ-
ence between the performance on the training and test databases, suggesting a
good level of generalization despite the inner limitations of the model.

Table 1. Accuracy (in %) on MNIST - 1 hidden layer.

100 250 500 1000 1500 2000

Training

All 80.32± 0.34 85.03± 0.11 87.17± 0.13 89.77± 0.1 91.55± 0.13 92.86± 0.1

Corr1 76.94± 1.08 84.77± 0.37 88.11± 0.2 91.33± 0.17 93.37± 0.19 94.48± 0.11

Corr2 79.53± 1.46 85.87± 0.36 88.69± 0.27 92.24± 0.2 93.95± 0.19 95.18± 0.08

Corr3 79.45± 1.3 85.92± 0.4 89.06± 0.15 92.3± 0.21 93.98± 0.19 95.14± 0.09

Corr4 81.9± 0.34 86.02± 0.19 88.51± 0.14 91.37± 0.11 93.07± 0.08 94.18± 0.1

Test

All 81.23± 0.34 85.63± 0.13 87.41± 0.2 89.53± 0.19 90.85± 0.09 91.86± 0.18

Corr1 78.21± 1.18 85.64± 0.46 88.59± 0.26 91.39± 0.24 93.15± 0.13 94.01± 0.14

Corr2 80.37± 1.51 86.67± 0.36 89.03± 0.31 92.07± 0.2 93.48± 0.21 94.49± 0.2

Corr3 80.61± 1.23 86.64± 0.4 89.41± 0.11 92.22± 0.18 93.53± 0.29 94.51± 0.16

Corr4 82.76± 0.4 86.56± 0.26 88.76± 0.21 90.95± 0.23 92.38± 0.16 93.25± 0.15

The classification accuracy with two hidden layers are given in Tables 3 and 4.
The first hidden layer has 2000 units and the second hidden layer has units
defined in the column of the two tables (500, 1000, and 2000). We observe the
same pattern of performance where the sparse connections based on the correla-
tion across features provide a better performance than the fully random weights.
The best performance for MNIST and Devanagari is obtained with Corr3, with
an accuracy of 94.55% and 93.34%, respectively.
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Table 2. Accuracy (in %) on Devanagari - 1 hidden layer.

100 250 500 1000 1500 2000

Training

All 80.97± 0.39 87.01± 0.39 89.31± 0.03 91.94± 0.14 93.9± 0.03 95.23± 0.08

Corr1 80.11± 1.36 87.53± 0.39 90.61± 0.32 93.58± 0.08 95.56± 0.26 96.78± 0.04

Corr2 81.34± 0.78 87.93± 0.19 91.33± 0.14 94.46± 0.21 96.14± 0.09 97.24± 0.07

Corr3 81.63± 0.68 87.86± 0.42 91.24± 0.19 94.51± 0.16 96.3± 0.18 97.31± 0.07

Corr4 82.54± 0.38 87.71± 0.14 90.33± 0.07 93.07± 0.1 94.87± 0.11 96.03± 0.12

Test

All 77.09± 0.43 82.59± 0.49 84.69± 0.39 86.78± 0.14 87.93± 0.17 88.9± 0.31

Corr1 75.96± 1.29 83.55± 0.36 86.5± 0.26 89.15± 0.17 90.82± 0.43 92.15± 0.35

Corr2 77.5± 1.2 83.88± 0.38 87.13± 0.09 89.69± 0.38 91.32± 0.27 92.67± 0.16

Corr3 77.41± 0.9 83.98± 0.42 87.35± 0.38 90.23± 0.24 91.9± 0.46 92.63± 0.26

Corr4 78.68± 0.75 83.86± 0.13 86.44± 0.3 88.33± 0.34 89.53± 0.21 90.27± 0.35

Table 3. Accuracy (in %) MNIST - 2 hidden layers.

Training Test

500 1000 2000 500 1000 2000

All 87.54± 0.13 90.24± 0.06 93.06± 0.11 87.69± 0.25 90± 0.2 92.05± 0.21

Corr1 88.48± 0.3 91.63± 0.18 94.28± 0.11 87.75± 0.81 90.06± 1.23 92.69± 0.73

Corr2 89.42± 0.21 92.3± 0.11 94.96± 0.11 89.68± 0.24 92.07± 0.29 94.23± 0.14

Corr3 89.62± 0.21 92.75± 0.21 95.22± 0.12 89.89± 0.14 92.53± 0.29 94.55± 0.14

Corr4 88.93± 0.08 91.68± 0.07 94.26± 0.09 89.08± 0.2 91.31± 0.22 93.35± 0.16

Table 4. Accuracy (in %) Devanagari - 2 hidden layers.

Training Test

All 89.35± 0.12 92.33± 0.13 95.6± 0.09 84.77± 0.17 86.84± 0.28 89.01± 0.32

Corr1 91.15± 0.22 94.21± 0.14 96.79± 0.1 86.12± 0.75 89.12± 0.68 91.98± 0.47

Corr2 91.99± 0.22 95.14± 0.15 97.76± 0.13 88.07± 0.43 90.84± 0.37 93.34± 0.33

Corr3 92.04± 0.15 95.14± 0.1 97.74± 0.1 88.24± 0.24 90.92± 0.3 93.34± 0.26

Corr4 90.41± 0.11 93.36± 0.13 96.38± 0.12 86± 0.25 88.36± 0.28 90.77± 0.36

4 Discussion and Conclusion

When using images as inputs, it has become natural to use convolutional layers
in the first hidden layers of the processing stage. We have proposed to go in
the opposite direction and investigate if it is possible to retrieve meaningful
connections between units without knowing that the input is an image. In that
sense, the approach can be generalized to any type of inputs, structured or not,
as the links can be automatically created without prior knowledge of the input
sets. The performance is inferior to state of the art approaches but it uses a
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minimum amount of knowledge from the problem: no information about the
fact the inputs are images and no training, as we use random projections.

In this paper, we have proposed the selection of input connections based
on the correlation between input features applied to ELM models. ELM based
classifiers have random weights in the hidden layers until the last hidden layer.
The ELM approach allows to focus on the architecture and separate learning
from the architecture. The approach can be implemented in ELM with a single
hidden layer or with multiple hidden layers, using the multilayer ELM principles.
While the accuracy is lower than state of the art approaches that aim to get the
best accuracy, this study aimed at proposing an alternative to the fully random
weights. The evaluation shows that the proposed approach gives better results
and would allow an increase of speed due to the sparse representation of the
matrix containing the weights.

An advantage of the approach is that it does not require to have the input
data with fixed dimensions. In the present work, we have removed all the fea-
tures that have a null standard deviation, hence reducing the input feature with
MNIST from 784 to 717. Such a reduction also breaks the 2D aspect of the image.
Yet, it is still possible to recapture relationships between data points through
the correlation coefficients. While these coefficients provide relevant information,
a problem is to determine the number of inputs to select. The rationale of our
approach using the standard deviation was to include high values as well as some
small values within the input set. As the distance or relationship between two
pixels increases, the number of pixels increases as well. Hence, the standard devi-
ation seems to be a good choice, as verified in the evaluation. Other approaches
could be used to determine the number of inputs and set the weights to improve
the performance. When the number of inputs is unique for each hidden unit,
then it is not possible to change the weights using an orthonormal base as it can
be performed with the regular.

The approach for the selection of the inputs can be extended to other types
of classifiers beyond the ELM models. It could be used with a convolutional
neural network, where the convolutions can be replaced by the correlation based
connections. Contrary to the use of convolutional layers in neural networks in
which the same set of weights is used across all the pixels of the image, the
proposed approach gives different sets of weights for each unit of the hidden
layer.
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Abstract. Searching for new features that contribute to the improvement of the
performance of classification algorithms within the scientific area of infant crying
classification for diagnostic purposes is a priority. Although several studies have
suggested that some acoustic features present in the spectrogram of the signal
of infant crying: stridor, melody, and shifts, could be interesting to reflect the
pathological status of the newborn independently, a deeper study is still missing.
This paper aims to demonstrate the potential of those attributes not sufficiently
addressed in the state of the art of cry analysis when they’re properly combined.
For this purpose, the Random Forest and k-Nearest Neighbor classification algo-
rithms are used. The set of input vectors to the classifier also incorporates other
well-knowncry features that haveproven to be effective in cry classification such as
the Mel Frequency Cepstral Coefficients (MFCCs), fundamental frequency (F0),
and the energy (E). The 10-fold cross-validation method was also used to evaluate
the classifier performance as well as some standard metrics were used to evalu-
ate the classifier results. Finally, a binary classifier for Central Nervous System
(CNS) disorders with a Hypoxia background is proposed. The used experimental
corpus comprises 616 samples of 1-s duration (253 pathological and 363 normal),
corresponding to 54 children in age ranging from 0 to 3 months. The experimental
results support the validity of the proposed feature set (stridor, melody, and shifts)
for a child crying classification task as diagnostic method.

Keywords: Cry classification · MFCC · Qualitative crying features

1 Introduction

Feature extraction is used to get representative features which can characterize different
patterns of cry utterances. In that sense, relevant characteristics from the cry signal are
extracted and irrelevant information (i.e. the channel distortion and background noise)
is eliminated. Many research works have been emphasized that feature extraction plays
an important role in the field of automatic infant cry analysis.

Analyzing within infant cry signal a great variety of acoustic and prosodic infor-
mation at different levels are found. The feature extraction procedure could be done in
time or frequency domain. The frequency domain features have a strong ability to model
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the characteristics within infant cry signals despite time domain features which are not
robust enough to represent the variations within infant cry signals and the features are
sensitive to background noises. The high-level information, such as prosodic features,
are important to improve the discriminative ability within signals. To manage physical
and physiological information in cry signal a combination of prosodic domain features
together with time or frequency domain features usually is needed. Another feature to
consider is the spectrogram, it is an image that is a time-frequency representation of
an infant cry utterance. The last one has a strong ability to represent the cry signal and
include both acoustic and prosodic information.

In recent years, simple feature extraction techniques have been used. In this section,
we review three feature extraction approaches in the latest research work.

A. Prosodic domain features
In neonate cry classification, many researchers used pitch based features which pro-

vided and have good results. In 2004,Varallyay et al. [1] proposed three differentmethods
for the detection of the fundamental frequency. Moreover, Varallyay [2] reported a work
based on time-domain analysis mainly from the duration of the signal. In his study, pitch,
formant, and other features such as segment density, specific segment length, average
pause length, and average segment length are analyzed and compared between normal
babies and infantswith hearing disorderswhereas the classification part is not conducted.
Dror Lederman in 2010 [3] considered the estimation of fundamental frequency for four
different types of cries (Normal, Cri-du-Chat, Hydrocephalus, and Cleft Palate) using
simple inverse filtering tracking method (SIFT) which is capable of overcoming the
underestimation and over-estimation of the cry fundamental frequency.

Finding variability rates in features such as intensity, fundamental frequency (F0),
formants (Fi), and duration are typical acoustic cues that carry prosodic information
about infant cry and speech [4]. Other researchers have also found that F0 is critical in
identifying infant cry signals [5]. Authors in [6] used F0 to calculate unvoiced segments
ratio, a relevant characteristic for analysis of infant cry. To set differences between full-
term and preterm infant cry other features like mean, median, standard deviation, and
minimum and maximum of F0 and Fi were considered by Orlandi et al. [7].

B. Mel-Frequency Cepstrum Coefficients (MFCCs) and Linear Prediction Coeffi-
cients (LPC)

Mel frequency cepstral coefficients are one of the common, successful, and well-
known acoustic features which have been explored by researchers in infant cry classifi-
cation analysis [8–10]. MFCCs are used to encode speech signals that contain irrelevant
informationwith large amounts of storage space into compressed anduseful features. The
main idea of Linear PredictionCepstral Coefficients (LPCC) is to remove the redundancy
from a signal and try to predict next values by linearly combining the previously known
coefficients. It is used in [9] for cry detection problems. Moreover, Linear Predictive
Coding (LPC) serves as a time-domain measure of how close two different waveforms
are and it is used for infant cry classification [11].

C. Image domain features
The spectrogram is an image that is a time-frequency representation of an utterance.

It has a strong ability to represent the acoustic signal (utterance) and include both acoustic
and prosodic information. Using spectrograms as input into classifiers is a way to solve
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the problem of different cry signals having different durations. Thus in order to avoid
the zero-padding to achieve same length of feature vectors, a normalization procedure is
applied in the process of spectrogram generation, which produces the same size images
without changing the original signal. Besides feeding the spectrogram into CNN [12–
14], researchers also consider using the spectrogram image to retrieve extra features
such as Local Binary Pattern (LBP), Local Phase Quantization (LPQ), and Robust Local
Binary Pattern (RLBP) [15] to help improve the classification performance.

Picking Up Clues Lost in the Past
From the above state-of-the-art, we noticed that feature selection techniques to determine
which of these features best performs in the cry classification system, have been hardly
studied. Although the MFCCs and LPCs, as well as the spectral characteristics, have
been the most commonly used attributes in cry classification, there are still niches not
sufficiently studied in the area of parameter extraction (parameters or features with
diagnostic potential). In 1980 Michelsson described the behavior of certain acoustic
attributes in the spectrogram of a child crying signal in the presence of certain CNS
pathologies [16]. Michelsson concluded that some of these acoustic phenomena such as
stridors (turbulences), shifts of the fundamental frequency and themelody could be clues
for the diagnosis but unfortunately they had not been objecting to a deep investigation.
The author also commented in his article that in the case of stridor the Scandinavian
Group worked on its objective measurement, but not on the link between the number of
stridors present in a crying frame with F0 and the type of melody in the shift segment.
The approach to this aspect is not reported in the later state of the art. Although several
authors consider the presence of shifts in healthy crying cases, their correlation with
the presence of other acoustic phenomena such as stridor, energy and melody patterns
is not addressed. These circumstances led the authors in [17] to consider this aspect
in their hybrid classifier proposal. Although they limited themselves to visualizing this
perspective and not demonstrating this condition experimentally. In 2018 Reyes-Garcia
et al. took up 2 forgotten qualitative parameters such as shifts and glide and combined
them with melody patterns to study the crying of indigenous children in Mexico [18].
They concluded that the malnutrition factor in these communities indeed affects the
performance of these acoustic characteristics, as well as that the combination of this set
of acoustic parameters served as clues to differentiate healthy from pathological crying,
evidencing its diagnostic potential. It was shown that even the analysis of qualitative
characteristics of crying aimed at diagnosing newborns is an open topic.

This paper focuses on the analysis of a new set of qualitative features such as shifting,
stridor and melody pattern to investigate their potentials for diagnostic when combined
with state-of-the-art features like MFCCs.

2 Materials and Methods

2.1 The Need for Clinical Cry Analysis

Previous studies have shown that preterm infants and infantswith neurological conditions
have different cry characteristics such as fundamental frequency (F0), when compared
to healthy full-term infants. Research has been carried on to study possible differences
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between full-term and preterm infants in their neuro-physiological maturity and the
possible risk to the brain for the premature infant caused by prolonged deoxygenation due
to crying [19–22]. The results from those studies show major discriminative differences
between healthy infants and infants who suffered from diseases of the central nervous
system.

2.2 The Hand-Craft Features

MFCC: The MFCC’s have been used with high efficiency in a lot of works related to
crying classification. TheMel scale filter bank is a series of L triangular bandpass filtering
believed to occur in the auditory system (corresponding to a series of bandpass filters
with constant bandwidth and spacing on a Mel frequency scale). The MFCC’s can be
computed by generating small segments from the signal, calculating the Discrete Fourie
Transform (DFT) for each segment, the spectrum is then converted into a logarithmic
scale, the scale is transformed into a soft Mel spectrum, and finally the discrete cosine
transform DCT is calculated.

Energy: For a real discrete-time signal x(n) such as the cry signal, the energy is defined
as

E =
∞∑

n=−∞
x2(n) ((1))

However, since we are interested in a time-varying indication of energy, we use a
time-varying calculation:

E(n) =
N−1∑

m=0

[w(m)x(n − m)]2 ((2))

where w() is the window function which determines the nature of the short time energy
representation.

Fundamental Frequency or Pitch: Infant cry comprises the rhythmic alteration of cry
sounds, utterances and inspirations. Crying is part of the expiratory phase of respiration
with sound or phonation produced by the larynx, which contains the vocal cords or folds
and glottis. When air is forced through adducted vocal cords, the increased airspeed due
to passage through a constricted tube, results in a drop in air pressure, causing the vocal
cords to open and close rapidly (approx. 250 to 450 Hz or cycles per second in a normal
healthy newborn). This vibration is the fundamental frequency and is heard as the pitch
of the cry. There are a lot of methods for F0 estimation, in this paper we use the SIFT
method.

2.3 New Set of Acoustical Features (Manually Estimated) to Be Validated

Shift: The shift is a sudden large change in pitch (fundamental frequency) caused by
the vocal cords crashing into “overdrive” thereby instantly increasing the fundamental
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frequency to amuch higher value (a sudden upward change of the fundamental frequency
between 100 and 600 Hz in less than 10 msg). For our study, we use an alternative
technique used by Escobedo et al. in [23] in which a rising shift (RS) is defined as
the pitch frequency change increasing approximately by four octaves in 2 or 3 window
segments of 62.5 ms (ms). These audible octaves ranging from A0 = 27.5 Hz to A4 =
440 Hz, i.e. from key 1 to 49 of 88 notes from the standard piano. These RS, among
others, are appreciable melody or intonation changes in a relatively short time, which
shows the relationship of the fundamental frequency with larynx control stability.

Diagnostic cue: 5 or more occurrences is abnormal in 12 s-cry recordings.
Estimation mode: visual by experienced specialists (rising shifts in the F0 contour).

Melody Pattern: Themelody is a newborn cry feature (time-domainF0 contour)widely
used for research purpose. Schönweiler et al. in [5] used four categories of melody:
falling, rising, rising-falling, flat.

Diagnostic cue: Only the occurrence of a rising melody type will be used in the
classification (presence or not). This is considered a valid strategy since, in earlier works,
it was concluded that the occurrence of the rising melody type was allegedly greater in
disorder cases.

Estimation mode: The melody pattern has been estimated visually by experienced
specialists (when they visually inspect one cry unit in the spectrogram, coupled with
aural inspection of the sound, they can determine which melody type applies to the cry
utterance).

Stridor: Stridor is another form of vocal cord hyperfunction. In this case, a rapid
increase in air pressure causes the vocal cords to enter a turbulent state resulting in
the sudden loss of pitch. This creates a short noise (voiceless) within the harmonic
frame.

Diagnostic cue: two or more occurrences is abnormal.
Estimation mode: Stridor have been estimated visually by experienced specialists

(turbulence noise concentrations within spectrogram).

Summary of the Acoustical Indicators. Hereafter we summarize the acoustical indi-
cators of disorder: (a)instant changes in the fundamental frequency of four or more
octaves (shift) occur significantly more often in abnormal cases; (b) the melody type
in test cases is, more often than in normal cases, of the rising type, (c) the number of
turbulent noises (stridor) is increased in abnormal cases. In general, the number of shifts
and stridor tends to be higher in abnormal cases.

2.4 Datasets and Experiments

For experiments twoclasseswill be handled: normal babies (normal transpelvian delivery
and cesarean dysthocic) andpathological babies (asphyxia, retarded intra-uterine growth,
asphyxia with another risk and hyperbilirrubin)1. We used our own BDLLanto crying
dataset with 54 cry samples (31 normal cases and 23 pathologic cases). The dataset has

1 Two classes derived from six clinical control groups just for medical purpose.
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been recorded at the Eastern Maternity Hospital of Santiago de Cuba. The crying was
induced by a standardized stimulus, and 12 s of crying were recorded for each child with
a SONY CFS-210 device. The used experimental corpus comprises 616 samples of 1-s
duration (253 pathological and 363 normal), corresponding to 54 children in age ranging
from 0 to 3 months. Then these cries were digitized by the PCVOX speech acquisition
system. The original files are coded to 16 bits and sampled at 8000 Hz. In this paper,
according to the needs, several soft-tools are used: MATLAB toolboxes, ANAVOZv3.0,
and WEKA.

2.5 Cry Segmentation for Feature Extraction

Pre-processing. Each cry utterance is segmented in 1 s and each one represents one
sample. Thus every 1 s, labelled with a previously established code, is segmented in 50
ms frames (instances). At the end a classifier will process the following data structure
(Table 1):

Table 1. The data structure

Newborn samples Number of 1-s segments Number of instances

Normal group 31 363 6897

Pathological group 23 253 4807

Total of newborns 54 616 11704

Feature Extraction. The samples are processed one by one extracting their MFCC
acoustic features, this process is done with the Praat freeware program. The acoustic
features are extracted as follows: for each segment, we extract 16 coefficients for every
50ms, F0, andEnergy. The new features as stridor,melody pattern, and shift aremanually
extracted and coded by experienced researchers.

2.6 Cry Classification Methods

All experiments were conducted using the state-of-the-art classifiers the k-Nearest
Neighbor algorithm (k-NN) and Random Forest algorithm (RF).

The k-NN) algorithm is a non-parametric method used for classification. The input
consists of the k closest training examples in the feature space. In k-NN classification, the
output is a class membership. An object is classified by a plurality vote of its neighbors,
with the object being assigned to the class most common among its k nearest neighbors.

Random forests are built by combining the predictions of several decision trees,
each of which is trained in isolation, and then the predictions of the trees are combined
through averaging. The individual trees are constructed using a simple algorithm that
represents a top-down decision tree induction algorithm in which the decision tree is not
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pruned and at each node, the inducer randomly samples N of the attributes and chooses
the best split from among those variables. The classification of an unlabeled instance
is performed using the majority vote. One important advantage of the random forest
method is its ability to handle a very large number of input attributes. Another important
feature of the random forest is that it is fast.

3 Discussion of Results

Two sets of experiments are implemented in this paper: a set 1 for input data vector
without new features (onlyMFFCs, F0 and Energy) and a set 2 for input data vector with
full features (MFFCs, F0, Energy+ Stridor, Melody pattern and Shifts).We used RF and
k-NN (k = 1, 3, 5) classifiers supported by WEKA platform, for the classification. For
the evaluation of classifiers, the 10-fold cross-validation was used. Moreover, several
metrics are also considered to evaluate the results: TP rate, FP rate, and ROC area.
Results obtained for each experimental set are shown in Table 2 and Table 3.

Table 2. Results of classification for set 1 (only 16 MFCC, Energy and F0)

Classifier TP Rate FP Rate ROC Area 
Random Forest 0.792 0.220 0.863 
k-NN  k=1 0.838 0.169 0.836 
k-NN  k=3 0.825 0.185 0.883 
k-NN  k=5 0.813 0.201 0.884 

Table 3. Results of classification for set 2 (16 MFCC, Energy and F0 + F0, Stridor and Shift)

Classifier TP Rate FP Rate ROC Area 
Random Forest 0.914 0.091 0.969 
k-NN k=1 0.936 0.066 0.937 
k-NN k=3 0.926 0.075 0.969 
k-NN k=5 0.917 0.085 0.972 

As can be seen, it is evident that for each classifier, the presence of the three new
parameters (stridor, melody, and shifts) substantially improves the classification results
as they expel the values of the metrics used. The improvement in TP rates and the
decrease in the FP rates suggests the diagnostic potential of these parameters in clinical
applications. Another element to be highlighted is the improvement in the predictive
performance of the classifiers in the presence of these attributes as expressed by the
ROC values (it increases by approximately 10% reaching values above 0.95).

As can be seen in Figs. 1 and 2, the area under the ROC curve is greater for the
k-NN method, which means a better performance of the method. In turn, it is observed
in Fig. 2 that both trajectories ascend to the upper edge so that the area under the ROC
curve in both trajectories increases (due to the presence of the new attributes), this
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Fig. 1. ROC area for RF and IBk (k = 3) classifiers for set 1 (only 16 MFCC, Energy, and F0).

Fig. 2. ROC area for RF and k-NN (k = 3) classifiers for set 2 (16 MFCC, Energy and F0 +
Melody pattern, Stridor, and Shift).

corroborates the idea of Michelsson and Wasz-Höckert about the diagnostic potential of
those attributes. In turn, it is confirmed that for these attributes their diagnostic potential
increases as they are associated with other parameters. Although the idea was outlined in
hybrid classifiers [17], its contribution has been validated from state-of-the-art classifiers
and a higher number of samples than that used in [17].

Regarding the performance of the classifiers used, it is observed that the k-NN with
a value of k = 3, with the complete set of parameters (including stridor, melody, and
shift), was the best performance for classification, with a ROC area above 0.95 and with
better TP Rate and FP Rate values (substantially decisive in medical applications) than
those shown by the RF algorithm.

4 Conclusions and Recommendations

The present paper addresses the potentiality of a set of three qualitative attributes of cry
signalswhich have not been sufficiently studied in the specialized literature, namely, Stri-
dor, Melody pattern and Shift. Supported by two state-of-art classification algorithms,
two experimental sets are implemented and their performances properly compared, dis-
playing an improvement in the classification when the new feature set (stridor, melody,
shift) was considered. It is recommended in future work to perform a cross-correlation
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analysis to study the contribution of each of the new attributes as well as the effect of
their combination on the performance of these classifiers.
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Abstract. Brain-Computer Interface (BCI) provides a direct communi-
cation from a brain to a computer through the analysis of brain evoked
responses. The detection of motor imagery (MI) is one of the main
paradigm used in BCI. We investigate the classification of MI using Rie-
mannian geometry, a density based approach for discriminating brain
evoked responses in multiple frequency bands. We compare classifiers
based on the minimum distance to the mean (MDM) and k-nearest neigh-
bors (KNN) approaches, with decisions weighted in relation to the kappa
value of each frequency band. For the multi-class classification, the best
performance was achieved with the weighted KNN with an average kappa
value of 51.9%.

Keywords: Motor imagery · Riemannian geometry · Classification ·
K-nearest neighbor · Brain-machine interface

1 Introduction

A Brain-Computer Interface (BCI) is a system that provides a direct and non-
muscular pathway of communication for the individuals with motor disabilities
namely, spinal chord injury and Locked-In syndrome to communicate with elec-
tronic peripheral without needing physical contact [14]. BCI automatically trans-
lates the recorded brain responses into commands, which can be used to move a
cursor on a screen or toggle switches. The primary aim of BCI is to detect and
classify the signals by identifying well defined patterns in EEG activities [11]. It
can have many applications where neuroprosthetic device can be controlled by the
brain evoked responses. An individual is required to perform an imagination of
a movement (e.g. right hand, left hand, foot and tongue) and the brain activity
is recorded using non-invasive electroencephalography (EEG) with the electrodes
placed at the surface of the scalp. Motor imagery (MI) is a popular example for BCI
communication [15]. MI is the mental execution of a movement without any overt
movement or without any peripheral (muscle) activation. The MI activates the
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same brain areas as the actual movement [13]. Several attempts have been made
to understand the dynamics of EEG signals by exploring different frequency bands,
such as μ (8–13 Hz) and β (13–25 Hz) rhythms [6].

The goal of this paper is to classify brain evoked responses using EEG sig-
nals during MI activities. The brain evoked responses are specific to individuals
and highly variable. Different ways are possible to tackle this problem: 1) It is
possible to use a discriminant approach by using classifiers, e.g., linear classifiers
combined with spatial filtering, convolutional neural networks that will take as
an input a segment of signal and return the extent to which it belongs to a given
class (for example left hand or right hand). In this approach, the model tries
to find the differences between the types of evoked responses; 2) It is possible
to use a density-based approach where we extract high-level features from the
brain evoked responses, and we compare the test signals with other known sig-
nals using distances. In this approach, we compare signals we get during the test
phase with labeled signals we have in a training database.

In this paper, we focus on the second approach by using distances. An efficient
distance that is present in the literature is based on Riemannian geometry. Rie-
mannian geometry is an efficient way to deal with the drawbacks of the Euclidean
space for comparing the features based on covariance matrices. The distance used
for this classification task is Riemannian distance using covariance matrices as
input. The Riemannian mean calculation requires a large number of computa-
tions [1]. The size of the covariance matrix can become large when considering
multiple frequency bands and a large number of sensors. We propose to investigate
the minimum distance to the mean (MDM) and the k-nearest neighbors (KNN)
approaches, combined with multiple frequency bands, and determine their perfor-
mance when combined with the Riemannian Geometry for the classification of the
MI responses in a publicly available EEG database that contains MI tasks [3]. We
propose to weigh the contributions of the each frequency band by their discrimi-
nant power based on the Cohen kappa value. For KNN, the decisions are weighted
twice: 1) based on the Cohen kappa value at the level of the frequency bands, 2)
based on the distance of the closest examples to the test example.

2 Related Works

Studies have been performed that concentrate on KNN classifier on EEG data.
The KNN classifier had received the best results when used with Minkowski
distance with 70.08% accuracy when compared to the one with Manhattan,
Euclidean Chebychev, and Hamming distance [8]. The distance metric that is
considered has a key impact on the classifier’s accuracy. For the classification
task, the most widely used methods are Artificial Neural Networks (ANN), KNN,
LDA and SVM. The KNN classifiers are easy to implement and deploy, and
by definition they do not forget previously seen examples. However, the KNN
classifier is highly sensitive to irrelevant and redundant features [7]. The KNN
classifier with the help of cosine distance has also been tested over EEG signals
and has performed quite well [4].
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However, the classifiers performance depends on the dataset, e.g., the amount
of trials and the variability across these trials. Thus, the selection of the best
classifier depends on the characteristics of the dataset. The most widely used
density-based approach is the Riemannian geometry. In the case of EEG data
with input data corresponding to matrices (space × time), a covariance matrix
is formed (space × space). Covariance matrices lie in the Symmetric Positive
Definite Matrices (SPD) and hence in the Riemannian geometry domain [1]. The
classification in the Riemannian tangent space provides better results than the
minimum distance to the Riemannian Mean (MDRM) [2]. Currently various MI
classification approaches such as deep learning and graph based approaches used
in Riemannian geometry domain provide state-of-the-art performance [9]. There
had been studies to solve the problem of subject specific frequency selection
by using multiple Riemannian graph fusion that optimizes the subject specific
frequency band [16].

3 Riemannian Geometry

The Riemannian manifold Z is a differentiable manifold where at each point,
the tangent space is a finite-dimensional Euclidean space [12]. It contains the
Symmetric and Positive Definite (SPD) matrix Q(Nc). The vector space TQ

over the manifold Z contains the tangent space for the derivatives of a covariance
matrix Q. The dimension of the tangent space and the manifold is provided by:
dts = (Nc(Nc + 1))/2. We consider 2 data points, Q1 and Q2 corresponding to
2 covariance matrices. The geodesic distance on the manifold is the minimum
length curve joining Q1 and Q2. It is defined by:

δR(Q1, Q2) =
∥
∥log(Q−1

1 Q2)
∥
∥
F

=

[
Nc∑

i=1

log2λi

]1/2

(1)

where λi, i = 1,. . . ,Nc are the real eigenvalues of Q−1
1 Q2 and Nc is the number of

channels. Each tangent vector Pi is seen as the derivative at t = 0 of the geodesic
Di(t) between exponential mapping Qi = ExpQ (Pi) and Q, Q defined as:

ExpQ(Pi) = Qi = Q1/2exp(Q−1/2PiQ
−1/2)Q1/2 (2)

The logarithmic mapping gives the inverse mapping which is defined as,

LogQ(Qi) = Pi = Q1/2log(Q−1/2QiQ
−1/2)Q1/2 (3)

More details about the geometrical procedure can be found in [2]. The Rie-
mannian mean of J × 1 SPD matrices in terms of geodesic distance is given by:

G(Q1, . . . , QJ ) = arg min
Q∈Q(Nc)

J∑

i=1

δ2R(Q,Qi) (4)
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At a specific time instant j, xj ∈ R
Nc denotes the EEG signal vector, where

Nc is the number of channels.
The spatial covariance matrix is defined by:

Cov = E
{

(xj − E{xj})(xj − E{xj})T
}

(5)

where the functions E{.} and superscript T represent the expected value and
matrix transpose operation.

A time segment of EEG signal (X) corresponding to a given trial, where the
segment is selected after Nshift time points after the start of the trial, and with
a length (Nt = D · fs where D is the duration of the trial and fs is the sampling
rate of the signal using Nc channels. Xi ∈ R

Nc×Nt is the segment containing the
EEG signal for the ith trial. The spatial covariance matrix (SCM) for the ith

trial is denoted by Qi, Qi ∈ R
Nc×Nc . Qi is estimated by:

Qi =
1

Nt − 1
XiX

T
i (6)

Let Xtrain and Xtest, the training and test databases containing Ntrain

and Ntest covariance matrices. We have Xtrain ∈ R
Nc×Nc×Ntrain and Xtest ∈

R
Nc×Nc×Ntest .

4 Dataset

Fig. 1. Timing scheme of the paradigm

We used the four class MI dataset 2a of the BCI Competition IV [3]. The exper-
imental paradigm is depicted in Fig. 1. This dataset has the EEG data from 9
different subjects; it consists of four different MI tasks (Nclass = 4). The classes
correspond to the imagination of left hand movement (class 1), right hand move-
ment (class 2), both feet movement (class 3) and tongue (class 4). The dataset
contains the data of two different sessions for each subject recorded on two dif-
ferent days. Each session contains 6 runs and each run consists of 48 trials (12
for each class), totalling 288 trials per session. Twenty two EEG channels were
used and three EOG channels were used, with a sampling rate 250 Hz. The signal
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was band-pass filtered between 0.5–100 Hz, with a notch filter 50 Hz [3]. In the
subsequent sections, we consider only a subset of 17 electrodes (FC3, FC1, FCz,
FC2, FC4, C5, C3, C1, Cz, C2, C4, C6, CP3, CP1, CPz, CP2 and CP4) covering
the central area. We consider a time segment of duration 3 s, after 3 s post-trial
onset. Therefore, we have Nc = 17 and Nt = 3 · fs = 750.

5 Methods

5.1 Feature Extraction

The EEG signal was first filtered in 5 frequency bands (Nf = 5) ([8 12]; [12
16]; [16 20]; [20 24]; [8 24]) using a Butterworth bandpass filter of order 4. The
band [8 12] corresponds to the μ band, the three next bands are in the β band,
while the last band includes both the μ and β bands. Considering the number
of sensors selected from the channels, number of frequency bands, number of
trials each run has and the total number of runs, the covariance matrix of the
dimensions (Nsensors×Nfilters, Nsensors×Nfilters, Ntrials×Nruns) is maintained
for the features extracted from the signal.

5.2 Classification

For the classification, we have considered the minimum distance to the mean
(MDM) and the k-nearest neighbors (KNN) classifiers. We use a Riemannian
distance algorithm to compute the distance between class-wise covariance matrix
Q

(c)
G and an unknown test trial. The main drawback of calculating distance is that

the noise can be present in the information contained by the distance between
two covariance matrices. In that case, some important information related to
the class might get overshadowed by the noise. Therefore, an improved approach
includes the Fisher Geodesic Discriminant Analysis (FGDA) in [1]. It searches for
the geodesics that contain the information about the class. The covariance matri-
ces are filtered using these FGDA filters in Riemann space to discard irrelevant
information. This approach is inspired by the Principal Geodesic Analysis [5].

Apart from the ‘Distance to the mean’ [2], we have investigated ‘Weighted
KNN’ [8,10] classifiers to classify the MI data. We have considered all 5 frequency
bands in the Mu and Beta bands for band pass filters to investigate the classifi-
cation of MI data. It is worth noting that using multiple filters together increases
the size of the covariance matrix, and the FGDA requires a substantially larger
amount of memory to be tested. Instead of having a covariance matrix of size
NsensorsNfilters×NsensorsNfilters, we consider only Nfilters covariance matrices
of size Nsensors × Nsensors.

Minimum Distance to Mean (MDM). From the training dataset, the means
of each classes are computed in the training phase. Then, the distances from
these means are calculated for the entire test data. For each frequency band,
the confidence value is calculated for the entire test dataset with respect to each
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class. We calculate the confidence value based on the distance between the test
trial and the mean of each class. The class Cj corresponding to the trial i is given
by:

jout = arg min
1≤j≤Nclass

Nf∑

f=1

⎛

⎜
⎜
⎜
⎝

1/δR(Qf
i , Cf

j )
Nclass∑

l=1

1/δR(Qf
i , Cf

l )

⎞

⎟
⎟
⎟
⎠

(7)

where Cf
j is the mean of the covariance matrices corresponding to the jth class

for the frequency band f using the Riemannian geometry to find the barycenter
of the trials belonging to this class, and Qf

i is the covariance matrix for the trial
i in the f th frequency band.

Kappa Weighted Minimum Distance to Mean (KW-MDM). For the
kappa weighted minimum distance to mean algorithm, we use the kappa value
for each frequency band to weigh the decisions. We use the kappa value obtained
from each frequency band in the training dataset to weigh the contribution
of each individual frequency band during the test phase. If a frequency band
provides a high kappa value, then this frequency band has a high contribution
in the classification.

First we run the MDM classifier on the training dataset and calculate the
kappa value for each frequency band. Then, the confidence value (pi) to classify
the trial i as belonging to the class Cj , 1 ≤ j ≤ Nclass is given by:

jout = arg min
1≤j≤Nclass

Nf∑

f=1

⎛

⎜
⎜
⎜
⎝

κ(f) · 1/δR(Qf
i , Cf

j )
Nclass∑

l=1

1/δR(Qf
i , Cf

l )

⎞

⎟
⎟
⎟
⎠

(8)

where, Kf is the Cohen’s Kappa coefficient corresponding to the frequency band
f obtained with the training dataset. Cj is the mean of the covariance matrices
corresponding to the jth class using the Riemanian geometry to find the barycen-
ter of the trials belonging to this class, and Qf

i is the covariance matrix for the
f th frequency band. Cohen’s kappa is the agreement between two experts that
classify N items into Nclass mutually exclusive categories: κ = (po −pe)/(1−pe)
where po is the relative observed agreement among experts, and pe is the prob-
ability of chance agreement (pe = 1/Nclass).

Weighted KNN. In this approach, during the training phase after the geodesic
filtering, the Riemannian distance between each example in the test dataset and
training dataset is calculated. Then, for each example in the test dataset, the
k closest examples with the minimum distances from the training dataset are
selected. For each of these k examples, the weight of the corresponding label is
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updated w.r.t. the distance between the test example and the example from that
class. Finally, the class belonging to the unknown test trial i is given by:

jout = arg max
1≤j≤Nclass

⎛

⎜
⎜
⎜
⎜
⎝

k∑

l=1

ω(s(l), j) · 1/

√
Nf∑

f=1

δR(Qf
i , Qf

s(l))

k∑

l=1

1/

√
Nf∑

f=1

δR(Qf
i , Qf

s(l))

⎞

⎟
⎟
⎟
⎟
⎠

(9)

where ω(l, j) is a function that returns 1 if the trial l belongs to the class Cj

and 0 otherwise. Qf
i and Qf

j are the covariance matrices of the test example and
s(l)th example respectively for the f th frequency band. s(l) is the index of the
trial at position l after being sorted by the distances.

Kappa-Weighted KNN. Similar to the KW-MDM classifier, we use the kappa
value calculated in the training phase for each frequency band to weigh each
frequency band’s contribution when classifying the trial. We use the weighted
KNN approach for the training phase and calculate the kappa value for each
frequency band. Then, we use this kappa value in the test phase while classifying
the unknown test trial i. The belonging class Cj for the given trial i is given by:

jout = arg max
1≤j≤Nclass

Nf∑

f=1

⎛

⎜
⎜
⎜
⎝

κ(f) ·
k∑

l=1

ω(s(l), j) · 1/δR(Qf
i , Qf

s(l))

k∑

l=1

1/δR(Qf
i , Qf

s(l))

⎞

⎟
⎟
⎟
⎠

(10)

where ω(l, j) is a function that returns 1 if the trial l belongs to the class Cj

and 0 otherwise. Qf
i and Qf

s(l) are the covariance matrices of the test example
and the s(l)th example respectively. s(l) is the index of the trial at position
l after being sorted by the distances. κ(f) is the Cohen’s Kappa coefficient
corresponding to the frequency band f obtained with the training dataset, and
Qf

i is the covariance matrix for the f th frequency band. For the performance
evaluation, we have considered a subject dependent evaluation i.e., training on
the ‘A0 T’ dataset, and test on the ‘A0 E’ dataset.

6 Results and Discussion

The classification model has been trained with all the training trials from A0 T
and for the evaluation, all four methods of classification have been tested on
A0 E.



166 G. Tiwale and H. Cecotti

Fig. 2. Accuracy for each frequency band with the MDM (left) & KNN (right)
classifiers

Figure 2 presents the accuracy for each frequency band. It shows that there
is no significant difference between the accuracy while considering one classifier
over the other (MDM vs Weighted KNN). Furthermore, it suggests that each
frequency band has a specific discriminant power in the MI classification task.

Table 1. Kappa (in %) with all the classifiers and classification tasks, using all the
frequency bands. Mean and standard deviation (SD) across subjects.

Classifier Mean/S.D. LvsR LvsF LvsT RvsF RvsT FvsT All

MDM Mean 45.52 69.91 64.66 65.43 67.28 50.31 49.95

SD 32.08 21.4 25.33 23.1 22.75 24.06 20.55

KW-MDM Mean 46.3 71.61 65.74 66.67 67.59 50.62 51.34

SD 32.94 21.51 24.91 23.27 23.18 24.94 20.4

KNN Mean 46.45 69.29 68.52 70.06 67.44 56.17 51.9

SD 34.32 23.52 25.09 23.03 23.89 19.96 20.77

KW-KNN Mean 46.14 65.28 58.8 63.89 55.71 51.85 39.61

SD 34.32 21.33 33.68 27.77 28.53 20.15 27.38

Furthermore, the weight of the kappa value for each the frequency band
computed in the training phase is used in the test phase. The mean and standard
deviation across subjects of the kappa value, for all the classifiers, are presented
in Table 1. The best performance is achieved with the Weighted KNN classifier
for LvsR (κ = 46.45%), LvsT (κ = 68.52%), RvsF (κ = 70.06%), FvsT (κ =
56.17%) and also the multi-class classification which has a kappa value of 51.9%.
The KW-MDM classifier provides the best performance for LvsF (κ = 71.61%)
and RvsT (κ = 67.59%).

A Wilcoxon signed rank test was used to assess the difference of performance
between the different conditions. The results indicate that there is difference
between MDM and KW-MDM for the multi-class classification (p < 0.05). There
was no significant difference of performance (p > 0.05) between conditions for
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LvsR, LvsF, LvsT, RvsT. We found a difference for RvsF for MDM and Weighted
KNN, with Weighted KNN providing better kappa at 0.7006 (p < 0.05). The test
reveals a difference for FvsT classification between MDM and KW-MDM, MDM
and Weighted KNN, with the best kappa obtained with Weighted KNN, with a
value of 0.567 (p < 0.05). We show that the contribution provided by the weight
of the kappa value allows an improvement of the performance of the multi-class
classifier for MI.

Fig. 3. Accuracy and Kappa for KNN in relation to K for the classification tasks.

Overall, the best performance is achieved by the Weighted KNN classifier
(κ = 51.9). Furthermore, the KNN classifier was tested with a different values
of k; Fig. 3 depicts the accuracy and the kappa values for different values of k.
k = 25 provides the best accuracy (65.05%) and the best kappa value (53.40%)
for the multi-class classifier. However, the time complexity of the KNN algorithm
is directly connected to the value of k. Therefore, an optimum value for k is
important to balance the accuracy and time complexity.

7 Conclusion

We have assessed the performance of 4-class MI classification using EEG signals.
We have considered a multi-band approach with signals filtered in five frequency
bands. Similar performance was achieved when the different frequency bands
were used without considering each band’s contribution. Introducing the kappa
value computed in the training stage and using it to weigh each band’s con-
tribution in the classification task provided a significant improvement in the
classifier’s performance. When considering different pairwise and one multi-class
(4 classes) classification tasks, Weighted KNN performs better than the other
chosen approaches when considering 5 of the 7 tasks, while KW-MDM performs
the best in the other two tasks.
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Abstract. Virtual creatures are situated agents capable of interacting
with the virtual environment where they inhabit. Experiments with vir-
tual creatures require an environment where they can develop. Depend-
ing on the task, a scene from the real world may be the best candidate;
it is possible to generate a virtual representation according to the spe-
cific case study. Usually, this is known as 3D reconstruction. This paper
focuses on this possibility. It presents a quick rundown of the more com-
mon approaches to 3D reconstruction, along with some of their strengths
and weaknesses. With this background information, a proposal is made
and tested for a workflow for reconstruction using a photogrammetry
approach. The workflow’s capabilities are tested in the indoor and out-
door settings regarding the approach’s ability to generate a usable envi-
ronment for virtual creature experimentation. The results presented are
based on using a database for the community and generating a per-
sonal database to test the proposed workflow. The result shows that the
reconstruction 3D environment using photogrammetry is possible, and
it is feasible to obtain a virtual environment of the real world.

Keywords: Virtual environment · 3D reconstruction ·
Photogrammetry

1 Introduction

Currently, several areas use virtual environments for different activities, rang-
ing from learning to training. These environments are no longer based on the
designer’s imagination but are recreated from real environments, for example, the
reconstruction or assembly of an aircraft engine. For this reason, it is necessary
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to have a reconstruction mechanism that allows environments of real situations
to be efficiently reconstructed as closely as possible to reality. In this work, it
is proposed to use photogrammetry based on taking 2D panoramic images. The
difficulty consists in reconstructing the 3D environment from the 2D images,
where the user can be immersed or virtual creatures use it to carry out or show
some task or objective.

Throughout these experiments, an underlying requirement is an appropriate
virtual environment (a field of study in itself [16]). The importance of the type
of environment for virtual creature experiments was apparent since the incep-
tion of virtual creatures for biological research [17,19]. The environment gained
importance with the introduction of physical simulation environments [22].

In broad terms, it is costly to prepare a virtual environment until used for
different experimentations because it is generated through procedural means
(e.g., [18]) or generates a virtual representation of a real-world scene.

The field of 3D scene reconstruction relies on multiple sources of information,
along with different approaches to generate virtual environments. It is worth
noting that each source of information and consequent approach has its benefits
and drawbacks. The following list of sources presents the more common ones
found in academia and the market:

Photographs. RGB or grayscale photographs. Information usually comes from
batches of images of a scene through photogrammetry, which translates mea-
sures in the images into measures in a 3D space. Thanks to the ready availabil-
ity of cameras in smartphones, this approach is the most accessible and has
long been used even with community input [8]. It has, however, the drawback
that additional processes are required to extract 3D information [9].

RGB-D images. Similar to conventional photographs with an additional chan-
nel representing the depth or distance from the camera of each pixel. Since the
hardware handles the depth acquisition, processing requirements are lower
than fully photogrammetric approaches and happen in real-time [23]. This
approach’s restrictions lie in hardware availability and affordability, but this
will become less important as the offer of consumer products improves [26].

Floorplans. The visual representation, in 2D, of a building’s rooms; extruding
its walls forms a 3D model. Recent buildings may have machine-readable
floorplans as Computer Assisted Design (CAD) files; older buildings, on
the other hand, may only have physical drawings, and the task becomes
turning an image into a floor plan [14]. Current approaches focus on adding
textures and semantic labels to the rooms with the help of photographs of
the scenes [24].

Inertial information. Use of odometry to identify positions and movement
over time. In conjunction with photographs, this information helps position
the photographs in a 3D space to use them for reconstruction.

Section 1.1 presents a short introduction to the photogrammetric approach
in 3D reconstruction. This work uses photographs as the only source of infor-
mation because of the ease of access to a camera and the ready availability of
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dataset of photographs of indoor and outdoor scenes. Section 2 presents a work-
flow proposed using tools and approaches found in the state-of-the-art and the
results of its application to multiple scenes, both indoors and outdoors. Section 3
displays the reconstructions resulting from applying the described approaches.
The reconstructions are discussed according to their resulting geometry and the
workflow’s characteristics and setbacks when applied to real-world scenes.

1.1 Photogrammetric Approach

Photogrammetry is the science of extracting reliable, measurable, and inter-
pretable information from photographs. The information extracted is related to
surfaces and objects present in the photographs [21]. Measurements performed
on the image can be transformed into measurements of the environment itself,
and 2D points can be projected into a 3D space.

This transformation is possible thanks to a camera model. A model maps
the projection of points in the environment to points in the image. The most
common is the pinhole camera model (see Fig. 1) for ordinary cameras. This
model uses projective geometry to map points in 3D space to points in a plane
passing through a single point known as the camera center [9].

Fig. 1. Visualization of the pinhole camera model found in [20].

Multiple algorithms exist to reconstruct scenes displayed in pictures. The
most common algorithm used when large sets of pictures are available is Structure
from Motion (SfM).

SfM commonly behaves as an incremental process with a preprocessing phase
known as incremental SfM [1]. Distinguishable points are found in each image
and matched to ones found in other images to form image pairs. This process
constitutes the preprocessing phase.

The algorithm adds each image to the scene’s 3D model. Its camera model
(which dictates the image’s position and orientation in coordinates (x, y, z))



172 R. M. Herrera et al.

projects beams from its camera center through the points identified in the image.
These beams intersect with beams projected by their paired images. The inter-
section of two or more beams represents the 3D position of the point identified
in the images.

With each addition, optimization occurs to minimize misalignments of
images. These errors indicate that paired images project beams to matched
points that fail to intersect. This process continues until all images form part of
the reconstruction; the process follows the schematic in Fig. 2.

Fig. 2. Identification of each phase of incremental SfM as described by [1].

This incremental approach is standard and available in multiple tools and
environments. This can be an initial step in generating a virtual environment
since its result is a point cloud of the scene’s structure. SfM can apply a surface
reconstruction process to the point cloud to create a geometry usable as an envi-
ronment for virtual creatures. Other methods handle different situations, such as
the progressive acquisition of images and robustness lack of initial information
[15] or robustness to repeating patterns in different locations [10].

In order to extract the scene’s geometry and generate its surface, further
processing is necessary. Since SfM also positions the images in the 3D space, it
can apply approaches known as Multi-View Stereo. These approaches extract
additional 3D information from the images (such as depth maps) and fuse this
information into a denser point cloud or a 3D surface [6].

2 Environment Generation

Figure 3 shows the workflow used to carry out the experiment and treatment of
photographs to reconstruct 3D virtual environments, using photogrammetry as
a method.

An SfM approach processes a set of images and produces an initial model
consisting of a sparse point cloud and the configuration (position and orientation)
in 3D of the image set.

A Multi-View Stereo (MVS) approach further processes the model to generate
a representation of the scene’s geometry. The representation of the geometry can
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have different modalities depending on the approach, ranging from a dense point
cloud to a set of depth maps.

Finally, a surface reconstruction approach converts the geometric representa-
tion into a 3D surface. Depending on the approach used, surfaces with different
characteristics will result.

Fig. 3. Diagram of the workflow used for 3D virtual environment construction.

The following subsections explain each step of the workflow diagram for the
3D reconstruction.

2.1 Structure from Motion

This work utilizes SfM and MVE to reconstruct the 3D environment explained
in the following paragraph.

Visual SfM [25]. SfM focuses on optimization requiring only O(n) time on many
significant steps. It has a good balance between speed and accuracy. One of
its drawbacks is a greater dependence on a good initial image pair from the
set. A lousy image pair can cause the approach to produce multiple partial
models.

Multi-View Environment (MVE). MVE is a reconstruction environment
using SfM proposed by Fuhrmann et al. [3], who improved their perfor-
mance by removing the natural distortion caused by the camera lens during
reconstruction.

SfM and MVE approaches have a high optimization degree to the point
that an ordinary desktop computer can reconstruct building-level scenes with
processing power and memory availability.

2.2 Multi-View Stereo

The following two approaches are part of the experiment due to their interoper-
ability with the SfM approaches and the requirement of surface reconstruction
approaches:
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CMVS/PMVS [5,7]. MVS approach divides the scene into more manageable
clusters for parallel processing. This approach uses image analysis to identify
regions with consistent texture in the image as surfaces and populate their
respective 3D position with patches of points. The resulting model is a dense
point cloud.

These approaches represent the scene’s geometry in different formats that
are the input for surface reconstruction.

2.3 Surface Reconstruction

According to the input data and the type of surface, they produce:

Poisson Surface Reconstruction (PSR) [11,12]. PSR distinguishes between
the interior and exterior of the solid using the orientation of the points
and converts a point cloud into an impermeable surface. It uses an implicit
indicator function that indicates whether a point is within it, where the
point cloud is a sample of this function. The points generate a vector field
and a scalar function to extract the surface. PSR allows you to interpolate
and fill in any gaps in the point cloud to generate an impervious surface.

Floating Scale Surface Reconstruction (FSSR) [2]. FSSR considers that
each sample point represents a finite surface of the scene and not a sin-
gle point. Its main idea is that the sample points have a scale; this makes
the approach robust against redundancy and noise, as high-resolution infor-
mation subsumes low-resolution samples. This approach does not perform
interpolation, leaving the regions empty compared to the PSR operation.

Both approaches offer different reconstruction options based on the point
cloud and handle these to obtain a full reconstructed 3D model. The following
Sect. 3 shows the experimentation of the presented approaches based on pho-
tographs and videos obtained from public sources of the Pyramid of the Sun
located in Teohihucán, Mexico.

3 Results

The following paragraphs show the results obtained by applying the aforemen-
tioned methods to reconstruct 3D virtual environments outdoors and indoors.

3.1 Outdoor Environments

Figure 4 shows the reconstruction of a 3D object using SfM, CMVS/PMVS,
and PSR. The images used came from a public data source acquired by drones
corresponding to the Temple of the Sun in Teotihuacán, Mexico. Images needed
to be preprocessed for use in the proposed workflow. In this first experiment,
it was observed that the point cloud treatment was viable to obtain the total
reconstruction of the virtual environment taken images of the real world.
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Fig. 4. 3D reconstruction of the Pyramid of the Sun in Mexico.

It is necessary to specify that the images were taken from a video that cap-
tured part of the flat surface of the terrain, which caused this surface to be
reconstituted as part of the main object through the SfM and MVS processes.
Removing those points outside the object or environment from the point cloud
was necessary to optimize the object’s reconstruction cost. Figure 4c shows the
final result of the 3D reconstruction where it was observed that there were no
holes in the surface, and an original representation of the real world was obtained.

The following experiment used a dataset known as TUM-DLR [13]. The
reconstruction results are shown in Fig. 5.

Fig. 5. Reconstruction of the outdoor scene in the dataset TUM-DLR [13].
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The TUM-DLR database was used to test the exterior reconstruction work-
flow, which provided a dataset for multiple remote sensing modalities. This
reconstruction used only the photographs taken from an Unmanned Aerial Vehi-
cle of the facade of the Institute of Remote Sensing Technology (IMF) building.
The approaches used for this reconstruction were MVE, MVS for community
photo collections, and FSSR. In images that show objects with mirrors and win-
dows, it will be difficult to find identifiable points, which will cause gaps in
the final reconstruction, as seen in Fig. 5(c). To avoid this phenomenon, MVS
combined with SfM and PMVS was used, which minimized this type of incon-
venience.

3.2 Indoor Environments

Figure 6 shows the interior reconstruction using the IMF interior corridor from
the TUM-DLR dataset.

Fig. 6. Reconstruction of the indoor scene using the dataset TUM-DLR [13].

The difficulty in reconstruction arose because the images presented smooth
walls and uniform colors as well as glass windows, making it difficult only to use
the SfM method. In this sense, it was necessary to manually add characteristic
points to the point cloud to have an adequate 3D reconstruction. Using the
MVE method (Fig. 6b), the point cloud was similar to the SfM method, and it
was necessary to manually add characteristic points that allowed the adequate
reconstruction of the 3D model.

Figure 7 shows the reconstruction of interiors based solely on a point cloud
of a single room using the SfM and CMVS/PMVS methods.
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Fig. 7. Reconstruction of a room in the dataset [4].

The [4] database used ambient lighting and artwork placed on the walls. In
this reconstruction, problems with light management were observed since the
methods discriminated significant points for the reconstruction or obtained clus-
ters of points due to the occlusion in corners and edges. The unwanted effects
caused by ambient lighting generated solid structures instead of discriminating.
These were added in the reconstruction, which affected its coherence. The cen-
ter of Fig. 7b shows one of these solid structures that interfered with a correct
reconstruction.

Figure 8 used personal work center images using SfM, MVS, and FSSR meth-
ods. The database comprised images with different information such as furniture,
windows, doors, and objects belonging to the staff that works in this space. The
interest in using this database was because the objects within the space pro-
duced variations in textures and colors and the occlusion of walls, making a
correct virtual reconstruction of the environment difficult. At first glance, a sim-
ilar result was observed in reconstructing a room. However, with a preprocessing
of the images, the accumulation of point clouds that could affect the adequate
reconstruction of the environment could be omitted. Therefore, the methods
used properly allowed the reconstruction of virtual environments in 3D.

4 Discussion

The methods used to reconstruct 3D virtual environments offer advantages and
disadvantages that we will discuss in the following paragraphs. One of the main
advantages of the exposed methods is the possibility of reconstructing scenarios
based on reality. These can be used in different areas, such as simulations of
crowds or virtual creatures. The need to make an adequate preprocessing of
the images that will be used to reconstruct the virtual environment is observed,
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Fig. 8. Reconstruction of a cluttered room. The walls are occluded by the clutter and
have a uniform texture.

avoiding high processing costs. One of the drawbacks of these methods is the
manual manipulation of the cloud points. These drawbacks can be avoided by
acquiring images with photographic equipment superior to conventional ones.
However, it is noteworthy that the images obtained were obtained employing a
camera from a cell phone.

5 Conclusions

The reconstructions carried out during this research work showed that the recon-
struction of 3D virtual environments through photogrammetry can generate
geometries applicable to virtual environments using only 2D photographs as
a source.

The methods studied yield better results for the reconstruction of exteriors.
However, it is necessary to reconstruct interiors to manipulate the point cloud by
adding additional features that allow a correct virtual environment generation.

When the used images have information saturation, obtaining the point cloud
is somewhat complex to be treated due to the difficulty of identifying the struc-
tures of interest at the time of reconstruction.

However, it is possible to use photogrammetry-based methods to generate
virtual environments quickly if they do not require them to be minutely detailed.



Virtualizing 3D Real Environments Through Photogrammetry 179

Acknowledgments. This research was possible thanks to the National Council for
Science and Technology (CONACYT)’s National Scholarship Program.

References

1. Bianco, S., Ciocca, G., Marelli, D.: Evaluating the performance of struc-
ture from motion pipelines. J. Imaging 4(8) (2018). https://doi.org/10.3390/
jimaging4080098

2. Fuhrmann, S., Goesele, M.: Floating scale surface reconstruction. ACM Trans.
Graph. 33(4), 46 (2014). https://doi.org/10.1145/2601097.2601163

3. Fuhrmann, S., Langguth, F., Goesele, M.: MVE - a multi-view reconstruction envi-
ronment. In: Klein, R., Santos, P. (eds.) Eurographics Workshop on Graphics and
Cultural Heritage. The Eurographics Association (2014). https://doi.org/10.2312/
gch.20141299

4. Furukawa, Y., Curless, B., Seitz, S.M., Szeliski, R.: Reconstructing building interi-
ors from images. In: 2009 IEEE 12th International Conference on Computer Vision,
pp. 80–87 (2009). https://doi.org/10.1109/ICCV.2009.5459145

5. Furukawa, Y., Curless, B., Seitz, S.M., Szeliski, R.: Towards internet-scale multi-
view stereo. In: 2010 IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR), pp. 1434–1441. IEEE (2010). https://doi.org/10.1109/cvpr.2010.
5539802

6. Furukawa, Y., Hernández, C.: Multi-view stereo: a tutorial. Found. Trends Comput.
Graph. Vis. 9, 1–148 (2015). https://doi.org/10.1561/0600000052

7. Furukawa, Y., Ponce, J.: Accurate, dense, and robust multiview stereopsis. IEEE
Trans. Pattern Anal. Mach. Intell. 32(8), 1362–1376 (2010). https://doi.org/10.
1109/tpami.2009.161

8. Goesele, M., Snavely, N., Curless, B., Hoppe, H., Seitz, S.M.: Multi-view stereo
for community photo collections. In: 2007 IEEE 11th International Conference
on Computer Vision, pp. 1–8. IEEE (2007). https://doi.org/10.1109/iccv.2007.
4408933

9. Hartley, R., Zisserman, A.: Multiple View Geometry in Computer Vision, 2 edn.
Cambridge University Press (2003). https://doi.org/10.1017/CBO9780511811685

10. Kataria, R., DeGol, J., Hoiem, D.: Improving structure from motion with reliable
resectioning. In: 2020 International Conference on 3D Vision (3DV), pp. 41–50
(2020). https://doi.org/10.1109/3DV50981.2020.00014

11. Kazhdan, M., Bolitho, M., Hoppe, H.: Poisson surface reconstruction. In: Sheffer,
A., Polthier, K. (eds.) Symposium on Geometry Processing. The Eurographics
Association (2006). https://doi.org/10.2312/SGP/SGP06/061-070

12. Kazhdan, M., Hoppe, H.: Screened poisson surface reconstruction. ACM Trans.
Graph. 32(3), 29 (2013). https://doi.org/10.1145/2487228.2487237

13. Koch, T., d’Angelo, P., Kurz, F., Fraundorfer, F., Reinartz, P., Korner, M.: The
TUM-DLR multimodal earth observation evaluation benchmark. In: Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition Workshops,
pp. 19–26 (2016). https://doi.org/10.1109/cvprw.2016.92

14. Liu, C., Wu, J., Kohli, P., Furukawa, Y.: Raster-to-Vector: revisiting floorplan
transformation. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 2195–2203 (2017). https://doi.org/10.1109/iccv.2017.241

15. Locher, A., Havlena, M., Van Gool, L.: Progressive structure from motion. In:
Ferrari, V., Hebert, M., Sminchisescu, C., Weiss, Y. (eds.) ECCV 2018. LNCS,

https://doi.org/10.3390/jimaging4080098
https://doi.org/10.3390/jimaging4080098
https://doi.org/10.1145/2601097.2601163
https://doi.org/10.2312/gch.20141299
https://doi.org/10.2312/gch.20141299
https://doi.org/10.1109/ICCV.2009.5459145
https://doi.org/10.1109/cvpr.2010.5539802
https://doi.org/10.1109/cvpr.2010.5539802
https://doi.org/10.1561/0600000052
https://doi.org/10.1109/tpami.2009.161
https://doi.org/10.1109/tpami.2009.161
https://doi.org/10.1109/iccv.2007.4408933
https://doi.org/10.1109/iccv.2007.4408933
https://doi.org/10.1017/CBO9780511811685
https://doi.org/10.1109/3DV50981.2020.00014
https://doi.org/10.2312/SGP/SGP06/061-070
https://doi.org/10.1145/2487228.2487237
https://doi.org/10.1109/cvprw.2016.92
https://doi.org/10.1109/iccv.2017.241


180 R. M. Herrera et al.

vol. 11208, pp. 22–38. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-
01225-0 2

16. Miras, K., Eiben, A.: Effects of environmental conditions on evolved robot mor-
phologies and behavior. In: Proceedings of the Genetic and Evolutionary Compu-
tation Conference, pp. 125–132 (2019). https://doi.org/10.1145/3321707.3321811

17. Ofria, C., Bryson, D.M., Wilke, C.O.: Avida: a software platform for research in
computational evolutionary biology. Artificial Life Models in Software, pp. 3–35
(2009). https://doi.org/10.1007/978-1-84882-285-6 1

18. Raies, Y., von Mammen, S.: A swarm grammar-based approach to virtual world
generation. In: Romero, J., Martins, T., Rodŕıguez-Fernández, N. (eds.) Evo-
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Abstract. Automatic retinal vessel segmentation in fundus images
plays an important role in diagnosing several diseases such as diabetic
retinopathy and hypertension. In this paper, we propose a convolutional
neural network based on the U-net architecture with factorized convo-
lutions called FCU-Net for retinal vessel segmentation. Inspired by the
Inception-v2 model blocks, we propose a factorized convolutional block
to replace the typical convolution operation used in the U-net. This
block is intended to decrease the number of trainable parameters and the
computational cost of the model without compromising its performance.
Additionally, we substitute the max-pool operations by convolutions as a
downsampling method in order to reduce the loss of information between
levels in the encoding section of the model. We evaluate the performance
of the proposed model in several publicly available datasets and compare
our proposal to other recent methods. The experimental results show the
potential generalization and the competitive performance of the proposed
model.

Keywords: Retinal vessel segmentation · Convolutional neural
networks · U-net · Factorized convolution

1 Introduction

Retinal vessel segmentation and delineation of morphological structures in color
fundus images have been widely used for detecting and diagnosing diverse oph-
thalmologic diseases such as diabetic retinopathy, glaucoma, and hypertension
[4]. Therefore, morphological changes in blood vessels have a principal diagnos-
tic value. Throughout retinal vessel segmentation, the relevant morphological
information of the retinal vascular tree can be obtained, which can also be used
for biometric recognition [14].

Automatic blood vessel segmentation methods can be divided into two main
categories: unsupervised and supervised methods. The unsupervised methods
can segment the blood vessels without using any labeled annotation. On the
other hand, supervised methods require a manually annotated set of labels of
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O. O. Vergara-Villegas et al. (Eds.): MCPR 2022, LNCS 13264, pp. 181–190, 2022.
https://doi.org/10.1007/978-3-031-07750-0_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07750-0_17&domain=pdf
http://orcid.org/0000-0001-7177-5127
http://orcid.org/0000-0002-1828-8458
http://orcid.org/0000-0002-7399-9068
https://doi.org/10.1007/978-3-031-07750-0_17


182 J. Gurrola-Ramos et al.

the training images for classifying each pixel either as vessel or non-vessel in
previously unseen images.

Matched filtering for detecting the blood vessels involves a convolution of
a 2D kernel with the retinal image. The kernel is designed to model a feature,
and the matched filter response indicates the presence of the feature. Chaudhuri
et al. [2] proposed a two-dimensional linear kernel with a Gaussian profile to
match a blood vessel. Dalmau and Alarcon [3] extended the idea of the matched
filter combined with cellular automata to improve the segmentation generated
by the matched filter and a thresholding process.

Mathematical morphology is a tool based on the set theory concept, mainly
used for extracting complex image structures that provide a good representation
of region shapes. These methods are well known for their speed and noise resis-
tance. Fraz et al. [5] proposed an approach for identifying both vessel centerline
and segmentation of vascular tree using the first-order derivative of a Gaussian
filter followed by a morphological top-hat transform to segment the vessels.

Model based approaches apply explicit vessels models to extract the retinal
vessels. Zhang et al. [24] proposed a methodology based on nonlinear projections
where the green channel image is projected onto a closed convex set consisting of
the oscillating functions with zero mean. The nonlinear projection can be used
to capture the texture structures in images.

In recent years, convolutional neural networks (CNNs) have obtained out-
standing results in different computer vision tasks such as classification, seg-
mentation, and biomedical image processing. The U-net model [15] for biomed-
ical image segmentation is one of the most widely used architectures nowadays.
Several models have been proposed for retinal vessel segmentation based on
the U-Net architecture. Wu et al. [23] proposed the Vessel-Net, an inception-
residual convolutional block, and the use of multi-scale outputs. Jin et al. [10]
proposed the DUNet, a model with deformable convolutions which exploits the
retinal vessels’ local features. Wang et al. [21] proposed the hard attention net-
work (HAnet), which automatically focuses the network’s attention on regions
that are difficult to segment. Alvarado-Carrillo et al. [1] proposed a method
that incorporates Distorted Gaussian Matched Filters (D-GMFs) with adap-
tive parameters as part of a deep convolutional model named D-GaussianNet.
Although the results of the deep learning-based models have been encouraging
for retinal vessel segmentation, their design and complexity can be high, and
typically they are fitted to handle one fundus image dataset at a time.

In this paper, we propose a CNN based on the U-net architecture for retinal
vessel segmentation in color fundus images. The proposed model, named FCU-
Net, uses factorized convolutional blocks [22] to reduce the number of trainable
parameters and the computation required to estimate the retinal vessel segmen-
tation. We evaluated the FCU-Net against several U-net-based models on three
different fundus image datasets: DRIVE [18], STARE [8], and CHASE DB1 [6].
Our results show that the proposed FCU-Net model achieves the area under
the ROC curve (AUC) of 0.9834, 0.9913, and 0.9873 on DRIVE, STARE, and
CHASE DB1 datasets respectively. The rest of this paper is organized as follows:
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In Sect. 2, we present and describe the proposed model. In Sect. 3, we show the
experimental results of the proposed model and the comparison with state-of-
the-art models. Finally, Sect. 4 provides the conclusions of this paper.

2 Proposed Method

Fig. 1. Architecture of the FCU-Net model.

Fig. 2. Factorized convolutional block.

The architecture of the proposed FCU-Net is shown in Fig. 1. The main structure
of the FCU-Net is based on the U-like encoder-decoder architecture, with three
encoding and decoding levels and a bottleneck section. In every level of both
encoding and decoding sections, we use a factorized convolutional block (see
Fig. 2) instead of the typical pair of 3 × 3 convolutions of the U-net. In the
encoding section, we use 2 × 2 strode convolution [17] instead of the standard
max-pooling operation to reduce the spatial dimension and double the number of
feature maps. On the other hand, in the decoding section, we use 2×2 transposed
convolution to upsample the images. The model generates images with 16, 32,
64, and 128 feature maps (denoted as f in Fig. 1) at the first, second, and third
levels and the bottleneck, respectively. The model uses Leaky ReLU [13] with
parameter α = 0.01 as activation function in every convolution, except in the
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output convolution, where we use the sigmoid activation function. The proposed
model was designed to handle images whose spatial dimension is multiple of 8;
in another case,the appropriate padding is applied to the image.

2.1 Factorized Convolutional Block

The proposed block is shown in Fig. 2. Based on the Inception-v2 block [19], we
substitute the 3× 3 convolution by two parallel convolutions with 3× 1 and 1× 3
kernel sizes. At the beginning of the block, we perform a 3× 3 convolution to
halve the number of feature maps (f) and summarize the input image information.
Afterward, a pair of convolutions with 3×1 and 1×3 kernel sizes are applied in par-
allel, processing the input image along different axes. Finally, the outputs of the
previous convolutions are concatenated and serve as the input image for the next
stage of the model. This kind of factorization reduces the number of parameters
and computation by reducing the kernel size asymmetrically, and summarizing
the result with a 1×1 convolution. At the end of the block, we use Batch Normal-
ization [9] and Dropout [7] within the factorized convolutional block to speed up
the training process and reduce the overfitting.

To illustrate the reduction of trainable parameters and computational cost
of the factorized convolutional block, consider an image of size N1 × N2 with
f feature maps and a k × k convolution with f input/output feature maps
that preserves the spatial dimension of the image. This convolution requires
k2f2 trainable parameters and performs k2f2N1N2 multiplications. On the other
hand, the factorized convolution block requires (k + 1)(kf2)/2 parameters and
(k +1)(kf2N1N2)/2 multiplications. For k = 3, the factorized convolution block
is 33% cheaper than the standard convolution. Using the factorized convolutional
block and generating fewer feature maps per level compared to the original U-net
model, the proposed FCU-Net has 439.31k trainable parameters.

3 Experiments and Results

3.1 Datasets

We test the proposed FCU-Net on different datasets: the digital retinal images
for vessel extraction (DRIVE) [18], the structured analysis of the retina (STARE)
[8], and the child heart and health study (CHASE DB1) [6]. The DRIVE dataset
consists of 40 565 × 584 fundus images with a 45◦ field of view (FOV). This
dataset is divided into 20 training images and 20 testing images. Two trained
human observers labeled the vessel segmentation ground truth images; in this
work, we used the labels from the first observer as ground truth. This dataset
also provides a binary FOV region mask for every image. The STARE dataset
consists of 20 700 × 605 color images with a 35◦ FOV, with half of the images
with ocular pathology. We used the first ten images as a training dataset in the
experiments and the rest images to test the model. The CHASE DB1 dataset was
acquired from 14 ten years old children, yielding a total of 28 999× 960 images.
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This dataset presents more illumination variations compared to DRIVE and
STARE datasets. In our experiments, we used the first 20 images for training and
the rest images for testing. Additionally, we generate the binary FOV mask for
both CHASE DB1 and STARE datasets to evaluate the model. As a validation
dataset, we randomly take one image from each training dataset partition.

We used the Contrast Limited Adaptive Histogram Equalization (CLAHE)
[16] algorithm with a clipping limit of 2 and a kernel size of 17×17 to preprocess
the images to highlight the vessel. Additionally, we normalize the fundus images
to keep their values in the range [0, 1].

3.2 Training

In order to train the model, we divided the training and validation images
into patches of size 48 × 48. There is an overlapping between adjacent training
patches of size 16 pixel for the DRIVE dataset and 24 pixels for the STARE and
CHASE DB1. We kept with the training and validation patches that contained
information only, i.e., we omit patches where all the values in the binary FOV
mask are 0. Additionally, we applied flips and 90◦ rotations when the training
patches were generated and color jitter during the training process. According
to the generation of training patches previously described, we generate 161152,
46016, and 196216 patches from the DRIVE, STARE and CHASE DB1 datasets,
respectively. To estimate the parameters of the proposed model, we solve the fol-
lowing optimization problem:

Θ∗ = arg min
Θ

1
N

N∑

i=1

L (F(xi;Θ),yi) +
λ

2
Ω(Θ) (1)

where Θ are the parameters of the model, L(·; ·) is the loss function, F(·;Θ)
is the model, Ω(·) is the regularization term, λ > 0 is a hyperparameter to
control the influence of the regularization term, and {(xi,yi)}N

i=1 are the pairs
of fundus images and vessel segmentation labels. In this work, we adopt binary
cross-entropy as loss function and norm �2 as the regularization term.

To evaluate the performance and the generalization capability of the FCU-
Net, we trained a single model to segment all the considered datasets and
one model for segmenting each dataset independently. We use all the training
datasets to fit the model for the first case. We trained one model specifically for
every dataset in the second case, denoted as FCU-Net+. Although the models
were trained using patches, we estimate the vessel segmentation of the whole
image directly. First, we apply vertical and horizontal flips, and 90◦ rotation
transforms to generate eight versions of the same fundus image. Then, the model
estimates every image independently, and the inverse transforms are applied to
recover the original image orientation. Finally, the average of all the estimations
is used to generate the binary segmentation.

We trained the proposed model with a batch size of 64 for 60 epochs. We use
the AdamW [12] optimization algorithm with parameters β1 = 0.9, β2 = 0.999,
ε = 10−8, and the regularization parameter λ = 0.02. The initial learning rate is
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α0 = 0.001, with an exponential decay at the end of every epoch with parameter
0.975. The dropout rate was set to 0.25 for all the dropout layers. Our model
was implemented in Python 3.6 using the PyTorch framework using an Nvidia
RTX Titan GPU. The source code, pre-trained models, and dataset splits are
available at GitHub (https://github.com/JavierGurrola/FCU-Net).

3.3 Results

Figure 3 shows one example of the test images. We can see that using the CLAHE
algorithm in the green channel enhances the retinal vessels for simplifying their
detection by visual inspection and intuitively makes segmentation methods have
better results. In the third row, we can see that the FCU-Net estimates the
main vessel structures on image with high probability. Comparing the fourth and
fifth rows in Fig. 3, we can see that the binary estimation preserves most of the
main structure but leaves some thin vessels disconnected from it. Notice the high
similarity between the probabilities estimations and the ground truth images,
which suggests that using some post-processing method could improve the results
obtained by the FCU-Net instead of direct thresholding.

To evaluate and compare the proposed model, we consider the Sensitivity
(TPR), Specificity (TNR), Accuracy (ACC), and F1-Score (F1). These metrics
are defined by the following expressions:

TPR =
TP

TP + FN
(2)

TNR =
TN

TN + FP
(3)

ACC =
TP + TN

TP + FP + TN + FN
(4)

F1 =
2TP

2TP + FP + FN
(5)

where TP, TN, FP, and FN are the true positive, true negative, false positive,
and false negative pixels, respectively. The area under the ROC curve (AUC) is
also reported. We compare the proposed FCU-Net model with other U-net-based
models: Vessel-Net [23], DUNet [10], HAnet [21], RCED-Net [11], CSU-Net [20],
and D-GaussianNet [1] models.

Table 1 summarizes the results of the compared models. We can see that the
FCU-Net obtains the highest AUC values, with 0.9834, 0.9913, and 0.9873 for
DRIVE, STARE, and CHASE DB1 datasets, respectively. In particular, for the
case of the DRIVE dataset, the highest AUC value is achieved by the FCU-
Net trained on the three datasets. On the other hand, the FCU-Net+ obtains
the best F1 values for the DRIVE and CHASE DB1 datasets with 0.8322 and
0.8197, respectively, and the FCU-Net achieves the best F1 value for the STARE
dataset. Notice that the gap between the FCU-Net and FCU-Net+ is low for
some metrics, particularly for the CHASE DB1 dataset. This fact points out

https://github.com/JavierGurrola/FCU-Net
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Fig. 3. Examples of test images from DRIVE (first column), STARE (second column),
and CHASE DB1 (third column). The first row shows the retinal images, the second
row shows the preprocessed images, the third row shows the probability estimation,
the fourth row shows the binary segmentation, and the fifth row represents the ground
truth.
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a good generalization capacity of FCU-Net model, where a single model can
achieve competitive performance. Additionally, it can be seen that the results
of the FCU-Net on the STARE dataset are better by the presence of the other
datasets during the training. In contrast, the results on the DRIVE dataset are
slightly affected by the same factor.

Table 1. Performance of different vessel segmentation models. The best and second
best results are shown are shown in bold and italic respectively.

Dataset Method Year TPR TNR AUC ACC F1

DRIVE Vessel-Net [23] 2019 0.8038 0.9802 0.9821 0.9578 –

DUNet [10] 2019 0.7963 0.9800 0.9802 0.9566 0.8237

HAnet [21] 2020 0.7991 0.9813 0.9823 0.9581 0.8293

RCED-Net [11] 2020 0.8252 0.9787 0.9780 0.9649 –

CSU-Net [20] 2021 0.8071 0.9782 0.9801 0.9565 0.8251

D-GaussianNet [1] 2021 0.7960 0.9799 0.9772 0.9565 0.8233

FCU-Net 2022 0.7836 0.9828 0.9822 0.9571 0.8220

FCU-Net+ 2022 0.8273 0.9771 0.9834 0.9578 0.8322

STARE DUNet [10] 2019 0.7595 0.9878 0.9832 0.9641 0.8143

HAnet [21] 2020 0.8186 0.9844 0.9881 0.9673 0.8379

RCED-Net [11] 2020 0.8397 0.9792 0.9810 0.9659 –

CSU-Net [20] 2021 0.8432 0.9845 0.9825 0.9702 0.8516

D-GaussianNet [1] 2021 0.7904 0.9843 0.9837 0.9647 0.8141

FCU-Net 2022 0.8658 0.9819 0.9913 0.9700 0.8546

FCU-Net+ 2022 0.8394 0.9851 0.9909 0.9698 0.8499

CHASE DB1 Vessel-Net [23] 2019 0.8132 0.9814 0.9860 0.9661 –

DUNet [10] 2019 0.8155 0.9752 0.9804 0.9610 0.7883

HAnet [21] 2020 0.8239 0.9813 0.9871 0.9670 0.8191

RCED-Net [11] 2020 0.8440 0.9810 0.9830 0.9722 –

CSU-Net [20] 2021 0.8427 0.9836 0.9824 0.9706 0.8105

D-GaussianNet [1] 2021 0.7530 0.9863 0.9798 0.9609 0.8077

FCU-Net 2022 0.8490 0.9776 0.9873 0.9657 0.8195

FCU-Net+ 2022 0.8579 0.9764 0.9873 0.9655 0.8197

4 Conclusion

In this paper, we proposed the FCU-Net, a U-net-based convolutional neural
network for automatic retinal vessel segmentation in color fundus images. The
proposed factorized convolutional block reduces the number of trainable param-
eters and computational cost compared to the traditional convolution operation.
The experiments carried out on different retinal fundus image datasets and the
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comparisons using distinct evaluation metrics showed that both the global FCU-
Net and the specific one for each data set, the FCU-Net+, obtain competitive
results with state-of-the-art methods and show the generalization capability of
the proposed model.
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Abstract. Multi-view Learning (MVL) has the objective of combining
the information that describes an object from different groups of features.
This machine learning paradigm has proven useful to improve generaliza-
tion performance of classifiers by taking advantage of the complementary
information from different views of the same object. This work explores
the use of three Co-training-based methods and three Co-regularization
techniques to perform supervised learning to classify electroencephalog-
raphy signals (EEG) of imagined speech. Two different views were used
to characterize these signals, extracting Hjorth parameters and the aver-
age power of the signal. The results of six different approaches of MVL
applied to classify the imagined speech of five different words are reported,
showing an improvement up to 14.27% in accuracy average of classifica-
tion compared with single view classification.

Keywords: Multi-view learning · Co-training · Co-regularization ·
EEG · Imagined speech

1 Introduction

The perception of the objects that surround us, their recognition and classifica-
tion are subject to different stimuli. For example, to recognize people, we observe
the features of their faces, the color of their hair, and we use information such
as voice timbre to identify whether we know them and who they are. Multi-view
Learning (MVL) is a machine learning approach based on the combination of
characteristics of the same object from different representations. Each of these
representations is called a view. The intuition behind MVL is to take advantage
of the complementariness of information that can be obtained from different
views to better characterize an object and to create classification models that
better generalize the representation of these objects. This is possible considering
that the views must be compatible and independent to each other [1].

MVL has been used in different fields [2–4] like recognition of various patterns
in Electroencephalography signals (EEG) [5,6], among many others. This paper
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explores MVL applied to EEG signal classification of imagined speech, which
consists of the categorization of brain waves captured during the imagination
of the pronunciation of a word without making gestures, movements or sounds.
Imagined speech have been studied using different machine learning approaches
[7,8], but according to research carried out in this work, Multi-view Learning is a
technique that has not been reported as a strategy to classify imagined speech.
We compare three Co-training style algorithms: Basic Co-training algorithm
based on [9] and we propose two simple variations of it, Simple Co-training
and Majority Vote Co-training. Also we compare three Co-regularization style
algorithms: Concatenation, MULDA [10] and SVM-2K [11].

This work aims to explore the use of MVL to build more robust classifiers
when complementary information that describes a set of objects is available.
Specifically, EEG signals can be represented and analyzed in different domains,
such as time and frequency. Two approaches of Multi-view Learning are studied
in this paper: Co-training and Co-regularization. The main idea of Co-training
is to create separate classifiers for each representation and then combine their
results. Co-regularization first combines the different views of the objects to
be classified to obtain a single set of characteristics that is used to create a
Multi-view classifier. This paper presents the implementation of six different
methods of MVL to classify imagined speech, an approach that according to
the research carried out during this work, has been little explored. The results
show that the use of two views improves the accuracy in the classification of
imagined speech compared to the classification of a single view. For the views
and features extracted in this work, a Co-training method showed the best results
in classification, reaching an average accuracy of 74.38%.

The remainder of this paper is organized as follows: In Sect. 2, basic concepts
on MVL and the two approaches adopted, as well as the implemented algorithms
are presented. Section 3 provides a brief description of the imagined speech prob-
lem. In Sect. 4, the characteristics extracted to obtain two different views of EEG
are described. The performed experiments and the results obtained using Co-
training and Co-regularization are presented and compared in Sect. 5. Finally,
conclusions and future research directions can be found in Sect. 6.

2 Multi-view Learning

Multi-view Learning (MVL) is a machine learning variant that has its foundation
in the work of Blum and Mitchell [1] in which they propose the use of two different
views to classify web pages. Since then, MVL has grown in multiple directions of
machine learning. There have been different categorizations for MVL algorithms
[12,13], this work is based in the categories given in [14] focusing on Co-training
and Co-regularization.

2.1 Co-training

Co-training was originally proposed to combine labeled and unlabeled data from
different views of an object. This technique has shown that even when there are
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no naturally different views to describe an object, generating these views and
combining them by Co-training can improve the results of other classifiers not
using different views [15]. According to [1] there are two principal considerations
in Co-training: (i) Each set of features is sufficient for classification, and (ii) the
two feature sets of each instance are conditionally independent given the class.
Research on Multi-view supervised learning is comparatively less studied than
Multi-view semi-supervised learning.

It is possible to adapt Co-training semi-supervised learning for supervised
learning, for example, Chen and Sun [16] proposed the Multi-view Fisher discrim-
inant analysis, where each view gives a predicted label and the final predicted
label of an input is determined by the view that has the maximum confidence.
Taking this into account, three different Co-training style algorithms to perform
supervised learning were explored to classify EEG signals: Basic Co-training,
Simple Co-training, and Majority Vote Co-training, as described below. In all
cases we use Random Forest (RF) as base classifier.

Basic Co-training (BCT). This approach is based on the Agreement Co-
training strategy presented in [9]. We train separate RF for each view, we con-
sider the most confident model and used it to label a new example, then this new
labeled example is added to the training set of individual models and iterate until
there are no more unlabeled (test) objects. To establish which is the most confi-
dent model we use the misclassification probability of each tree in the ensemble
(RF). We select the tree with the minimum misclassification probability to label
test samples of each view (Fig. 1).

Fig. 1. Basic co-training algorithm.

Simple Co-training (SCT). We propose a slight variation of the basic Co-
training algorithm. Again, we worked with two views, and we modeled a differ-
ent Random Forest for each. We observed the resulting models and the more
confident model was used to classify the whole test data set. As in the previ-
ous approach, we select the most confident model according to misclassification
probability, but in this case, there are not incremental construction of the mod-
els. Each model is trained just once with the corresponding training set, then
for each test object the most confident model is used to label it (Fig. 2).
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Fig. 2. Simple co-training algorithm.

Majority Vote Co-training (MVCT). We propose this approach that has an
initial stage as the previous variation presented. Two different RFs are modeled,
one for each view, then each model classifies the complete test set. This process
in repeated through a ten-fold cross validation schema, meanwhile the label
assigned to each sample is stored. Finally stored labels are used to emit a vote,
and test samples are classified according to the most voted class (Fig. 3).

Fig. 3. Majority vote co-training (MVCT).

2.2 Co-regularization

Co-regularization style algorithms are based on integrating different views into
a unified representation. One simple approach is Concatenating the features of
each view and then run a standard classification algorithm. There are other
strategies summarized in [14] like constructing a transformation, linear or non-
linear, from the original views to a new representation, or including label infor-
mation to the transformation to add intraclass and interclass constrains, also
combining the data and label information using classifiers with the aim that
the results obtained from different views be as consistent as possible. In this
work three methods were applied: Concatenation of characteristics from differ-
ent views, MULDA [10] that extracts uncorrelated features in each view and
computes transformations of each view to project data into a common subspace,
and SVM-2K [11] that combines into a single optimization kernel Canonical
Correlation Analysis and Support Vector Machine.

Concatenation (CC). Given Xi and Xj , two views of EEG signals, we con-
catenated them into a single set Xij = [Xi,Xj ]. This set is divided into training,
validation, and testing subsets to model a RF for classification of EEG signals
(Fig. 4).
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Fig. 4. Concatenation strategy.

MULDA. The purpose of this method, introduced in [10], is to take advantage
of Canonical Correlation Analysis (CCA) and Uncorrelated Linear Discriminant
Analysis (ULDA), so that useful features can be exploited for Multi-view appli-
cations. Through optimizing the corresponding objective, discrimination in each
view and correlation between two views can be maximized simultaneously. We
apply the method developed in [10], given Xi and Xj , two views of imagined
speech EEG signals, the characteristics are combined in correlation matrices,
then features containing minimum redundancy are extracted. The resulting sets
of features are divided into training, validation and testing subsets to model a
RF for classification of EEG signals.

SVM-2K. In [11], the authors trained a Support Vector Machine (SVM) from
each individual view and then regularized the consistencies across different views.
This study takes advantage of kernel Canonical Correlation Analysis (kCCA) to
represent the common relevant information from two different correlated views
using this as a preprocessing stage to improve performance of a SVM combining
them into a single optimization SVM-2K. We apply the method developed in
[11], given Xi and Xj , two views of imagined speech EEG signals.

3 Imagined Speech

Imagined speech, also known as unspoken speech, is the internal pronunciation
or imagined pronunciation of words without making sounds or gestures. The
present work uses Electroencephalography (EEG) signals to recognize the imag-
ined pronunciation of words from a reduced vocabulary made up of five words
in Spanish language: arriba (up), abajo (down), izquierda (left), derecha (right),
and seleccionar (select).

The electroencephalogram (EEG) is the recording of brain electrical poten-
tials measured from electrodes on the human scalp. EEG involves placing elec-
trodes over the scalp in a noninvasive way. These electrodes capture voltage
differences generated due to ion movement along the brain neurons. These mea-
surements are obtained over a time period to form an EEG signal [17]. Classifying
EEG signals from imagined speech is a problem that presents several challenges.
EEG signals are biosignals that by nature are considered extremely non-linear,
non-stationary, and prone to artifacts. These signals contain data from numerous
electrodes. Many training trials are required to generate a suitable model of the
target user and an unacceptably long calibration period for a realistic model.
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The data base used in this project to explore Multi-view learning is described
in [18] and consists of EEG signals from 27 subjects. For acquiring EEG signals
an EMOTIV kit was used. This is a wireless kit and consists of fourteen channels
which frequency sample rate 128 Hz. According to the international 10–20 sys-
tem, channels are named: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4,
F8, AF4. Each subject imagined 5 words: arriba (up), abajo (down), izquierda
(left), derecha (right), and seleccionar (select). Samples collected included 33
repetitions (epochs) of each word.

4 Extracting Views from Imagined Speech Signals

Two representative feature extraction methods were used to generate two differ-
ent views of the original EEG signals: Average band power and Hjorth param-
eters. The objective was to analyze the signals in both frequency and time
domains. Each imagined speech sample consist of 14 columns, corresponding
to 14 channels of the EEG, for each view 14 features were extracted from each
of the signals.

A common way to analyze EEG data is to decompose the signal into func-
tionally distinct frequency bands. To move the EEG signal from time domain to
frequency domain we used the Fast Fourier Transform (FFT). Once in frequency
domain, average band power (AVP) was computed, which consists of computing
a single number that summarizes the contribution of the given frequency band
to the overall power of the signal [19]. Present work identifies this view as view
1 (V1-AVP).

The Hjorth parameters described in [20] are three characteristics extracted
from a signal. They were designed to obtain important information from EEG
signals in time domain. These characteristics are Activity, Mobility, and Com-
plexity. Activity represents the variance of the time function giving a measure
of the squared standard deviation of the amplitude of the signal. The Mobil-
ity parameter is defined as the square root of the ratio of the variance of the
first derivative of the signal and that of the signal. The Complexity parameter
indicates how the shape of a signal is similar to a pure sine wave. The value of
Complexity converges to 1 as the shape of signal gets more similar to a pure sine
wave. After several experiments, the Hjorth Parameter selected to perform the
classification was Activity (ACT), which is used to represent view 2 (V2-ACT).

5 Experiments and Results

To build a data corpus for the experiments, we took EEG signals from 27 healthy
individuals (S1–S27), two of them are left-handed and the rest are right-handed.
The corpus has 33 samples for each of the words: arriba (up), abajo (down),
izquierda (left), derecha (right), and seleccionar (select), imagined by each
individual.
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Fig. 5. Accuracy reached by multi-view learning approaches explored and Torres
et al. [18]

The first experiment seeks to evaluate different classifiers to select one of them
to apply Multi-view Learning. For this, the recorded EEG epochs go through a
feature extraction process, each imagined word is described by a vector consisting
of 14 characteristics plus its class value, for each view.

Table 1. Results and comparison with related work. Accuracy percentage of classifica-
tion of the first 5 subjects as well as average accuracy of all 27 subjects using a single
view and MVL methods.

Subject V1-AVP V2-ACT BCT SCT MVCT CC SVM-2K MULDA Torres et al. [18]

1 33.5 62.5 49.09 62.42 60.61 56.13 74.33 16 79.96

2 31.88 43.63 34.12 49.09 58.18 45.38 54.49 16 49.08

3 54.38 73.13 57.51 61.45 80 73.13 64.2 17 63.09

4 61.75 74.75 66.11 57.58 86.06 84 62.31 16 57.87

5 34.5 55.63 48.98 36.97 85.45 56.5 59.35 16 67.68

Average 38.25 56.83 49.08 51.95 74.38 58.19 64.86 16.11 60.11
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View 1 was taken as Average Band Power of signal and View 2 was taken
as Activity Hjorth parameter. MATLAB and EEGLAB toolbox [21] were used
to extract characteristics. We use Weka [22] to classify the signals, each view
separately, and discovered that the classifier with higher percentage of accuracy,
was Random Forest (RF) with 50 trees.

The percentages of accuracy are obtained by 10-fold cross validation. These
results are consistent with [18]. To explore the different approaches of Co-training
and Co-regularization of Multi-view Learning, the discussed methods were imple-
mented in MATLAB. Regarding Co-training, MVCT is the approach that yields
the best results. Within the Co-regularization strategies, it can be observed that
the approach with the greatest accuracy is SVM-2K (Fig. 5). This algorithm
manages to project the characteristics of each view to spaces in which the high-
est correlation between them is ensured. Considering that for some subjects the
CC approach achieves better results, it is important to note that SVM-2K, on
average, has a higher accuracy. Table 1 shows results using RF to classify different
views independently and the results obtained with different MVL approaches.
Also, we can see the comparison of Multi-view Learning approaches explored
with results reported in [18], where the same problem of classifying EEG imag-
ined speech signals, using the same data base, is addressed but using a single
view. For practically each subject, MVCT always achieves better results. SVM-
2K has higher average precision than the results shown in [18], although they
are very close.

6 Conclusions and Future Work

Multi-view Learning is an interesting strategy that has shown to be effective in
improving generalization performance of traditional classifiers [14]. This work
presents experiments with six Multi-view methods. The results shown here help
to conclude that it is possible to improve classification accuracy of imagined
speech by combining the information from different views. Over all the exper-
iments with MVL, Majority Vote Co-training is the approach that reaches the
highest average accuracy (74.38%), followed by SVM-2K (64.86%).

It is important to highlight that the feature extraction process was made
over raw EEG signals, without any extra preprocessing since the main objective
of this work was to study Multi-view Learning performance. Results obtained
are competitive when compared with the results reported in [18] where the same
database is used to classify imagined speech. Other works like [23] have shown
improvement in classification accuracy through an important preprocessing and
a thorough extraction and selection of characteristics of EEG signals from the
same database.

Recent studies have applied Multi-view Learning [24] in motor imagery
classifications task or Multimodal approaches [8] to enhance imagined speech
EEG recognition performance. According to the research carried out, Multi-
view Learning is a less explored area for the imagined speech classification task.
This paper explores the application of Multi-view Learning, comparing six differ-
ent algorithms, through the use of only two views and simple classifiers such as
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Random Forest, showing improvement in the classification results of EEG signals
compared to previous studies carried out with the same analyzed database.

As future work we propose to explore different feature extraction methods
to have different views capable of distinguishing characteristics that could help
us to maximize intra-class distance and minimize inter-class distance. Also, pre-
processing of signals, exploring new configurations, including more views, trying
different kernel functions, and different classifiers could lead to more powerful
models to classify motor imaginary EEG signals.
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Abstract. Deep learning techniques are commonly used for emotion
recognition from Electroencephalography (EEG) signals. However, some
disadvantages of employing these classifiers are the high memory require-
ments and the low number of available EEG samples in datasets. This
work proposes a novel approach for increasing the number of extracted
features based on the Gray Level Co-occurrence Matrices (GLCMs) tech-
nique using reassigned spectrogram images. EEG signals are transformed
using spectral analysis to construct the reassigned spectrogram images.
Different feature sets are employed to train multiple classification mod-
els based on the leave-one-out method. K-Nearest Neighbor technique
achieves the highest accuracy results, 77.40% and 77.30% for valence
and arousal primitive emotion classification. Comparative results show
that the proposed approach is competitive to those existing in the state-
of-the-art.

Keywords: EEG · Primitive emotion recognition · GLCM · KNN

1 Introduction

The importance of human emotion recognition based on artificial intelligence
techniques has recently increased. Emotion recognition provides a better under-
standing of human behavior characterization, communication, and decision-
making [24]. Emotion classification is categorized into physiological and non-
physiological signals. Non-physiological signals are characterized by measuring
or collecting information from the superficial behavior of subjects; such signals
are usually based on facial expressions from images [4,5,12] and speech recogni-
tion [7,14]. On the other hand, physiological signals respond to electrical poten-
tial differences in organs or biological tissues. An example of physiological signals
is heart rate (ECG) [17], electrical muscle stimulation (EMG) [6], and electrical
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brain activity (EEG). Emotion recognition commonly employs artificial intelli-
gence models for characterizing and classifying EEG signals. Frequently, EEG
signals are acquired using non-invasive tools to offer subjects a comfortable and
safe tests environment. The most common non-invasive sensor is an electrode
headband to measure electrical activity on the cortical surface generated by
brain structures [19].

Artificial intelligence models focused on primitive emotion classification, like
valence and arousal. In [22] valence is defined as a range of emotions with val-
ues from negative to positive, where sadness and happiness are mutually related
extremes of emotional valence. Similarly, arousal is the range of stimuli produced
for an emotion. Integrating non-stationary signals, such as EEG, has shown a
high complexity in emotion classification tasks. One of the main problems is char-
acterizing EEG signals in the time domain. Therefore, several research suggests
a time-frequency, by the use of Fourier Transform (FT), [1,18,23] or time-scale
domain, using Wavelet Transform (WT), [9,20,26]. Applying spectral analysis,
it is possible to obtain a graphical distribution of the energy given a discrete sig-
nal and use it as a database for feature extraction employing image processing
techniques. One of the most popular techniques in pattern recognition is the use
of gray-level co-occurrence matrix (GLCM) used to quantify features in images
of forms and textures [15]. In our approach, we propose a novel study to classify
the valence and arousal primitive emotions performing a signal processing to
electroencephalographical signals from the Database for Emotion Analysis using
Physiological Signals (DEAP) dataset [8]. The methodology in this work focuses
on FT to process EEG signals, obtain energy distribution images, and perform
a feature extraction algorithm based on GLCM. In addition, the application of
hyperparametric classification algorithms using ML techniques is explored by
obtaining a classification model for each primitive emotion.

This paper is divided into six sections. Section 2 presents the existing works
related to primitive emotion recognition in the literature. Section 3 describes the
methodology applied to this work. Section 4 presents the results obtained from
the methodology and evaluation metrics per trained model, and Sect. 5 presents
the conclusions of this work.

2 Background

Several studies in the emotion recognition area have been applied to the classifi-
cation of primitive emotions, where most of the proposed methodologies use Deep
Learning (DL) based algorithms. It is remarkable the contribution of DL based
strategies, for instance, in [3], authors determine statistical features, to classify
four primitive emotions, valence, arousal, dominance, and linking, applying an
LSTM architecture network. The accuracy values achieved are in the range of
80.72–84.37%. Based on DL classification, other techniques like [16] presented a
high accuracy. In this work, a classification fusion model is proposed, whereby
exploiting EEG signals in a two-dimensional array and images of facial expres-
sions, a 3D Convolutional Neural Network (3D-CNN) is created. This model
achieved an accuracy of 93.13% for value and 96.79% for arousal.
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ML-based methodologies have also been developed for primitive emotion clas-
sification from time-frequency feature extraction using 32 electrodes channels
from the DEAP dataset. An example of these approaches is proposed in [11]
where a k-Nearest Neighbors algorithm yielded an accuracy of 69.97% for value
and 71.23% accuracy for arousal. Similarly, in [10], based on a Random For-
est algorithm, very close results to the one proposed by [11] were achieved. In
addition, by combining statistical and time-frequency feature extraction on Con-
tinuous Wavelet Decomposition (CWD) images, in [1], using a Support Vector
Machine (SVM) algorithm, an accuracy of 85.8% is achieved in the valence clas-
sification model and 86.6% in arousal. In [25], classification of EEG signals from
the DEAP dataset is performed. This work implements two approaches based
on the time-frequency feature extraction from Intrinsic Mode Functions (IMF).
The first model uses eight electrode channels, achieving an accuracy of 69.10%
in valence and 71.99% in arousal. The second model yielded 70.41% and 72.10%
on primitive emotions using 32 electrode channels.

A GLCM feature extraction on pseudo-Wigner-Ville distribution (SPWVD)
images of EEG signals, in [13], is used to classify three states of the depth of
anesthesia (DoA). In this work, 15 electrodes channels are used for the classi-
fication task using homogeneity, correlation, energy, and contrast features, an
average accuracy between 87.95% and 94.87% was achieved over the number of
gray levels (2x;x ∈ [2 − 6]) in six different test subjects. Similarly, transforming
EEG signals using the Short-Time Fourier Transform (STFM), in [2] a feature
extraction is performed using a GLCM algorithm to three different datasets,
one for EEG signals in epileptic stage and another two datasets for sleep stage
classification. The results achieved from an ML-based classifier yielded an accu-
racy of 76.20%, 81.23%, and 75.46% for each dataset. It is important to note
that the two works above employ a combination of time-frequency distribution
images and GLCM features with an ML-based algorithm. Using the described
methodologies above as motivation, this paper proposes a classification method
based on ML algorithms by performing feature extraction applied to images in
a time-frequency distribution. In addition, k-Nearest Neighbors hyperparamet-
ric algorithms are explored to improve the classification of valence and arousal
primitive emotions based on EEG signals. The following section presents the
methodology used in this work.

3 Proposal Method

This approach used pattern recognition based on image processing for valence
and arousal emotion classification from an EEG signal dataset. By computing
the FT with EEG signals to obtain images of energy distribution in the time-
frequency domain, namely spectrogram reassigned, an algorithm based on fea-
ture extraction from the GLCM is applied to spectrogram images to extract a set
of features. To obtain the most significant features, multiple pieces of training
are performed to 21 features, splitting features into three clusters and perform-
ing a set of seven training models for each cluster, following the leave one out
methodology. Figure 1 shows the method described above.
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Fig. 1. General diagram of proposed methodology

3.1 Signal Description and Time-Frequency Domain Change

The DEAP dataset contained the electrical difference potential information of 32
subjects stimulated with 40 music videos. The electroencephalographic activity
was acquired using an electrode headband fitted with 32 electrodes. Each subject
is stimulated for 60 s, where each signal period is sampled at 128 Hz. Figure 2a
shown the EEG distribution data. We use only the electrodes corresponding to
the frontal lobe, where emotional stimuli are mainly presented.

Fig. 2. EGG data storage and frequency domain for DEAP dataset.

From the x(t) data vector is possible to obtain the energy associated with
a signal by performing a transformation to the time-frequency domain. In [2],
a reassigned spectrogram is described as the energy-aligned representation of a
time-frequency distribution adjacent to the real frequency components in the
signal. Furthermore, a spectrogram is defined by using the Short-Time Fourier
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Transform (STFT) as in (1) , where f(t + T ) is the function displaced on time,
h(−t) the displacement per window along the function f(T ) and e−iωt the kernel
transform. By the compute of the reassigned spectrogram, the time-frequency
distribution of an EEG signal is shown graphically in Fig. 2b, to subsequently
rescale the image at a size of [224 × 224].

STFTh(ω, T ) =

+∞∫

−∞
f (t + T ) h (−t) e−iωtdt (1)

3.2 GLCM Feature Extraction

In order to obtain relevant information related to the time-frequency distribu-
tion in the EEG signals, the GLCM algorithm was used to compute a gray level
matrix at eight gray levels. The co-occurrence matrix in each of the directions of
the pixels neighboring to the pixel of interest, as in Fig. 1, where for this approach
δ = [1, 2]. The two δ elements indicate that the gray-level matrix computation
is performed at one and two nearest neighbors to the pixel of interest. Obtain-
ing the GLCMs, texture, and object feature extraction is performed using the
algorithm in [21], wherefrom a set of 21 features, three different clusters are per-
formed using a leave one out classification methodology to obtain a set of most
relevant features. The extracted features using the GLCMs are namely as fol-
lows: Autocorrelation (AU), contrast (CN), correlation (CR), cluster prominence
(CP), cluster shape (CS), dissimilarity (DS), energy (ENE), entropy (ENT),
homogeneity (HOM), maximum probability (MP), the sum of squares variance
(SQV), sum average (SA), sum variance (SV), sum entropy (SE), difference
variance (DV), difference entropy (DE), information measure of correlation 1
(IMC1), information measure of correlation 2 (IMC2), the inverse difference
(ID), inverse difference normalized (IDN), and inverse difference moment nor-
malized (IDMN). The clustered feature matrix is shown in (2), (3), and (4),
where each cluster has seven different features.

C1 =

⎡
⎢⎢⎢⎣

AU1 CN1 CR1 CP1 CS1 DS1 ENE1

AU2 CN2 CR2 CP2 CS2 DS2 ENE2

...
...

...
...

...
...

...
AUn CNn CRn CPn CSn DSn ENEn

⎤
⎥⎥⎥⎦ (2)

C2 =

⎡
⎢⎢⎢⎣

ENT1 HOM1 MP1 SQV1 SA1 SV1 SE1

ENT2 HOM2 MP2 SQV2 SA2 SV2 SE2

...
...

...
...

...
...

...
ENTn HOMn MPn SQVn SAn SVn SEn

⎤
⎥⎥⎥⎦ (3)

C3 =

⎡
⎢⎢⎢⎣

DV1 DE1 IMC11 IMC21 ID1 IND1 IDMN1

DV2 DE2 IMC12 IMC22 ID2 IND2 IDMN2

...
...

...
...

...
...

...
DVn DEn IMC1n IMC2n IDn INDn IDMNn

⎤
⎥⎥⎥⎦ (4)
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3.3 ML-Based Classification Algortihm

Having computed the feature clusters in (2), (3), and (4), the training and testing
process to calculate an accuracy matrix A = [m × j] is performed for each trained
model per cluster. Figure 3 illustrates the training approach for each feature set,
yielding the accuracy matrix in A.

Fig. 3. Training process for compute the A matrix applying leave-one-out.

A is the general matrix accuracy, α the accuracy per cluster and leave one
out method, h the number of samples, i the index vector to delate in Cn, j the
number of features per cluster, n the index for cluster matrix, and m the number
of cluster matrices. Based on the A matrix, the maximum accuracy index per
row vector is obtained to apply for a new leave-one-out method replacing the
maximum accuracy index vector with a single feature vector from the rest of
the feature clusters. This method aims to find a new set of features to replace
the maximum accuracy yielded per cluster. Finally, a matrix A = [3 × 14] is
computed to obtain the index according to the best accuracy that contains the
most relevant set of features. Figure 4 shows the procedure described above.

Fig. 4. Final leave one out classification task.
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4 Results

Three representative cluster features are used for training a k-NN algorithm for
valence and arousal primitive emotions classification. Using clusters of features,
a leave one out methodology was performed to determine the most relevant set of
features and to compute the accuracy matrix in A. The matrix in (5) is mapped
to the features set in α1,8 from A using a binary classification.

4.1 Valence and Arousal Classification Model

Two emotion recognition classification models for the primitive emotions of
valence and arousal are trained using the matrix obtained from the feature set
in (5). Using a data partition to 10 classification folders applied to the training
feature set, a non-optimized k-NN algorithm is trained and tested for the valence
primitive emotion. The total number of samples is 30145, where a random 10%
is used for the testing stage, and 90% is for training. Table 1 shows the confusion
matrix corresponding to the test set and achieving 77.7% for valence accuracy.
In order to increase the accuracy achieved in the classification model above,
the algorithm is optimized using automatic tuning performed by the software
to determine the best classification algorithm based on the input data. After
an optimizing process (see Fig. 5a), the model achieves an accuracy of 79.4%
corresponding to the confusion matrix of Table 1.

Aα1,8 =

⎡
⎢⎢⎢⎣

AU1 CR1 CP1 CS1 DS1 ENE1 DV1

AU2 CR2 CP2 CS2 DS1 ENE2 DV2

...
...

...
...

...
...

...
AUn CRn CPn CSn DSn ENEn DVn

⎤
⎥⎥⎥⎦ (5)

Table 1. General confusion matrices for valence and arousal classification.

CM Valence non opt. CM Valence opt. CM Arousal non opt. CM Arousal opt.

Low High Low High Low High Low High

Low 0.840.840.84 0.16 0.860.860.86 0.14 0.840.840.84 0.16 0.860.860.86 0.14

High 0.28 0.720.720.72 0.27 0.730.730.73 0.29 0.710.710.71 0.27 0.730.730.73

According to the classification methodology used for the valence model, a new
model for non-optimized arousal achieves an accuracy of 77.6% for the testing set
and a classification performance shown in Table 1. Applying the optimization
method, the accuracy improves 1.7% compared to the non-optimized model.
Figure 5b shows the training process of the optimized model and Table 1 the
confusion matrix according to the optimized arousal model.

4.2 Discussion

By analyzing the difference between the confusion matrices in Table 1, the accu-
racy improves by 1.7% with respect to the non-optimized models, using the
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testing set. Figure 5a and Fig. 5b illustrate that the two hyperparametric models
change only the distance weight parameter. For the valence optimized model, the
parameter is set as 1/d, and 1/d2 in the arousal model, where d represents the
distance. The cosine distance is given for both models, commonly used to com-
pute the symmetry between two vectors. Both hyperparametric methods also
present the analysis in a single next neighbor. In Fig. 5a, the estimated error
is considerably different from the observed error at the third and fourth itera-
tions. After the fifth iteration, both errors converge to the same value. After the
third iteration, in Fig. 5b the estimated error is different from the observed error.
The estimated error is based on a confidence interval higher than the observed
error at each iteration. To summarize, the error is an estimation. Meanwhile, the
observed error is the actual error per iteration. Table 2 shows an overview of the
results achieved for different methodologies and classifiers applied to recognize
primitive emotions using ML-based models.
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(a) Optimized k-NN for valence model
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(b) Optimized k-NN for arousal model

Fig. 5. k-NN optimized training per iteration for valence and arousal.

Table 2. State-of-the-art performances in primitive emotion recognition works.

Author and Year Feature extraction
technique

Classification
algorithm

Accuracy (%)

Valence Arousal

Liu et al. [11] (2016) Time-frequency features k-NN 69.97 71.23

Zhuang et al. [25] (2017) IMF time-frequency SVM 70.41 72.10

Liu et al. [10] (2018) Time-frequency features Random forest 77.20 74.30

Alazrai et al. [1] (2018) Statistical & time-
frequency features

SVM 85.80 86.60

Our approach GLMC features k-NN (non-Opt) 77.70 77.60

k-NN (Opt) 79.40 79.30
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5 Conclusions

Based on a feature set extracted by the GLCM algorithm and applied to reas-
signed spectrogram images, this paper describes the results to classify primitive
emotions using an optimized and a non-optimized k-NN algorithm. The results
achieved from the classification shown competitive results compared to the exist-
ing state-of-the-art. To the best of our knowledge, the feature extraction method
applied to spectrogram images for emotion recognition classification has not been
reported before. Furthermore, it is noteworthy that the models presented in this
work are ML-based algorithms, having the advantage of achieving results using
low computational resources compared to Deep Learning-based architectures.

Future work focuses on defining different hyperparameterization parameters
and exploring the use of others Machine Learning based classifiers. In addition,
the application of a different number of gray levels will be examined by replacing
the analysis from 8 to 64 gray levels. Due to the increase in gray levels, the set
of representative features must also be increased.
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Abstract. Depression is one of the principal mental disorders world-
wide, yet very few people receive the appropriate care needed due to
the difficulty involved in diagnosing it correctly. Social networks have
opened the opportunity to detect those users who suffer from this dis-
ease through the analysis of their posts. In this work, we propose using
three types of characterizations (demographic, emotion, and text vec-
torization) extracted from the users’ text and a fusion method for the
detection of depressive users in the social network Reddit. Considering
the diversity of each of the extracted characterizations, we adopted a
Gated Multimodal Unit (GMU) as a fusion method. We compare this
method against traditional data fusion methods and other methods that
have used the same dataset. We found the proposed method improves
F1-score for the depressive class by 4% when combining these three char-
acterizations. Showing the usefulness of characterizing user content and
behavior for detecting depression and highlighting the impact that data
fusion methods can have in this very relevant task.

Keywords: Depression detection · Information fusion · Social media

1 Introduction

According to the World Health Organization (WHO), depression affects around
280 million people worldwide and is one of the major causes of suicide. Nonethe-
less, only a tiny fraction of those who suffer from this condition receive adequate
treatment [1]. One of the main challenges of depression is the difficulty of diag-
nosing it. This stigmatized illness prevents that people with this condition to
look for medical help [2]. For this reason, we continue to search for strategies
that allow their appropriate detection.

Nowadays, there is a trend on research for developing improved traditional
depression diagnostic methods, as those based on interviews. Such methods rely
on the use of machine learning techniques for analysing user’s data. Among these,
there are methods based on the observation of the depression indicators that
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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the people could show through written communication [3,4]. This approach has
gained popularity among the language processing and machine learning fields,
as it has shown that it is possible to detect depression to some extent with these
type of techniques [5–7].

The adoption of methods based on the analysis of textual information for
detecting depression can have a huge impact now more than ever. This mainly
due to the establishment of social networks as the leading communication channel
of people with the world [8]. However, the difficulty of finding useful indicators
of this condition from text is not trivial. Mainly because there are many fac-
tors involved that should be taken into account when dealing with users. These
include, age and gender [2], personality traits [9] and even users’ interests and
social context [10].

In this work, we analyze different approaches to characterize users in social
media with the aim objective of identifying the different depression indicators
that could be captured with these characterizations. Subsequently, these features
must be fused through an adequate fusion method in which we expect to cap-
ture their redundancies and/or complementarities. Our goal is to obtain a deep
understanding of the contribution of each feature type and the impact of using
a sophisticated data fusion method for combining information. Specifically, we
explore different fusion methods, achieving better results using a multimodal
fusion method (Gated Multimodal Unit [11]). We experimentally evaluate in a
widely used dataset for depression recognition1. Experimental results show the
effectiveness of the adopted approach, that outperforms state-of-the-art on the
same dataset. Additionally, we found that the features related to emotions have
a relevant impact on the recognition of depression in social media users; also,
different groups of people like gender manifest their depression differently.

2 Related Work

To detect signs of depression in social networks, we seek to characterize a user
based on his or her history. Works in the area have explored different characteri-
zations to detect signs of depression. Chen et al. [5] considered an emotion-based
characterization to detect depression users on Twitter; concluding that the anal-
ysis of emotions is an essential factor in detecting depression. On other hand,
Preoţiuc-Pietro et al. [6] focused on estimating demographic information (age
and gender) through the analysis of posts on Twitter. Obtaining a high perfor-
mance to identify users with depression.

Although there are different ways of characterizing users in social networks,
there is enormous diversity among them, resulting in models that ignore the
existing complementarity among characterizations. Therefore there have been
some efforts to adopt information fusion to this problem. Peng et al. [12] used
a model based on SVM Multi-Kernel to select the optimal kernels and combat
the heterogeneity of three characterizations (text from microblogs, information
on the user profile, and the behavior of the user); to identify depression users
1 https://early.irlab.org/2018/index.html.

https://early.irlab.org/2018/index.html
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on Sina Weibo. On the other hand, Meng et al. [13] used different modalities
(facial expressions and audio) to predict depression, applying the linear opinion
pool method as a fusion technique. Although good results were obtained, the
performance could be improved if the naturalistic vocal expressions in the audio
modality is improved.

Other works have been proposed to analyze textual information using the
same dataset we used herein. Some of these implement fusion techniques, as
in [14] where use multiple features such as linguistic metadata at the user level,
bag of words, neural word embeddings, and Convolutional Neural Networks
(CNN); and an ensemble was implemented as a fusion method for the final predic-
tion. In [15] used various classification techniques (Ada Boost, Random Forest,
and Recurrent Neural Network (RNN)), using a bag of words and metamaps
features; obtaining the best F1-score using Random Forest. Finally, in [16] two
models were built, one for the extraction of 58 features, where 18 were chosen
because the combination of these provided the best results, extracted from the
user’s text. The second model corresponds to vectorization using doc2vec, and
a voting ensemble determines if the user is depressed or not.

The previous review shows that there are many methods out there trying to
detect depression from social media posts. However, these works use complex
models with various features and sophisticated approaches to text representa-
tions. Instead, this work proposes a simple model that analyses and evaluates
different representations (emotions, demographics, and thematic information)
extracted from the user. Please note that even when fusion methods have been
used to approach this problem, they usually use different modalities to represent
the user, but in this work, all characterizations associated with the user were
extracted from the same modality. With this in mind, we aim to show that the
relevance of each feature and the use of an adequate fusion method lead to a
model that improves the prediction of depressed users on Reddit.

3 Fusion of Multiple Characterizations of Users

The aim of this study is to evaluate the usefulness of a depression detection
model that leverages on characterizations of social media users. On the other
hand, motivated by the tentative thematic and style differences in the use of
language between genders, a demographic attribute characterization was used.
Finally, text vectorization is another characterization that captures thematic
content. A working hypothesis of this work is that the combination of differ-
ent characterizations would result in better recognition performance. In doing
so, we propose the usage of Gated Multimodal Units (GMU) based network.
The remainder of this section elaborates on the characterizations and the fusion
method that was adopted.
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3.1 Feature Extraction

Pre-processing: From the data collection, the pre-processing process involved
removing unnecessary information, such as special characters, numbers, URLs,
and punctuation marks. Once the user’s text was pre-processed, four features
were chosen to represent the users, which are described below:

1. Sentiment Analysis: This characterization was carried out using two dif-
ferent approaches. The first, with the help of an NRC Emotion Lexicon
(EmoLex)2, which is a list of English words and their associations with eight
basic emotions (anger, fear, anticipation, trust, surprise, joy, and disgust).
The second approach identifies four emotions (sadness, fear, anger, and joy)
using a CNN3.

2. Gender: For this characterization, a lexical resource was used that is avail-
able in the World Well-Being Project (WWBP)4. The prediction, as well as
the other characterizations, is made at the post level. So that they accumu-
late the weights of each one and the final sum of each post represents the
result of the prediction in the user’s history, the gender is indicated with the
sign obtained from the sum, a positive result indicates a female user and a
negative result indicates a male user.

3. Thematic: Finally, a vectorization of the users’ histories was made using a
weighted TF-IDF, which assigns weights to the words to discriminate between
classes (depressive and non-depressive).

The emotion features were include based on the results from Chen et al. [5],
who show that emotion-based features have a positive impact on the detec-
tion of depression. On the other hand, profile information such as demographic
attributes has related to depressive indicators. Therefore, it was considered to
include gender. Finally, a thematic analysis provides a structured, systematic
approach to understanding sentiment makes it possible to spot patterns.

3.2 Information Fusion with Gated Multimodal Units

The information obtained by the different characterizations should be feed to a
predictive model that will learn to discriminate depressive from non-depressive
users. Since the considered characterizations capture different aspects from the
user, a model that exploits the complementariness and redundancy of charac-
terizations is expected to result in better performance. While there are many
methods to fuse information from multiple modalities for classification purposes,
there is not yet an established method of proven performance, apart from the late
fusion and early fusion methods. After an extensive literature search, we found
a promising model that could be used for this purpose: a GMU based network.
This model has the advantage of finding the best representation between late

2 https://saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm.
3 https://github.com/lukasgarbas/nlp-text-emotion.
4 https://wwbp.org/lexica.html.

https://saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm
https://github.com/lukasgarbas/nlp-text-emotion
https://wwbp.org/lexica.html
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and early fusion by combining attributes of different modalities and determining
the relevance of each modality in the model to the predictive phase.

The neural architecture to integrate a GMU started with the various features
of the text were extracted. From this, these characterizations were normalized
and they were passed through the GMU module (Arevalo et al. [11]) describe this
module with more detail. Once the GMU module is obtained, it goes through a
fully connected hidden layer, a dropout of 0.2, and finally an output layer, with
sigmoid activation, to carry out the classification of the depression. The hyper-
parameters established for this network were optimized using the Kerashypetune
library5 in the training data set.

4 Experiments

This section details the evaluation of this model and other data fusion methods
base line for the depression detection task and also, result from a comparison of
various methods is conducted to find out which performed the best.

4.1 Data Collection

For the evaluation of the proposed method we used the data set provided by
the CLEF 2018 forum (eRisk2018), Table 1 reports the statistics of the data set.
This data set is made up of the users’ publication history and published time.
For this work, only the text was considered.

Table 1. Statistics of the train and test dataset.

Train Test

Depressed No-depressed Depressed No-depressed

Subjects 135 752 79 741

Number of post 49557 481837 40655 504523

4.2 Data Fusion Baselines

We considered traditional data fusion and neural networks methods as baselines:
1) Concatenation: Different works have concluded that a simple concatenation
of representation could be good [11]. In this case, we concatenate the four char-
acterizations to train a simple SVM with linear Kernel, 2) Features-Union [17]:
This method concatenates results of multiple objects to create a single represen-
tation; the principal difference with concatenation is that this method assign the
same weight to each modality and it is useful to combine several feature extraction
mechanisms into a single. 3) Multi-kernel: has shown a high performance between
heterogeneous data. We performed experiments with two types of Multi Kernel
5 https://github.com/cerlymarco/keras-hypetune.

https://github.com/cerlymarco/keras-hypetune
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Learning with SVM: 3.1) MLK (Average) [18]– It’s a simple wrapper defining the
combination as the average base kernels– and 3.2) MKL (GRAM) [19]– Gradient-
based RAdius-Margin optimization, this method focuses on finding the combina-
tion of the kernel that simultaneously maximizes the margin between classes while
minimizing the resulting kernel’s radius. Finally 4) EmbraceNet: This method
guarantees compatibility with any learning model and deals properly with cross-
modal information [20]. Moreover, this model has already been compared with sev-
eral neural network fusion techniques (Late, Early, Intermediate, Compact multi-
linear pooling, and Multimodal autoencoders) obtaining better performance.

4.3 Performance Metrics and Results

Different measurement criteria are shown here to evaluate how well our model per-
formed, Precision, Recall, and F1-score of the depressive class. It’s important to
note that in this work, we are focused on improving the F1-score of the depres-
sive class. Various experiments were performed to evaluate the proposed method.
The first evaluates the performance of each feature individually, the second eval-
uates the complementarity and diversity of the combination of the features, the
third experiment has the objective of compare the proposed method against three
data fusion methods baseline, and the last one has the intention of evaluating the
proposed method against the works present in the erisk2018 forum.

As we mention before, we explored the individual performance of each of the
previously described features using a Support Vector Machine as a classification
method. Table 2 shows the evaluation metrics on the depressive class of the 4
characterizations extracted from the users’ posts on Reddit.

Table 2. Performance in the depressive class for each characterization.

Characterizations Number of attributes Precision Recall F1-score

Gender 1 0.32 0.62 0.42

Thematic 5233 0.76 0.43 0.55

Emo-Lex 8 0.60 0.58 0.59

CNN-Emotions 4 0.26 0.56 0.35

Once these results were obtained, we calculated the Coincident Failure Diver-
sity (CFD) value [21], to evaluate the diversity and complementarity between
each fusion of the four characterizations. This measure is used to determine the
chance that members of the same system make mistakes coincidentally.

When CFD = 0, it indicates that the faults are the same for all the charac-
teristics; therefore, there is no diversity. On the contrary, a CFD = 1, indicates
that all the faults are unique. As can be seen in Table 3, combining these four
characteristics, the highest CFD is obtained, which is equal to 0.87. This result
indicates that, by choosing a good fusion method, a model with better perfor-
mance can be calculated.
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Table 3. Coincident Failure Diversity analysis of each of the combinations of the 4
characterizations.

Characterization CFD Characterization CFD

Emo-Lex, Thematic 0.65 CNN-Emotions, Emo-Lex, Gender 0.36

Emo-Lex, CNN-Emotions 0.49 CNN-Emotions, Emo-Lex, Thematic 0.83

CNN-Emotions, Thematic 0.54 CNN-Emotions, Thematic, Gender 0.82

Emo-Lex, Gender 0.15 Thematic, Emo-Lex, Gender 0.61

CNN-Emotions, Gender 0.21

Thematic, Gender 0.48 All Characterizations 0.87

To properly evaluate the GMU module, we consider using four traditional
data fusion methods and a neural network fusion model described above. All
the methods presented here were trained and tested with the same erisk2018
dataset. For this experiment, we expected to confirm the hypothesis presented
in this work, and also we expect to determine the effectiveness of the use of GMU
over the traditional fusion methods.

Table 4. Comparison of the various fusion methods and GMU.

Fusion method Precision Recall F1-score

SVM (Concatenation) 0.93 0.48 0.63

SVM Features-Union 0.61 0.58 0.59

MKL-Average 1.0 0.46 0.63

MKL-Gram 1.0 0.42 0.59

EmbraceNet 0.59 0.72 0.66

GMU 0.58 0.87 0.70

As shown in Table 4, the GMU module achieves the best F1-score of 0.70 in
depressive class, indicating that it learns more efficiently diversity between the
four characterizations compared to the other fusion methods. Additionally, we
compared the results obtained in this work against the works presented in the
eRisk2018 evaluation forum. The results can be observed in Table 5.

Table 5. Results of the depressive class vs. the top three places in eRisk 2018.

Model Precision Recall F1-score

FHDO-BCSGB [14] 0.64 0.65 0.64

Random Forest [15] 0.63 0.64 0.63

LIIRB [16] 0.38 0.67 0.48

GMU Model 0.58 0.87 0.70
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The following can be highlighted from the results obtained: (i) Implementing
a GMU in a simple neural architecture outperform traditional fusion techniques,
which indicates that fusion of the multiple features at a deeper level is rele-
vant for detecting depression; (ii) The approach outperformed the top ranked
methods from eRisk 2018. It is essential to note that the participants tested
different complex models with a wide range of characteristics with traditional
fusion methods such as late and early fusion. At the same time, the one pre-
sented here was only based on four characterizations and a GMU module as a
fusion method.

5 Analysis of the Proposed Model

Figure 1 illustrates how GMU weighted the relevance of each feature according
to each observation, showing the standard deviation. We inspected the zi gates
of the GMU module, averaging the activations of each class (depressive and
non-depressive) in the entire test set.

In Fig. 1a we can observe the standard deviation of depressive class where the-
matic characterization has the higher standard deviation of 0.087; this indicates
that with this characterization, we have higher variability in the activation’s rele-
vance. Conversely, Emo-Lex has a lower standard deviation of 0.025, which means
that the relevance activation in this characterization remained more uniform than
the rest. On the other hand, for the non-Depressive class, Fig. 1b shows a higher
standard derivation in CNN-Emotions with 0.101 and the lower in for Gender with
0.024, however we have atypical data for gender. In this case, the mean value makes
it appear that the data values are higher than they really are.

(a) Gates Activation’s of Depressive Class(b) Gates Activation’s of Non-Depressive
Class

Fig. 1. Standard deviation, median, and mean of GMU unit activations for each class
across the entire test set.

In general, Emo-lex and Gender for depressive and non-depressive classes,
respectively, were the most relevant characteristics according to the GMU mod-
ule. This result is expected because depressed users tend to make more emo-
tional posts than non-depressed users, and several studies confirm a difference
in depression signs between women and men.
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GMU Error Analysis: Based on the results obtained, we evaluated and deter-
mined why some users were misclassified. In the case of the depressive class, ten
users were misclassified, and in the case of the non-depressive class, fifty users
were misclassified. The main reasons for these errors in both classes was due to
the amount of information. Either because of very short history of posts (45.9
posts per history average in misclassified depressive users; 373.4 post in mis-
classified non-depressive users) or very large histories (with averages of 2407 for
misclassified depressive users and, 14150 for misclassified non-depressive users).
In the latter case, having records that span a long time is ineffective because the
users could have received some treatment. Hence, the signs of depression are not
so clear for the model.

6 Conclusions

With the development of the Internet, social networks provide a new approach
to identifying those users who present indicators of depression. To do this, we
propose a GMU-based depression recognition model. First, we analyzed and
extracted characteristics with greater diversity and complementarity to repre-
sent users in social networks. Then we integrated a GMU module to fuse these
characterizations to improve the identification of depressed users. We compared
the performance of GMU with other fusion methods such as SVM, MLK (Aver-
age), MKL (GRAM), Features-Union and EmbraceNet, to classify the detection
of depressive users, where GMU showed a better performance compared to this
fusion methods. In addition, we compared the results obtained in this work
against the works presented in the eRisk2018 evaluation forum, showing that
our model exceeded the F1-score brought by the first place in the forum. It
should be noted that the simplicity and capacity of this model contrast with the
first places obtained in the evaluation forum of erisk 2018. Finally, as far as we
know, the work presented in this study is the first work to recognize depression
that uses a GMU, and we obtained an F1-score of 70%. We expect to replicate
this work in another depression collection data; we also intend to extract and
integrate other relevant features such as personality as future work.
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Abstract. Public health surveillance via social media can be a useful
tool to identify and track potential cases of a disease. The aim of this
research was to design a method for identifying tweets describing poten-
tial Covid-19 cases. The proposed method uses a Wide & Deep (W&D)
architecture, which combines two learning branches fed from different
features to improve classification effectiveness. The deep branch uses a
BERT-type model, while the wide branch considers two different lexical-
based features. It was evaluated on the data from Task 5 of the Social
Media Mining For Health (#SMM4H) 2021 competition. Results show
that the proposed W&D method performed better than the wide-only
and deep-only models, achieving an F1-score of 0.79 which matches the
results of the 1st place ensemble-model.

Keywords: Social media · Data mining · Natural language
processing · Text classification · Wide & Deep · Covid-19

1 Introduction

As of 2022, there has been over 364 million confirmed Covid-19 cases and approx-
imately 5.6 million deaths worldwide according to the World Health Organiza-
tion Covid-19 Dashboard [1]. Even though the number of reported cases is very
large, it is believed that the actual number of cases is much higher. Since the
beginning of the pandemic, there have been concerns about the accuracy of the
number of reported cases [2], which may be due to the shortage of testing kits,
overburdened medical services or mild cases that were never reported. Having
access to more accurate information is crucial in making decisions to stop the
disease from spreading.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
O. O. Vergara-Villegas et al. (Eds.): MCPR 2022, LNCS 13264, pp. 225–234, 2022.
https://doi.org/10.1007/978-3-031-07750-0_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07750-0_21&domain=pdf
http://orcid.org/0000-0002-7973-4132
http://orcid.org/0000-0001-6186-0192
http://orcid.org/0000-0003-1546-9752
http://orcid.org/0000-0002-9781-3010
http://orcid.org/0000-0002-7601-501X
https://doi.org/10.1007/978-3-031-07750-0_21


226 A. Valdés-Chávez et al.

A systematic review paper compiled several studies that sought to retrieve
relevant information of diseases such as Influenza, Zika or Ebola by classify-
ing social media posts. The results showed that disease surveillance through
social networks is feasible [3]. In an attempt to address the lack of information
regarding the current pandemic, some researchers have tried to promote the
development of classification methods to identify relevant information about the
spread of Covid-19. One such venue was the Workshop on Noisy User-generated
Text (W-NUT) 2020 [4]. They proposed the shared task of identifying informa-
tive Covid-19 English tweets. Among the top 10 ranked submissions, 7 of them
employed ensemble techniques with BERT based models. Another venue was the
Social Media Mining for Health (#SMM4H) 2021 [5]. Here two of the proposed
shared tasks included identifying potential cases of Covid-19 (Task 5) and classi-
fying tweets containing Covid-19 symptoms (Task 6). Again, the highest ranked
systems were either fine-tuned BERT-based models or ensembles of them [6,7].

Our objective was to design an innovative model that improves performance
compared to fine-tuned BERT models and ensembles in Covid-19 related tweet
classification tasks. Accordingly, in this work we propose a new Wide & Deep
(W&D) method, inspired by [8] but specially suited for the task at hand. This
method has two branches that are jointly trained and fed with different types of
features. Each branch is able to learn different types of patterns and thus take
advantage of a more comprehensive learning process. The deep branch utilizes
the CT-BERT model1, which has proved to achieve state-of-the-art (SoA) results
in Covid-19 tweet related applications [9]. This model is used to calculate a
contextualized embedding of a whole tweet, based on the words contained in it.
In contrast, the wide branch only seeks to recognize simple lexical patterns, in
other words, to identify terms commonly used in tweets where the user talks
about him/herself or someone close who may have Covid-19. To achieve this, we
calculate the Inverse Document Frequency (IDF) and the EXPEI [10] weights
for the vocabulary terms. The former is a measure of how relevant a term is to a
tweet in the context of a given collection, whereas the latter is a measure of how
related each term is to the usage of first person pronouns in the set of tweets.
With this method, we expect that the branches complement each other to make
a more accurate prediction than deep-only models or ensembles of them.

In this paper, we first present and discuss several approaches related to the
classification of medical tweets and the usage of diverse feature types to show the
innovation in our approach. Next, we describe the data and methodology used to
train and design our W&D method. Then, we evaluate and analyze the results.
Lastly, we provide a final discussion about our contribution and future work.

2 Related Work

The identification of medical tweets is a task that has been mainly addressed
from two approaches. The first one involves the use of features represented as a
Bag-of-Words (BOW), such as the IDF weights, and used in conjunction with
1 A model based on BERT Large pre-trained on a large collection of Covid-19 tweets.
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traditional Machine Learning (ML) algorithms. Among the most commonly used
algorithms are Support Vector Machine, Logistic Regression, Dense Neural Net-
works and Random Forests [11]. The second approach is centered on the use
of Deep Learning (DL) models such as BERT, that are based on Attention
Mechanisms. They are able to generate their own contextualized features, be
pre-trained on domain specific data and take advantage of transfer learning [12].

Attention-based models have been widely used in recent years as they have
achieved SoA results in medical related tasks, surpassing the traditional ML
methods [13]. In an attempt to further boost the performance of these models,
some have used ensemble techniques with variations of BERT models [7,14].
Although ensembles show improved results, they may not always be a viable
approach. One of the downsides that popular attention-based models have is
that they can be very resource-consuming [15]. This is further escalated when
using an ensemble, since each of the models needs to be trained individually,
requiring both a great deal of time and processing power.

Other attempts to improve the results of attention models have tried to com-
bine the capabilities of traditional ML approaches with attention-based models.
In sarcasm detection and medical entities recognition, one attempt has been
to merge the outputs of BERT-like models with other types of lexical features,
where the resulting features are then used to train a ML classifier [16,17]. One
disadvantage of this approach is that the learning capabilities of the attention
models are not fully exploited, since they are only used as independent feature-
extractors and not trained on the task at hand.

In order to exploit both the capabilities of traditional and attention-based
approaches, another way is to design a method that incorporates the benefits of
both. Inspired by the Wide & Deep architecture in [8], we can merge both meth-
ods into a single model. Following this idea, we propose a model with two branches,
a deep branch containing a BERT-like model that generates its own semantic fea-
tures, and a wide branch that provides lexical features. These branches are then
merged and fed into a fully-connected network to be trained jointly. The union of
both approaches are expected to obtain better results than when used individually.

The Wide & Deep method has already been successfully used in other text-
classification tasks, such as author profiling and crisis-related social media con-
tent [18,19], but not in Covid-19 tweet categorization. In our work, we employ
a BERT model as the deep part that has never been used in this way, and a set
of wide features specifically adjusted to our task.

3 Our W&D Architecture for Covid-19 Tweet
Classification

Figure 1 shows our proposed method for Covid-19 tweet classification. It is com-
posed of two main branches, the deep branch and the wide branch. The deep
branch contains a CT-BERT module [9], which generates a contextualized rep-
resentation of the whole tweet. We chose to use the CT-BERT model, as it has
proved to achieve SoA results in Covid-19 tweet classification tasks [9]. The wide
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branch computes the IDF and EXPEI (term personal value) weights to obtain
a BOW-like representation, with the intention of capturing superficial lexical
patterns. Once the features from both branches are extracted, they are con-
catenated and fed to a dense classification layer for prediction. This means that
both branches are trained jointly, the CT-BERT module and the parameters
corresponding to the wide features.

3.1 Deep Branch

The deep branch receives a tweet for deep-specific preprocessing (see Sect. 4),
and it is then fed to the CT-BERT module. The output of the start token
[CLS] is used as the deep representation, being considered as the contextualized
embedding of the whole tweet. The [CLS] embedding has 1024 dimensions, so the
final representation of a tweet di is a vector of the form di = 〈w1, w2, ..., w1024〉.

Fig. 1. Proposed Wide & Deep architecture.

3.2 Wide Branch

For the wide branch the tweets are first preprocessed following the procedure
detailed in Sect. 4. From the preprocessed tweets, a vocabulary V = 〈t1, ..., tN 〉,
with N terms is extracted. With these terms, a BOW representation of each



A Wide & Deep Learning Approach for Covid-19 Tweet Classification 229

tweet is build. Each tweet or document is represented as di = 〈wi1, ..., wiN 〉,
where wij indicates the relevance of the term tj in document di. We employed
the following two approaches to calculate the term weights.

IDF Features. The IDF weighting scheme is very common in Natural Lan-
guage Processing applications. This weight was chosen because it considers the
discriminative property of the terms. Equation 1 computes the IDF weight for
each term tj in document (tweet) di, where n indicates the total number of
tweets in the entire collection and #(di, tj) the number of tweets that contain
the term tj .

wij = IDF (tj) = 1 + log
1 + n

1 + #(di, tj)
(1)

EXPEI Features. It is commonly assumed that when a person writes using
first person pronouns, he/she is referring to him/herself or someone close. In the
context of detecting potential Covid-19 cases, when a symptom is mentioned, it
is important to know who suffers from it. In order to capture this, we propose
adapting a new weighting scheme recently introduced with the goal of measuring
how personal each term is [10,18].

Using this new weighting scheme, values closer to one indicate a term that
is more commonly used in personal tweets, and vice versa. Considering a tweet
as personal if it contains any of the following terms: i, i’d, i’ll, i’v, i’ve, i’m, we,
me, us, my, mine, our, ours, myself, ourselves, the EXPEI weight for a term tj
in a tweet di is defined as follows.

wij = EXPEI(di, tj) =

√
#(tj , di)
#(di)

1−F (tj)

(2)

where #(tj , di) indicates the number of occurrences of tj in di and #(di) indicates
the number of words in di i.e., the length of di. F (tj) is calculated as:

F (tj) = 2
ρ(tj) · τ(tj)
ρ(tj) + τ(tj)

(3)

ρ(tj) =
#(tj , P )
#(tj)

(4)

τ(tj) =
#(tj , P )
#(P )

(5)

ρ(tj) is defined as the percentage of personal tweets in the subset of tweets
containing the term (indicated by P ), and τ(tj) is the portion of the personal
tweets covered by the term.

As indicated in Fig. 1, we can also combine both IDF and EXPEI features
into a single one, by adding the term weights obtained by each approach. This
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incorporates both the “personal” importance for each term as well as its general
frequency information. This new weight is called Term Specificity-Exponential
Personal Reward (TS-XPR) and is defined as:

wij = TS-XPR(di, tj) = IDF (tj) + EXPEI(di, tj) (6)

4 Experimental Setup

Data. We evaluated our method using the dataset from the #SMM4H 2021
Shared Task 5 [5]. Task 5 seeks to distinguish tweets in English reporting poten-
tial Covid-19 cases (labeled as “1”) from other Covid-19 related tweets (labeled
as “0”). A potential case refers to the author or someone in their household being
ill or suffering from a symptom, having been denied testing for the disease, or
having been exposed to a contagious risk situation. The training set is composed
of 1026 “Potential Case” tweets and 5439 “other” tweets. The validation set
contains 122 and 594 respectively, whereas the test set contains 10,000 tweets
with withheld labels. Below, we show two example tweets.

Potential Case: I think I have the coronavirus I’ve been coughing nonstop all
day and I feel really warm.
Other: Low key scared that if I cough on the bus, people will think I have coro-
navirus.

Preprocessing. Both branches share the following cleanup steps: @usernames
and URL’s are replaced with a “user” and “url” tokens, respectively, emojis are
standardized and text is lowercased. For the deep branch we replace multiple
occurrences of “user” and “url” to the form “n user/url”, where n is the number
of occurrences of the words. Tweets are then tokenized and truncated to a max-
imum of 120 tokens. Tweets with less than 120 tokens are padded to the right
with 0’s. For the wide branch, the tweets are only tokenized and lemmatized.

Deep Branch. The CT-BERT model hyperparameters were chosen according
to [6], where this same model was fine-tuned and applied to #SMM4H 2021
Task 6. Particularly, we used a batch size of 32, a learning rate of 3.154e–5 and
a weight decay of 0.1328 during 3 training epochs.

Wide Branch. To calculate the IDF values we used the TfidfVectorizer function
from the Scikit Learn library, with the following parameters: Analyzer = ‘word’,
Use idf =True and Smooth idf = True. Then we scale the values using the
StandardScaler from the same library. Then, using either the IDF, EXPEI or
TS-XPR weights, we represent each tweet as a BOW, using only the 5000 most
frequent words in the dataset in order to reduce dimensionality.
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Fully-Connected Layer. The hyperparameters for the dense classification
neural network were the following: Dropout = 0.1 and 6024 input units, which
comes from the concatenation of the 1024 features from the deep branch and
the 5000 from the wide branch. Both branches share the same loss function,
categorical-crossentropy. Finally, we usd a softmax activation function for label
prediction.

5 Results and Qualitative Analysis

Table 2 shows the results obtained in Task 5 of #SMM4H 2021. For comparison,
we show the results from the deep-only and wide-only branches. Wide features
were evaluated using a Logistic Regression model. We also show the average
score of the 14 participating systems and the best score at the #SMM4H 2021
competition.

Table 1. Results for Task 5 at #SMM4H 2021.

Model Features/Description F1 P R

CT-BERT Deep-only 0.77 0.77 0.77

Logistic Regression IDF 0.52 0.47 0.59

Logistic Regression EXPEI 0.48 0.42 0.57

Logistic Regression TS-XPR 0.52 0.47 0.58

Wide & Deep CT-BERT, IDF 0.79 0.81 0.77

Wide & Deep CT-BERT, EXPEI 0.78 0.77 0.79

Wide & Deep CT-BERT, TS-XPR 0.78 0.77 0.79

Average at #SMM4H 2021 Average of 14 systems 0.74 0.73 0.74

Best at #SMM4H 2021 Ensemble of 5 BERT-based models 0.79 0.78 0.79

The merge of both branches show that it can achieve better results than each
branch individually, which confirms that they complement each other. Our Wide
& Deep method scored well above the average results reported in the Task, that
correspond to several ML and DL approaches. It is also equal to the best in Task
5, showing that our method is able to compete with SoA approaches.

The best-performing system trained a total of 14 BERT-based models during
a search of hyperparameters. Then, they performed an exhaustive search for
every possible combination to find the ensemble with the highest validation
score using the previous 14 trained models. The best ensemble was composed of
5 models [7]. While this approach achieved the best score, it greatly increased the
number of trainable parameters and the computational power needed to make a
prediction. In contrast, our W&D model has about one-fifth as many trainable
parameters, making it much less expensive and requiring only a single training
session. This means that it is a much more efficient method that achieved the
same results. Also, the wide branch adds interpretability to the results, and
to better understand them, qualitative analyses of the wide features are shown
below.
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5.1 Wide Branch Features

The wide features (IDF & EXPEI weights) were computed for each of the 5000
most frequent words found in the training set, which are shown in Fig. 2. These
words appear to be highly related to the context of a potential Covid-19 case,
such as “I”, “sick”, “symptom”, “cough”, etc. It could be thought that when a
certain combination of these words is present, the tweet is more likely to belong to
the “Potential Case” class. The wide features are able to capture these superficial
lexical patterns. Taking the above into account, we believe that this is the reason
why the wide features are able to enhance the performance of the deep branch.

Fig. 2. Most frequent words in the dataset.

In Table 2 three “Potential Case” tweets are shown with the predicted labels
obtained from the deep-only and wide-only models, as well as the W&D method.
The deep-only model corresponds to CT-BERT, the wide-only to logistic regres-
sion with TS-XPR features and the W&D to CT-BERT+IDF features, each one
of them achieved the best scores of their respective group. While the individual
models classified the tweets incorrectly, the W&D method was able to correct
the mistake. As can be noticed, these tweets contain first person pronouns high-
lighted by the EXPEI weights, as well as discriminative terms from the previous
word cloud.
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Table 2. Models predictions comparison.

Potential Case (“1”) Tweets Deep Wide W&D

I got a runny nose today and started crying because I’m
nervous about getting the coronavirus

“0” “1” “1”

I have all the symptoms of the Coronavirus so does that
mean I have it???

“1” “0” “1”

@user We need more testing. Please. I may have
coronavirus without showing symptoms. I live with my
parents whom are at risk

“0” “0” “1”

6 Conclusions and Future Work

In this work, we proposed a Wide & Deep method for Covid-19 tweet classi-
fication, which combines two learning branches. The deep branch used a CT-
BERT model, while the wide branch used lexical-based features with two differ-
ent weights, IDF and EXPEI. Results obtained from Task 5 of the #SMM4H
2021 show that proposed W&D method performed better than deep-only mod-
els. Our W&D method even achieved competitive results with respect to SoA
models, which use complex combinations of several deep models.

The good performance of the W&D model depends heavily on the feature
engineering for the wide branch. Each task requires finding the features that
provide the most useful information. In this direction, as future work, we plan
to implement different word-weighing techniques that could better fit this or
other particular classification task.
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9. Müller, M., Salathé, M, Kummervold, P.: COVID-Twitter-BERT: A Natural Lan-

guage Processing Model to Analyse COVID-19 Content on Twitter (2020)
10. Ortega, R., Franco, A., Montes, M.: Identificación del perfil de autores en redes

sociales usando nuevos esquemas de pesado que enfatizan información de tipo per-
sonal. Computación y Sistemas 23(2), 501–510 (2019) https://doi.org/10.13053/
cvs-23-2-3005

11. Banik, S., Gosh, A., Banik, S.: Classification of COVID19 Tweets based on senti-
mental analysis. In: 2021 International Conference on Computer Communication
and Informatics (ICCCI), pp. 1–7 (2021) https://doi.org/10.1109/ICCCI50826.
2021.9402540

12. Devlin, J., Chang, M., Lee, K., Toutanova, K.: BERT: Pre-training of Deep Bidi-
rectional Transformers for Language Understanding (2019)

13. Magge, A., Pimpalkhute, V., Rallapalli, D, Siguenza, D., Gonzalez, G.: UPennHLP
at WNUT-2020 task 2 : transformer models for classification of COVID19 posts
on Twitter. In: Proceedings of the Sixth Workshop on Noisy User-generated Text
(W-NUT 2020), pp. 378–382. Association for Computational Linguistics (2020)

14. Bai, Y., Zhou, X.: Automatic detecting for health-related Twitter Data with
BioBERT. In: Proceedings of the Fifth Social Media Mining for Health Applica-
tions Workshop and Shared Task 2020, pp. 63–69. Association for Computational
Linguistics, Barcelona, Spain (2020)

15. Vaswani, A., et al.: Attention Is All You Need (2017)
16. Roitero, K., Bozzato, C., Della-Mea, V., Mizzaro, S., Serra, G.: Twitter goes to

the doctor: detecting medical Tweets using machine learning and BERT. In: Pro-
ceedings of the Workshop on Semantic Indexing and Information Retrieval for
Health from Heterogeneous Content Types and Languages Co-located with 42nd
European Conference on Information Retrieval, pp. 63–69. CEUR-WS.org, Lisbon,
Portugal (2020)

17. Ifeanyi, C., Azah, N., Liyana, S.: Context-based feature technique for sarcasm
identification in benchmark datasets using deep learning and BERT model. IEEE
Access 9, 48501–48518 (2021)
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Abstract. Adverse drug reactions (ADRs) are a major cause of
patients’ morbidity and mortality, and a source of financial burden for
health systems. In this context, pharmacovigilance plays a key role, which
has led to its application on social media texts, where users often report
various personal health issues, including adverse drug reactions and prob-
lems with medical treatments. This new opportunity also presents new
challenges, on the one hand, posts reporting ADRs are very scarce in
relation to the rest of the messages, and, on the other hand, they employ
colloquial language, different from the medical terminology. In this paper,
we present an enhanced BERT-based method to identify tweets report-
ing ADRs. This method addresses the task as one of sentence-pair clas-
sification by considering some auxiliary sentences derived from the input
tweets as extra contextual information. The results obtained in data from
the SMM4H-2021 shared task outperformed the best results previously
reported, and also show that the use of the auxiliary sentences improved
the BERT results by up to 18.5%.

1 Introduction

An adverse drug reaction (ADR) is defined as an appreciably harmful or unpleas-
ant reaction, resulting from an intervention related to the use of a medicinal
product, which predicts hazard from future administration and warrants pre-
vention or specific treatment, or alteration of the dosage regimen, or withdrawal
of the product [1]. ADRs represent a significant public health problem as they are
a major cause of morbidity and mortality as well as a source of financial burden
for health systems [2]. ADRs are generally caused by limited clinical trials that
failed to detect all possible adverse reactions, due to factors such as the small
number of samples used, the duration of testing, and the lack of diversity among
study patients [3]. Under this scenario, post-marketing surveillance, also known
as pharmacovigilance, plays a fundamental role in identifying and preventing
risks associated with the use of drugs, especially those recently marketed [4].
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The traditional way in which post-launch adverse drug reactions are identified
is through the analysis of patients’ clinical records. However, due to their scarcity
in electronic format, alternative sources of information have been considered to
help in the identification of new ADRs. Accordingly, and taking advantage of the
common usage of social networks to share personal health information, recent
works have proposed their use for this task [5], as well as for others related to
public health monitoring, such as the identification of mental disorders [6], drug
abuse [7], and COVID-19 symptoms [8].

Among the social networks the most used in pharmacovigilance is Twitter,
this due to its ease of access and real-time nature [9–11]. However, it also presents
important risks for healthcare monitoring, such as high rates of misinformation
and large volumes of information that make difficult to filter relevant tweets.
In addition, tweets are very short texts, which lack context, and use colloquial
language, abbreviations, and show a high number of spelling and grammatical
errors. Take, for example, the following tweet reporting an ADR: “@user I’ve
had Cipro before. Luckily for me, the only side fx I tend to get from AB is gastic
upset. But I RARELY use AB.”.

This paper addresses the identification of adverse drug reactions as a text
classification problem, whose objective is to distinguish between tweets that
report an adverse reaction (labeled as ADR) and those that do not (labeled
as NoADR). Based on previous works that show that transformers have shown
the best performance in this task [12–14], we propose a BERT-based method to
identify tweets reporting ADRs. In contrast to all them, which use the tradi-
tional architecture for single-text classification tasks, we propose handling it as
a sentence-pair classification problem, by considering some auxiliary sentences
derived from the input tweets as extra contextual information, and by using the
transformer architectures especially suited for tasks such as question answering,
semantic text similarity and textual entailment. It is important to point out that
this idea is not entirely new, since few recent works have used BERT’s second
entry as a mechanism to guide the model in the classification of texts [15–18],
however, it has never been tested and studied in the identification of tweets that
report ADRs; this is the first contribution of our work. In addition, as a second
contribution, we propose three ways to generate the auxiliary sentences from
the input tweets, taking as motivation the applications for which the two-input
architecture was proposed.

The rest of the paper is structured as follows. Section 2 presents a brief
description of previous work in the identification of tweets reporting ADRs.
Section 3 introduces the method proposed. Section 4 describes the experimental
settings, and Sect. 5 shows and discusses the results obtained. Finally, Sect. 6
presents our main conclusions and future work directions.

2 Related Work

Different methods have been proposed for the identification of ADRs in Twitter.
These methods can be broadly classified into three groups. The first group con-
siders a traditional machine learning pipeline; it mainly employs hand-crafted
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features, mainly based on a bag of words representation, extended with part-of-
speech tags in some cases, and uses a Support Vector Machine (SVM) classifier
[19–21]. The second group considers word embeddings and uses neural network
(NN) approaches such as Convolutional Neural Networks (CNNs) and Recur-
rent Neural Networks (RNNs) to learn the representation of tweets. Then, the
obtained representations are fed to a NN or SVM classifier [22–24]. This second
approach in particular has been little used for ADR classification, in part because
of its inadequacy to deal with collections with few data and high imbalance, as
well as with the use of colloquial language, abbreviations, and spelling and gram-
matical errors, which strongly harms the use of pre-trained word embeddings.
Finally, the third group focuses on the use of pretrained transformers. Having
been trained on large amounts of data, these models have shown significant
improvements for a wide range of NLP-related tasks, including the identification
of ADRs in tweets. For this particular task, the SMM4H1 evaluation forum is a
must reference [25]; in its 2021 edition, the best results were achieved by meth-
ods based on the RoBERTa model with sampling techniques [12,13,26], even
surpassing the results from other BERT-based models [27–29].

3 Enhanced BERT-Based Model for ADR Identification

This section presents our enhanced BERT-based method to identify tweets
reporting ADRs. As explained before, it addresses the task as one of sentence-pair
classification by considering auxiliary sentences derived from the input tweets
as extra contextual information. Figure 1 shows the general architecture of this
method, which considers a module that generates the auxiliary sentences for
each input tweet, a BERT model as the central module, which receives the tweet
and its auxiliary sentence at the input, and a final classification module fed with
the representation obtained from the transformer.

The goal of using an auxiliary sentence as extra input is to help contextualize
the tweets and guide the network to better adjust its weights. Particularly, we
explore three different ways to generate these sentences, two of them are adap-
tations of previous methods [15,18], and the third one is a new approach based
on the use of the most frequent words in the positive class of the training set.
The following paragraphs detail the three approaches, and Table 1 shows two
example tweets with their respective three auxiliary sentences.

1. Question. Motivated by the outstanding results of BERT in the QA task,
[15] proposed to use a question as the auxiliary sentence. Following this idea,
for every tweet we use the question “Does it report an adverse drug reaction?”
as the auxiliary sentence.

2. Similar tweet. Based on the application of BERT in semantic textual sim-
ilarity tasks, [18] proposed to use a text similar to the entry as the auxil-
iary sentence. Following this idea, we propose to identify –in entire training
set– the most similar tweet to the input one, regardless of whether or not it

1 https://healthlanguageprocessing.org/.

https://healthlanguageprocessing.org/
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Fig. 1. General architecture of the proposed ADR classification method.

mentions an adverse drug reaction, and to use it as the auxiliary sentence. For
the implementation of this idea we used a BoW representation with TF-IDF
weights and the cosine distance.

3. Relevant words. The idea of this new approach is to provide the network
with a set of words highly related to the description of ADRs, so that it can
better evaluate the relationship of the input tweet with the target category.
For this purpose, we consider the N most frequent words in the positive
class of the training set, after removing the stopwords. In the experiments we
considered N = 10.

Table 1. Two examples of tweets with their corresponding auxiliary sentences.

Positive example Negative example

Input tweet My seroquel this morning got
me lethargic

Does anyone have a lozenge?

Question Does it report an adverse drug
reaction?

Does it report an adverse drug
reaction?

Similar tweet This seroquel got me sleepy I need a lozenge. Does anyone
have a lozenge ?

Relevant words Go day ill one sleep feet use
makes cause have

Go day ill one sleep feet use
makes cause have
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4 Experimental Settings

4.1 Data Set

The data set used to evaluate our method was provided by the Social Media Min-
ing for Health (SMM4H) evaluation forum, and corresponds to its 2021 edition2.
Table 2 shows the overall distribution of this collection, from which the high
imbalance between the ADR and NoADR categories becomes evident. Only 7%
the training and validation tweets correspond to the positive class, respectively.
On the other hand, no information is available on the distribution of the test set.
To evaluate the methods, the predictions have to be sent through the codalab
platform3. At the moment, 7 results are reported on this platform, which will
be used for comparison purposes in the next section.

Table 2. Distribution of the SMM4H2021 dataset for classification of Adverse Drug
Reactions in English tweets

Partition ADR NoADR All

Training 1,258 16,449 17,707

Validation 65 884 913

Test – – 10,909

4.2 Model Implementation

The central module of our architecture corresponds to a BERT-based model.
Supported on the previous results reported for the task, we decided to use the
RoBERTaLARGE model, pretrained with 160 GB of data from BookCorpus,
CC-News, OpenWebText, and Stories [30]. The model was trained considering
a batch size of 32 and a maximum token size of 120, for a total of 15 epochs,
with a learning rate of 1e−5, using the Adam optimizer, and a dropout of 0.1.

5 Results

Table 3 shows the general evaluation results of the proposed method. It com-
pares the performance obtained with the RoBERTa model with and without
the auxiliary sentences. For each implementation of the method, it shows two
groups of results, the first one corresponds to the use of the original training
set, whereas the second group corresponds to an augmented set, for which we
applied a random oversampling strategy (with ratio equal to 0.5) in order to get
the minority (ADR) class with half as many tweets as the majority (NoADR)
class.

2 https://healthlanguageprocessing.org/.
3 https://competitions.codalab.org/.

https://healthlanguageprocessing.org/
https://competitions.codalab.org/
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Table 3. Results of the proposed method in the SMM4H-2021 data set. Evaluation
measures are the F1-score (F1), precision (P), and recall (R) over the the ADR category.

Model F1 P R F1 P R

Original data set Augmented data set

RoBERTa (only tweet) 0.51 0.55 0.49 0.54 0.49 0.61

RoBERTa (tweet+question) 0.60 0.58 0.63 0.64 0.59 0.69

RoBERTa (tweet+similar tweet) 0.53 0.59 0.49 0.58 0.55 0.62

RoBERTa (tweet+relevant words) 0.58 0.60 0.56 0.62 0.62 0.61

The results in Table 3 clearly show the following: first, that the use of an
auxiliary sentence, regardless of how it was generated, has a positive impact
on RoBERTa’s performance. Nonetheless, it is important to highlight that the
approach of using a question as the auxiliary sentence showed the best results,
which could be explained by the previous successful application of this architec-
ture in question answering tasks. Second, the use of the augmented data set in
the training phase improved the results of all method configurations, highlighting
the need for more resources to tackle the task at hand.

In order to put the results obtained in perspective, Table 4 compares the
results from our best configuration (RoBERTa fed with tweets and queries)
against the three best results reported so far in the SMM4H-2021 data set. As
can be noticed, the proposed method is the one showing the best compromise
between precision and recall, and with it a 4.9% improvement in F1 score.

Table 4. Comparison with the best three results in the SMM4H-2021 dataset. Eval-
uation measures are the F1-score (F1), precision (P), and recall (R) over the ADR
category.

Model F1 P R

RoBERTa with under and oversampling [12] 0.61 0.52 0.75

RoBERTa + ChemBERTa [13] 0.61 0.55 0.68

BERT ensemble with oversampling [14] 0.54 0.60 0.49

RoBERTa (tweet+question) with oversampling 0.64 0.59 0.69

5.1 Error Analysis

The tweets misclassified by the different configurations of our method, both false
positives and negatives, are very diverse in content and style. However, after a
careful manual analysis, we distinguished the following three frequent causes:

– Tweets that report an ADR using a humorous or sarcastic style. For example,
the tweet “Cool, the Humira commercial just made me lose my appetite”.
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– Tweets that report an ADR using colloquial language, and even profanity.
For example, the tweet “crap. forgot to take my doubled dose of fluoxetine
and now i’m busy wanting to die a hell of a lot”.

– Tweets that narrate an entire situation, and do not directly mention the
adverse reaction, for example, “fell asleep and woke back up again. trying
a quarter of a seroquel instead of half this time. i’d like to get out of bed
tomorrow”.

– Tweets that contain several grammatical errors, abbreviations or medical
terms, for example, “@user I’ve had Cipro before. Luckily for me, the only
side fx I tend to get from AB is gastic upset. But I RARELY use AB”.

5.2 Handling Data Scarcity: Are Sampling Techniques a Solution?

As previously mentioned, data for this task are scarce, present high imbalance,
and also correspond to short and usually poorly written texts. In consequence,
the best results reported to date, including those presented here, consider the
application of statistical sampling techniques.

With the intention of assessing the relevance of this kind of techniques in the
task at hand, Table 5 shows the comparison of the performance obtained when
using random oversampling and undersampling strategies. For both cases, we
applied various ratios of increase and decrease of data. For the case of oversam-
pling, the ratio indicates how much the minority class was made to grow with
respect to the majority class (for example, 0.5 indicates that ADR instances
were repeated until the minority class reached 50% of the size of the majority
class). On the other hand, for undersampling, this ratio indicates the percentage
of instances that were kept from the majority class, thus 0.25 indicates that only
25% of the instances of the majority class were kept. As it could be observed
in the table, the application of neither of these two techniques had a significant
impact on the performance of the method, which we attribute to the fact that
they did not add lexical and syntactic variability to the training set. Thus, these
results clearly show the need for more training data that cover the wide variety
of drugs, effects and situations that can arise from their use.

Table 5. Comparison of results using random oversampling and undersampling.

Model F1 P R F1 P R

Oversampling Undersampling

RoBERTa (tweet + question) 0% 0.60 0.58 0.59 – – –

RoBERTa (tweet + question) 25% 0.61 0.51 0.73 0.56 0.46 0.71

RoBERTa (tweet + question) 50% 0.64 0.59 0.69 0.53 0.58 0.48

RoBERTa (tweet + question) 75% 0.61 0.59 0.63 0.58 0.59 0.56

RoBERTa (tweet + question) 100% 0.62 0.58 0.67 0.60 0.58 0.59
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6 Conclusions

The identification of tweets reporting adverse drug reactions (ADRs) is a com-
plex task due to multiple factors, such as their colloquial language and small
size, as well as the high imbalance in the current available data sets. In this
paper, we introduced an enhanced BERT-based method for this task, which
addresses it as one of sentence-pair classification by considering some auxil-
iary sentences derived from the input tweets as extra contextual information.
Accordingly, we also proposed three ways to generate the auxiliary sentences
from the input tweets, taking as motivation the applications for which the two-
input transformer architecture was designed, such as question answering and
semantic textual similarity.

Experiments in the SMM4H-2021 dataset showed that the use of the auxiliary
sentences help improving the performance of a RoBERTa based classifier. In
particular, the use of a simple question as the auxiliary sentence achieved the
best results among the three proposed approaches. In addition, the experiments
confirmed the relevance of applying an oversampling strategy to deal with the
lack of data and its imbalance.

As future work we plan to explore other ways to generate the auxiliary sen-
tences, and also to propose a method to extract and normalize the mentions
of adverse drug reactions in the tweets in order to build a support tool for the
pharmacovigilance process.

Acknowledgments. Work supported by CONACyT-Mexico: scholarship 1080699,
grant CB-2015-01-257383 and the Deep Learning Platform for Language Technologies.
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4. Coloma, P.M., Trifirò, G., Patadia, V., Sturkenboom, M.: Postmarketing safety
surveillance. Drug Saf. 36(3), 183–197 (2013)

5. Nikfarjam, A., Sarker, A., O’connor, K., Ginn, R., Gonzalez, G.: Pharmacovigilance
from social media: mining adverse drug reaction mentions using sequence labeling
with word embedding cluster features. J. Am. Med. Inform. Assoc. 22(3), 671–681
(2015)

6. Coppersmith, G., Dredze, M., Harman, C.: Quantifying mental health signals in
Twitter. In: Proceedings of the Workshop on Computational Linguistics and Clin-
ical Psychology: From Linguistic Signal to Clinical Reality, pp. 51–60, Association
for Computational Linguistics, Baltimore, Maryland, USA (2014)



BERT-Based Method to Identify Drugs Side Effects 243

7. Hu, H., Phan, N., Chun, S.A., Geller, J., Vo, H., Ye, X., Jin, R., Ding, K., Kenne,
D., Dou, D.: An insight analysis and detection of drug-abuse risk behavior on
twitter with self-taught deep learning. Comput. Soc. Networks 6(1), 1–19 (2019)

8. Lian, A.T., Du, J., Tang, L.: Using a machine learning approach to monitor Covid-
19 vaccine adverse events (VAE) from twitter data. Vaccines 10(1), 103 (2022)

9. Edo-Osagie, O., De La Iglesia, B., Lake, I., Edeghere, O.: A scoping review of the
use of twitter for public health research. Comput. Biol. Med. 122, 103770 (2020)

10. Ginn, R., et al.: Mining twitter for adverse drug reaction mentions: a corpus and
classification benchmark. In: Proceedings of the Fourth Workshop on Building and
Evaluating Resources for Health and Biomedical Text Processing, pp. 1–8. Citeseer
(2014)

11. O’Connor, K., Pimpalkhute, P., Nikfarjam, A., Ginn, R., Smith, K.L., Gonzalez,
G.: Pharmacovigilance on twitter? mining tweets for adverse drug reactions. In:
AMIA Annual Symposium Proceedings, vol. 2014, p. 924. American Medical Infor-
matics Association (2014)

12. Ramesh, S., et al.: Bert based transformers lead the way in extraction of health
information from social media. In: Proceedings of the Sixth Social Media Mining
for Health (# SMM4H) Workshop and Shared Task, pp. 33–38 (2021)

13. Sakhovskiy, A., Miftahutdinov, Z., Tutubalina, E.: KFU NLP team at SMM4H
2021 tasks: cross-lingual and cross-modal bert-based models for adverse drug
effects. In: Proceedings of the Sixth Social Media Mining for Health (# SMM4H)
Workshop and Shared Task, pp. 39–43 (2021)

14. Aji, A.F., Nityasya, M.N., Wibowo, H.A., Prasojo, R.E., Fatyanosa, T.: Bert goes
BRRR: A venture towards the lesser error in classifying medical self-reporters on
twitter. In: Proceedings of the Sixth Social Media Mining for Health (# SMM4H)
Workshop and Shared Task, pp. 58–64 (2021)

15. Sun, C., Huang, L., Qiu, X.: Utilizing BERT for aspect-based sentiment analysis
via constructing auxiliary sentence. Computing Research Repository (CoRR) -
arXiv:abs/1903.09588 (2019)

16. Yu, S., Su, J., Luo, D.: Improving bert-based text classification with auxiliary
sentence and domain knowledge. IEEE Access 7, 176600–176612 (2019)

17. Ma, J., Xie, S., Jin, M., Lianxin, J., Yang, M., Shen, J.: Xsysigma at semeval-2020
task 7: Method for predicting headlines’ humor based on auxiliary sentences with
ei-bert. In: Proceedings of the Fourteenth Workshop on Semantic Evaluation, pp.
1077–1084 (2020)
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Abstract. Thanks to the availability of digital media, users receive daily
news reports, opinions and information on a wide variety of topics. These
same media allow people to easily share and transmit their own opin-
ions, thus enriching the debate and reflection on topics of public inter-
est. Unfortunately, these circumstances have led to the emergence of
fake news to misinform. This phenomenon has reached huge proportions,
becoming a serious problem. Different approaches have been proposed to
automatically detect fake news, based on analyzing their content, source
or dispersion. The objective of the present work is to explore whether
the written style of news can be used for this task. The proposed method
uses a simple strategy based on keeping the most frequent words while
masking the rest. The experiments in four collections, in two languages
and different topics, have led to the conclusion that there are common
lexical stylistic elements among fake news.

Keywords: Fake news · Text classification · Written style

1 Introduction

Nowadays, people are getting more of the news from digital media than from tradi-
tional sources, due to their immediacy and because they are free. However, online
news are not necessarily checked for authenticity [25], facilitating the dissemina-
tion of fake news, and thus causing serious negative impacts on people and society;
for example, they can upset the balance of authenticity in the news ecosystem,
intentionally persuade consumers to accept biased or false beliefs, and are often
manipulated by propagandists to convey political or influence messages [21].

The term fake news has been used in different ways, in this paper we consider
the following definition, proposed in [1,28]: “fake news are news published by a
media outlet, which includes: claims, statements, speeches, publications, among
other types of information and its authenticity is not verifiable (false)”.

Since fake news distort the way people interpret and respond to true news,
it is very important to help mitigate the negative effects they cause by identi-
fying discriminatory and relevant characteristics that facilitate their automatic
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
O. O. Vergara-Villegas et al. (Eds.): MCPR 2022, LNCS 13264, pp. 245–254, 2022.
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detection. In this direction, various approaches have been explored aimed at the
analysis of their content [28], i.e., the verification of facts and style; their source
[12,26], which include information related to the news and the social context,
such as users, broadcasters, etc.; or their propagation [11], that is, on the news
spread.

Many of the above approaches identify fake news after they have been dis-
seminated, and most are limited to English news articles and to a single (often
political) domain. Understanding the writing style of fake news articles could
facilitate the task of early detection, i.e., when they are published in a media
outlet but have not yet spread on social networks, hence the importance of devel-
oping approaches that can detect fake news by focusing on the writing style of
news stories. Accordingly, our proposal is oriented towards a model based solely
on the writing style, which allow us for a general analysis of fake news in different
domains and languages.

Under this approach, several works have explored the use of linguistic features
aiming to capture lexical, syntactic and readability information. Despite their
promising results, these linguistic features are technically very demanding to
be extracted, analyzed, understood and interpreted [21]. On the other hand,
another challenge is the feature compatibility, that is, to determine features that
can capture the generality of deceptive language across domains and languages.
Motivated by the fact that the style of fake news appeals to the emotions and
beliefs of the reader and not necessarily to an objective argument, in this paper
we explore the difference in written style between fake and true news based on
the use of non-topic related terms.

Most of the works focused on the analysis of style for the detection of fake
news consider discursive and syntactic information, relying on complex linguistic
resources and analyses. In contrast to them, our approach does not rely on any
computationally expensive resource; it is an easy and simple method focused
on capturing lexical style patterns in fake news. In particular, it considers a
strategy based on masking content-related terms while keeping function words
and other style-based symbols. This type of strategy has been previously applied
in authorship analysis tasks [9,19,20,23], but to our knowledge it has never been
explored in the fake news detection task. Consequently, the objective of this work
is to study the relevance of these lexical style patterns for a difficult task such
as fake news detection, and to verify their generality for different languages and
domains.

2 Related Work

As previously mentioned, different kinds of information and attributes have
already been considered for the detection of fake news, for example: content-
related [27], propagation on the network [11], credibility in the networks accord-
ing to the source [12,24], users and spreaders [26], among others. On the other
hand, the use of deep neural networks have become a trend in the task [24],
highlighting among these the use of advanced pre-trained language models such
as BERT, ELECTRA and ELMo [3,10].
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There are also several works that, like ours, have focused on analyzing the
style of the notes. A style-based model helps in the early detection of false news,
when it has not yet been spread on the network. There are works in the literature
that represent news content by capturing its writing style at the lexical, syntac-
tic, semantic, and discourse levels. At the lexical level, [2,14] used a BOW-like
representation, considering unigrams and bigrams of words, through an exhaus-
tive analysis in the identification of lexical characteristics in the news content. In
[15], style is captured with attributes at different levels, for example, POS Tags
are used as markers at the syntactic level, and the Rhetorical Structures Theory
(RST) was employed to extract features at the discursive level. At the semantic
level, [5,17,27] proposed using LIWC-based features. In [22], for example, word
count, authenticity, influence, tone, and analytics extracted from LIWC were
used to detect fake news. Finally, [8] describes a combination of some of these
features; it used a wide collection of linguistic cues grouped into three broad
categories: complexity, psychology (LIWC), and lexical features.

The aforementioned approaches to style-based fake news detection yield inter-
esting results, but their implementation is complicated by the fact that they rely
on language- and domain-related resources. Our method seeks to achieve greater
independence from these resources, without being domain or language oriented.
To this end, we propose following a simple masking approach, hiding from the
textual information everything related to the news content (i.e. semantic infor-
mation), leaving only the lexical style patterns –including some punctuation
marks– which allows us to obtain a model capable of detecting fake news inde-
pendently of domain and language.

The use of text masking techniques has been addressed in other research
areas such as authorship attribution [20,23], author profiling [9], hoax detection
[7], hyperpartisanship detection in news [18], and the detection of stereotypes
about immigrants [19]. In these tasks, text distortion techniques have proven to
be useful. The effectiveness of this strategy suggests that authors (without con-
sciously using it) fall into a particular style. For the case of fake news, authors
appeal to readers’ emotions and beliefs, and not necessarily to an objective
argument. Between real and fake news, punctuation marks (e.g., parentheses,
quotation marks, etc.) are used to emphasize or include personal opinions in
order to bias the reader. Another difference is the frequency in the use of num-
bers, dates or percentages to give validity to the information presented. These
observations motivated us to design a fine-grained masking strategy, differenti-
ating the masks used for certain punctuation marks as well as for quantities.
The following section describes our proposed method.

3 Style-Based Method for Fake News Detection

Our research seeks to mask all thematic elements of content and leave only
style-related terms, in order to observe if style information alone is enough to
distinguish between false and real notes. Figure 1 shows the general outline of
the proposed method. Its first step is the identification of all the tokens that will
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not be masked. Basically, this set is made up of terms associated with style (e.g.,
the most frequently used terms). Later, any term outside this set is replaced by
a predetermined symbol, being careful to preserve the sequence of the original
text. From these masked texts, the n-grams of words are extracted and with
them a BoW-like representation of the documents is built, which is used to feed
the classifier. In general, the scheme followed is the standard process in text
classification except for the masking step that is explained in the following two
subsections.

Fig. 1. General scheme of the proposed method

3.1 Selection of the Lexicons

The first step of our method is the selection of reference lexicon, formed by k
highly frequent words, which are then used in the masking process to deter-
mine those terms that will not be masked. Within these words, there are several
associated with the style of a text, for example: stopwords (prepositions, con-
junctions, articles, some adverbs), auxiliary verbs, pronominal forms, etc. In our
experiments, we used two different lexicons:

Lexicon 1: Most frequent words of the language. To determine this set
of words, we used representative corpora of the Spanish and English languages.
The most frequent words of the Spanish language were obtained from: “Current
Spanish Reference Corpus” (CREA)1, whereas the most frequent words of the
language English were obtained from: “British National Corpus” (BNC)2.

Lexicon 2: Most frequent words in the corpus. This second approach
is limited to the corpus own vocabulary. Particularly, we selected the words
showing the highest frequencies of occurrence.

1 https://www.rae.es/banco-de-datos/crea.
2 https://www.english-corpora.org/bnc/.

https://www.rae.es/banco-de-datos/crea
https://www.english-corpora.org/bnc/
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3.2 Text Masking

The proposed method modifies the appearance of the original texts to a different
(abstract) form, hiding some words and signs by replacing them with other
characters or symbols. The general idea is to mask information related to the
news content while keeping the writing style elements. That is, considering a
reference lexicon, formed by the k most frequent words in the given language or
corpus, we mask the occurrences of the rest of the words in the news text, leaving
intact only those corresponding to the lexicon. In this way, all occurrences (in
both the training and test corpus) of specific (less frequent) terms are replaced
by default symbols.

Two different methods were used to mask the texts: Distorted View Multiple
Asterisks (DV-MA), and Distorted View Single Asterisk (DV-SA); both based
on the approaches proposed in [23].

Distorted View with Multiple Asterisks (DV-MA): Each word w, out
of the reference lexicon, is masked by replacing each character with an asterisk
(∗); and each digit in the text is replaced with a (#) symbol.

Distorted View with Single Asterisks (DV-SA): Each word w, out of
the reference lexicon, is masked by replacing each occurrence of the word with
a single asterisk (∗); and each sequence of digits in the text is replaced by a (#)
symbol.

In addition to these general rules, we propose some extra ones to perform a
finer analysis, which allow to capture certain elements used by the authors of
fake and true news. For both algorithms, punctuation marks are kept, partic-
ularly, period(.), comma(,), semicolon(;) and colon(:). Single quotes(‘’), double
quotes(“”), and smart quotes are replaced by the ˆ symbol. Parentheses, braces,
and brackets are all masked by open and closed parentheses. The exclamation
(!) and question marks (?) are replaced by μ. Finally, mathematical signs such
as weight($), percent(%), sum(+), and equals(=) are replaced by the symbol π.

4 Experiments

4.1 Datasets

For the evaluation of the proposed method, we considered four collections of
news items used in different state-of-the-art works: two in Spanish (MEX-A3T
[16] and RAW-CovidES [4]), and two in English (LIAR [10] and CoAID [6]). All
these collections correspond to binary classification tasks (false vs. true news),
but have very different characteristics, not only their language but also their
domains and distributions (refer to Table 1).

4.2 Experimental Setup

Preprocessing: We converted all words to lowercase letters and did not remove
any character (e.g., symbol, punctuation mark, number or delimiter).
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Table 1. Statistics of the datasets. Information on the domain, language and distri-
bution of the classes.

Datasets Domain Language Fake True Total

MEX-A3T Multiple Spanish 480 491 971

RAW-Covid Health 95 105 200

LIAR Politics English 6889 8470 15359

CoAID Health 185 3167 3352

Used parameters: The proposed method uses two parameters: the param-
eter k indicates the number of words extracted from the lexicon that will not be
masked, and n is the order (length) of the n-grams of words used to represent
the masked texts. We used k = {0, 100, 200, ..., 1000}, and n = {1, 2, 3}.

Text representation: After the masking step, we represented the trans-
formed texts without removing any features from the calculated n-grams, and
used a TF-IDF weighting scheme.

Classifier: As classifier we used a Support Vector Machine (SVM) with
linear kernel. Implementation taken from Scikit-Learn library3.

Training and Evaluation: We followed the guidelines established by the
authors of each data set in order to obtain a fair comparison with the state of the
art. The LIAR dataset already has three partitions: training, validation, and test.
In the RAW-Covid and CoAID data sets, a CFV was performed with 5-folds. For
the MEX-A3T, that has a test partition, we took 20% of the training partition for
validation. The best configuration obtained in the validation set was evaluated in
the test partition. We used as evaluation measure the macro F1 score.

Baseline: Our baseline method is based on the same classifier and text
representation, but without applying any masking technique.

State of the art: The results obtained were compared with the best results
already reported for each of the four collections.

4.3 Results and Discussion

Following our style-based model (see Fig. 1), we used two lexicons, one con-
sidering the the most frequent words of the language and other the most fre-
quent words of the given corpus. For both kinds of lexicons, we generated several
instances, using values from k = 0, to mask everything, to k = 1000, to mask the
1000 most frequent words. We then fed these lexicons to the masking algorithms
DV-MA and DV-SA. Table 2 shows the best obtained results. It is important
to highlight that for all collections the DV-MA method was more effective than
DV-SA, hence, we only show results from the former.

The results in Table 2 show that the method works well despite the differences
between data sets in terms of language and domain (i.e., multiple domains like
in MEX-A3T, or single domain like in the rest of the corpora). As mentioned
3 https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html.

https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
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Table 2. Results corresponding to the best configuration of the proposed model for
each collection; all use DV-MA with the most frequent words in the given corpus. For
comparison purposes, we include our baseline results and the best reported state of the
art (SoA) result for each dataset.

Datasets Model F1-macro

Baseline Result SoA

MEX-A3T Bigrams, k = 500 0.77 0.80 0.85 [3]

RAW-Covid Unigrams, k = 900 0.57 0.89 0.74 [4]

LIAR Trigrams, k = 900 0.54 0.56 0.62 [10]

CoAID Unigrams, k = 900 0.64 0.67 0.58 [6]

above, masking with multiple asterisks (DV-MA) showed better performance
that using simple asterisks (DV-SA), which indicates that preserving the length
of words gives the classifier information to discriminate between false and true
news.

Another aspect to analyze is the parameter k. Our best results were obtained
when k >= 500, which means that we are selecting a range of frequent words
that not only includes those that are very general (i.e., stopwords), but also
incorporate other terms, even terms with semantic content, although not specific
to a domain (for example, auxiliary verb forms, pronominal forms, etc.). On the
other hand, the value of k is variable depending on the dataset, and there is no
criterion for determining an adequate value, other than empirical evaluation.

Table 2 shows a comparison not only of our method with the baseline used,
but also with the best result reported for each data set in the state of the art.
It is important to highlight here that all of these studies have reported results
with the use of neural networks. In contrast, our approach uses only textual
information and style patterns to classify fake news with traditional learning
algorithms. Our approach achieves interesting results, outperforming the state
of the art in detecting fake news in two of the four datasets in different languages
and domains.

4.4 Discriminative Style Patterns

By calculating the information gain of the representation n-grams, we were able
to identify the most discriminating attributes. Analyzing these attributes, we
obtained several observations. One of these observations was the length of the
words, since several sequences of * appeared among the most relevant attributes,
both in English and in Spanish. In Spanish, it is particularly noteworthy that
very long sequences of * had high GI values, for example, words of size 8, 10
and 11. In the texts, especially in the false notes, these are associated with
the excessive use of adverbs with the ending ‘mente’ (finalmente, totalmente,
detenidamente, terriblemente, precariamente, retóricamente). The opposite of
this could be seen in English, here particularly very short strings ** and ***
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are highlighted, which when observing the texts we can associate with the very
frequent use of predominant abbreviations in the false class (‘gov’ instead of
‘government’, ‘rep’ instead of ‘republican’, as well as the months of the year in
abbreviation, for example ‘dec’ instead of ‘december’).

Other important aspects that we observe with the information gain analysis
were the use of numerical data. What happens is that the deceitful writer intends
to create the sensation of a real news item by locating himself correctly in time
and space, however, he avoids giving statistical data [13], either due to ignorance
or because these can be verifiable and/or comparable. For this reason, in the false
notes, the numerical data have a greater frequency when we refer to: dates and
ages mainly. In the true news, dates and ages are also present, but much more
percentages, monetary amounts and statistical data. The writer of a true note
supports his/her veracity and is not afraid to give all the mathematical details
that allow validating the information as correct.

Punctuation marks were also relevant according to their information gain.
We believe that their relevance in these cases had a lot to do with the difference
in length of the news by class. According to the average length of words and
sentences by classes, true news stories are predominantly longer for all the data
sets studied, so in these cases their use becomes much more frequent. Quotation
marks also a discriminative feature. They are used in our daily writing to frame
textual quotes, delimit titles, and highlight words that are used in an ironic tone.
For both classes, quotation marks are present, however, the main difference lies
in the use of these to frame irony [13] and, above all, their use is much more
common in false notes.

5 Conclusions and Future Work

This paper is a contribution to the fake news detection task following an style-
based approach. The masking method is used for the first time in the area of
fake news detection. The proposed model was evaluated on different datasets
under very diverse conditions (different languages, single domain, and multiple
domains). Concluding that the method can be easily applied to different lan-
guages, since it is independent of them, however, the nature and characteristics
of each corpus influence the selection of the parameters used. Compared to tra-
ditional masking algorithms that only masked words and numbers, our method
uses more detailed masks associated with the style of news reports such as punc-
tuation and other symbols such as parentheses, quotation marks, exclamation
and question marks.

As future work, we would like to test this text representation in a cross-
domain scenario. To do this, the proposed method would have to be accompa-
nied by some instance selection method in the source domain in order to success-
fully carry out the adaptation between domains. Another interesting experiment,
given the independence of the method with respect to the language, would be
the evaluation of the method in a cross-lingual scenario.
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Abstract. Document Text Summarization aims to create a short and condensed
version from the original document,which transmits themain idea of the document
in a few words. We formulated extractive multi-document text summarization as a
combinatorial optimization problem. In which we used sentence features to select
themost important content.We conduct experiments onDocument Understanding
Conference (DUC01) dataset using the ROUGE toolkit. Our experiments demon-
strate that the proposed method contributes significant improvements over the
state-of-the-art methods and heuristics.

Keywords: Multi-document · Text · Summarization · Genetic algorithm ·
Sentence features · Optimization

1 Introduction

The growth of the Internet involves that documents spread swiftly. Thus, the users get
engulfed in many documents, wondering where to access them. In this context, Docu-
ment Text Summarization (DTS) appears as a viable solution because it aims to generate
a condensed version of documents and convey relevant information to the reader. There-
fore, users can save time through summaries instead of reading thewhole set document to
capture the main idea [1, 2]. Due to this situation, researchers in Natural Language Pro-
cessing are focused on the text summarization task [1]. Optimization-based approaches
have been gaining importance because of the excellent performance obtained due to
these being effective to get an optimal solution for huge and varied spaces [3–5]. These
helps recognize the appropriate sentences to include in a summary in the DTS context.

A domain that has been the object of study in state-of-the-art is news. The different
news sources that report on a particular event contain common components that construct
themain facts. Thus,DTS frommultiple news articles is a valuable field of study since the
number of online publications is overgrowing. This is essential to satisfy the information
need of various users. For this reason, multiple datasets have been developed, such as
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DUC [6], TAC (Text Analysis Conference) [7], Multi-News [8], CNN [9], among others,
to evaluate the effectiveness of state-of-the-art methods.

There are three approaches to generating text summaries in the literature: extractive,
abstractive, and hybrid.

Extractive Text Summarization. Proposed systems based on this approach create
summaries by assigning weights to sentences according to linguistic and statistical
features, then selecting the sentences with better weight by combining them. These
methods generally contain two significant components: ranking and selection of sen-
tences. In addition, extractive summarization methods ensure the generated summaries
are semantically similar to the original documents [3, 10].

Abstractive Text Summarization. This approach allows the proposed methods to cre-
ate summaries using new corpus words and sentences. The processing of abstractive
summarization is like the human generation of summaries. However, it requires sophis-
ticated natural language understanding and generation techniques, such as paraphrasing
and sentence fusion [10, 11].

Hybrid Text Summarization. This approach combines the advantages of extractive
and abstractive methods to process the input texts. The hybrid approach processes data
in two steps: The first step is to reduce the input length of documents to create a selective
summary.Afterward, the selective summary is used by an abstractivemethod to construct
a final summary [3].

Depending on the number of documents, summarization can be classified into two
tasks: Single-Document Text Summarization,which composes a summary fromone doc-
ument, and Multi-Document Text Summarization (MDTS), which produces a summary
from a collection of documents about a particular topic [1, 3, 12].

We formulated MDTS as a combinatorial optimization problem, which we address
through a Genetic Algorithm (GA). The GA does not require external resources, work-
ing in an unsupervised way. Moreover, we hypothesize is that both sentence position
and coverage provide essential information to distinguish relevant sentences from doc-
uments to create news summaries. Additionally, we have tested the proposed method by
generating summaries of 50, 100, and 200 words on the DUC01 dataset.

The rest of the paper is organized as follows: Sect. 2 presents the related work. Then,
Sect. 3 describes the proposed summarization method. In Sect. 4, we show experimental
results. Finally, the conclusions of this paper are drawn in Sect. 5.

2 Related Works

In the literature, the DTS has been tackled throughmany techniques, such as supervised-
based methods convert the summarization task into supervised classification problem.
Generally, thesemethods learn by training to classify sentences, indicatingwhether a sen-
tence is included in the summary. State-of-the-art approaches usually use word embed-
dings for representing the contextual meaning of sentences. Nevertheless, proposed
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methods require a corpus manually staggered [3, 8]. On the other hand, unsupervised-
based methods generally assign a score to each sentence of each document, describing
the relevance of sentences in the text. Therefore, sentences with the highest values will
be part of the extractive summary. [3, 5, 13]. In this approach, four steps have been iden-
tified to generate a summary: Term selection, term weighting, sentence weighting, and
sentence selection [13]. For the last step, various textual features have been developed
[13]. Some of them are presented in Table 1:

Table 1. Unsupervised features.

Feature Description

Similarity with the title This feature assigns the most important to the sentences that
include words in the title [13, 14]

Similarity with other sentences Given a sentence called the central sentence, a score is given
to the other sentences of the document which contain
overlapping words [3]

Sentence length It assumes that the length of a sentence can indicate whether
it is relevant to the final summary. Shorter sentences are
usually not included [13, 14]

Redundancy reduction Redundant or duplicate information in the generated
summary is expected to be minimized [3]

Sentence position The idea is that the first sentences indicate a relevant sentence
[3, 14]

Coverage This feature is based on the idea that information provided in
the original documents should be included in the generated
summary [3, 13]

3 Proposed Method

In MDTS, the search space is more extensive than in Single DTS, making it more
challenging to select the most important sentences. In this context, MDTS can be deter-
mined as an optimization problem. The documents from the collection are considered
a set of sentences, and the aim is to choose an optimal subset from sentences under a
length constraint. Previous works [15, 16] have proposed the GA as an alternative for
the MDTS to select an optimal combinatorial subset of sentences, obtaining competitive
results compared to other state-of-the-art alternatives. However, we intend to improve
its performance. Therefore, we have sought to enhance the GA exploration by increas-
ing the size of the population. The population size is one of the essential factors that
affect performance [4, 17]. In general, small population sizes might lead to premature
convergence and yield substandard solutions [18].
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3.1 Pre-processing

In this step, the documents of each collection were ordered chronologically. Then, the
sentences of documents were hierarchically ordered according to appearance in the text
to create ameta-document, which contains all collection sentences. Afterward, the text of
the meta-document was separated into sentences. Finally, a lexical analysis was applied
to separate sentences into words [5].

3.2 Text Modeling

After preprocessing the text, it is necessary to model it. This stage aims to predict the
probability of natural word sequences. The simplest and most successful form for text
modeling is the n-gram, which is a text representation model that constructs contiguous
subsequences of consecutive words from a given text [5].

3.3 Weighting and Selection of Sentences

Sentence weighting and selection of sentences usually worked together [13].While the
first one assigns a degree of relevance for each sentence, the second one chooses the
most appropriate sentences to generate extractive summaries. However, it involves a vast
search space that requires to be addressed by optimization. In view of this, we propose
the following GA to select the most important sentences:

Encoding: The binary encoding was used, where each sentence of the meta-document
represents a gene. The values 1 and 0 define if a sentence will be selected in the final
summary [5, 13, 16].

Generation of Population: The initial population was randomly generated. On the
other hand, the population of the next generations is generated from the selection stage.
The search process concludes when a termination criterion is met. Otherwise, a new
generation will be produced, and the search process will continue [5, 13].

Size of the Initial Population: The size of the population was determined according
to the number of sentences from the meta-document [4, 5, 13].

Selection Operator: The selection of individuals is performed through the roulette
operator, which selects individuals of a population according to their fitness to choose
individuals with a higher value. Each individual is assigned to a proportional part of
the roulette according to its fitness in this operator. Finally, the selection of parents is
performed, which are needed to create the next generation, and each selected individual
is copied into the parent population [5].

Crossover Operator: Crossover is a genetic operator that combines two parents to pro-
duce one or two descendants. The idea underlying crossover is that the new individual
can be better than its parents if it takes the best characteristics of each parent. Crosses
with priority over common genes:This crossover operator was designed to generate sum-
maries, where each individual represents a selection of sentences.Of the selected parents,
only one gene is randomly selected (with value 1) that will belong to the descendant to
fulfill the number of words [4, 5].
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Mutation Operator: We used the flipping operator, which consist of changing the
value of each gene, inverting from 1 to 0 or vice versa [5, 13]. First, the mutation is
performed considering the genes with a value of 1 and later considering the genes with
a value of 0. Afterward, it is verified that the established number of words is fulfilled. If
it is not fulfilled, another gene with a value of 0 will be inverted, and this process will
continue until the specified minimum number of words is satisfied.

The Fitness Function: It was calculated by employing the concept of the slope of the
line [4, 5, 16]. The slope defines the importance of sentences. Themain idea is to consider
the first sentence with the importance Xn, the second with the significance of Xn − 1.
In a text with n sentences, if the sentence i is selected for the summary, its relevance is
defined as t(i− x)+ x, where x = 1+ (n− 1)/2 and t is the slope to be discovered. The
formula to calculate the importance of the sentence position is in Eq. 1:

Sentence importance =
∑n

|ci| = 1t(i−x)+x

∑k
j=1t(j − x) + 1

, x = 1 + (n − 1)

2
(1)

where k is the number of selected sentences. On the other hand, the content coverage
to retrieve all aspects from meta-document was calculated by the summation of the
frequencies of the n-grams that the summary weighs. (Precision_Recall)was calculated
via the sum of the frequencies of the n-grams considered in the original text divided by
sum of the frequencies of the different n-grams of summary (see Eq. 2).

Presicion_Recall =
∑

Original text frequency
∑

Frequency Summary
(2)

Finally, to obtain the value of the fitness function, the following formula was applied,
which is multiplied by 1000 (see Eq. 3).

FA = Presicion_Recall ∗ Sentence Importance ∗ 1000 (3)

Stop Condition: For this operator, we have used the number of generations as a stop
condition.

4 Experimental and Results

4.1 Dataset

To empirically evaluate the results of the proposed method, we use the DUC01 dataset,
is an open benchmark for generic automatic summarization evaluation, which is in the
English language; it is composed of 309 documents split into 30 collections, which we
testedwith the lengths of 50, 100, and 200words.We choose this dataset because the gold
standards summaries provided in it were typed like an abstractive approach. It allowed us
to measure how competitive the proposed extractive unsupervised method can be about
summaries made using paraphrases, words, and sentences that do not belong to source
documents.



260 V. Neri-Mendoza et al.

4.2 Evaluation Measures

ROUGE (Recall-Oriented Understudy for Gisting Evaluation). It involves measures to
automatically establish the quality of a summary created by a proposed method by con-
trasting it to other ideal summaries created by humans, called gold standard summaries
[20]. These measures count the number of overlapping units such as n-gram, word
sequences, and word pairs between the computer-generated summary to be evaluated
and the ideal summaries created by humans [21].

4.3 Parameter Selection

We perform tests with different parameters such as tournament and roulette selection
operator, HUX crossover operator, crossover with priority on common genes, double
inversion mutation, with different crossover and mutation probabilities, respectively.
Also conducted our tests with varying population sizes; we multiplied the number of
sentences of the meta-document from 2 and 15 to determine the best possible population
size to improve the GA exploration. Per our empirical results, we conclude that good
traits spread through the population for the different summaries lengths (50, 100, and
200 words) by multiplying the number of sentences from the meta-document by 9 and
throughout 150 generations. Favoring the selection as parents of individuals with greater
fitness value by roulette operator. Moreover, we tested n-grams of sizes from 1 to 5.
According to our results, grams size 2 produces better sentence selection. In general, the
parameters that produced the best results are shown in Table 2.

Table 2. Parameters used in the tests with better results.

Feature Parameter

Selection operator
Crossover operator
Mutation operator
Elitism
Number of generations
Number of individuals

Roulette
Crosses with priority on common genes 100%
Double inversion mutation 0.019%
50 and 200 words 0.02%, 100 words: 0.03%
150
Number of sentences by 9

In [5]was realized an analysis of slope in, concludingwhen the slope value is negative
the first sentences are more important. Contrariwise, if the slope value is 0, all sentences
have the same importance. Due to this reason, in our experimentation, we have used
tests with slope values from −0.1 to −1. To determine which slope value was best for
each length, the best results are presented in Table 3.

As can be seen from the results obtained, when the summaries are created at a short
length, the value of the slope that produced the best results is −0.1. According to [5,
16], this means that all the sentences of the meta-document have the same importance.
While the size of the summary increases, the sentences that are considered important are
found close to the beginning of the text. From the results obtained for the length of 100
words, the value of the slope was −0.6. While for summaries of 200 words, the value of
the slope was −0.8. It means that the most important content is in the first sentences.
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Table 3. Results with several values of slope.

Values of slope 50 words 100 words 200 words

Rouge-1 Rouge-2 Rouge-1 Rouge-2 Rouge-1 Rouge-2

−0.1 28.023 6.861 32.762 7.185 39.243 9.608

−0.2 27.774 6.544 32.577 7.318 39.892 9.986

−0.3 26.853 6.117 33.100 7.473 39.939 9.957

−0.4 26.430 6.039 33.249 7.475 39.761 9.959

−0.5 26.931 5.888 33.459 7.638 39.088 9.988

−0.6 26.726 6.132 34.451 8.023 39.789 10.131

−0.7 27.033 5.584 32.937 7.391 40.039 10.087

−0.8 27.337 6.429 32.499 6.817 41.008 10.607

−0.9 26.974 5.632 32.765 7.298 40.370 10.521

−1.0 27.259 5.907 32.980 7.233 39.826 10.136

4.4 Description and Comparison of the State-of-the-Art Methods and Heuristics

To examine the performance of the proposed method was compared with state-of-the-art
methods and heuristics. Supervised methods were not considered in the following anal-
ysis because the proposed method generates summaries from the information given in
source documents, so it does not require external resources such as corpora, dictionaries,
thesaurus, and lexicons. That is, it works in an unsupervised way.

CBA: In [22] was proposed a clustering-based method for MDTS. K-means were used
in clustering. To define the sentences that should be selected for the final summary.
Moreover, the sequence in which it will appear. The clustering was ranked via a cosine
similarity measure.

NeATS: Lin and Hovy [23] proposed an Extractive MDTS system. The textual features
such as term frequency, sentence position, stigma words, and a simplified version of
Maximum Marginal Relevance were applied to choose filter content.

LexPageRank: In this method, the importance of sentences was computed based on
the idea of centrality in a graph representation of sentences. In this, the connectivity
matrix is based on cosine similarity [24].

GA-1: This method model MDTS like an optimization problem through GA[15].

Topline: The authors calculated the upper bounds in this work, which is possible to
achieve by state-of-the-art methods [10, 25].

Baseline-First: It takes the first sentence from the document collection in chronological
sequence until the target summary size is fulfilled [15].
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Baseline-Random: This randomly selects sentences to incorporate them as an extrac-
tive summary until the length is required [10, 15].

Baseline-First Document: It includes the first 50, 100, and 200 words from the first
document of a set of them until the target summary size is fulfilled [15].

Lead Baseline: This takes the first 50, 100, and 200 words from the last document in
the set, where documents are supposed to be chronologically prepared [15].

We have compared the obtained results of the proposed method to other state-of-
the-art methods and heuristics. In the comparison, the values Rouge-1 and Rouge-2 are
exposed. Also, there is a comparison of the level of advance between the state-of-the-art
methods and heuristics. To compute the performance, we use the formula (see Eq. 4),
based on the assumption that the performance of the Topline heuristic is 100% and
Baseline-random is 0% [25].

%Advanced = (Rouge1Method − Rouge1Baseline−Random) ∗ 100

Rouge1Topline − Rouge1Baseline−Random
(4)

Tables 4, 5, and 6 show this comparison using different summary lengths.

In the task where the summary length is 50 words (see Table 4), with the proposed
method, the preceding results were improved by 12.7%, and the previous best result was
the baseline-first document.

Table 4. Comparison of the state-of-the-art methods and heuristics, 50 words.

Method Rouge-1 Rouge-2 Advanced (%)

Topline [25] 40.395 15.648 100.00%

Proposed 28.023 6.861 39.25%

Baseline-first document 25.435 4.301 26.55%

Baseline-first 25.194 4.596 25.36%

CBA [22] 22.679 2.859 13.02%

Lead Baseline 22.620 4.341 12.73%

NeATS [23] 22.594 2.963 12.60%

Baseline-random 20.027 1.929 00.00%

On the other hand,where the summary length is 100words (seeTable 5), the improve-
ment is 6.08% with respect to what was considered the best result, which was Lex-
PageRank method. As can be seen, in this length of summaries, there is a method whose
performance, according to Eq. 4, is below the Baseline-random heuristic considered as
the worst selection of sentences.

For the summary length is 200 words (see Table 6), the improvement was 4.01%
more than the best method reported, which was GA-1. At this length, the heuristics have
a better performance than in the 100 words task due to outperforming Baseline-Random,
except Lead-Baseline, whose performance is even a negative value.
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Table 5. Comparison of the state-of-the-art methods and heuristics, 100 words.

Method Rouge-1 Rouge-2 Advanced (%)

Topline [25] 47.256 18.994 100.00%

Proposed 34.451 8.023 36.80%

LexPageRank [24] 33.220 5.760 30.72%

Baseline-first 31.716 6.962 23.30%

Baseline-first document 30.462 5.962 17.11%

NeATS [23] 28.195 4.037 05.92%

Lead Baseline 28.195 4.109 05.92%

Baseline-random 26.994 3.277 00.00%

CBA [22] 26.741 3.510 −01.24%

Table 6. Comparison the state-of-the-art methods and heuristics, 200 words.

Method Rouge-1 Rouge-2 Advanced (%)

Topline [25] 53.630 22.703 100.00%

Proposed 41.008 10.607 35.51%

GA-1 [15] 40.224 10.306 31.50%

Baseline-first 39.280 9.339 26.68%

NeATS [23] 37.883 7.674 19.54%

Baseline-first document [15] 35.472 7.225 7.22%

CBA [22] 34.108 5.525 0.26%

Baseline-random [15] 34.057 5.240 0.00%

Lead Baseline [15] 34.009 6.195 −0.24%

5 Conclusions

In this paper, we formalized the summarization of a set of documents as a combinatorial
optimization problem. In particular, GA was introduced to satisfy the extraction of the
most relevant content from a collection of documents by using textual features, such as
coverage and sentence position.Moreover, we improve the performance by incrementing
the population size to explore an optimal solution better. Finally, we perform different
experiments on the available benchmark dataset DUC01 in the English language for
the lengths of 50, 100, and 200 words. The results show that the method is competitive
with state-of-the-art previously reported results. Also, the summaries produced by the
proposed method have achieved high evaluation scores compared with abstract gold
standard summaries without needing external data.
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Abstract. Labelling pointclouds with the nearest facet of triangular
meshes is a required step for a number of operations involving point-
clouds and meshes, such as pointcloud registration, model parameters
optimization, error estimation and pointcloud selection, among others.
In this paper, we describe a simple method for labelling pointclouds
with nearest facet that is based on an objective function that resolves
the ambiguity around shared edges and vertices. We provide explicit
formulas for computing the barycentric coordinates of projected points
on selected facets, which are efficiently used to evaluate the point-facet
distance. The method was tested with simulated and real pointclouds
generated through standard photogrammetric procedures.

Keywords: Nearest facet · Pointcloud · Barycentric coordinates ·
Model registration

1 Introduction

Dense pointclouds of the land surface have become easily accessible thanks
to advances in computer vision of multi-view imagery and to the advent of
unmanned aerial vehicles (UAVs) for acquiring high resolution aerial pho-
tographs. For them to serve as an effective vehicle for connecting the real world to
a virtual world, efficient processing methods are needed that relate pointclouds
to geometric models [14].

A number of approaches to transform pointclouds into meaningful objects
have been developed ranging from those that are based exclusively on data
with a minimum number of restrictions or assumptions (data-driven), to those
that try to recognize predefined shapes on the data (model-driven), with hybrid
approaches being in the middle [11]. In particular, model-driven approaches are
attractive when shapes can have limited forms, such as building roofs. Unfortu-
nately, reconstructing complex buildings often leads to producing approximate
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model parameters that may require further optimization. Such an optimization
demands making the geometry explicit, in the form of triangular meshes, that
must be registered back to the pointcloud.

Shape registration is a classic problem in pointcloud processing for which sev-
eral methods exists [2,3,6,8,12,15], being the iterative closest point (ICP) and
its variants [2,8,9] the most widely used methods. The ICP algorithm progres-
sively matches the target shape to a reference shape by iteratively estimating a
global rotation, translation and/or scaling. Recently, a deep closest point (DCP)
was developed that takes advantage on recent techniques in computer vision and
natural language processing for learning the underlying transformation between
target and reference pointclouds [13]. In principle, these methods can be directly
applied for point-point, point-mesh and mesh-mesh registration problems, by con-
sidering vertices and discarding the topology of meshes. However, in point-mesh
comparisons, the registration algorithms can take advantage of topological rela-
tions between neighbour facets to increase the performance of nearest projection
[8,15]. For that matter, the identification of the nearest facet for each point is
critical because incorrect facet selection can lead to false local minimal of the ICP.
Furthermore, correct labelling of pointclouds with the nearest label can be further
used to exploit the full semantics information of the model in model-specific reg-
istration strategies. In sum, a correct nearest facet labelling of pointclouds enable
the transfer of model information back to a pointcloud, such as normals, bari-
centric coordinates, texture information, semantics, and so on. It is within this
context that the pointclouds labelling problem is addressed in this paper.

The rest of the paper is organized as follows. Section 2 formally describes the
problem. Then the proposed solution is described in Sect. 3 and the results of an
experimental assessment is provided in Sect. 4. Finally, major conclusions drawn
are discussed in Sect. 5.

2 Problem Statement

Let P ⊂ R
3 denote a pointcloud with n points and T = (V, F ) a triangulated

surface composed by a set of m vertices V ∈ R
3 and a set of l facets F ⊂ V 3. If

D(p, f) denotes the Euclidean distance between a point p ∈ P and facet f ∈ F .
The nearest facet problem is stated as:

f∗(p) = arg min
f∈F

D(p, f) (1)

for every p ∈ P .
A brute force method to solve this problem would require O(nm) operations1,

which is impractical for photogrammetric pointclouds, for which n can be in
the order on several million points. Space partition strategies can reduce time
complexity to the order of O(m log(n)). In fact, the known solutions to this
problem relay on the nearest point search algorithm [5,7], assuming the nearest
1 Here we consider that the number of facets is proportional to the number of vertices

in the triangulated surface.
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facet, or some of its neighbours up to a given order, will contain the nearest
vertex to the query point. Unfortunately, the nearest vertex cannot warrant
finding a correct nearest facet when there are triangles of very different sizes
and there are several disconnected objects, as is the case of building models. In
such cases, the closest facet may not even be connected to the closest vertex [15].

The nearest facet problem of Eq. (1) can be alternatively formulated as a
pointcloud labelling with the nearest facet identifier. We define the pointcloud
labelling as a function L : P −→ [1, . . . , l], such that L(p) = k if the nearest
point q to the query point p lies on the facet fk. We recall that a point q on a
facet f ∈ F with vertices (v1, v2, v3) can be expressed as:

q = α1v1 + α2v2 + α3v3 (2)

where (α1, α2, α3) ∈ [0, 1]3 are called the the barycentric coordinates of q on f ,
so that α1 + α2 + α3 = 1. Hence, the barycentric coordinates that minimizes
D(p, q) define the nearest point. Such a nearest point may be shared by two or
three facets and deciding which facet must be selected requires modification of
the objective function in Eq. (1).

Figure 1 shows an example in which points p3 and p4 are equidistant to facets
f1 and f2. In this case, we would like L to take the value of 1 for points located
to the left side of the bisector from normal vectors at shared edges (p1, p2 and
p3), and the value of 2 for the points located to the right side of it (p4, p5 and
p6). Of course, points laying right on the bisector will still have the problem of
two possible solutions, but these can be labelled using either facet index.

Vertex
Facet
Normal
Point
Nearest projec on
Projec on lines
Bisector

Fig. 1. Lateral view of two neighbour facets (f1 and f2) and corresponding nearest
projection for six points (p1 to p6). Points p3 and p4 are equidistant to f1 and f2.
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3 Proposed Solution

The proposed method can be summarized in two one-time steps, named initial-
ization and refinement, which are described next.

3.1 Initialization

In the first step, an approximate labelling of the pointcloud is generated as
follows. The nearest point search strategy is applied on sample points from the
triangulated surface, rather than on its vertices. A homogeneous sampling of the
surface can warrant that the nearest point is attached to the nearest facet or its
neighbours of up to a given order. Random points on the surface are generated
through random barycentric coordinates using the reflection method as follows.

Let u1 and u2 be two independent random variables uniformly distributed in
the interval [0, 1], then define two first barycentric coordinates as:

αk =

{
uk if u1 + u2 ≤ 1
1 − uk if u1 + u2 > 1

for k = 1, 2 (3)

and the third barycentric coordinate as α3 = 1 − α1 − α2. Random points on
the surface are then generated using the convex combination of corresponding
vertices as in Eq. (2).

In order to achieve a constant point density δS , up to δSA(f) points must be
generated for a facet f with area A(f). Of course, the density δS of the random
pointcloud must be as low as possible to save computation time, but large enough
to warrant at least one point is generated inside the smallest triangle area Amin

or otherwise stated:
δS ≥ 1

Amin
(4)

Furthermore, if the pointcloud density δP is known, then it is also advisable to
meet δS < δP .

The sample points so generated are labelled with the facet used to generate
it and then transferred to the nearest point in the input pointcloud through
the nearest neighbour search method in O(m log(n)) time. Because the average
number of sample points is proportional to the number of facets, the complexity
of the labelling is the same up to a constant.

Although the initial labelling is already an approximate solution of the
labelling problem, with most errors appearing around the edges, in must sit-
uations one may require refining that solution.

3.2 Refinement

In the second step we must further search for the nearest facet on a neighbour-
hood, up to a given neighbour order, of previously selected facet. For that matter,
the facet adjacency matrix A = [Ai,j ], where Ai,j is the number of vertices shared
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between fi and fj , must be used. The adjacency matrix is given by A = BBT ,
where B = [Bi,j ] is the face-vertex incidence matrix of order l×m, with Bi,j = 1
if facet fi contains the vertex vj , and 0 otherwise. The incidence matrix is an
alternate way of expressing the triangulation, that is B = B(T ), where each
row of B contain exactly tree ones. The adjacency matrix is combined with the
preliminary labelling to find the facet-point neighbour matrix C(1) = [C(1)

i,j ] in

which C
(1)
i,j = 1 facet fi is a neighbouring facet to point pj , and 0 otherwise.

This matrix is useful to find higher-order neighbours through C(k+1) = AkC(1),
where C

(k+1)
i,j �= 0 if fi is in the k-th neighbourhood of a neighbour facet to

point i, and 0 otherwise. Hence, C(k+1) provides a quick selection of facets on
the neighbourhood of fi up to an order k, on which the nearest facet can be
searched. From our tests, we found that the first-order neighbourhood (k = 1)
was sufficient to reach the nearest facet.

We define the optimal point labelling function as:

L(pj) = arg min
j|C(k)

i,j �=0

{2|di,j |2 − |di,j · ni|2} for j = 1, . . . , n (5)

where di,j = pj − qi is the displacement vector, qi is the nearest point to pj on
facet fi and ni is the normal vector of plane containing facet fi. The second
term of the objective function corresponds to the squared projection of the error
vector onto the normal, which is |di,j |2 if qi is interior to the triangle because the
displacement vector and the normal are parallel. If the nearest point is on the
edges or vertices of the triangle, then the label of the triangle with maximum
projection is assigned, thus solving the problem of equidistant points to shared
edges or vertices, except for the points laying along the bi-/trisectors (see Fig. 1).

The complexity of refinement step is O(n) because the number of facets tested
is fixed (7 facets per point for a first-order neighbourhood) with the the hidden
constants provided by the computation of the point-facet distance. Note that
the computation time for matrix C is O(l2) given the sparsity of the matrices,
but this is generally a low burden provided that n >> l.

Point-Facet Distance. There are several methods to compute the 3-d distance
between a point and a triangle [1,4]. Here we used the approach in [10], where
the general problem of finding the closest d-dimensional point to facets of lower
dimensions was solved in the context of spectral unmixing problem. As is the
case, the fully-constrained spectral unmixing problem is equivalent to the prob-
lem of finding the barycentric coordinates of the nearest projection q of a query
point p onto a facet f .

Fortunately, an explicit solution can be written for 2- and 3-facets. In partic-
ular, the optimal barycentric coordinates on a 3-facet with vertices (v1, v2, v3)
have the following explicit form:

αk =

⎧⎪⎨
⎪⎩

(μk,1 ∨ μk,2) ∧ μk,3, for λk < 0
μk,2 ∧ μk,3 ∧ μk,1, for 0 ≤ λk ≤ 1
(μk,3 ∨ μk,2) ∧ μk,1, for 1 < λk

(6)
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where μk,l = μ(wk,l · (p − vk)) are half-space memberships defined in terms of a
saturating function μ(s) = ((1 − s) ∧ 1) ∨ 0 and the vectors

wk,l =
uk,l − vk

|uk,l − vk|2 , uk,l =

{
v′
l, for k = l

vl, for k �= l
(7)

and v′
k is the projection of vk onto the opposite line segment. More explicitly,

v′
1 = v2 + λ1(v3 − v2), λ1 = (v1−v2)·(v3−v2)

|v3−v2|2 (8)

v′
2 = v3 + λ2(v1 − v3), λ2 = (v2−v3)·(v1−v3)

|v1−v3|2 (9)

v′
3 = v1 + λ3(v2 − v1), λ3 = (v3−v1)·(v2−v1)

|v2−v1|2 (10)

Equations (6)–(10) will contribute to the overall computational time by a con-
stant factor, which can be lowered if they are applied for computing only two
barycentric coordinates, and the third is computed from the sum-to-unit con-
straint. Hence, the point-facet distance is given by

D(p, q) = |p − α1(v1 − v3) − α2(v2 − v3) − v3| (11)

4 Assessment Results

In order to test performance of the proposed method, an experimental analysis
was carried out on simulated data and real data. The simulated data was based
on a model of a single storey building composed of four primitives with hipped
and gabled rooftypes (Fig. 2-A).

In order to test how pointcloud quality can impact the performance of the
method, tree pointclouds where simulated by uniform sampling the building
model (δ = 20 pts/m2) and adding Gaussian noise of N(0, σ), for σ = 0.5, 1.0
and 5.0. Figure 2-B shows the case N(0, 5), where the point color represents
the facet index used for point generation. Figures 2-C and D show the nearest
projection colored by the facet index and by the barycentric coordinates as RGB
color scheme, respectively.

Mesh registration errors were simulated through translation (Tx = Ty) and
rotations (θ) of individual primitive as indicated in Table 1. The labelling method
was then applied to each pointcloud with each altered building model (M0-
M6) and the percent of correctly labelled points was counted for the initial and
refinement steps.
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A. B.

C. D.

Fig. 2. Visualization of simulated dataset: A. Building geometry, B. Random point-
cloud with N(0; 5), C. Nearest projection of pointcloud onto corresponding building
facet, and D. Same as C. But colored with barycentric coordinates as RGB. (point
density in B and C was reduced for clarity.)

For an appropriate selection of sampled point density required for the initial-
ization step, we used the pointcloud N(0, 1), together with the model M0, and
plotted the number of mislabeled points Err(δS) and its slope (ΔErr(δS)/ΔδS)
as a function of sample point density (δS). Figure 3-top shows that slope saturate
after δS > 2 points/m2 indicating small relative improvements for larger sample
density values, and so we selected δS = 10 points/m2 for all subsequent tests.
Figure 3-bottom compares the results for all the combination of pointcloud noise
level and model misregistratios. It was observed that the noise level of pointcloud
was not as important as the model translation and rotation for determining the
labelling errors, that the performance seemed more sensitive to translation than
to rotation values, and that the refinement step was able to correct up to 2–4%
of the point labels, most of which were observed to occur around break lines of
the model.

Table 1. Transformation parameters applied to test models.

Model M0 M1 M2 M3 M4 M5 M6

θ (deg) 0.0 0.1 0.5 1.0 0.0 0.0 0.0

Tx = Ty (m) 0.0 0.0 0.0 0.0 0.1 0.5 1.0
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M0   M1  M2   M3   M4   M5 M6   M0   M1   M2   M3   M4   M5  M6   M0   M1   M2   M3   M4   M5   M6

Fig. 3. Top: number of mislabeled points with its slope for pointcloud N(0, 1) and
model M0 as function of sampled point density of the initial step. Bottom: percent
of correctly labelled points by the initialization and refinement steps for the original
(green bars), rotated (blue bars) and translated models (red bars) (Color figure online)

The real dataset was based on a pointcloud of around (n =) 2.2 million points
generated from low oblique aerial photography collected over the CentroGeo
building complex from a drone (DJI Phantom 4 Advance), flying at 50 m above
ground and along a double scan grid. The pointcloud was generated in Pix4d
software using standard photogrammetric procedures that incorporated three
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ground control points (GCP) collected with a high precision GPS, with nominal
errors of one centimeter. A building model was manually edited on the pointcloud
using custom developed tools in MATLAB software. The model consisted of an
aggregated of 20 building primitives of rectangular base and predefined roof
shapes. The models were converted to a triangular mesh with custom-developed
functions in MATLAB, which resulted in m = 40 vertices and l = 56 triangles.

The labelling method was then applied 1) to estimate the minimum distance
between the pointcloud and the mesh, 2) to produce a projected pointcloud for
points at d < 0.5 m from the mesh and 3) to label pointclouds according to
nearest building primitive. Figure 4 provides visualizations for the polyhedral
model (A), the pointcloud colored by the minimum distance (B), the pointcloud
colored by the nearest building primitive label (C) and the projected pointcloud
(D). Estimated distance was compared to that given by that point-mesh dis-
tance tool available in CloudCompare software and no significant difference was
observed (data not shown). However, the nearest and projections could not be
assessed by independent means as the CloudCompare software does not provide
such information. Nonetheless, a visuall inspection revealed a correct labelling
of the points.

A. B.

C. D.

Fig. 4. A. Building model, B. Pointcloud colored by point-mesh distance, C. pointcloud
colored bye nearest building primitive and D. Projected pointcloud onto nearest facet
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5 Conclusions

The labelling of a pointcloud with nearest facet of a triangular mesh is a basic
operation that is currently overlooked by current pointcloud processing software.
The operation is particularly useful for model parameter optimization in which
the mesh is an intermediate product of a parameterized model of the objects
embedded in the pointcloud. While some global registration methods can be
used for mesh registration, going back from mesh to models may not always be
possible and, therefore, labelling the pointcloud with the nearest primitive can
enable a direct link between models and points that is required for parameter
adjustment without relaying on the registered geometry. In this paper, such a
labelling procedure was formalized, and a method was developed and assessed
using simulated and real data sets.

Overall, it was observed that displaced models can have a much more signif-
icant effect on the labelling errors than rotations and noise level in pointclouds.
Based on this observation, it is advisable to apply a global registration method,
such as the ICP algorithm, before the labelling method described in this paper.
The latter may be useful for local registration and model parameter optimization
(e.g., building height, roof slopes, etc.). The computational burden of method
is dominated by the optimization with a linear time complexity O(n), and the
initialization in O(m log(n)) time. The contribution from the point-facet dis-
tance is a constant factor, which may be easily optimized as the computation of
barycentric coordinates involves operations with 0’s and 1’s.

Future work shall take advantage of the labelling for a quick selection of
points needed to optimize parameters of a particular building primitive. Noise
filtering from pointclouds cab be also enabled through the projected points, and
it should be further exploited for noise characterization, as well as for accuracy
assessment of segmentation methods, as well as for visualization purpose.
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Abstract. The parabolic-trough collectors are emergent technology that
solves thermal energy problems because they take advantage of solar
energy, however, those systems are outdoor, making it easy to become dirt.
Currently, the inspection of dirt is performed manually. In this work, a sys-
tem able to detect different dust deposition levels on the receiver tube of
the parabolic-trough collector (PTC), using a CNN model, has been pro-
posed. The proposed system has shown a very good performance, achiev-
ing an overall accuracy of 0.91 and F1-measure of 0.91 (σ = 0.04), making
it a good alternative for dust classification in PTCs.

Keywords: Computer vision · Convolutional neural network ·
Parabolic-trough collector · Solar energy

1 Introduction

Renewable energies are becoming a very important alternative to mitigate gas
emissions produced mainly by fossil fuels. Applications such as electric power
generation, heat generation, refrigeration, to name a few, have begun to be
implemented through the use of these clean energies. Although there are various
renewable sources, solar energy is the most abundant, besides been available in
any location of the Earth. For this reason, many countries, including Mexico,
have been promoting research and technological development in the solar energy
field. One of the most developed technologies in the use of solar energy are
parabolic trough collectors (PTC). PTCs have the capability to capture the
solar radiation to transform it into heat, which is transfered to a working fluid.
Since a collector works with solar energy, it must be installed outdoors for what
they are more susceptible to become dirt, thus undermining its performance.
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Currently in this situation, a visual inspection is performed by persons in
order to determine if a cleanness is need or not, which is impractical because the
judgment is based on the own experience and perception of each individual, in
other words, the assessment criterion is not standardized. To address this prob-
lem, it is proposed a system capable to detect different levels of dust deposition
in the receiver tube of the parabolic trough collector (autonomously) by analyz-
ing images, taken from a camera mounted on an unmanned aerial vehicle (UAV),
based on a deep-learning approach. Figure 1 illustrates the proposed system.

Fig. 1. Unmanned Aircraft vehicle taken images of PTC

2 PTC and the Problem of Dust

For harnessing solar energy on Earth, in general have been created two kinds
of technologies: the photovoltaic conversion technologies and photothermal con-
version technologies. Regarding the photothermal conversion technologies, the
parabolic trough collector is the most mature technology so that it generates
the majority of the total global concentrating solar thermal power. Thus, it is of
the utmost importance that this type of equipment operates always in optimal
conditions.

2.1 Parabolic-Trough Collectors

The photothermal solar collectors are a kind of heat exchanger that turn the solar
energy into thermal energy. In them, the energy transfer is performed from a dis-
tant source of radiant energy (the Sun) to a fluid. Without optical concentration,
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the flux of the incident solar energy radiation is, at best, of 1100W/m2 approxi-
mately [11]. With these radiative fluxes, can be designed solar flat plate collectors
for applications that use fluid temperatures up to 100 ◦C higher than ambient
temperature, however, exists many other applications in which is required higher
temperatures than the normally reached by the flat plate collectors. These higher
temperatures can be obtained by lodging an optical device between the sun
and the energy absorbent surface with the purpose of increasing the density of
the incident radiative flux in the absorber. These devices (optical system and
absorber) are called solar collectors [8].

A parabolic-trough collector is an integrated system made up of two main
elements, i) parabolic-shaped mirrors and ii) a receiver tube placed along the
focal axis of the parabola.

This geometry allows to the solar radiation that parallel impinges on the
system to be concentrate in the focus, as illustrated in Fig. 2. The focus of the
parabola spreads like a focal line along the canal. Over this line is placed a
receiver tube which contains the thermal fluid (usually oil) that is heated when
the tube absorbs the solar radiation. In Fig. 3 some solar collectors in which is
possible to observe the concentrated energy in the receiver tube are shown [15].

Collector

Sun Rays

Parabolic-trough

Fig. 2. Diagram of operation of a parabolic-trough collector.

The parabolic-trough collector tend to work over 100 ◦C and can be coupled
to a Rankine cycle of water-steam to produce electricity.

Currently, the largest commercial complex worldwide is located in Mojave
Desert in Kramer Junction (California, USA) and consists of eighth PTC plants
with an installed capacity of 340 Mwe (Megawatt electric), however, the cost of
the produced electricity in this kind of plants still been too high for achieving a
commercial expansion [2].

On the other hand, making the installation of solar energy technologies is
only the beginning, for at this point important needs araise. One of these needs
is to guarantee, whenever possible, the proper operating of the system, condition
that is affected if the required maintenance are not carried out.
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Fig. 3. PTC Kramer Junction (California, USA) [6]

2.2 Dust Deposition Effect

The use of solar energy and consequently the production of thermal energy, are
directly related to the optical properties of the collector. Then, properties like
the reflectivity of mirrors or transmissivity of the glass cover in the receiver tube,
are extremely affected by the amount of dust cummulated on these zones. Con-
sidering this, some power plants have tried to implement strategies to reduce
the effect that the dust produces on the power plant performance. To assess how
much the presence of dust affects, different studies have been carried out; for
instance, in the work presented in [12], the authors have observed a reduction of
between 10% to 60% in the transmittance of the glass plates of several photo-
voltaic modules. As expected, an increase in the amount of dust produces a drop
in the transmittance, which consequently leads to a drop in the power gener-
ated,as in the work presented in [3], where the authors have reported a decrease
of up to 60% of the energy produced. Given this problem, some strategies have
been proposed to determine the level of dust, in such a way that it is possible to
take actions that avoid significant drops in energy production. A clear example
is the work presented in [16], in which the level of dust in a photovoltaic module
is determined based on the analysis of an image by means of a digital image pro-
cessing approach. In this work, a total of 60 images have been analyzed, among
which were images with clean modules as well as images with different levels of
dust. Even though several studies related with the detection of dust presence in
solar systems have been performed, few of them have focused on the parabolic
trough collectors systems of solar thermal power plants.
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3 Methods

In this section, the proposed methodology to address the dust classification prob-
lem is presented. As Fig. 4 shows, the methodology is divided in five stages. In
the first stage, images of different dust levels of the parabolic-trough collector
are obtained using the UAV. Whereas in the second stage, a region of interest
(ROI) selection as well as a perspective transformation are performed; with this,
it is assured that only relevant information is used and that the images are the
same size in terms of pixels (487×125). In the third stage, the dust level of each
image is manually labeling and then, divided in two groups: training images and
test images. The model has been trained, using the set of labeled training images
in stage fourth. Finally in the last stage, the classification results are obtained.

Acquisition
of images by

UAV

Preprocessing

ROI selection

Perspective
transformation

Labeling

Training
images
dataset

Testing
images
dataset

Labeling
images

CNN

Training 
model

CNN
model

Classification
result

OutputIntput

Fig. 4. Methodology used during the realization of this work

A more detailed explanation of each stage is presented in the following
sections.

3.1 Input

As a first step, the acquisition of 3,500 images with different levels of dust and
at different moments of the day was carried out. The images were acquired with
a digital camera mounted on a UAV. The camera used was a DJI-Zenmuse Z3
with 3.5× optical zoom and 12 megapixels of image resolution. Figure 5 shows
some of the images acquired with the UAV.

3.2 Preprocessing

Once the images were acquired, a ROI selection (in this case the receiver tube)
was performed, this is done to obtain only the relevant information from the
PTC; as in most cases the images obtained are not rectangular, thus, a manual
perspective transformation is performed; with this, it is ensured that the set of
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(a) (b) (c)

Fig. 5. Example of images taken by UAV.

images (that will be used in the next process) have the same size in terms of
the number of pixels (487 × 125). In Fig. 6 the ROI as well as the perspective
transformation can be appreciated.

b) Image with ROI c) Image after ROI
and change of

perspective

487
Pixels

125
Pixels

a) Image from
UAV

Fig. 6. Preprocessing of the parabolic-trough collector images

3.3 Labeling

To train the classifier, all the images were manually labeled according to a level
of dirt (amount of dust). For doing this, four levels of dust were defined, i) clean,
ii) middle1, iii) middle2, and iv) dirt. Then, images were separated into training
and test groups; this so as to test the classifier with images that would not have
seen before and being able to make a correct validation. Characteristic images
of each class are shown in Fig. 7.
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(a) (b)

(c) (d)

Fig. 7. Example of imagenes labeled. Each image corresponds to each of the four classes
(clean, middle1, middle2, and dirt)

To achieve a better trained model, a data augmentation process was carried
out, generating “new” images with some rotation and movement both lengthwise
and widthwise [13]. Figure 8 shows some images resulting from this process.

Fig. 8. Example of images resulting from data augmentation process.

The resulting dataset is made up of 3,100 images, in which there are 775
images per class.

3.4 Convolutional Neural Network

A neural network (NN) is a simplified model that emulates the way in which the
human brain processes the information. Works by combining a significant num-
ber of interlinked processing units that look like abstract versions of neurons [5].

The neural network learns by examining the individual records, generating a
prediction for every record and making adjustments to the weightings whenever
such prediction is wrong. This process is performed repeatedly and the network
still improving its predictions until reaches one or several stopping criteria [5].
Nevertheless, although a NN may be used to address the classification of the
dust it is needed to define a set of features, to then extract them, this could not
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be the best option since a 2D object (image) is mapped into a 1D, which would
have some drawbacks, for instance, the spatial information of the image could be
lost. Another way to solve the classification problem is by using a Convolutional
Neural Network (CNN). CNNs have proven to be a very good tool especially for
dealing with image-related problems. The applications in which they have been
used are image classification, image semantic segmentation, object detection in
images, to name a few. This is because its architecture is designed to work with
three-dimensional objects, as is the case of color images, where each channel can
be understood as one of these dimensions.

As a classification model, the use of an approach based on deep learning was
proposed, particularly a CNN.

This because, since it is optimized for the learning of images [1], solves the
problematic related to the dust level classification.

3232 I

Convolution
1st

64 64 64 64 I/
2

Convolution 2nd K K I

softmax

Fig. 9. Architecture of the proposed CNN.

The proposed CNN (see Fig. 9) is made up of an input layer of 514,650 flat
neurons (this corresponds to the number of pixels that each of the images has),
followed by a layer of convolution ([7]. This layer creates a kernel that convolves
with the input of the layer to produce a outputs tensor and create a skew vector
that is added to the outputs [7]). Then, it is followed by a third layer called
Max-polling, which is used to obtain the most important information of each
image but keeping it in a smaller size, since the application travels in a 2× 2
pixel neighborhood preserving the highest value [4]. Subsequently, there is one
more layer of convolution but at this time with 64 kernels and another of Max-
polling, this with the purpose of reduce the images even more and obtain only
the most important information optimizing the training in the hidden layers
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(there are two hidden layers of 100 neurons each) [4]. The optimization model
used is Adam [10] since it allows an efficient computing in terms of memory and
it is optimized on solving issues with large amounts of data as the images are.
Finally, as output a softmax layer is implemented.

The softmax function takes as input a vector z of K real numbers, and
normalizes it into a probability distribution consisting of K probabilities pro-
portional to the exponential of the input numbers, in this case K = 4.

As mentioned, all the images used to train the CNN model must be of the
same size in terms of the number of pixels. Additionally, the images are converted
to floating-point and normalized for better learning [10].

3.5 Experiments and Results

The proposed method has been implemented using Python as the programming
language,and the libraries used were Tensorflow [14] for the Convolutional Neu-
ral Network and OpenCV [9] for the image processing.

The CNN model has been trained for 60 epochs. For the training stage, 3000
labeled images (750 by class) were used, of which 80% of the instances (2,400
images) of each class were used to train the CNN model leaving the remaining
ones (600 images) to validate. Figure 10 shows the loss and accuracy graphs
during the training process of the CNN model. As it can be seen (Fig. 10(a)),
a good learning rate is obtained, which can be concluded given the exponential
shape of the loss plot. Moreover, the achieved accuracy over the training data
was 0.9183.

(a) (b)

Fig. 10. Training stage behavior of the CNN. (a) Loss vs #Epochs. (b) Accuracy vs
#Epochs

Once the model has been trained, the set of the 100 remaining images of
the dataset, has been used to assess the model’s performance. In Table 1 the
classification report is presented. From this table it can be seen that the overall
accuracy is 0.91. Furthermore, as F1-measure shows, the proposed CNN model
can be considered both precise and robust in classifying among instances of the
classes.
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Table 1. Classification report of the CNN model.

Class Precision Recall F1-measure Support

Clean 0.960 0.960 0.960 25

Middle 1 0.913 0.840 0.875 25

Middle 2 0.821 0.920 0.868 25

Dirt 0.958 0.920 0.938 25

Accuracy 0.91 100

To visually summarize the performance of the proposed CNN model, the
confusion matrix shown in Fig. 11 has been created. From this matrix, it can
be observed that mostly misclassified instances of “Middle 1” were predicted
as “Middle 2”. This can be improved by increasing the database, or by better
selecting the elements that make up each class.

Fig. 11. Confusion matrix obtained

4 Conclusions and Future Work

As has been observed in this work, significant progress has been made on the
development of a dust classification system, since there is a functional convo-
lutional neural network model capable to determine the different levels of dirt
on the Parabolic-trough collector which has a very good performance as evi-
denced by the 0.91 of accuracy achieved. This will help to maintain in good
conditions the PTC for keeping its optimal performance, thereby contributing
to take advantage of natural resources, in this case, solar thermal energy. As
future work, an embedded system will be built in which it is integrated the pro-
posed convolutional neural network, besides the development of a user-friendly
graphical interface.
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Abstract. This work proposes the implementation of a control system
based servo-vision in a cable-driven parallel robot with four degrees of
freedom. In the first instance, a servo-vision based position control sys-
tem is designed for a correct positioning of the mobile platform (end-
effector) within the working space of the fixed platform (frame). Also,
this part integrates the application of techniques for object detection in
images. The second part verifies the system by tracking trajectories and
positioning of the end-effector in the workspace. Moreover, seedling mon-
itoring will be performed in a seedbed located inside the robot, which
consists of taking real-time video of the robot’s end-effector, for the loca-
tion and monitoring of the seedlings.

Keywords: Servo-vision · Vision-based control · Computer vision ·
Cable-driven parallel robot · Cable robot · Parallel robotic

1 Introduction

The use of computer vision for robot motion control is called servo vision (visual
servoing). These systems have two ways of acquiring images: the first one by
means of a camera attached to the end effector, called EIH (Eye-In-Hand) con-
figuration, and the second one by means of a camera located somewhere in the
workspace pointing towards the end effector, called ETH (Eye-To-Hand) config-
uration [2,3].

Servo vision systems have four control schemes. The first has a hierarchi-
cal control structure and the vision system provides the reference to the robot
controller (Indirect visual servoing). The second, known as Direct visual ser-
voing, implements a visual controller that directly provides the response to
the robot actuators. The third one calculates the pose of the end effector to
generate the error signal and is known as Pose based visual servoing (PBVS).
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The fourth, called Image-based visual servoing (IBVS), obtains the error between
the expected image and the current image [1,8].

Robots are programmable machines, whose fundamental purpose is to gener-
ate defined motions for a specific task. Research on cable-driven parallel robots
focuses on improving their precision and accuracy for trajectory tracking. Cable-
driven parallel robots (CDPR) are characterized by controlling the position of
a moving platform, known as an end-effector, by collecting or releasing cables,
strategically distributed on a fixed platform (frame). The length of the cables
is defined by the angular position of actuators that form the cable collection
system. The number of degrees of freedom of the End-Effector depends on the
number and spatial configuration of the cables [7]. The study of the CDPR is
focused on improving its precision and accuracy for trajectory tracking, through
kinematic and dynamic modeling with control and calibration system based on
the measurement of cable tensions, computer vision and inertial sensors [4,5].

These robots can be controlled in open or closed loop. The first one has the
advantage of being simpler, however, the reference pose of the end-effector must
be calibrated in an initial position, called Home, every time the robot is going
to start its tasks, this implies that, if an external factor causes it to lose this
position, the model will not work and positioning failures will occur. The second
one is more complex to implement, however, it is more robust in the positioning
of the end-effector. There are several ways to perform the feedback of the control
loop, being computer vision one of the most used in the field of robotics. In the
literature, the control schemes that use it are referred to as servo-vision systems.
The latter provide the possibility for the end-effector to interact with objects
that are present in the workspace.

This paper is organized as follows: Sect. 2 details the materials used in this
works. Section 3 describes the servo-vision system developed. Section 4 presents
the results and discussions. The paper concludes with some remarks and sugges-
tions for future works.

2 Materials and Method

In this study, a servo-vision system was developed to control a spatial cable-
driven parallel robot, called AgroCableBot, to automate small-scale indoor crops,
as shown in Fig. 1. The robot has four degrees-of-freedom, three of translation
in the Cartesian axes and one of rotation in the vertical axis. The prototype
was built with aluminum profiles and 3D printed parts with polylactide (PLA).
Its specifications are given in Table 1. As can be seen, the positioning system
consists of eight reference circles, four of red color located on the corners of
the frame and the other four of blue color located in the end-effector (EE). The
robot video input signal is acquired using a Logitech HD Pro C920 webcam with
1080p resolution, located on top 1 m from the end-effector.

The software was developed in Python 3.8 using the OpenCV and PyQt5
libraries, on an Intel(R) Core(TM) i7-4720HQ CPU @ 2.60 GHz 2.59 GHz com-
puter with 16 GB RAM, running in a Windows 10 environment.
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Fig. 1. Experimental prototype of the AgroCablebot indoor robot with 4 degrees of
freedom, three of translation in the Cartesian axes and one of rotation in the vertical
axis, together with the servo-vision system for the calibration and tracking of the
end-effector.

Table 1. Indoor-AgroCableBot specifications.

Parameter Value/Component Unit

Stepper motors (NEMA 23) 4 -

Number of cable 8 -

Gear ratio 30:1 -

Drum diameter 66 mm

Cable type Spider cable -

Cable diameter 0.6 mm

Degrees-of-freedom 4 -

Size of the robot frame 1.0× 1.0 m

Size of the mobile platform 100.0× 100.0 mm
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2.1 Kinematic Model

The mathematical modeling of the CDPR is made with vectors, assuming that
the cables are under tension, as shown in Fig. 2. Ai is the distance vector between
home position (inside the frame) and the ith cable output from the pulley, bi is
the distance vector between the COG (center of gravity) of the EE (end-effector)
and the ith cable attachment point, both vectors are constant. The norm of the
cable vector Li is expressed as:

||Li|| = ||bi + Cp − Ai|| (1)

where, CP is the cartesian position vector from home to the COG of the EE.

Fig. 2. Schematic of a CDPR with two cables.

Equation (1) relates the current position (CP ) of the COG of the EE with
the length of each cable. It is possible to define the angular position of each
actuator taking the length of the ith cable as an arc length as is shown in (2).

θi =
||Li||

r
− L0

r
= ϕIK(Cp) (2)

where r is the radius of the cable recollecting system and L0 is the length of
each cable in home position.
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Equation (2) is the solution of the inverse kinematic problem of the CDPR, it
maps one point in the Cartesian space to the joint space. In order to control the
motion of the EE with this close loop application, the First-Order Differential
Kinematics are needed. Deriving (2) with respect of the time, one has:

d||Li||
dt

=
d||Li(x)||

dx
ẋ,

d||Li(y)||
dy

ẏ,
d||Li(z)||

dz
ż (3)
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where J is the inverse kinematic Jacobian Matrix. Solving the derivates in 4, the
following is derived:

J =
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⎤
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Equations (4) and (5) map the Cartesian velocity of the EE, depending on
its current position, into angular speed of the actuators.

2.2 Vision System

Workspace Calibration: This is the implementation of geometric transforma-
tions in the image with the objective of separating the pixels belonging to the
workspace, allowing an easy three-dimensional relationship with the image and
corrections of perspective errors attributed to camera positioning as is shown
in Fig. 3. Prior to calibration, four red reference circles are placed on the robot
frame so that they coincide with as many of the robot’s construction factors as
possible. In this case, these are fixed at the minimum height of the system and
vertically co-linear to the cable sheaves, coinciding with the width, length and
height of the workspace.

The perspective transform is used to separate the pixels of the workspace
from the rest of the image applying translation, rotation and escalation form 4
points of the source image to 4 points of the destiny image using the Eq. 6. The
source points (u, v) are the centroid of the red reference circles and the destiny
points are the corners of the output image.
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(a) (b)

Fig. 3. Workspace calibration of the CDPR with geometric transform. (a) The-
oretical image capture performed by the EIH camera. (b) Geometric perspective
transformation.
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The reference circles are detected using a HSV threshold filter and mor-
phological operations, specifically dilations and erotions. It results in a binary
image with the contours of the circles and their centroid are calculated using the
moments of each contour with the Eqs. (7) and (8).

Mij =
∑
u

∑
v

uivjI(u, v) (7)

(u, v) = (
M10

M00
,
M01

M00
) (8)

Computing Position: In order to compute the height of the EE refereed to
a reference plane, the pinhole model of the camera, as shown in Fig. 4, are
implemented to obtain a mathematical expression which defines the height of
the EE with image features.

This model relates the physical dimension of an object B with an image
feature i using the relation of the similar triangles as follows:

Zt

f
=

B

ix
(9)

Zt − Z

f
=

B

i′x
(10)
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Fig. 4. Spatial relationships of the images obtained by the ETH camera for End-
Effector position measurement. Pinhole model of the camera for End-Effector height
calculation.

(a) (b)

Fig. 5. (a) Relationship between pixels and physical length of the EE for the calculation
of the horizontal x and y coordinates. (b) Graphical scheme of the measurement of Aref .

i′x(Zt − Z) = ixZt (11)

Z = Zt(1 − ix
i′x

) (12)

Z = Zt(1 −
√

Aref

AEE
) (13)

REP =

√
B2

AEF
(14)
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x = REP (
csdu + csiu + ciiu + cidu

4
) (15)

y = REP (
csdv + csiv + ciiv + cidv

4
) (16)

Cp = (x, y, Z − Z0) (17)

2.3 Control System

The closed-loop control is realized from the geometric location of the root. It
consists of a proportional controller (C1) and an open-loop controller (C2), as
illustrated in Fig. 6. The first one corresponds to the control of the EE position
in the Cartesian space, whose response or control action is mapped to the joint
space by means of first-order inverse kinematics to, subsequently, be the setpoint
of the second controller. The latter is in charge of controlling the angular velocity
of the actuators, which consequently implies the variation of the cable lengths
adjusting the position of the end-effector.

Fig. 6. Block diagram of the servo-vision system implemented in the robot.

3 Results and Discussions

The workspace calibration is presented in Fig. 7a. In this, the vision system
detects the red circles, for the calibration of the workspace, and the red reference
box for the adjustment of the height Eq. 13. Once the perspective transformation
matrix is calculated, it is applied on the image, detecting the end-effector by
means of the blue circles attached to the top of it, and its dimensions and
position are obtained, as illustrated in Fig. 7b.
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(a) (b)

Fig. 7. Result obtained from workspace calibration and end-effector detection. (a)
Detection of the reference circles and calibration table of the height equation. (b)
Perspective transformation, end-effector detection and measurement (L = 150 mm).

(a) (b) (c)

Fig. 8. Result of the end-effector position measurement at Home (0,0,0). (a) X-axis
measurement. (b) Y-axis measurement. (c) Z-axis measurement.

The end-effector position measurement is calculated with respect to the
robot’s home position. For this, the workspace and the height measurement must
be previously calibrated. The end-effector is positioned at Home without mov-
ing and the readings obtained by the computer vision algorithm are recorded, as
shown in Fig. 8. Subsequently, the precision (P) and accuracy (E) as defined in
ISO 5725-1 [6], with the expressions (19) and (18) respectively, are calculated.
In these, VR represents the desired or reference value, X represents one of the
coordinates (x,y, z) and ”X − σ(X) is the standard deviation of the set of read-
ings obtained on the axis. The results obtained for the precision and accuracy
for each of the Cartesian axes are presented in Table 2.

Table 2. Accuracy and precision of servo-vision at home position.

Measured axis Accuracy (mm) Precision (mm)

x 0.003145 0.041318

y 0.003803 0.050383

z 0.192700 0.444768
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E = V R − X̄ (18)

P = σ(X) (19)

The validation of the trajectory tracking and positioning of the end-effector
with the servo-vision system is performed by comparing the theoretical response
with that obtained from the closed control loop. Initially, the system is subjected
to the step function, described in Eq. 20, as the control loop setpoint in order to
validate the positioning of the end-effector. Subsequently, the system is tested
with the ramp function, described by Eq. (21), and a spiral trajectory, whose
expressions are (22), (23) and (24), to validate the trajectory tracking.

Dp(k) =
{

si kT >= t1 B
si kT < t1 A

(20)

Dp(k) =
k(B − A)

N
(21)

Dpx(k) = rccos(2 ∗ pi ∗ k

N
) (22)

Dpy(k) = rcsin(2 ∗ pi ∗ k

N
) (23)

Dpz(k) = k
Zmin

N
(24)

In these expressions, Dp(k) is the desired position vector or setpoint of the
control system, k is the iteration of the system, T is the sampling time, A is the
initial position of the EF, B is the final position, rc is the radius of the spiral
trajectory and N is the total number of points of the trajectory to be executed.

The response to the ramp function shows that servo-vision system changes
proportionally with time, which translates into straight trajectories. In this case,
6 trajectories, which describe a square, are performed in a single test starting
from Home and ending at this same point. The result of this test is shown in Fig.
9. In this it can be seen that the servo-vision system has a very similar response
to the theoretical one, presenting an excellent performance in trajectory tracking.

Finally, the results obtained from the performance of the robot in other
trajectories are shown. For this test, the servo-vision system is subjected to the
elaboration of a cylindrical spiral trajectory, whose result is shown in Fig. 10.
Here it can be seen that the servo-vision system is capable of performing this
trajectory and whose response is also very similar to the theoretical one.
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(a) (b)

(c) (d) (e)

Fig. 9. Response of the servo vision system for tracking a square trajectory: (a) 3D
view of the desired trajectory, (b) 3D view of the trajectory described by the end-
effector, (c) Response of the motion in x. (d) y motion response, (e) z motion response.

(a) (b)

(c) (d) (e)

Fig. 10. Response of the servo-vision system for tracking a spiral cylindrical trajectory.
(a) 3D view of the desired trajectory (b) 3D view of the trajectory described by the
end-effector. (c) Response of the motion in x. (d) Response of the motion in y. (e)
Response of the motion in z.

4 Conclusions

In this work, a new method was presented for the position control of a cable-
driven parallel robot with 4 degrees of freedom, using a single video camera for
the location of the end-effector and stepper motors, obtaining a precision and
accuracy of less than 1 mm in the positioning within its workspace, very close to
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the values obtained with multi-camera systems, which use DC motors of much
higher cost.

The vision system was integrated as part of the cascade control loop, allowing
to adjust the position of the robot without using other sensors as usually happens
in this type of robots. The method decomposes the video into frames and detects
the reference circles in blue and red, which improved the accuracy of the robot’s
frame and effector detection compared to other methods that employ instead
squares.

Acknowledgment. This work was supported by project #17-462-INT Universidad
de Ibagué.
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3 Instituto Nacional de Astrof́ısica Óptica y Electrónica, Puebla, Mexico
mmontesg@inaoep.mx

Abstract. The detection of lesions from computed tomography scans is
an important and nontrivial task in medical diagnosis. The difficulty of
this task is related to the medical data where the appearance of different
organs and lesions is not easily distinguished from the background. This
paper proposes a One-Stage Lesion Detection method named OSLeD-
wA. OSLeD-wA is based on the EfficientDet detector incorporating
attention mechanisms to enhance the feature maps activations by com-
bining channel and spatial information in different parts of the detector.
In addition, the Cut-and-Paste data augmentation strategy was consid-
ered in the training of OSLeD-wA, demonstrating that contextual image
information is not crucial in detecting lesions; it is more relevant to
implement strategies where new lesions could be generated. OSLeD-wA
achieves competitive results on the DeepLesion dataset when compared
against recent strategies developed to deal with incomplete annotated
datasets.

Keywords: One-stage-detector · Medical lesion · Attention
mechanism · Cut-and-paste

1 Introduction

Although there is a large volume of research related to convolutional neural net-
works (CNNs) in image object recognition, the task of automatically detecting
medical lesions from computed tomography (CT) scans is still very challeng-
ing [6]. Small lesion size, slight inter-class variation, and similarity appearance
between the object of interest and background are some of the issues that may
affect the correct detection of lesions [11]. It is well known that this medical task
demands extensive clinical expertise [14]. For a radiologist, it is customary to
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analyze different CT scans of a patient to find lesions and describe these findings
in a radiological report [4]. This task is often tedious and time-consuming, espe-
cially, detecting small lesions is one of the most laborious processes for clinicians.
Lesions areas are often inconspicuous and cannot be seen clearly with a visual
inspection. Moreover, the characteristics of lesions at different human organs are
disparate and vary from person to person. The idea behind computational auto-
matic lesion detection methods is to alleviate radiologists workload in locating
abnormal findings [1,6].

Most of the CNN methods that automatically detect lesions from CT scans
are based on two-stage detectors [7]. The first stage is trained to identify differ-
ent region proposals, commonly known as the Region Proposal Network (RPN).
The second stage is trained to detect and recognize the objects in the previ-
ously identified image regions. On the other hand, one-stage detectors do not
have the RPN structure, they directly predict all the bounding boxes in one
pass of the network. As a result, the two-stage strategy has demonstrated to
obtain high accuracy results outperforming one-stage detectors at the cost of
high computational complexity with a non-real-time application [7].

In order to develop a computational method that can help radiologists with
their daily workload, it is preferred to propose faster and better one-stage detec-
tors with the aim to meet near real-time performance. For this reason, we focus
our investigation on using one-stage detectors but at the same time taking care
of achieving competent results. In this sense, EfficientDet [10] is a family of
one-stage object detectors ranging from EfficientDet-D0 to EfficientDet-D7 that
reports state-of-the-art performance with natural images and a reduced compu-
tational complexity, which also employs much fewer parameters compared with
other methods. However, as far as we know, EfficientDet has not been used in
medical tasks. For this reason, we consider important to analyze how it behaves
in the automatic detection of lesions from CT scans.

One of the main problems to tackle in medical datasets is that the annotation
labels are incomplete; not all the lesions on the CT scans were enclosed by a
radiologist, only the most remarkable ones. Because this is not a trivial task, the
correct way to have more annotations in the dataset is by consulting a certified
radiologist. Unfortunately, this is not easy. A common strategy to increment this
annotation information is by using data augmentation strategies such as random
flip, random scaling, cropping, and color jittering, achieving improvements on
detection tasks [6].

In this paper, we propose a novel one-stage lesion detection neural net-
work architecture named OSLeD-wA based on EfficientDet. This network was
enhanced by incorporating channel and spatial attention mechanisms to improve
the discriminant capability of the feature maps. OSLeD-wA was validated with
DeepLesion, the largest dataset for universal lesion detection tasks. A very inter-
esting finding is that the performance of our proposal increased by using a non-
contextual data augmentation strategy based on the Cut-and-Paste mechanism.
That means that maintaining the context of the lesion is not as important as
generating more data for this particular computer vision task.
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2 Related Work

The neural network structure of one-stage detectors is commonly defined by four
basic elements: input, backbone, neck, and head. The input refers to the image
input processing. The backbone is commonly composed of a CNN model pre-
trained with ImageNet used to extract features at different scales. Then, the
neck comprises a set of layers with a combination of top-down and bottom-up
connections to fuse features on different scales. Finally, the head element is the
object detection module that determines the class of objects in an image and
predicts their location.

There are few works related to one-stage methods focused on detecting med-
ical lesions in images. Take for instance the work of Lung et al. in [7], where
they proposed ROSNet, a nested structure of neural networks that uses the
VGG16 network as the backbone. It is worth noting their feature fusion mod-
ule combined with six nested U-shape neural modules and a multi-level feature
pyramid network, which are coupled as the neck to extract detailed information.
Finally, a re-weighting module improves an initial detection and produces the
final result. ROSNet achieved a mean average precision (mAP) of 0.627 with
the DeepLesion dataset. Another example is the study of Cai et al. [1], which
presented a 3D Context Feature Fusion network, 3DCFF. First, the 3DCFF uses
as backbone the Darknet-53 network and different residual layers are integrated
to extract features at three different resolutions. Then, the non-maximum sup-
pression algorithm analyzes these outputs and defines the prediction. 3DCFF
was trained with the DeepLesion dataset on an NVIDIA 1080Ti GPU, achieving
a mAP of 0.649. Finally, MLANet [6] is another one-stage detector trained with
the DeepLesion dataset. MLANet combines three Mixed Hourglass Networks
as backbones, a Multi-Scale Feature Pyramid Network as neck, and a Center-
to-Corner transformation as output head. Each Hourglass Network is a fully
convolutional neural network with an encoder-decoder architecture and residual
blocks that extracts information at different scales. MLANet was trained on two
NVIDIA GTX 2080Ti with a batch size of 10, achieving 0.883 in the sensitivity
metric and 0.65 in mAP.

As can be observed, a common strategy implemented on one-stage detec-
tors is the increasing of the depth of the network by coupling or nesting many
times similar modules. On the contrary, EfficientDet proposes a compound scal-
ing method that scales uniformly the resolution, depth, and width of its neu-
ral architecture [10]. EfficientDet-D0 is the base detector of this family, and it
was designed to combine particular features extracted in the backbone with a
new weighted bi-directional feature pyramid network (BiFPN) used as the neck.
Because EfficientDet-D0 is the network architecture with fewer parameters in
this family, we based our research on it.

3 OSLeD-wA Method Description

Our one-stage lesion detector method, OSLeD-wA, incorporates attention mech-
anisms on the EfficientDet architecture to increase the network’s capability of
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selecting relevant features responses for lesion detection tasks. Channel atten-
tion resolves “what” to focus on, whereas spatial attention resolves “where” to
focus on [5]. In total, five channel and spatial attention mechanisms were incor-
porated in the input of the BiFPN layer by considering the work in [9]. In order
to reduce false positive detections, three spatial attention mechanisms were also
included in the classification head branch. A 3D context approach is used in the
input layer to consider a multi-resolution scheme. Also, the Cut-and-Paste data
augmentation strategy was implemented in order to increase the number of data
in our experiments. Figure 1 shows the block diagram of our method proposal,
OSLeD-wA.

3.1 Input Processing: 3D Context Fusion

A CT study is composed of a set of images or slices per patient. The set of
slices is defined as s = {s1, s2, ..., sn}, where the value of n is related to the
number of images and may be different for each study. In a medical database
used to validate object detector methods, the slice that contains the annotation
information (position and type of the lesion) varies in the volume of slices; that
is, it could be in the extremes s1 or sn, or in any intermediate sn−i. In OSLeD-
wA, a 3D context fusion is used on the input stage. This process consists of
taking the neighboring images closest to the lesion that contains the annotation
as follows:

1. Given an image on the database that contains the annotation information si,
the anterior si−1 and posterior si+1 images are selected.

Fig. 1. OSLeD-wA. Block diagram of our proposal.
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2. If the image with the annotation information is at the beginning or the end
of the CT, it would only have one neighbor, so the image with the annotation
is considered twice. That is, if si = s1 or si = sn, then si−1 = si or si+1 = si.

3. These 3 images are merged as [si−1, si, si+1]

3.2 Data Augmentation: Cut-and-Paste

Horizontal flip is the most common strategy found in literature when performing
data augmentation in medical imaging [15]. In the horizontal flip strategy, the
pixels are reflected in the y-axis, making it necessary to modify the annotation
file that defines the bounding box coordinates of the objects.

Cut-and-Paste is a strategy that has been used successfully in segmentation
and classification tasks [3]. This method mainly consists of taking the space of
the bounding box that contains the lesion and placing it in another region of the
image. The process that we followed is described below:

– For each image, the original coordinates of the bounding box (x1, y1, x2, y2)
that enclose the lesion are located.

– Three possible movements for lesions are established: movement in x, move-
ment in y and movement in x, y in such a way that the new positions of the
lesions are inside the body region.

– Each image has a 40% probability of moving in x, 40% of moving in y and
20% of moving in x, y.

– According to the type of movement, one section of the original scan is replaced
with the pixel information of the lesion. In addition, the corresponding anno-
tations are generated.

Figure 2 shows an example of this process. The red rectangle encloses the
original lesion, and the new positions are defined by the blue rectangles depend-
ing on the movement in x, y or x, y. For this particular case, the new coordinates
of the bounding boxes are described in Table 1.

Table 1. Cut-and-Paste implementation.

x movement y movement x, y movement

xnew
1 = c− x2 xnew

1 = x1 xnew
1 = c− x2

xnew
2 = c− x1 xnew

2 = x2 xnew
2 = c− x1

ynew
1 = y1 ynew

1 = r − y2 ynew
1 = r − y2

ynew
2 = y2 ynew

2 = r − y1 ynew
2 = r − y1

xnew
1,2 and ynew

1,2 correspond to the new bounding box positions, c and r rep-
resent the number of columns and rows in the original image. We consider this
strategy non-contextual because the lesion can be positioned in a different part
of the body not preserving the original contextual information. For example, if
a lesion is originally located on the abdomen, this Cut-and-Paste strategy will
use the same original image, but the lesion could be positioned in the stomach,
spleen, or liver.
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Fig. 2. Cut-and-paste exemplification. (a) Original image. (b) x movement. (c) y move-
ment. (d) x, y movement.

3.3 Attention Mechanisms

Our proposal employs channel and spatial attention mechanisms in the input of
the BiFPN layer and in the classification head branch. Eqs. 1 and 2 define them
formally.

ChA(F ) = σ(MLP (AvgPool(F )) + MLP (MaxPool(F )) (1)

SpA(F ) = σ(f7×7([AvgPool(F );MaxPool(F )])) (2)

where ChA and SpA is the channel and spatial attention respectively, σ denotes
the sigmoid activation function, F represents an intermediate feature map, MLP
denotes a multi-layer perceptron network with one hidden layer, + represents
element-wise summation, and f7×7 represents a convolution operation with a
filter size of 7 × 7 [12].

4 Experimental Settings and Results

The DeepLesion dataset, published by the National Institutes of Health (NIH),
contains 32,120 axial CT slices from 10,594 CT scans of 4,427 unique patients. It
has 27,289 train and validation slices and 4,831 test ones. DeepLesion includes
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eight types of lesions: lung, mediastinum, liver, soft tissue, pelvis, abdomen,
kidney, and bone. One inconvenience of DeepLesion is that not all lesions in
every slice were annotated; this is because radiologists generally only identify
one representative lesion in each scan in their routine work [14].

Our proposal was implemented in PyTorch. We employed an NVIDIA Titan
RTX GPU with 24 GB of memory. A batch size of one was considered for train-
ing. The Adamw solver was used with an initial learning rate of 1e–4 and an
early stopping strategy. Finally, the EfficientNet backbone was initialized with
an ImageNet pre-trained model. After data augmentation, the total number of
annotations to train and validate the method increase to 54,578, a new anno-
tation was created for each original slice. Nine different implementations were
tested to evaluate whether or not attention mechanisms and contextual data
augmentation strategies were useful. We also experimented with specific data-
partitions where only small, hardest-to-detect, or lesions with few samples are
used. Table 2 presents the results by considering the sensitivity metric defined
by sensitivity = TP/(TP + FN). TP stands for True Positive and FN for
False Negative detection. A TP detection is produced when the Intersection
over Union is greater than 0.5 (IoU ≥ 0.5), whereas a FN is produced when
the method could not detect a lesion. The sensitivity metric is commonly used
in medical analysis because it refers to the method’s ability to correctly detect
lesions in patients who do have the condition.

The best configuration of Table 2 is EfficientDet-D0 with channel and spatial
attention mechanisms in five levels of the backbone and spatial attention mech-
anisms in the classification head. A general Cut-and-Paste data augmentation
strategy obtained the best performance; that is, it is not necessary to emphasize
on specific data. Even when the Cut-and-Paste strategy does not preserve con-
text information, for a computer vision perspective, this information might not
be as relevant as having a higher number of images to train on.

Table 2. Sensitivity results of the different implementations.

Experiment Sensitivity

EfficientDet-D0 + Attention Mechanisms + Cut-and-Paste 0.73

EfficientDet-D0 + Cut-and-Paste 0.70

EfficientDet-D0 + Cut-and-Paste + horizontal Flip 0.70

EfficientDet-D0 + horizontal Flip 0.68

EfficientDet-D0 + Attention Mechanisms + Cut-and-Paste in
small, abdomen, pelvis, bone, and soft tissue lesions

0.66

EfficientDet-D0 + Attention Mechanisms + horizontal Flip 0.63

EfficientDet-D0 + Attention Mechanisms + Cut-and-Paste in
small, abdomen, and pelvis lesions

0.60

EfficientDet-D0 + Attention Mechanisms + horizontal Flip +
Cut-and-Paste in small, abdomen, pelvis, bone, and soft tissue lesions

0.55

EfficientDet-D0 0.52
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Fig. 3. Detection results of OSLeD-wA. (a) and (b) show lesions correctly detected.
(c), (d), (e), (f), and (g) present a correct and incorrect detection. (h) shows an example
of an incorrect detection.

Some qualitative results obtained with OSLeD-wA, are shown in Fig. 3. The
blue rectangles indicate the bounding box annotations, and the green rectan-
gles show the predictions of OSLeD-wA. Figure 3(a) and (b) show detections
that overlap with the bounding box, (c), (d), (e), (f), and (g) present a correct
detection accompanied by an incorrect one, and (h) shows an incorrect detec-
tion. By carefully analyzing these predictions, it is possible to observe that some
regions predicted as lesions have a very similar appearance to those containing
the annotated lesion, which could indicate that it may be a lesion, but it was
not the most significant one.

Table 3 presents sensitivity results of OSLeD-wA and state-of-the-art meth-
ods with the DeepLesion dataset. The FPs column refers to the False Positive
detections per image considered by the authors, and the GPU column indicates
the hardware used on their implementations.

As previously stated, MLANet achieved the best mAP performance reported
by one-stage detectors with the DeepLesion dataset. MLANet, also reported
a sensitivity of 0.883. Therefore, MLANet obtained better performance than

Table 3. Sensitivity results of OSLeD-wA-D0 and state-of-the-art methods.

Author FPs Sensitivity GPU

MLANet [6] 4 0.883 2 GTX 2080Ti

OSLeD-wA 7 0.73 Titan RTX

Lesion Harvester [2] 8 0.74 3 RTX6000

Lyu et al. [8] 8 0.698 Not specified
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OSLeD-wA. An important difference between these two implementations is the
batch size used on the training, MLANet uses a batch size of ten, and OSLeD-
wA has a batch size of one because of hardware limitations. This hardware
capability is directly related to the metric performance. Unfortunately, the other
one-stage detectors do not report their sensitivity results. OSLeD-wA was also
compared with recent detectors developed to deal with incomplete annotated
datasets [2] and [8]. Cai et al. [2] proposed a Lesion-Harvester strategy with
the collaboration of a certified radiologist. Their proposal uses a combination
of the CenterNet and, the best published two-stage medical detector method to
date, MULAN [13] by using a 9-slice volume of images as inputs. Lyu et al. [8]
presented a neural architecture where a semantic segmentation branch improves
the detection results. In both implementations, the data partition was reduced
because of the extra annotated information from a board-certified radiologist.
The sensitivity results achieved with OSLeD-wA surpass one of the detectors
and is very close to the other one.

5 Conclusions

In this study, we presented a one-stage lesion detection method named OSLeD-
wA. OSLeD-wA incorporates channel and spatial attention mechanisms on the
original EfficientDet detector with a non-contextual data augmentation strategy.
The attention mechanisms improved the capability to select relevant features
that helps in the identification of medical lesions by automatically selecting
“what” and “where” to focus on. With the implementation of the non-contextual
Cut-and-Paste strategy, our proposal increase in 18% the sensitivity results.

The qualitative results obtained with OSLeD-wA, show that the detection of
lesions is fairly accurate in applications where a possible lesion must be detected.
It also indicates where the doctor must pay attention to analyze in detail these
regions and confirm or discard them. Particularly in this dataset, the false pos-
itive detections may correspond to lesions.

By comparing OSLeD-wA with state-of-the-art methods, it was found that it
could not surpass the best one-stage detector, but this could be directly related
to the hardware capability; an increase in batch size can improve the training and
detection results. A fair comparative study must consider the same GPU hard-
ware. When comparing with recent strategies developed to deal with incomplete
datasets, OSLeD-wA surpasses one of them. The non-contextual Cut-and-Paste
strategy was of great importance to achieve these results.

In the future, we will further our research by analyzing in more detail the
feature maps and possibly reduce the number of parameters without affecting
the sensitivity performance. None of the methods developed to detect lesions
on images reported the number of parameters of their proposal. It would be
interesting to perform a comparison of methods considering this criterion instead
of classifying them on one or two-stage detectors if they are intended for use by
the medical community.
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Abstract. Pain is a subjective feeling difficult to explain since it
depends on the history, sexuality, cultural and social context of each
person, and worsens its communication in cases of people with certain
motor or language diseases. In this research the pain response of 6 healthy
participants is studied using an electroencephalographic device. To have
a first approach to the problem and a clearer understanding of the pain
response, a non-traumatic thermal stimuli is used, which simulates pha-
sic pain that is known for being gradual. The use of machine learning is
important to find a discrimination model among 3 conditions proposed
(pre-stimulus, beginning of the stimuli and intolerance to the stimuli) and
the EEG data recorded. Different machine learning models found a solid
distinction between the 3 different conditions in the case of the 4 males.
Females could not be classified since the stimulus does not generate any
kind of pain to them.

Keywords: Electroencephalography · Machine learning · Pain ·
Bandpower · Qualia

1 Introduction

Pain is known for being a vital but unpleasant sensation that demands immediate
attention, disrupts ongoing behavior and distortions the thought [14]. The tradi-
tional theory used to call it an affective quale [5,7] for the affective and sensory
behavior when it is perceived [20]. Qualia are defined as subjective experiences
linked to the believes of the subject about some stimulus instead of the real
experiencing of it, some examples are pain, the taste of some beverage/food or
the definition of the color of the sunset [3,9,10]. This means that the same qualia
applied to different subjects will provoke a completely different response. This
said, it is interesting how pain affects each of us taking in count the history,
sexuality, and sociocultural context besides the physiological response [13], but
this increases the problem of how to detect or quantify it.
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Nowadays the most common way to assess if a person is experiencing pain
is with self-report pain scales, which are pretty unreliable [2]. For people with
communication problems or specific disabilities, it is complex to communicate it
and almost impossible to quantify it. This is a big opportunity for computational
novel methods to detect and quantify pain using biosignals and machine learning
methods as a solution. Knowing that pain behavior triggers a series of biochem-
ical reactions that go from the damaged tissues or organs to the spinal cord and
culminate in the brain to give a rapid alarm response to the whole body, it is
of interest to record the brain signal and observe brain behavior in response to
pain stimuli. Currently, there are many articles demonstrating that it is possi-
ble to obtain useful information with electroencephalography to detect pain and
quantify this biosignal using machine learning techniques [8,15,19,23,24,26,28].
In contrast, this research uses another type of phasic pain stimulus, due to the
lack of a pain response using some thermal stimulus described in the articles and
for complications with the controlled temperature of the stimulus.

Electroencephalography records the electrical activity of the brain caused
from the neuronal interaction, these signals are obtained with electrodes posi-
tioned in certain zones of the scalp and due to its non-invasive nature it is used
widely in medical and engineering research fields [17,18,22].

2 Materials and Methods

The current study has the intention to find a significant relation among 3 condi-
tions related to the pain response caused by a controlled non-traumatic thermal
stimulus in healthy participants. If it is possible to discriminate between the 3
conditions, a broader analysis of these signals is intended to find out what is hap-
pening in the brain when going through such an experience. This study was held
in the Neuro Technology Laboratory (NTLab) at the Instituto Tecnológico de
Estudios Superiores de Monterrey. Before each experiment an informed consent
letter was given to the participants and all the protocol was explained clearly.

2.1 Experimental Protocol

The experiment has been carried out with the support of 6 healthy subjects (2
females and 4 males with an average age of 23) who were exposed to a controlled
and non-invasive pain stimulus. This stimulus is similar as the Cold Pressure Test
(CPT) used by many researches [1,6,8,16] but instead of using cold water as a
stimulant, an ice block was applied.

A thermal stimulus was used since the pain to be studied is of the phasic type,
which is usually gradual over time while the stimulus is present, as opposed to
tonic pain, which is felt as stabbing and disappears even if the stimulus continues
affecting. This change was done because the lack of pain response using the
normal CPT with the participants due that water can vary its temperature over
time when the hand is in it, the use of a block of ice allows to have a better
control of its temperature, that must be bellow 0 ◦C. When the block of ice is
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starting to melt this one is changed for a new one. The subjects were asked to
sit in front of a screen which showed the instructions for the experiments. There
were 3 instructions:
– +: This cross is used to advice the participant to focus on it and try to relax

before the experiment begins. This task lasts 10 s and is done to obtain the
prestimulus response of the brain.

– On Ice: The hand is placed on the ice block and is retired whenever the
subject wants. This instruction lasts 40 s for men and 2 min for women.

– Rest: After the On Ice instruction, this is the last advice. Here, the partici-
pant rests for 10 s and then the experiment ends.

Fig. 1. Time lapse of experimental protocol that was applied 5 times per hand for each
subject.

This is the example of one trial of EEG recording. Each subject repeats this
procedure 5 times per hand. Between trials there is a resting time of 2–5 min
depending of the subject response to low temperatures. In this resting time, a
verbal questionnaire is applied to each subject to know if they are feeling a pain.
If subjects are not responding to pain, as is the case for most women, the signals
are discarded. A time lapse explaining this experimental protocol can be found
in Fig. 1.

This experiment has the intention to cause a response to pain with grad-
ual behavior, which allows to take different segments of the EEG signal from
the moment the experiment begins until the hand is removed from the ice to
have enough information and be able to discriminate between the 3 proposed
conditions (prestimulus, beginning of stimulus, end of stimulus).

Most subjects do not last the 40 s of the On-Ice window, so they withdraw
their hand earlier and can use the remaining time to rest. This is due to the fact
that each subject has a different reaction time to the stimulus.

To have a controlled time of the events, a camera is recording all the exper-
iment and a UNIX timestamp is running on the video to synchronize all the
events as shown in Fig. 2.

2.2 Data Collection

For data collection, a high-performance neuroscience research system was used,
the g.USBamp by g.Tec. This device is USB enabled and supports 16 simul-
taneously sampled bio-signal channels and a total of 4 independent grounds
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guarantee that there is no interference between the recorded signals. 16 channels
were placed following the 10/20 international protocol around the scalp (Fp1,
Fp2, F3, Fz, F4, T7, C3, Cz, C4, T8, P3, Pz, P4, PO7, PO8, Oz). This archi-
tecture is used because it is not clear which areas act on pain responses and is
important to have a general overview of the brain. 16 channels are used to short
the time of application of the sensor. The sampling rate was set to 256 Hz and
a notch filter of 60 Hz is used to avoid electrical artifacts.

Fig. 2. Example of the photographs recorded while the experiment was going on. These
photographs contain the images of the webcam recording the experiment, the screen
of the tasks, the unix timestamp and the signal recorded.

For the pre-processing and feature extraction sections MATLAB R2021a was
used.

2.3 Pre-processing

As mentioned before, each subject recording is composed of 10 repetitions of
the experiment, 5 per hand. Every trial has the information of the 16 channels
recorded. The process explained in this section is applied to every channel of
every trial recorded.

Pre-processing is applied to the raw data to clean it and to prepare the data
for the feature extraction section. In this step a Butterworth bandpass filter
from 2 to 80 Hz is applied. This frequency range is defined in order to have
the information of all the frequency bands of interest. The frequency bands of
interest are Delta (2–4 Hz), Theta (4.1–8 Hz), Alpha (8.1–12 Hz), Beta (12.5, 31)
and Gamma (31.1–80 Hz).
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The filtered data is now prepared to be sectioned into 3 conditions. Due to
the nature of the experiment, each sampled subject has different duration times
with the hand on ice, but all have the same 10 s of pre-stimulus. It is of interest
to have the 3 conditions to extract characteristics. These are the first 5 s of pre-
stimulus as condition 0 (when the cross is on the screen) the first 3 s that the
hand is placed on the ice as condition 1 and the last 3 s before removing the
hand due to intolerance to the pain generated as condition 2 as shown in Fig. 3.
For this procedures it is necessary to watch the videos recorded and take note
of the time when these actions are performed. Specially the condition 1 and
condition 2.

Even when the raw data was filtered, some noise or artifacts (how they are
known in the signal processing field) are still present. To solve this problem and
at the same time have more information for classification, every condition is
divided into 0.5 s windows and every window will be analyzed to known if that
section of the signal is an artifact or not as shown in the Eq. 1 and 2.

V (pp)
e > 100 (1)

σe > 50 (2)

where Eq. 1 means that the voltage peak-to-peak of each electrode (channel)
must not exceed 100 mV and the Eq. 2 means that the standard deviation of
each electrode should be below 50. If this 2 conditions are true, the window is
tagged as an artifact and discarded.

At the end of the pre-processing stage, there should be a 3D matrix of 16
channels, 128 samples (0.5 s of information) and a certain number of windows
without artifacts which is variable depending of the quality of the recording.
The ideal number of windows should be 10 for condition 0 and 6 for condition 1
and 2.

Fig. 3. Three conditions of interest. On the left the pre-stimulus state (0). In the middle
the first 3 s of the hand on ice (1). On the right the last 3 s before removing the hand
of the ice (2).
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2.4 Feature Extraction

The power band summarizes the contribution or appearance of a specific fre-
quency band in the overall frequency band. This is done by calculating the power
spectral density, a specific number which is useful for machine learning appli-
cations where one wishes to extract key features that summarize a particular
aspect of the data [27]. A band-pass filter is used on the signal to obtain a fre-
quency band of interest, then the resulting filtered signal is squared to obtain an
estimate of the power spectral density (PSD) of the signal and finally averaging
it over time, in windows of 0.5 s or 10 s windows depending on the study [11].

The MATLAB command bandpower decomposes the area under the peri-
odogram curve (PSD) into multiple rectangles and then adds them. This func-
tion allows us to know the absolute power of each of the frequency bands that
we want to obtain. In Fig. 4 the whole process is summarized.

Fig. 4. Protocol of the data processing including pre-processing and feature extraction.
All the processes described are applied to every channel of all the hand repetitions
recorded.

For this work, the power of 5 frequency bands is calculated for every window.
Delta (2–4 Hz), Theta (4.1–8 Hz), Alpha (8.1–12 Hz), Beta (12.5–31) and Gamma
(31.1–80 Hz). Having a matrix of 80 components, 5 per channel by a certain
number of trials.

2.5 Classification

At the end of the data processing stage, the features extracted are organized in
a matrix of 80 characteristics (5 features for each one of the 16 channels) by a
certain number of observations (trials) depending on how many were removed
in the bad trial removing step. So, the last database has 80 columns of char-
acteristics and 1 column of tags numbered by the type of condition (0, 1, 2)
by a certain number of rows which are composed by all the good trials of the
hand repetitions (left, right or together). These structures are for each subject
recorded.
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To achieve a discrimination between the 3 conditions, the Classification
Learner application of MATLAB is used. It contains predefined models to train
and classify the data using supervised machine learning, statistics and a Machine
Learning Toolbox. The databases for each subject are between 180–200 obser-
vations for both hands and between 90–100 for each hand. This said, a cross-
validation of 5 folds is used. The different models used for this database are:

Linear Discriminant Analysis (LDA). Discriminant analysis a classification
algorithm widely used because of its easy interpretation, precision and speed.
For big data sets is very functional. A Linear Discriminant Analysis is used in
the present work. LDA makes the assumption that nonidentical Gaussian distri-
butions are generated by different classes. The process to train these classifiers
is that the fitting function calculates the parameters of a Gaussian distribution
for each class and build linear boundaries between classes [25].

Linear Support Vector Machines (SVM). An SVM model classifies data
by constructing hyperplanes and finding the best way to segregate data points of
one class from those of other class. The best hyperplane in the SVM algorithm
is the one with the largest margin between the two classes. Margin means the
maximal width of the slab parallel to the hyperplane that has no interior data
points. A Linear SVM is used in this experiment due to the good performance
achieved in comparison to others models like Quadratic SVM, Cubic SVM or
nonlinear SVM. This Linear SVM makes a simple linear separation between
classes [12].

k-Nearest Neighbours (kNN). Nearest neighbor classifiers have good classi-
fication accuracy in low size dimensions. MATLAB includes a model called Fine
kNN, which is used for the experiment, this one categorizes query points based
on their distance to points (or neighbours) in a training dataset. In this case the
number of neighbours is set to 1 [21].

Neural Network Classifiers (NNs). Neural network models have good clas-
sification accuracy and can be used for multiple classes classification. For this
work, a narrow neural network is used, which has just 1 fully connected layer.
This due to the good performance of the algorithm in comparison with others.
Each model in the app is a feedforward fully connected neural network [4].

3 Results and Discussion

In this first approach to distinguish between 3 proposed conditions of the pain
response, the results for the 4 male subjects (subject 1, 3, 4 and 6) were abso-
lutely successful which is going to be explained in this section. In the case of
the 2 females recorded (subject 2 and 5) the thermal pain stimuli used was not
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effective at all and the signals recorded are not useful for this experiment. The
stimuli did not generate any discomfort or pain to them for almost 2 min. This
was applied on different girls before being recorded (almost 8) and the response
was the same. They informed to feel cold in their hand but that was it.

For classification, the data extracted from each hand were tested with the
different models mentioned above as well as the data from both hands together.
The best accuracy values obtained are presented in this paper.

Subject 1. This participant was 27 years old and right handed, the pain
response on him was very fast. His tolerance to the stimuli had an average of 7 s
becoming him the subject with less time of this experiment. For the left hand
the linear SVM model obtained the best accuracy value with a 64.8%. For the
right hand, a narrow neural network model with 1 fully connected layer obtained
an accuracy of 69.4%. Testing both hands together, an 68.5% of accuracy was
achieved by the same SVM model. These results show that the classification
with the data from the right hand had better results than using the data from
the left hand and even better than with the database of both hands together.

Subject 3. For this participant with 21 years old and left handed the signals
showed more activity when it was approaching its maximum tolerance to the
stimulus. He had a mean of 13 s with the hand on the ice. For the left hand
an 87.2% of accuracy was achieve using a narrow neural network. For the right
hand a 82.1% of accuracy resulted with the same neural network model. Finally,
for both hands an 82.9% of accuracy obtained the linear SVM model. Similar to
the performance of the subject 1 is presented here. The left hand got the best
accuracy.

Subject 4. Subject 4 was 23 years old and right handed. The signals increase
steadily as time passes, once the participant puts his hand in contact with the
ice. He had a mean of 13 s with the hand on the ice. For the left hand an 80.6%
of accuracy resulted with the linear SVM model. For the right hand he got an
77.1% using narrow neural networks. In the case of both hands linear SVM model
got 79.4% of accuracy. Left hand obtained the best value of classification.

Subject 6. Subject 6 was 22 years old and right handed. This participant lasted
the longest under the stimulus with an average time of 30 s. With the left hand,
narrow neural networks performed better with a 71.7%. The right hand was not
that good obtaining a 69.4% of accuracy with the narrow neural network. For
both hands he got a 74% of accuracy with lineal SVM model. In this case the
left hand obtained better classification accuracy.

For a better understanding of the results in Table 1 the true positive rates of
the best models applied to the data are shown. Table 2 documents the perfor-
mance of all the models applied.
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Table 1. True positives rates of the models with best performance applied to each
subject.

Subjects Cond 0 Cond 1 Cond 2 Accuracy Model

1 (Left) 82.2% 53.3% 50% 64.8% SVM

1 (Right) 65.8% 86.7% 56.7% 69.4% NNs

1 (Both) 89.2% 63.3% 45% 68.5% SVM

3 (Left) 78.6% 96.4% 86.7% 87.2% NNs

3 (Right) 75% 89.3% 80% 82.1% NNs

3 (Both) 58.3% 98.2% 88.3% 82.9% SVM

4 (Left) 82.1% 75.9% 83.8% 80.6% SVM

4 (Right) 70.3% 89.7% 73.7% 77.1% NNs

4 (Both) 73.7% 82.8% 83.3 79.4% SVM

6 (Left) 78% 85.7% 50% 71.7% NNs

6 (Right) 63.4% 77.8% 70% 69.4 NNs

6 (Both) 77% 85.7% 60% 74% SVM

Table 2. Accuracy value of each model applied to all the subjects.

Subjects LD SVM KNN NNs SVM (nL)

1 (Left) 46.7% 64.8% 57.1% 58.1% 57.4%

1 (Right) 50% 63.3% 58.2% 69.4% 66.8%

1 (Both) 65.5% 68.5% 63.1% 63.5% 63.2%

3 (Left) 60.5% 76.7% 72.1% 87.2% 82.4%

3 (Right) 52.6% 76.9% 73.1% 82.1% 79.5%

3 (Both) 67.7% 82.9% 72.6% 80.5% 79.6%

4 (Left) 46.9% 80.6% 68.4% 77.6% 73.3%

4 (Right) 37.5% 70.8% 62.5% 77.1% 75.8%

4 (Both) 69.1% 79.4% 62.9% 79.4% 79.1%

6 (Left) 42.4% 69.7% 62.6% 71.7% 65.2%

6 (Right) 36.7% 60.2% 56.1% 69.4% 64%

6 (Both) 62.1% 74% 66.1% 67.8% 67.4

4 Conclusions

The experiments allowed to have a first approach to pain detection with EEG
and using machine learning to classify among 3 different conditions. As can be
seen in the results, the best performing models were neural networks and SVM.

In the case of subject 3, the classification accuracy was the highest obtained
while Subject 1 had the lowest percentage. This may be due to the exposure
time and the quality of the recording.



Detection of Pain Caused by a Thermal Stimulus Using EEG 325

For all participants, having an accuracy percentage higher than 70% is sat-
isfactory as a first experiment and motivate us to continue with this research.
Most of the works focused on EEG and pain is limited to identifying or classify-
ing between pain and non-pain. In a future work, the intention is to go beyond
this and to be able to analyze the signal in depth. Also the use of power bands as
a feature for classification, make this work distinctive in comparison to others.

In the case of the women, there remains a lot of curiosity as to why a stimulus
like this does not affect them. For them it only causes cold in the hand and no
matter how much we extended the sampling window up to 2 min, the only thing
that happened was that the ice melted.

On the other side, this project is an experiment prior to a larger research
work where we will try to find this type of gradual pain (phasic) in amputees.
The goal in this type of research is to create a Brain-Computer Interface capable
of detecting pain in real time, that is where all this research field is heading. The
results obtained were better than expected and stimulate to continue with this
work.
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Abstract. A Breast cancer diagnosis provides prevention and treatment
to save lives or improve the life quality of patients, and a recent tool with
good performance for this diagnosis is deep learning methods to process
breast histology images. However, these methods are based on Convo-
lutional Neural Networks (CNN) with a high computational cost that
reduces usability. Therefore, this paper proposes an optimized CNN for
breast cancer diagnosis named Lightweight CNN for Histology Image
Processing (LCIP). LCIP is based on the MobileNet V2 architecture
adapted with four inverted residual convolutions to find cell features.
LCIP was validated with the BreakHis database, reporting an accuracy
of 99.73%, the best result in the literature. Additionally, LCIP is the
Histology Image Processing Deep learning method with fewer parame-
ters than recent state-of-the-art methods. These results demonstrate that
LCIP is a method that can be used as a feasible, portable, and accessible
method to develop novel tools for breast cancer diagnosis.

Keywords: Convolutional Neural Networks · Histology image
processing · Breast cancer diagnosis

1 Introduction

According to theWorldHealthOrganization (WHO), there exist 2.3million people
with breast cancer and 685,000 deaths related to this disease in 2020.Therefore, the
early diagnosis is essential for patients, correct treatment, and care. The first stage
of diagnosis is breast self-examination, and the second stage is the analysis with
ultrasound, mammography, or magnetic resonance. The final stage is the biopsy,
which is a histologic tissue sample analyzed with an expert [1].

Many deep learning methods for histology image processing have been pro-
posed to develop novel breast cancer analysis methods. According to the lit-
erature, these methods achieve good results, and they are novel methodologies
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to prevent breast tumor growth [2]. Regard to histologic image processing with
deep learning, different CNN architectures achieve accuracies higher than 90%
like Inception-ResNet [3,4] and Xception [5,6]. However, these CNN have high
computational costs, and they can be implemented into expensive computational
platforms [7]. Therefore, this paper proposes a novel CNN with low computa-
tional cost named Lightweight CNN for Histology Image Processing (LCIP).
LCIP classifies breast tissue on benign or malignant cells and is based on the
MobileNet V2 architecture presented in [8] and inverted residual convolutions
layers to analyze histological images with different magnifications and cell fea-
tures. The architecture of LCIP brings a tool to analyze histological breast
tissue with embedded machine learning systems. This tool is useful to reduce
clinical costs and supports telemedicine for fast breast cancer diagnosis. Accord-
ing to [9,12], developing tools for telemedicine and breast cancer diagnosis is a
paramount topic for health in the next years.

The rest of the paper is organized as follows: Sects. 2 and 3 present the
BreakHis dataset and the LCIP proposed method. Section 4 reports the results,
and finally, Sect. 5 presents the conclusions.

2 Dataset

There are many breast histologic image datasets to propose tissue analysis algo-
rithms for the literature. Some of them are Grand Challenge on Breast Cancer
Histology Images (BACH) [13], Breast Histopathology Images [11], Breast Cancer
Histopathological Annotation and Diagnosis (BreCaHAD) [10], and Breast Can-
cer Histopathological Database (BreakHis) [14]. We select BreakHis because it is
the most popular in literature. Also, this database has histologic samples with dif-
ferent magnification levels, which is helpful to train networks with different feature
sizes. This aspect is important because the histologic analysis is developed with
different magnification observations to diagnose the tissue characteristics.

BreakHis was designed to evaluate the different histologic processing methods.
This database is composed of 7,909 microscopic images of breast tumor tissue col-
lected from 82 patients using various magnification factors (40X, 100X, 200X, and
400X). It contains 2,480 benign and 5,429 malignant samples of color images with
700 × 460 pixels, 8-bit resolution, and PNG format. Table 1 shows the sample dis-
tribution according to magnification and the classes of benign and malignant cells.

3 Lightweight CNN for Histology Image Processing

Figure 1 shows a general scheme of the proposed method, where the input is
an RGB histological image, I(x, y)RGB . The first stage is preprocessing, which
consists of color normalization. The next stage is the deep CNN, which analyzes
the properties of the image to classify the tissue as Benign or Malignant cells.
The deep CNN is based on a MobileNet V2 network, but we add four inverted
residual convolutions to generate features with different magnification levels.
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Table 1. Sample distribution of BreakHis

Magnification Benign Malignant Total

40X 652 1,370 1,995

100X 644 1,437 2,081

200X 623 1,390 2,013

400X 588 1,232 1,820

Total of images 2,480 5,429 7,909

Then, the feature extraction of LCIP has a convolution layer and inverted
residual block composed of parallel dilation convolutions to find features in dif-
ferent magnification levels. The following average pooling and convolution layers
are placed to reduce the feature dimension. The classification stage of LCIP is
based on two fully connected and a convolution layer of 1×1. The next subsec-
tions explain each layer.

Fig. 1. General scheme of LCIP method.

3.1 Preprocessing

The input of LCIP is I(x, y)RGB , which is an image variant to color respect
other histological images due to the staining and the acquisition protocol. Then,
it is necessary to normalize the images I(x, y)RGB with the method of Macenko
[15], which is the most popular in literature for staining normalization. The
output of the Macenko method is an image IM (x, y)RGB . The following step is
to normalize IM (x, y)RGB regarding color level intensity with:

M(x, y)RGB =
mmax − mmin

mmax + mmin
(1)

where mmax is the maximum value of the image and mmin is the minimum.
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3.2 First Convolutional Layer

This layer finds the abstract properties of the cells with the convolution given by:

Fρ(x, y) = f(Wτ,ρ,l(x, y) ∗ Fρ−1(x, y) + βρ), ρ = 1, τ = 32, l = 3 × 3 (2)

where ρ is the layer of the network (ρ = 1 means the first layer), τ is the depth
of the kernels, Fρ−1(x, y) is the feature map of the last layer. The input F0(x, y)
is M(x, y)RGB . The activation function f(.) is ReLU 6 [16] because this function
generate best generalization results than other activation functions. This layer
has a batch normalization to accelerate the deep training by reducing internal
covariate shift [17].

3.3 Residual Block

This layer has seven Inverted Residual blocks that consist of a set of convolutions
with kernel sizes of 1 × 1, 3 × 3, 5 × 5, and 7× 7. These kernels find features of
the cells from different magnification images.

Figure 2 shows the scheme of this block, where the first layer of this block is
a convolution given by (2), where ρ = 2, τ = 3, l = 1 × 1. This layer reduces the
computational cost by combining the color image in one channel but preserving
the information. The next layer is a set of parallel convolutions given by:

Fρ(x, y) = Wτ,ρ(x, y) ⊗l Fρ−1(x, y) + βρ, ρ = 3, τ = 1 (3)

where ⊗l is a depth separable convolution with dilation l. Figure 2 shows that
this block has three convolution given by (3) with a dilation factor of l = 1 × 1,
l = 3 × 3, l = 5 × 5, and l = 7 × 7 to find properties and features of tissue
cells from different magnification levels. In parallel to the dilation convolutions,
there are an average pooling [18] and a convolution given by (2), ρ = 3, τ = 1,
l = 1×1 to find global features. The convolutions of (2) and the next parallel line
of the average pooling with the convolution of 1×1 are concatenated to generate
a tensor feature map Fρ(x, y, k), k = 1, ..., 4 where from k = 1 to k = 3 are the
dilation convolution outputs ⊗l, ρ = 4 l = {1, 3, 5, 7}, and k = 4 is the average
pooling [18] with the 1×1 convolution.

The next step is a convolution 3 of Fρ(x, y, k) where ρ = 5, l = 1×1, and the
input is the concatenated map F4(x, y, k). Finally, the feature maps are added to
fuse the features and find the patterns of the tissue cells. The addition is defined
as follows:

Fρ(x, y) =
∑

l

[Fρ−1(x, y, k)], ρ = 5 (4)

The result in this layer is a set of abstract properties that map tissue com-
position of different magnification levels. This composition is based on texture,
cell corpuscles, and cell nucleus features.
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Fig. 2. Inverted residual block.

3.4 Convolutional Layer for Feature Compression

The next layer is a Convolutional layer defined by (2), where ρ = 6, l = 1 × 1,
and the activation function is ReLU 6. This layer has Batch normalization to
normalize the data of all the layers within the same dynamic range. The abstract
tissue features are normalized in a single map with this layer.

3.5 Global Average Pooling

This layer compresses the information of the features as possible but keeps the
tissue properties. The average pooling is defined as follows:

Fρ(n,m) =
1
N

x=pν,y=qμ∑

x=(p−1)ν,y=(q−1)μ

[Fρ−1(x, y)], ρ = 7 (5)

where N is the number of windows, (ν, μ) is the size of each windows that
compress the features, (P,Q) is the number of windows, p = 1, ..., P and q =
1, ..., Q. This layer is the output of the feature extraction stage of LCIP.

3.6 First Fully Connected Layer

This is the first layer of the classification stage of LCIP, and it is defined as
follows:

Fρ(n,m) = Wτ,ρ,l(n,m)Fρ−1(n,m) + βρ), ρ = 8 (6)

where τ = 1, l = ν×μ, and Wτ,8,l(n,m) is a set of weights that learns the benign
properties of the compress tissue features. Equation 6 is the dot product between
the weights and the features F7(n,m). If I(x, y)RGB has information of benign
cells, F8(n,m) generates a vector with values close to zero, but if I(x, y)RGB
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has information of malignant cells, F8(n,m) generate values also close to one,
and they surround the feature vectors generated by benign cells. Then, F8(n,m)
generates a nonlinear classification subspace.

3.7 Convolutional Layer for Classification

The next layer is a Convolutional layer that separates the vector values of both
classes and works as a new feature map with linear separation. This layer is
defined by the Eq. 2, where ρ = 9, τ = 1, l = 3 × 3.

3.8 Second Fully Connected Layer

This layer classifies I(x, y)RGB on benign or malignant cells with the following
expression:

Fρ(n,m) = f(Wτ,ρ,l(n,m)Fρ−1(n,m) + βρ)), ρ = 10 (7)

where τ = 1, l = ν × μ, and Wτ,10,l(n,m) is a the prototype that represent
the pattern of benign cells. Equation 7 represents the dot product between this
prototype and the features F9(n,m). Then, if the result is positive, I(x, y)RGB

has information of benign cells, but if the result is negative, I(x, y)RGB has
information of malignant cells. In this case, f(.) is a softmax activation function
defined in [19]. This activation function generates two magnitudes that represent
the classes of benign or malignant tissue.

4 Results

This section presents information about the implementation of LCIP, a com-
parison of LCIP with the most popular methods in the literature, and a brief
Cross-Validation explanation to understand the learning of LCIP.

4.1 Training and Computer Platform

LCIP was trained with backpropagation by considering 1000 epochs with early
stopping (the training was stopped in 70 epochs). The BreakHis dataset was
divided into 70% of images for training, 15% for the test, and 15% for validation.
LCIP was implemented in Python 3.7.0, and the computer has an i7-8750H Intel
processor and an NVIDIA GPU GeForce GTX 1060 with a Max-Q design.

4.2 Comparison of LCIP with Other State of the Art Methods

The metrics used to compare LCIP with the state-of-the-art methods were accu-
racy (Acc), F measure (F1) [20], and Number of parameters (Np). Np is the
number of variables that the network processes during the inference. The net-
works selected for the comparisons have the best results in literature in Acc
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and Np. These methods are the ResNet-50 [5] network published in 2020, a Cap-
sule Neural Network (CapsNet)[21], and two Inception ResNet published in 2019
[3,4]. Also, we added the MobileNet V2, which is the foundation of our proposed
model. Other CNNs were not considered in this comparison because they have
low accuracy or the number of parameters is complicated to calculate due to
their architecture. Next, we describe the networks used in the comparisons.

Table 2. Sample distribution of BreakHis

Network Acc F1 Np

MobileNet V2 54.18% 58.76% 14,056,513

CapsNet [21] 86% Not available 31,893,908

Inception ResNtet 2 [4] 92.4% Not available 64,823,657

Inception ResNtet 1 [3] 97.9% 98.47% 55,911,649

Xception [5] 99% 95% 39,737,897

LCIP 99.73% 99.59% 6,655,587

The MobileNet V2 [8] is a CNN for mobile devices or embedded systems. This
network has an inverted residual structure with shortcut connections between
the bottleneck layers. The intermediate layers use lightweight depthwise convo-
lutions. According to Table 2, MobileNet V2 has the lowest performance because
the histologic images have patterns that are not processed adequately with lin-
ear operations. However, MobileNet V2 has significantly fewer parameters than
ResNet or Inception-ResNet.

CapsNet [21] presents an Acc of 86% but does not report F1. CapsNet has
capsules, which are vector structures generated from the outputs of the neuron
group. The capsules generate invariant features to spatial and orientation, which
help find the nucleus and other cell properties. However, the performance is lower
than ResNet or Inception ResNet.

Inception-ResNet [3,4] is an architecture widely used for histologic image
processing. The architecture of [3] extracts features constructed with a new
autoencoder network that transforms the features to a low dimensional. The
model of [4] is an ensemble of VGG19, MobileNet, and DenseNet. This ensemble
generates a model similar to the Inception-ResNet network. However, the result
is 92.4% with BreakHis, and the Np is the highest.

ResNet-50 presents an Acc of 99% in [5]. This network has pre-trained kernels
with ImageNet and was trained with BreakHis, but the Np is high compared to
other networks.

LCIP achieves the best results with the highest Acc and the lowest Np. These
results are because LCIP combines the architecture of MobileNet with a block
that extracts abstract features according to the magnification level. LCIP finds
the necessary features describing the cells with the first convolutional layer and
the inverted residual block. The following convolutional layer and the average



A Lightweight Convolutional Neural Network for Breast Cancer Diagnosis 335

pooling reduce the dimension of the features. Finally, the classification stage
generates the hyperplanes to find the subspace where the images can be separated
into benign or malignant cells.

4.3 Cross Validation

The methods of ResNet, Inception-ResNet, and LCIP report accuracies higher
than 90%, but it is essential to know if a result higher than 90% is due to the
network learns. However, none of the articles reported in the literature present
an analysis to validate the obtained accuracy, like Cross-Validation (CV). For
this reason, this subsection presents the average results of a CV analysis of LCIP,
ResNet, and MobileNet V2. The CV was developed with 70 epochs and five k-
folds because these parameters were enough to know the generalization capability
of the networks. Table 3 shows the average of the five k-folds of the networks.
LCIP achieves the best Acc and F1 metrics. ResNet has low F1, which is very
different than the result shown in Table 2. On the other hand, MobileNet V2
achieved better results in the CV than the results reported in Table 2. Inception-
ResNet 1 and 2 do not generate conclusive results because the CV reports lower
performance than MobileNet V2.

Table 3. Average CV of MobileNet V2, ResNet, and LCIP

Network Average Acc Average F1

MobileNet V2 63.55% 45.91.76%

Xception [5] 84.75% 76.33%

LCIP 86.66% 80.23%

5 Conclusion

This paper presents a novel method named Lightweight CNN for Histology Image
Processing (LCIP), a network for benign and malignant cell detection in histo-
logical breast tissue samples obtained from digital images. LCIP is based on the
architecture of MobileNet V2 and a block with dilated convolution in parallel to
extract cell features of different magnification levels. The second convolutional
layer and the average pooling reduce the dimension of the features. Finally,
the classification stage generates the subspaces where the images can be sepa-
rated into benign or malignant cells. According to the results, LCIP achieves the
best accuracy and F1 measure, with fewer parameters in the BreakHis dataset
compared to network models reported in the literature. LCIP has a low com-
putational cost architecture that includes a set of layers that find cell features
in the different magnification levels. The accuracy of LCIP was 99.73% with 70
epochs, and the average of the five k-folds in CV was 86.66% with 70 epochs.
On the other hand, the average accuracy of Xception falls from 99% to 84.75%
in the CV, and MobileNet V2 increases its performance from 54.18% to 63.55%.
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These results mean that the performances obtained with the backpropagation
generate overfitting in all the networks due to M(x, y)RGB do not distinguish
features at different magnification levels. However, LCIP achieves better results
in the CV than any other method reported in the literature. Furthermore, the
number of parameters of LCIP is significantly fewer than MobileNet V2, Cap-
sNet, Inception-ResNet, and Xception-50. These LCIP results are because in the
case of images with different magnifications levels, the increase in the number
of parallel operations, the network extracts descriptive features of the histologi-
cal tissue with fewer parameters. Then, based on the accuracy results of LCIP,
the CV validation, and the number of parameters, we conclude that LCIP is a
feasible network for histologic image processing. Future work will test LCIP in
embedded GPU devices to generate embedded machine learning technology for
telemedicine.
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Abstract. Medical images segmentation has become a fundamental tool
for making more precise the assessment of complex diagnosis and surgical
tasks. In particular, this work focuses on multiple sclerosis (MS) disease
in which lesion segmentation is useful for getting an accurate diagnosis
and for tracking its progression. In recent years, Convolutional Neural
Networks (CNNs) have been successfully employed for segmenting MS
lesions. However, these methods often fail in defining the boundaries
of the MS lesions accurately. This work focuses on segmenting hard-to-
classify voxels close to MS lesions boundaries in MRI, where it was deter-
mined that the application of a loss function that focuses the penalty on
difficult voxels generates an increase in the results with respect to the
Dice similarity metric (DSC), where the latter occurs as long as the suffi-
cient representation of these voxels as well as an adequate preprocessing
of the images of each patient. The methodology was tested in the public
data set ISBI2015 and was compared with alternative methods that are
trained using the binary cross entropy loss function and the focal loss
function with uniform and stratified sampling, obtaining better results in
DSC, reaching a DSC > 0.7, a threshold that is considered comparable
to that obtained by another human expert.

Keywords: Loss function · Convolutional Neural Networks · Multiple
sclerosis · Lesions segmentation · Magnetic Resonance Imaging

1 Introduction

Multiple sclerosis (MS) is a chronic autoimmune, inflammatory neurological dis-
ease affecting the Central Nervous System (CNS), in which the autoimmune
system attacks the myelin sheath, myelin producing cells and the axons present
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in the white matter brain tissue [6]. This can produce progressive loss of sensor,
visual, motor and cognitive brain functions in people that suffer this type of
condition. Magnetic Resonance Imaging (MRI) is used to detect MS white mat-
ter lesions, in particular, employing T1-weighted (T1-w), T2-weighted (T2-w),
PD-weighted (PD-w), and fluid attenuated inversion recovery T2 (T2-FLAIR)
sequences. MS lesions are expressed in MRI as small hyperintensities regions in
T2-w, PD-w and T2-FLAIR MRI sequences, and small hypointensities regions
in T1-w MRI sequences [4].

From the point of view of the medical expert, extracting quantitative infor-
mation about the volume and the amount of MS-related lesions in white matter
is important for assisting the diagnosis, for assessing the disease progression,
and for testing new drugs [5,11]. In this scenario, image processing techniques
such as image segmentation helps radiologists to detect and delineate more accu-
rately MS-related lesions. The MS-related automatic segmentation of lesions also
decreases in a great manner the time needed by the radiologist to analyze the
progression of this condition. Moreover, it decreases the intra and inter-expert
variability in assessing it.

In the last decade, using deep learning architectures based on Convolutional
Neural Networks (CNNs), state-of-the-art results have been obtained in most of
visual recognition tasks; in particular in image classification, object detection
and semantic segmentation. The usual way to perform the segmentation task
is by using as input a patch surrounding the interest voxel to classify in one
of the defined classes. Typically, the patches correspond to a set of intensities
determined by uniform sampling in a square neighborhood centered in the voxel
of interest.

The problem of MS-related lesion segmentation is difficult mainly due to the
imbalance between voxels that belong to the MS class versus voxels of normal
tissues. In the literature this problem is assesed by balancing the majority class
by means of a uniform sampling of the non MS-related lesion class [1,10]. Addi-
tionally, for segmenting MS-related lesions, some image features, such as partial
volume effect, variability of MS lesions intensities and the overlapping between
MS lesions and normal brain tissues intensities distributions complicated even
more the problem of MS lesion segmentation [4]. Due to this, an accurate segmen-
tation of the MS lesions borders is difficult to determine at glance by radiology
practitioners or by using machine learning models. In fact, in these MS lesion
domains, i.e. borders, the higher proportion of false positive and false negative
errors are concentrated. Although CNNs have obtained prominent segmentation
results, they still are not comparable in terms of accuracy to the segmentation
that radiologist can produce manually.

In this work, a methodology is proposed that allows addressing the problem
of segmentation of multiple sclerosis lesions in an efficient way. A preprocessing
of the MRIs is carried out that corrects the excessive truncation of the hyper-
intensity voxels of the T2-Flair modality used in [1] and [9], since it is in these
voxels where the CNN presents the highest false positive rates. Next, a stratified
sampling of voxels difficult to classify near the edges is carried out in order to
increase their representation in the training set. Finally, the focal loss function



340 G. Ulloa et al.

is used, which allows the penalty to be focused on the most difficult examples of
the training set.

The paper is organized as follows: In Sect. 2 we expose the methodology,
where the architecture of the convolutional network used, the improvement in
the preprocessing stage together with the application of focal loss are presented.
Section 3 presents discussions about the results obtained on the 2015 Longitu-
dinal MS Lesion Segmentation Challenge dataset. Finally, in Sect. 4 conclusions
and future works related with the new loss function are presented.

2 Materials and Methods

2.1 Data Set: ISBI2015

We used the longitudinal multiple sclerosis lesion segmentation data set [2], which
is a public data set1. The training set is conformed by the multi-modality MR
images from five patients with 4–5 different image-time points per patient with the
corresponding binary masks with manual lesion segmentations. The MRIs were
acquired on a 3.0 Tesla MRI scanner, where four modalities were available for
each patient, corresponding to T1-weighted, T2-weighted, PD-weighted and T2-
FLAIR. Each MR image has a 1 [mm] isotropic cubic voxel resolution.

2.2 Preprocessing

Prior to the extraction of the MR image patches that are used to train the CNN,
two preprocessing tasks were applied. Each one consisting in several subtasks
that are explained next. The first preprocessing task consists in the standard
MRI processing typically made within the medical imaging community and that
was also applied for the 2015 Longitudinal MS Lesion Segmentation Challenge
dataset [2], i.e. correction of the MR intensity inhomogeneities, skull-stripping,
dura mater stripping, and rigid-body registration to a 1 [mm] isotropic MNI tem-
plate. The second preprocessing task has the following steps: Intensities trunca-
tion to the percentiles within the range [0.01, 0.9996], intensities scaling to the
range [0, 1], rigid-body registration of the T2-FLAIR images to the ICBM452
probabilistic atlas [7], and, finally, extraction of a subset of supra-threshold vox-
els. The voxels that belong to this subset are conformed by intersecting the set of
voxels that exceeds one threshold on the T2-FLAIR image and another threshold
in the probability map of the white matter. This is because MS-related lesions
appear as hyper-intense regions on T2-FLAIR images [4] and also are mostly
located in the white matter.

2.3 Network Architecture and Training

The CNN used corresponds to a completely convolutional CNN with 7 convo-
lutional layers deep. The input to the network consists of three patches of size
1 https://smart-stats-tools.org/lesion-challenge.

https://smart-stats-tools.org/lesion-challenge
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33 × 33. These patches are extracted from the axial plane of T1-weighted, T2-
weighted and T2-FLAIR modalities. Each convolutional layer uses Leaky ReLU
with negative slope coefficient β = 0.3 as activation function, except for the out-
put layer of 1 × 1 which uses the sigmoidal activation function and not softmax
because it was only necessary obtaining a probability map at the output as it is a
segmentation problem approached as a voxel-to-voxel binary classification task.
The network has 2 layers of MaxPooling of 2×2 with stride 2 and with Dropout
after each convolutional layer as regularization method. In order to increase the
depth of the network without generating adverse effects such as the problem of
the vanishing gradient, the use of a single ResNet block was empirically selected
since a greater number of these did not contribute to benefits to CNN training
regarding to the evaluated metrics. In Fig. 1 a diagram of the details of the net-
work architecture used is presented. In the image the sampling of the network
input patch is highlighted with green squares.

Considering that the CNN has an output of size 1 × 1, the loss functions
used correspond to binary cross entropy and focal loss with parameter values
γ = 1.0, γ = 2.0 and γ = 3.0. In order to improve performance in difficult voxels
near the edges of the lesions, the non-lesion class, which is the majority, was
sampled with a 1:1 balance with the lesion class, where this sampling consisted
of a sample stratified considering a proportion p of voxels near the edges of the
lesions less than or equal to 2 mm apart and a proportion 1−p of voxels randomly
sampled from voxels candidates to belong to the classes injury belonging to the
non-injury majority class.

Specifically in [9] and [1] a truncation of the quantiles 0.01 and 0.99 was
carried out, where we note that the upper quantile truncates on average around
25% of the voxels with higher intensities belonging to the lesion class, voxels
where precisely the network concentrates a large percentage of false positives.
This situation can be seen in Fig. 2(b). In this work, the truncation procedure
was maintained because the results were better compared to the alternative of
not performing truncation. The choice of the upper truncation quantile cor-
responded to the quantile that modifies the intensities of the voxels with the
highest intensity to a lesser extent, thus the quantiles 0.01 and 0.9996 were used
(Fig. 2(c)).

Fig. 1. Blue blocks: convolutional layers and Red blocks: maxpooling layers (Color
figure online)



342 G. Ulloa et al.

The weights were updated with the stochastic gradient descent. The learning
rate selected was 0.01 with decay learning rate of 1 × 10−6, momentum parameter
of 0.9 with Nesterov momentum and batch size of 64. Dropout with probability
of 0.1. The implementation and training of the CNN was carried out using Keras
Deep Neural Network Library [3] with TensorFlow as backend numerical engine.
The model was trained using a NVIDIA GeForce GTX 1080TI Graphic Card.

(a) (b) (c)

Fig. 2. T2-Flair Histograms: a) Without truncation, b) truncation with quartiles
[0.01, 0.99] y c) truncation with quartiles [0.01, 0.9996].

2.4 Focal Loss Function

In [8] the problem of class imbalance is addressed in the task of object detec-
tion, specifically when this task is performed by CNNs of a one-stage. This loss
function is based on the binary cross entropy loss function, which is given by the
expression:

BCE(y, ŷ) = −y log ŷ − (1 − y) log(1 − ŷ) (1)

where y ∈ {0, 1} is the ground truth where y = 0 and y = 1 correspond to the
non-lesion and lesion classes respectively and ŷ ∈ [0, 1] is the probability for the
class with label y = 1 estimated by the model. For notational convenience, ŷt is
defined as:

ŷt =

{
ŷ if y=1,
1 − ŷ otherwise,

(2)

Thus, for the t-th input instance the BCE can be expressed as BCE(y, ŷ) =
BCE(ŷt) = − log(ŷt).

In the focal loss function, a weighting term given by (1− ŷt)γ is added to the
binary cross entropy loss function. According to this, the focal loss function can
be expressed as:

FL(ŷt) = −(1 − ŷt)γ log(ŷt), (3)

where γ is a parameter that modulates the weighting effect provided to this loss
function. In this way, the focal loss weights dynamically the training examples
losses, down-weighting easy-to-classify training examples and assigning higher
losses to examples with low prediction accuracy, i.e. hard-to-classify training
examples.
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3 Experimental Results

3.1 Evaluation

Once the CNN has been trained with the different loss functions, the segmenta-
tion masks predicted by the CNN are obtained and their accuracy is evaluated
with respect to the masks generated by the expert. The metrics used are the
following:

– Dice Similarity Coefficient (DSC) or F1-score is an overlap measure between
two binary label masks:

DSC =
2TP

2TP + FN + FP
. (4)

where TP, FN and FP correspond to the amount of true positive, false neg-
ative and false positive values.

– Sensitivity or True Positive Rate indicates the rate of voxels correctly seg-
mented as lesions:

Sensitivity =
TP

TP + FN
, (5)

– Precision or Positive Predictive Value indicates the rate of segmented voxels
from ones estimated as lesions:

Precision =
TP

TP + FP
, (6)

To compare the segmentation performance, we implemented a group cross val-
idation where five identical models were trained. For each fold, the training,
validation and test sets were made up of the MR images that were taken over
time to the 5 patients. That is, each group was trained with a training set com-
posed of the MRIs of 3 patients, the validation set corresponds to the MRIs of
a fourth patient and the test set corresponds to the MRIs of the fifth patient
corresponding to a patient along with the MR images that were taken over time.
Thus, 5 folds were made, whose details are found in Table 1. Each network was
trained until 120 epochs with early stopping of 20 epochs of without diminishing
the DSC metric of the validation MRIs, which it was possible to estimate as
the model was trained using all the patches from the validation patient’s MRIs
whose central voxel belongs to the lesion class and most of the voxels candidates
to the non-lesion class.
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Table 1. Group cross validation sets.

Training Validation Testing

Patients #MRIs Patients #MRIs Patients #MRIs

2,3,4 13 5 4 1 4

1,4,5 12 3 5 2 4

2,4,5 12 1 4 3 5

1,3,5 13 2 4 4 4

1,2,3 13 4 4 5 4

Table 2. Results.

LF p γ u Sensitivity(sd) Precision(sd) DSC(sd)

BCE - - 0.98 0.7008(0.0173) 0.7153(0.0111) 0.6879(0.0115)

FL - 1.0 0.90 0.7000(0.0195) 0.7167(0.0135) 0.6884(0.0137)

FL - 2.0 0.81 0.7009(0.0190) 0.7126(0.0152) 0.6851(0.0106)

BCE 0.1 - 0.94 0.7050(0.0160) 0.7346(0.0180) 0.7003(0.0064)

FL 0.1 1.0 0.83 0.6966(0.0139) 0.7458(0.0112) 0.7033(0.0090)

FL 0.1 2.0 0.74 0.7024(0.0168) 0.7427(0.0145) 0.7046(0.0097)

FL 0.1 3.0 0.68 0.7056(0.0212) 0.7334(0.0154) 0.7005(0.0115)

BCE 0.2 - 0.92 0.6909(0.0171) 0.7397(0.0090) 0.6960(0.0118)

FL 0.2 1.0 0.79 0.6894(0.0165) 0.7357(0.0136) 0.6918(0.0115)

FL 0.2 2.0 0.71 0.6924(0.0162) 0.7393(0.0137) 0.6953(0.0148)

FL 0.2 3.0 0.66 0.6954(0.0126) 0.7364(0.0155) 0.6975(0.0131)

3.2 Results and Discussion

Table 2 presents the results obtained by the network (Fig. 1) using stratified
sampling together with the binary cross entropy loss functions (BCE) and focal
loss (FL). The parameter p corresponds to the percentage of voxels sampled
near the edges of the lesions of the total voxels of the non-lesion class and γ
is the focal loss parameter (3). The metrics used correspond to Sensitivity (5),
Precision (6) and DSC (4) where the latter is the most used in the segmentation
task of medical images.

The best result regarding the precision metric corresponded to 0.7458(0.0112)
using p = 0.1 and γ = 2.0. This result shows that this methodology reduces false
positives and false negatives, where false positives are reduced more strongly
thanks to the application of a stratified sampling of the edges that increases the
representation of difficult voxels and the better preprocessing of MRIs. For the
sensitivity metric, the best result was obtained using the parameters p = 0.1
and γ = 3.0, which indicates that increasing the γ parameter of focal loss also
reduces false negatives.
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The best results according to the DSC metric were obtained using p = 0.1
and γ = 2.0, which indicates that for focal loss to have a greater effect on learning
for the task of classifying difficult voxels, it is necessary to have a representation
in the training set greater than that obtained with uniform sampling, which is
approximately 0.026. We note that a larger representation such as p = 0.1 implies
a decrease in the effect of using focal loss compared to the binary cross-entropy
loss function because these difficult voxels are no longer underrepresented in the
training set, thus they contribute with similar amplitude in the average penalty
within each batch used in updating the network weights.

Some segmentation results are shown in Fig. 3. Figure 3(a) corresponds to an
axial view of a T2-Flair MRI of a multiple sclerosis patient. In this modality,
the lesions appear as hyperintensities, where the segmentation performed by the
expert radiologist is presented in Fig. 3(b). In Fig. 3(c) the results of automatic
segmentation of the network are presented where the parameters are p = 0.0
and γ = 0.0 and in Fig. 3(d) with p = 0.0 and γ = 1.0. False positive voxels can
be seen in blue and false negatives in green. It can be noticed in Fig. 3(d) that
there was a slight decrease in false positives which is due to the application of
focal loss.

(a) (b) (c)

(d) (e) (f)

Fig. 3. Automatic segmentations. True positives in red, false negatives in green and
false positives in blue. (a) Axial view of T2-FLAIR, (b) T2-FLAIR with expert mask, (c-
d) binary cross entropy using uniform sampling with γ = 0.0 and γ = 1.0, respectively,
and (e-f) stratified sampling with p = 0.05 and focal loss with γ = 0.0 and γ = 1.0,
respectively.
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In Fig. 3(e) the results of automatic segmentation are presented using the
parameters p = 0.1 and γ = 0.0 and in Fig. 3(f) p = 0.1 and γ = 2.0. In
Fig. 3(f) it is possible to observe a decrease in the false positives with respect
to all the previous combinations of parameters, which is explained by the use of
an stratified sampling of the difficult voxels near the edges and the use of focal
loss. Although the false negatives do not decrease what is expected, if a similar
value is achieved on average, that is, the gain in precision does not affect the
sensitivity of the CNN, which can be seen quantitatively in Table 2.

4 Conclusions and Future Work

This work shows the importance of an efficient design in the task of segmenta-
tion of multiple sclerosis lesions, where the application of a loss function that
penalizes difficult voxels more extensively can improve the segmentation results.
It was empirically verified that the focal loss function requires an adequate rep-
resentation of the difficult voxels near the edges and that the targeting of the
penalty in these improves the results of the DSC metric (Dice). We also conclude
that by improving the preprocessing stage it is possible a better representation of
these difficult voxels near the edges of the lesions and thus reduce false positives
and false negatives, where the best result obtained for the DSC metric corre-
sponded to DSC = 0.7046 (0.0097) with the parameters p = 0.1 and γ = 2.0,
taking into account that for the medical image segmentation task a value greater
than DSC > 0.7 is considered comparable to that obtained by another human
expert.

As future work, it is proposed to work with non-uniform 3D sampling patches,
which is expected to generate an increase in the results in the DSC metric
considering the 3D nature of the MRIs. We can also comment that in parallel
to the development of this paper, a new loss function is being worked on that
dynamically weights the loss in the training examples considering two aspects:
1) The difficulty of classifying the voxel to the injury class or not lesion and 2)
the distance from the voxel to the edges of the multiple sclerosis lesions because
these voxels are where the highest rate of false positives and false negatives are
concentrated.
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Abstract. In this study, we propose a scheme to delimit benign and
malignant masses in breast ultrasound images. It consists of two stages:
superpixels extraction by an Intuitionistic Fuzzy algorithm, which con-
siders the local information of the image to develop a local segmentation;
and clustering the superpixels by means of DBSCAN algorithm. The pro-
posal does not require preprocessing of noise reduction inherent to this
type of medical images or enhancement of features. The effectiveness of
our proposal is verified by quantitative and qualitative results.

Keywords: Intuitionistic fuzzy clustering · Ultrasound image
delimitation · DBSCAN

1 Introduction

Early detection of breast cancer through mammography is essential to reduce
mortality among the female population worldwide. Raw mammographic images
are complex, since these images are acquired by means of very low dose X-rays,
or else ultrasound once the presence of some abnormality is certain [12]. There-
fore, computer-assisted analysis techniques based on digital image processing are
used to improve visual quality and detect any abnormalities that may be present.
Inspection of mammograms for breast tumors is a difficult task that radiologists
must perform frequently. Therefore, image analysis methods are needed for the
detection and delimitation of breast tumors. Methods have been introduced in
the literature to obtain the delimitation of masses in ultrasound images by filter-
ing noise, specifically: alternatives include θ threshold segmentation, preprocess-
ing the image with Max-based filters [15]. In [8] a Gaussian filter is used for spa-
tial smoothing, an Active Contour Model with edge function E = −|∇I(x, y)|2
and K-means clustering based on local correntropy. Graph-based models [20], as
well as fuzzy clustering [13]. The deep learning methods [3] that do not require
denoising or feature enhancement. An Adaptive Fuzzy Filter based on Histogram
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Estimation was proposed. In [7], an Adaptive Interpolation-based Impulse Noise
Removal algorithm was proposed, with parametric self-tuning, based on weights
Φ calculated from the distance Φij = 1

||(i,j)||k . A Modified Cascaded Filter [9],
consisted of a connection of Decision-based Median Filters and Un-symmetric α
Trimmed-Mean Filters.

However, the sharp and sudden variations inherent in ultrasound images in
addition to the high density require a robust denoisingmethod in order not to affect
the quality of the image f . A clustering algorithm in the crisp domain is effective
at up to 2% density [19] and fuzzy at 5 to 10%. Deep learning models adapt bet-
ter to images with noise and do not require improvement of characteristics, but
generate a higher computational cost while they depend on the correct training,
adjusting to certain databases. To solve these limitations, this research proposes
the extraction of superpixels using Intuitionistic Fuzzy Clustering [14], the over-
segmentation performs the delimitation of the different tissues of the image. Then,
grouping is performed by means of DBSCAN, which does not require parameter
initialization and creates a group for each tissue in globally image.

To understand the complexity of intuitive fuzzy clustering (IFC) and the
DBSCAN, Sect. 2 describes the theory. In Sect. 3 the proposed scheme is
described and demonstrated in Sect. 4, the conclusion is presented in Sect. 5.

2 Background

Extraction of Intuitionistic Fuzzy Superpixels

As it was established in [14], intuitionistic fuzzy sets were an alternative to
oversegment grayscale or color images. Therefore, in this paper they are used
to extract superpixels from breast ultrasound. Consider a grayscale image X =
{xmn | m = 1, · · · ,M ;n = 1, · · · , N} expressed in its vector form �X = {�xl | l =
1, · · · , L} with L = M × N , its transformation to IFC domain implies:

xIFS
l =

{〈
�xl, μ(�xl), ν(�xl), π(�xl)

〉
∀ �xl ∈ �X|l = 1, . . . L

}
, (1)

where μ(�xl), ν(�xl) and π(�xl) stand for membership, non-membership and hesi-
tancy degrees, respectively. These parameters can be computed by:

μ(�xl) =
�xl − min( �X)

max( �X) − min( �X)
, (2)

ν(�xl) =
1 − μ(�xl)

1 + (eλ − 1) · μ(�xl)
, λ ∈ [0, 1], (3)

π(�xl) = 1 − μ(�xl) − ν(�xl), (4)

Constrained by conditions μ(�xl) + ν(�xl) + π(�xl) = 1 and 0 ≤ π(�xl) ≤ 1, for
each �x ∈ �X. Functions min( �X) and max( �X) allow to calculate the minimum and
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maximum value of �X, respectively. For constant λ, we suggest a value of λ = 0.085
for better performance on these medical images. The extraction of intuitionistic
fuzzy superpixels implies an iterative clustering algorithm that works in a local
way; for that purpose next objective function can be stated:

Jm

(
�XIFS ;U, V IFS

)
=

L∑
l=1

K∑
k=1

uγ
lk‖�xIFS

l − vIFS
k ‖22, (5)

where �XIFS = {�xIFS
l | l = 1, · · · , L} is a vector with l-th pixels stated as

intuitionist fuzzy sets. V IFS = {vIFS
k | k = 1, · · · , K}is a vector with centroids of

the K initial superpixels, with vIFS
k = {μ(�xk), ν(�xk), π(�xk)}. U = {ulk | l =

1, · · · , L; k = 1, · · · ,K} is the cluster partition of �XIFS , ulk is interpreted as
the membership of the pixel �xIFS

l to k-th superpixel. γ ≥ 2 is the fuzzifier
parameter. ‖ · ‖22 is the square euclidean intuitionistic fuzzy distance, by:

‖�xIFS
l − vIFS

k ‖22 = {(μ(�xl)−μ(�xk))2 +(ν(�xl)− ν(�xk))2 +(π(�xl)−π(�xk))2} (6)

It is dealing with a local clustering in K superpixels, for that purpose the
input image is split into regular grids with 2R × 2R size, where R =

√
L/K.

Figure 1 depicts the graphic representation of the grid, the condition X =⋃K
k=1 Sk must be respected, where Sk is the k-th initial superpixel.

Fig. 1. Grid of initial superpixels.

Objective function (5) exhibits that the variables U and V IFS must be
updated iteratively in order to minimize the squared error between the IFC
data and the centroids of each cluster. The update formulas can be obtained by
setting the partial derivative of Jm w.r.t. the parameters to optimize equal to
zero. Expression to update the lk-th membership degree ulk is stated as follows:

ulk =
1

∑K
r=1

[‖�xIFS
l −vIFS

k ‖2
2

‖�xIFS
l −vIFS

r ‖2
2

] 1
m−1

(7)
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While the prototypes vector is computed by:

vIFS
k =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

L∑
l=1

uγ
lkμ(�xk)

L∑
l=1

uγ
lk

,

L∑
l=1

uγ
lkν(�xk)

L∑
l=1

uγ
lk

,

L∑
l=1

uγ
lkπ(�xk)

L∑
l=1

uγ
lk

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(8)

Local clustering means that for each k-th superpixel, a segmentation process
must be developed taking into account expressions (5), (7) and (8). On the basis
of intuitionistic fuzzy clustering, each pixel belongs to all superpixels with a
different membership degree, for dealing with this situation current proposal
identifies for each xl, the highest membership degree ulk with respect to K
superpixels and assigns it the k-th label.

Clustering of Intuitionistic Fuzzy Superpixels
To delimit masses, it is suggested a clustering process of the intuitionistic fuzzy
superpixels by means of Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) [21]. This uses local connectivity and density functions to
perform clustering, which it is a advantage because it does not require clusters
initialization [11]. These can be represented as shown in Fig. 2; in this regard
two parameters need to be set: the maximum radius of the neighborhood δ and
the minimum number of superpixels in the neighborhood ϑ bounded by δ.

Fig. 2. Representation of superpixel centroids and neighborhood radius.

Core Superpixels are superpixels that are within the δ radius and have at
least ϑ neighbors. Border Superpixels are superpixels that on the border. Noise
Superpixels that not correspond to any of the previous types. Algorithm 1 sum-
marizes this algorithm.
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Algorithm 1: Intuitionistic Fuzzy Superpixels - DBSCAN
set of superpixels: S = {s1, · · · , sn}
states: core, boder, noise, Pstates[n]
output: Clusters C = {c1, · · · , cm}

1 Q ← P
2 while Q �= ∅ do
3 pick pi ∈ Q
4 find all density − reachable superpixels from pi w.r.t. δ and ϑ
5 if pi is a core superpixel then
6 Pstates[i] ← core

7 else if pi is a border superpixel then
8 Pstates[i] ← border

9 ci ← core superpixel
10 Q ← Q\ci
11 i ← i + 1

12 for pi ∈ Q ∀Pstates[i] �= core ∧ Pstates[i] �= border do
13 Pstates[i] ← noise

14 return C

In essence, DBSCAN is an heuristic that analyzes and clusters the superpixels
in terms of γ distance. This means that the algorithm includes all core superpixels
that are within γ distance of each other in the same cluster, and excludes border
and noise superpixels of the interest clusters.

3 Proposed Scheme

Figure 3 shows the proposed scheme. The operation is quite intuitive, the image
must be entered into the system, then this is divided into a regular grid. In a
full coverage process, on each one of the initial grids is developed in two steps
the over segmentation task by means of the IFCM algorithm. First, the local
region of the image is transformed into IFC domain via expression (1). The local
over clustering is developing via (5), (7) and (8). The result of the DBSCAN
(Algorithm 1) to perform a clustering based on local spatial analysis.
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Fig. 3. Proposed scheme.

AOur proposal is made up of two clustering phases, which are developed in a
hierarchical manner. It can be guaranteed that the proposal is robust enough to
delimit tumors in ultrasound images, without requiring any pre-processing stage.
The complexity of this type of images would force us to consider some stage of
multiplicative noise reduction. However, it is clear that IFC theory compensates
for this requirement. The use of these algorithms can be interchanged, but this
does not guarantee similar performance, which supports the strength of IFC sets
against vague and corrupted information.

4 Experimental Results

To validate the proposed scheme, the Breast Ultrasound Images Dataset (BUSI)
[2] was used. This is composed of three types of samples: ultrasound images
with 437 samples of benign masses, 210 malignant masses and 133 without the
presence of masses. The images are in png format for 562 × 471 in grayscale.

For comparison, the experiments with the BUSI Dataset were replicated in:
the Salient Attention Contour UNet network (UNet SAC) [18], the Modified
Robust Fuzzy C-Means (MFCM) [17] Spatial Guided Self Supervised Clustering
(SGSCN) [1], from the MATLAB libraries, the Automatic Nonlinear Filtering
and Segmentation for Breast Ultrasound Images (ANFS) [5] from the ICIAR
library. Finally, the MATLAB Toolbox for Breast Ultrasound Image Analy-
sis (BUSAT) [16]. All evaluated algorithms and schemes were programmed in
Python or MATLAB, using an Intel(R) Core(TM) processor i7-4720HQ CPU
@2.60 GHz with 4 cores and 16 GB of RAM memory.

4.1 Metrics

In order to compare with current state-of-art we introduce as first the Hausdorff
Distance (HD) such as a contour based accuracy measure is given by:

HD(X,Y ) = max {max(min(‖ X − Y ‖2)),max(min(‖ Y − X ‖2))} , (9)
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where ‖ · ‖2 denotes the euclidean distance, X stands for the ground truth (GT)
contour, while Y the resulting contour. Region based accuracy measures were
also considered. Segmentation accuracy was estimated through MCR:

MCR =
misclassified pixels

overall number of pixels
× 100, (10)

the smallest percentage implies the best delimitation. Jaccard Similarity Coeffi-
cient (JSC) was used to compare similarity:

JSC =
| X ∩ Y |
| X ∪ Y | , (11)

We also consider the metrics derived from the confusion matrix Sensitivity
(SEN), Specificity (SPC) and Precision (ACC) [4].

4.2 Benignant Masses Delimitation

In the first experiment, it is taken a benign mass the cells are not dissemi-
nated. Therefore, benign mass is well defined in a specific area. It is possible
to interpret this condition as a less complex object for detection compared to a
malignant mass. The benign mass located near the upper right border is visibly
more opaque than the rest of the tissue, there may be elements that complicate
the process of detection [10]. This can be seen in Fig. 4, where the state-of-art
algorithms and proposal are evaluated with benign masses.

(a) UNet SAC (b) MFCM (c) SGSCN (d) ANFS (e) BUSAT (f) Proposed

Fig. 4. Benign mass detection performance, sample 7.

Figure 4 shows that the UNet, ANFS algorithms and the proposed scheme
are efficient in approaching the expected delimitation. The rest of the competing
algorithms come close to delimiting the expected area, however they are affected
by the conditions of the image and detect areas of similar hue to that of the
object of interest. In another experiment performed for the benign sample 370,
a mass of greater proportion identified in the GT is observed. This mass presents
greater variations within the region of interest and outside of it. To observe this,
Fig. 5 shows the results obtained from the experimentation.
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(a) UNet SAC (b) MFCM (c) SGSCN (d) ANFS (e) BUSAT (f) Proposed

Fig. 5. Benign mass detection performance, sample 370.

The UNet is less affected by variations in the image in general, however it is
the internal variations of the region of interest that affect the segmentation of
the mass. It can be identified that the MFCM, BUSAT, SGSCN and the UNet
model present the lowest quality delimitation and the proposed scheme, seem
more approximate. To be certain of these results, Fig. 6 shows the graphical
summary of the region based accuracy metrics.

(a) SEN (b) SPC (c) ACC

Fig. 6. Average performance by the proposed and competing algorithms.

Figure 6 shows that the MFCM, SGSCN and BUSAT show sensitivity ≈0.2,
which is in agreement with what is shown in Figs. 4 and 5 due to erroneous
detection in the wrong areas. The proposed scheme obtains an average sensitivity
of 0.8 and a ≈0.98, although the UNet model also obtains a maximum of ≈0.98,
it obtained an average <0.5 showing that it shows the better performance only
for specific cases, this may be due to the training fold. In specificity and accuracy,
the proposed scheme obtains the best evaluation with an average of ≈0.95 in both
metrics. The accuracy metrics measure the correct delimitation at the pixel level,
so the metrics based on contour and region are summarized in Table 1.

Table 1. Contour and region-based metrics obtained for benign mass samples.

Method Pixel classification Contour-based Region-based

TP FP HD MCR JSC

UNet SAC 963 4284 3.70 6.83 0.81

MFCM 2797 2450 14.82 38.41 0.90

SGSCN 3941 1305 14.25 41.44 0.89

ANFS 4137 1110 4.15 1.79 0.27

BUSAT 4347 896 14.70 48.04 0.89

Proposed 4837 410 3.36 1.36 0.91
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In Table 1 it is observed that the UNet model presented the worst TP-FP
relationship, which, unlike the other methods, the FP is greater than TP. This
result is visible in Fig. 5a, where the region obtained is smaller than expected.
Regarding the Hausdorff Distance, the proposed scheme is mostly close to the
GT. This experimentation shows that the proposed scheme is the one that per-
forms best delimiting benign masses.

4.3 Malignant Masses Delimitation

For malignant masses, the conditions are different. This type of tumor does
not present itself in regular forms, its cells spreading to other tissues, causing
isolated cells to be confused by computational methods due to noise captured
in ultrasound [6]. A region similar in tone to the one delimited as a malignant
mass on one side is observed, so an algorithm can confuse this area as a FP.

(a) UNet SAC (b) MFCM (c) SGSCN (d) ANFS (e) BUSAT (f) Proposed

Fig. 7. Malignant mass detection performance, sample 65.

The SGSCN algorithm seems to delimit a homogeneous area since it has the
same hue as the malignant mass. However, when observing Fig. 7 it is easier to
identify the malignant mass and that the similar region is actually an affectation
of the image during the acquisition.

(a) UNet SAC (b) MFCM (c) SGSCN (d) ANFS (e) BUSAT (f) Proposed

Fig. 8. Malignant mass detection performance, sample 154.

However, the experimentation is again supported by the region based accu-
racy metrics. These are summarized graphically in Fig. 9.
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(a) SEN (b) SPC (c) ACC

Fig. 9. Average performance by the proposed and competing algorithms.

Unlike the samples with a benign mass, in this experiment the performance
of the proposed scheme is diminished, obtaining ≈0.8 of sensitivity, 0.94 of
specificity and ≈0.90 of accuracy. Although the metrics indicate a lower perfor-
mance, the box plots show the proposed scheme with the smallest distribution,
which indicates that in general experimentation this is the precision. Similarly,
in Table 2 metrics based on contour and region are reported.

Table 2. Contour and region-based metrics obtained for malignant mass samples.

Method Pixel classification Contour-based Region-based

TP FP HD MCR JSC

UNet SAC 4877 5029 8.62 8.09 0.60

MFCM 7742 2164 15.88 34.60 0.71

SGSCN 6439 3466 16.21 45.57 0.32

ANFS 5680 4222 6.78 4.33 0.84

BUSAT 7200 2704 16.17 46.08 0.73

Proposed 9291 614 5.16 3.98 0.84

As can be seen in Table 2, the proposed scheme presents the best relationship
in classification at the pixel level. The UNet model presents a negative balance
that is easily observed in Fig. 8a. In the contour-based metric, the proposed
scheme continues to obtain the smallest distance. This is observable in Fig. 8f
that delimits a slightly larger area that coincides with the GT.

5 Conclusion and Future Work

In this article, a scheme for the delimitation of masses in ultrasound images
was presented, this done by oversegmentation of the image by means of Intu-
itionistic Fuzzy Clustering that delimits each region and later groups those
superpixels that belong to the mass group, benign or malignant. The proposed
scheme demonstrated to identify a benign mass with an average precision of 95%
and 88% for malignant masses, in terms of measurement based on contours it
obtained a distance of ≈3.36 for benign and 5.16 for malignant, turning out to be
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the least among the competing algorithms. For measures based on region, simi-
larity of 91% was obtained for benign cases and 84% for malignant cases. It was
observed that the proposed scheme performs better to delimit benign masses.
In addition to the reported metrics, the proposed scheme offers the following
advantages compared to state-of-art methods: (1) it does not require training
or prior adjustment, (2) the number of clusters is self-adjusting, so it does not
require start parameters, (3) it can obtain the area of interest without the need
for guidance. As future work, it will be considered to implement the scheme to
speed up its processing to obtain a delimitation in real time. In addition, it is
considered to consider an algorithm based on direction detection in textures and
edges, to detect the spread of malignant masses.
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Abstract. Leukemia is a health problem that affects to world popula-
tion causing thousands of kills yearly, thus accurate and human-readable
diagnostic methods are required. Symbolic learning uses methods based
on high-level representations of problems, which is useful to design inter-
pretable models to understand the solutions found to solve a problem.
In this work, we analyze the performance of 3 classifiers used frequently
in machine learning, which are independently embedded into a model
of symbolic learning named brain programming. Results suggest that
the classifiers as MLP and SVM are robust to noisy data, with the
MLP demonstrating the most stable behavior into the symbolic learn-
ing model, which is fundamental in models of evolutionary vision as the
brain programming.

Keywords: Symbolic learning · Evolutionary vision · Leukemia
recognition

1 Introduction

Artificial vision models offer excellent alternatives for solving major problems
in diverse fields [1–3]. Particularly, in the medical area, one of these problems
is opportune cancer detection, whose cost of diagnosis is significantly elevated.
Acute leukemias (AL) are a type of cancer that requires greater attention due to
their indolent course and short evolution, with an average annual lethality of 3
to 5 cases per 100,000 population and with a marked upward trend. In children,
AL is the most frequent cause of death due to neoplasia [4]. Morphological
classification of LAs is useful in the early stages of diagnosis, however in at
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least 20% of cases human errors can be made [5], so the use of computer vision
techniques is useful to decrease these failures.

There are numerous papers in the literature that address the problem of
leukemia classification based on visual analysis, with handcrafted approaches
being the most frequently used [2,6–8]. In these approaches, the features of color,
shape, distribution of cellular components, and the number of cells are taken into
account since they are considered in the medical literature for the recognition
of various hematological diseases [9]. Since the feature extraction methods used
in handcrafted approaches are driven by human reasoning, some elements of
these approaches can be useful in symbolic learning models, in which a certain
degree of explainability can be achieved in the learning process. Therefore, in this
paper, we propose to use a symbolic learning model called brain programming
in which we evaluate the performance of three standard classifiers embedded
independently in the model to address the problem of leukemia recognition.

In the next section, the materials and methods are described. Section 3
presents the methodology proposed. In Sect. 4, Experiments and Results are
shown. Conclusions are included in Sect. 5.

2 Materials and Methods

2.1 Classical Classifiers in Machine Learning

Support Vector Machine SVM. SVM is a promising nonlinear, nonparamet-
ric classification technique, and with strong theoretical foundations based on the
Vapnik-Chervonenkis theory [10]. For the SVM a data point is viewed as an m-
dimensional vector, and the question is whether such points can be separated
with a hyperplane. Many hyperplanes might classify the data. The general idea
of SVM is to find the best hyperplane which represents the largest separation or
margin between the two classes. In this work, we use an SVM working with the
discriminate hyperplane defined by the Eq. 1.

f(x) =
l∑

i=1

αiyiK(xi, x) + b (1)

where the training data is (xi, yi), i = 1, ..., l; 1 for the positive class and −1
otherwise, yi ∈ {−1, 1}, xi ∈ Rp, and K(xi, x) is the kernel function.

Random Forest RF. The random forest (RF) algorithm includes several rela-
tively uncorrelated classification models (decision trees) that operate together as
an ensemble to produce a nonlinear response that helps to outperform the clas-
sification performance of any individual model included in the ensemble, called
a forest. The RF is based on the bagging method, in which each tree included
in the forest is grown with B independent bootstrap samples, which are ran-
domly chosen with replacement from the original data set. The parameter B
refers to the number of trees in the ensemble, which in this work is designated
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500 decision trees [11]. The classification of a new pattern in the RF is defined
as ŷ(x) =

∑B
j=1 li(ŷj(x)), where B is the number of trees, i = 1, ..., c, c is the

number of classes, and li(.) is the indicator function as in Eq. 2.

li(ŷj(x)) =
{

1 ŷ = i,
0 ŷ �= i

(2)

Multi-layer Perceptron MLP. An MLP is an artificial neural network com-
posed of basic computing units stacked in multiple layers to form a feedfor-
ward network (input, hidden, and output layers). Each neuron receives an input
X = x1, ..., xn, and computes a weighted linear sum of the signal as in Eq. 3.

O =
n∑

i=1

wixi + bias (3)

where wi are the weights associated with the neuron. O from each neuron then
passes through an activation function AF to supply the output transmitted by
the neuron. In this work, the backpropagation algorithm is used to train the net.
We consider one hidden layer with 50 neurons and an AF of sigmoid type. It is
important to mention that the parameters used by each classifier were obtained
by experimentation.

2.2 Symbolic Learning Through the Brain Programming

In general, symbolic learning analyzes methods based on high-level symbolic
representations of problems, logic, and search. Such high-level representations
are characterized by being human-readable. Therefore, symbolic learning inves-
tigates the implications for research in artificial intelligence [12].

Brain programming (BP) is an evolutionary computer vision paradigm in
charge of finding a set of operations through an optimization process. These
operations are embedded within a hierarchical process called visual cortex artifi-
cial visual cortex (AVC) in which genetic programming (GP) is the method used
to discover a set of visual operators (VOs) within the AVC [13]. These visual
operators are functions for describing image classes, where for example, the sum
operator denoted by A + B in Table 1 indicates the sum between two images.

The problem of image classification from the point of view of data modeling
through GP is how the BP performs image recognition. In this way, the BP can
be considered as a symbolic learning approach. The learning process of BP is
defined since a minimization problem requires finding a solution Pmin ∈ S such
that ∃Pmin ∈ S : f(Pmin) ≤ f(P ). Since the direct mapping between the domain
and codomain is unknown or not well defined, the model follows several stages.
Unlike traditional approaches to finding best-fit parameters, in this case, we fit
the data by discovering functions that perform classification within BP. Thus,
the classification problem through BP is defined as in Eq. 4.

min(y − f(x,F,T,a)) (4)
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Table 1. Functions and Terminals for the evolutionary visual operators.

Functions Terminals

Orientation (OVo)

A + B, A − B, A ∗ B, A/B, |A + B|, |A − B|,
inf(A, B), sup(A, B),

√
A, A2, log (A), thr(A),

round(A), �A�, �A�, Gσ=1(A), Gσ=2(A), |A|,
Dx(A), Dy(A), k + A, k − A, k ∗ A, k/A

Icolor = Ir, Ig, Ib, Ic, Im, Iy, Ik, Ih, Is

Iv, Ix ε Icolor, Gσ=1(Ix), Dx(Ix),
Dy(Ix), Dyy(Ix), Dxx(Ix), Dxy(Ix)

Color (OVc)

A + B, A − B, A ∗ B, A/B, k + A, k − A, k ∗ A,
k/A, thr(A), round(A), �A�, �A�, √

A, A2,
log (A), (A)c, exp(A)

Ir, Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv,
Opr−g(Irgb), Opb−y(Irgb)

Shape (OVs)

A + B, A − B, A ∗ B, A/B, k + A, k − A, k ∗ A,
k/A, thr(A), round(A), �A�, �A�, A ⊕ SEdm,
A ⊕ SEs, A ⊕ SEd, A 	 SEdm, A 	 SEs, A 	 SEd,
Sk(A), Perim(A), A � SEdm, A � SEs, A � SEd,
That(A), Bhat(A), A � SEs, A 
 SEs

Ir, Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv

Mental Maps (OVMM )

A + B, A − B, A ∗ B, A/B, |A + B|, |A − B|, √
A,

A2, log (A), Dx(A), Dy(A), |A|, k ∗ A, Gσ=1(A),
Gσ=2(A)

CMd, Dx(CMd), Dy(CMd),
Dxx(CMd), Dyy(CMd), Dxy(CMd)

where (y, x) are the label and the image from dataset, respectively; f(.)
represent the classifier, F, T, and a refer to function and terminals sets, and
the parameters controlling the evolutionary process. The objective function that
measures the model performance in arriving at the desired solution is given in
quantitative terms of the multi-class classification through accuracy. Hence, f(.)
denotes a label value indicating the degree of class membership given by the
classifier, and whose range is [0, 1].

The criterion for minimization in terms of a classification problem allows to
discover an optimal solution to the problem. In this work, we study the perfor-
mance of three classifiers commonly used in machine learning, to learn a mapping
f() that associates descriptors di created by the AVC to labels yi in a multi-class
classification task.

3 The Proposed Methodology

In the proposed methodology, the leukemia image recognition problem is intro-
duced from the standpoint of data modeling using a symbolic learning model
named brain programming. BP is consisting of two stages, in the first, the pur-
pose is to discover functions to optimize complex models adjusting operations
within them. In the second stage, the parts (programs) are applied to a hierar-
chical model for the feature extraction. Figure 1 presents the general scheme of
the proposal.
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Fig. 1. General flowchart of the methodology

The evolutionary process starts with an initial random population in which
an individual represents a program. Each individual (symbolic solution) consists
of four types of functions, one for each VO visual operator. These operators are
selected from the set of functions and terminals in Table 1. It is important to note
that each individual is composed of a variable number of syntactic trees whose
range is from 4 to 10, where 3 correspond to the visual operators of orientation,
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color, and shape; and from 1 to 7 correspond to the visual operators of the MM
mental maps shown in Fig. 1.

Feature extraction is performed by the AVC whose hierarchical structure
inspired by the human visual cortex, finds salient points in the image to generate
an image descriptor that is subsequently used for classification. The set Icolor =
{Ir, Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv}, is created from multiple color channels whose
elements refer to the color components of RGB, HSV, and CMYK color spaces.

In the first phase, the decomposition of the image into its relevant features
is performed by applying the VOs, the output of which is an image called visual
map VM. The next step, called center-surround, consists of the scale-invariant
features are extracted and stored in a conspicuity map (CM). The CM is calcu-
lated as the difference between the different scales that are obtained through a
pyramid of 9 levels: P σ

d = {P σ=0
d , P σ=1

d , P σ=2
d , ..., Pσ=8

d }. A Gaussian smoothing
filter is used on each VM to calculate each pyramid. This produces an image that
is half the size of the input map. The process is repeated 8 times to obtain the
9-level pyramid. In the next step, the differences with respect to each pyramid
level in P σ

d are calculated using Eq. (5) as follows:

Qj
d = P

σ=� j+9
2 �+1

d − P
σ=� j+2

2 �+1

d , (5)

where j = 1, 2..6. Each level of P σ
d is normalized and scaled to the dimensionality

of the VM using polynomial interpolation. Finally, the six levels are combined
into a single map with a summation operation, and a CM is obtained for each
dimension. The second phase begins with description and classification. First,
a mental map (MM) is built from the CMs using Eq. 6, where d is the dimen-
sionality and k is the cardinality of the set EV OMM . This MM discriminates
unwanted information, highlighting the most salient features of the object. VOs
are defined through syntactic trees, and the MMs occupy the fourth position of
the tree onward.

MMd =
k∑

i=1

EV OMMi
(CMd). (6)

The generated program is applied to each image from the MMs obtained and
concatenated with the rest of the syntactic trees. Then, the n highest values
are used to define the descriptor vector −→v for the input image in turn. Thus,
the next step is to train a classifier using the feature vectors obtained from the
data set. In this paper, SVM, RF, and MLP classifiers are used independently to
analyze their model performance. This means that each classifier creates a model
f(x) that maps a set of descriptor vectors xi to their corresponding labels yi,
thus satisfying Eq. 4.

The selection, crossover, and mutation processes are performed as suggested
in [13]. Finally, the stopping conditions are (1) the algorithm reaches a predefined
number of generations, or (2) the fitness of the algorithm reaches an optimal
value; in this case, all images are correctly classified.
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4 Experiments and Results

The experiments were performed on a CPU i9, 64 GB RAM, Windows10, and
MATLAB. Initialization values for the algorithm are: (a) Initialization. - Ramped
half and half, (b) Tree depth. - Dynamic depth selection, (c) Dynamic max depth.
- 50 levels, (d) Maximum length of genes. - 10, (e) Selection. - Roulette wheel,
and (f) Elitism. - Keep the best individual. The evolutionary loop ends until
the classification rate is 100% or the algorithm reaches the maximum number of
generations N = 30 using a population size of 30 individuals, and crossover and
mutation rate of 0.4 and 0.1, respectively.

The dataset is composed of bone marrow smear images from three subtypes
of acute lymphoblastic leukaemia (ALL): L1, L2, and L3. The RGB images are
in BMP format with resolutions of 1280 × 1024 pixels, and they were selected
from an own dataset [14]. The images are resized to 256×320 pixels using bicubic
interpolation due to the high computational cost. We used balanced sets of 217
images. Images contain one or more interesting cells that appear with nucleous
of irregular purple regions, see Fig. 2. The dataset was divided into three parts:
a learning set, a validation set, and a testing set as in previous work [15]. To
obtain reliable fitness values, each new individual is estimated by the average
classification error rate with the classifier using five-fold cross validation. The
learning set is randomly divided into five equal parts, five training cases are
evaluated with the MLP on 4 out of 5 of these parts, and the result is computed
with the remaining validation set.

To select the best-performing solution, we test the classification error for
every fold on validation set. Hence, we select one solution with the best validation
error as the (near-) optimal feature descriptor for the final testing result. Finally,
the test set is divided five-fold with the aim of computing the statistical results of
the best solution discovered in the previous stage. We apply the same process for
the learning set, and the overall classification result is calculated as the average
of the 5 classifier test accuracies.

(a) L1 (b) L2 (c) L3

Fig. 2. Types of lymphocytic leukemia cells

4.1 Results

In this work, we propose to analyze the performance of SVM, RF, and MLP
classifiers as embedded elements in a symbolic learning model called brain pro-
gramming, for the recognition of L1, L2, and L3 leukemia.
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To evaluate the performance of each classifier, the BP model shown in Fig. 1
was used, in which each classifier was used in independent experiments to control
the evolutionary process. For each experiment, 10 runs were performed.

The results obtained for each case are presented in Table 2. For a more robust
evaluation, the 3 classifiers are tested in each experiment with the test set, which
gives an idea of the quality of the descriptor obtained in each experiment. It is
important to note that at the beginning of the learning process, the classifiers
use random data obtained from the initial population, and as the evolutionary
process immersed in the model progresses, these data are reorganized until the
appropriate patterns are found to achieve the expected recognition. Thus, we
can observe that the RF classifier obtained an unstable performance with vari-
able standard deviations in its evaluation with other classifiers, as well as the
presence of outliers. On the other hand, the SVM shows a slight tendency to
overfitting and a relatively high standard deviation. Finally, the MLP, although
it did not reach high results in the validation, did show a more stable behavior
when evaluated with the rest of the classifiers, as well as a lower standard devi-
ation. The average test set for the 3 classifiers used in the evaluation of each
experiment is 81.04% for MLP, 79.76% for RF and 80.48% for SVM.

Table 2. Results of accuracy for selected classifiers

Stat. Evolution from MLP Evolution from RF Evolution from SVM

Val. Test Val. Test Val. Test

MLP RF SVM MLP RF SVM MLP RF SVM

1 92.82 84.56 82.87 84.39 95.38 86.38 86.97 86.15 94.87 85.16 83.36 84.31

2 92.30 79.47 83.37 80.75 94.35 85.54 82.89 83.93 94.87 84.96 83.72 84.79

3 92.30 86.66 86.43 85.29 93.84 84.74 83.02 84.36 94.87 84.69 83.15 84.57

4 91.28 77.15 84.65 76.61 93.84 74.97 80.06 81.04 94.35 84.01 83.67 84.32

5 90.25 81.73 83.79 84.40 92.82 81.28 84.25 83.70 94.35 84.52 82.87 84.11

6 89.74 77.48 78.89 77.16 90.76 76.59 79.30 80.94 89.23 83.84 84.9 82.90

7 89.74 82.48 84.02 81.42 90.25 51.15 80.73 63.96 87.69 78.25 78.27 78.11

8 88.20 79.94 81.99 77.99 90.25 83.52 84.63 84.03 85.12 75.83 77.76 75.54

9 85.12 74.38 80.33 76.88 87.69 76.06 80.70 77.61 84.61 77.03 76.99 75.40

10 85.12 78.33 80.45 76.31 83.58 74.49 74.95 74.78 81.53 70.75 65.40 71.23

Average 89.69 80.22 82.68 80.12 91.28 77.47 81.75 80.05 90.15 80.90 80.02 80.53

σ ±2.79 ±3.69 ±2.28 ±3.59 ±3.59 ±10.32 ±3.36 ±6.62 ±5.15 ±5.06 ±5.88 ±5.00

Outliers

detected

0 0 0 0 0 1 0 1 0 0 0 0

Critical

value Z

2.28 2.28 2.28 2.28 2.28 2.28 2.28 2.28 2.28 2.28 2.28 2.28

Finally, Fig. 3 shows the convergence plot and the structure of the individual
obtained for the best solution of Table 2.
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(a) Individual structure

(b) Convergency graph

Fig. 3. Results for the best solution

5 Conclusions and Future Work

In this work, three classifiers used in diverse applications of machine learning
were assessment into a model of symbolic learning named brain programming.
Since, the task of object recognition requires a clear explanation of the object
recognition task for a better understanding of the study object, symbolic learn-
ing techniques as helpful. Since BP is an evolutionary vision technique, a suitable
classifier to control the optimization process is important to achieve satisfactory
performance. As has been shown, the findings demonstrate that of the three
classifiers evaluated an MLP is the most suitable for the problem studied. On
the other hand, considering that the MLP classifier achieved better model per-
formance (81.04%), this represents an error rate of 18.96%. Although this is not
a significant improvement over the 20% error rate that is generally present in
medical practice, it does represent an advantage because the information pro-
vided by the model during learning can be considered as a form of explainability
for the understanding of the visual process that leads to image recognition.

As future work, we intend to analyze and improve the process of generat-
ing the descriptors in the model using biologically inspired modeling for more
accurate modeling. Furthermore, although the performance of each classifier is
susceptible to improvement, working with data that by nature do not have well-
defined patterns is an important challenge to cover.
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Panamericana (2014)
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