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Preface

We are proud to present the final set of accepted full papers for the 9th International
Work-Conference on Bioinformatics and Biomedical Engineering (IWBBIO 2022) held
in Gran Canaria, Spain, during June 27–30, 2022.

IWBBIO seeks to provide a discussion forum for scientists, engineers, educators,
and students about the latest ideas and realizations in the foundations, theory, models,
and applications for interdisciplinary and multidisciplinary research encompassing
disciplines of computer science, mathematics, statistics, biology, bioinformatics, and
biomedicine.

The aim of IWBBIO 2022 was to create a friendly environment that could lead to
the establishment or strengthening of scientific collaborations and exchanges among
attendees, and therefore IWBBIO 2022 solicited high-quality original research papers
(including significant work in progress) on any aspect of bioinformatics, biomedicine,
and biomedical engineering.

Submissions relating to new computational techniques and methods in machine
learning; data mining; text analysis; pattern recognition; data integration; genomics and
evolution; next generation sequencing data; protein and RNA structure; protein function
and proteomics; medical informatics and translational bioinformatics; computational
systems biology; modeling and simulation; and their application in the life science
domain, biomedicine, and biomedical engineering were especially encouraged. The list
of topics in the call for papers has also evolved, resulting in the following list for the
present edition:

1. Computational proteomics. Analysis of protein-protein interactions. Protein
structure modeling. Analysis of protein functionality. Quantitative proteomics and
PTMs. Clinical proteomics. Protein annotation. Data mining in proteomics.

2. Next generation sequencing and sequence analysis. De novo sequencing, re-
sequencing, and assembly. Expression estimation. Alternative splicing discovery.
Pathway analysis. Chip-seq andRNA-Seq analysis.Metagenomics. SNPs prediction.

3. High performance in bioinformatics. Parallelization for biomedical analysis.
Biomedical and biological databases. Data mining and biological text processing.
Large scale biomedical data integration. Biological and medical ontologies. Novel
architecture and technologies (GPU, P2P, Grid, etc) for bioinformatics.

4. Biomedicine. Biomedical computing. Personalized medicine. Nanomedicine. Med-
ical education. Collaborative medicine. Biomedical signal analysis. Biomedicine in
industry and society. Electrotherapy and radiotherapy.

5. Biomedical engineering. E-computer-assisted surgery. Therapeutic engineering.
Interactive 3D modelling. Clinical engineering. Telemedicine. Biosensors and data
acquisition. Intelligent instrumentation. Patient monitoring. Biomedical robotics.
Bio-nanotechnology. Genetic engineering.

6. Computational systems for modelling biological processes. Inference of
biological networks. Machine learning in bioinformatics. Classification for
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biomedical data.Microarray data analysis. Simulation and visualization of biological
systems. Molecular evolution and phylogenetic modeling.

7. Healthcare and diseases. Computational support for clinical decisions. Image
visualization and signal analysis. Disease control and diagnosis. Genome-phenome
analysis. Biomarker identification. Drug design. Computational immunology.

8. E-health. E-health technology and devices. E-health information processing.
Telemedicine/E-health application and services. Medical image processing. Video
techniques for medical images. Integration of classical medicine and E-health.

9. COVID-19. A special session analyzing different aspects, fields of application, and
technologies that have been applied against COVID-19.

After a careful peer review and evaluation process (each submissionwas reviewed by
at least 2, and on average 3.1, Program Committee members or additional reviewers), 75
papers were accepted, according to the recommendations of reviewers and the authors’
preferences, to be included in the LNBI proceedings.

IWBBIO2022 featured several Special Sessions, which are a very useful tool in order
to complement the regular program with new and emerging topics of particular interest
for the participating community. Special Sessions that emphasized multidisciplinary
and transversal aspects, as well as cutting-edge topics were especially encouraged and
welcomed, and in this edition of IWBBIO 2022 the following were received:

– SS1. High-throughput Genomics: Bioinformatic Tools and Medical
Applications.
Genomics is concerned with the sequencing and analysis of an organism’s genome. It
is involved in the understanding of how every single gene can affect the entire genome.
This goal is mainly afforded using the current, cost-effective, high-throughput
sequencing technologies. These technologies produce a huge amount of data that
usually require high-performance computing solutions and open new ways for the
study of genomics, as well as transcriptomics, gene expression, and systems biology,
among others. The continuous improvements and broader applications of sequencing
technologies are producing a continuous new demand for improved high-throughput
bioinformatics tools.

In this context, the generation, integration, and interpretation of genetic and
genomic data is driving a new era of healthcare and patient management. Medical
genomics (or genomic medicine) is an emerging discipline that involves the use of
genomic information about a patient as part of the clinical care with diagnostic or
therapeutic purposes to improve the health outcomes. Moreover, it can be considered
a subset of precision medicine that has an impact in the fields of oncology, phar-
macology, rare and undiagnosed diseases, and infectious diseases. The aim of this
Special Session was to bring together researchers in medicine, genomics, and bioin-
formatics to translate medical genomics research into new diagnostic, therapeutic,
and preventive medical approaches. Therefore, we invited authors to submit original
research, new tools or pipelines, and update and review articles on relevant topics,
such as (but not limited to):



Preface vii

• Tools for data pre-processing (quality control and filtering)
• Tools for sequence mapping
• Tools for the comparison of two read libraries without an external reference
• Tools for genomic variants (such as variant calling or variant annotation)
• Tools for functional annotation: identification of domains, orthologues, genetic
markers, and controlled vocabulary (GO, KEGG, InterPro, etc.)

• Tools for gene expression studies and tools for Chip-Seq data
• Integrative workflows and pipelines

Organizers: M. Gonzalo Claros, Department of Molecular Biology and Biochemistry,
University of Málaga, Spain; Javier Pérez Florido, Bioinformatics Research Area,
Fundación Progreso y Salud, Seville, Spain; and Francisco M. Ortuño, Department
of Computer Architecture and Technology, University of Granada, Spain.

– SS2. Feature Selection, Extraction, and Data Mining in Bioinformatics:
Approaches, Methods, and Adaptations.
Various applications of bioinformatics, system biology, and biophysics measurement
datamining require proper, accurate, and precise preprocessing or data transformation
before the analysis itself. Here, the most important issues are covered by the feature
selection and extraction techniques to translate the raw data into the inputs for the
machine learning andmultivariate statistic algorithms. Even if this is a complex task, it
reduces the problemdimensionality, by removing redundant or irrelevant data, without
affecting significantly the principal information. The methods and approaches are
often conditioned by the physical properties of the measurement process, mathemat-
ically congruent description and parameterization, and biological aspects of specific
tasks.With the increasing adoption of artificial intelligence methods to solve bioinfor-
matics problems, it is necessary to understand the conditionality of such algorithms,
to choose and use the correct approach and avoid misinterpretations, artefacts, and
aliasing effects. The adoption often uses existing knowledge from different fields, and
direct applicationmight underestimate the required conditions and corrupt the analysis
results. This Special Session provided a forum to dicuss the multidisciplinary over-
laps, development, implementation, and adoption of feature and selection methods
for datasets with a biological origin in order to setup the pipeline from measurement
design through signal processing to obtaining the results. The topic should cover
theoretical questions, practical examples, and results verifications.

Organizer: Jan Urban, Laboratory of Signal and Image Processing, Institute of
Complex Systems, South Bohemian Research Center of Aquaculture and Biodiversity
of Hydrocenoses, Faculty of Fisheries and Protection of Waters, University of South
Bohemia, Czech Republic.

– SS3. Smart Healthcare Solutions for Handling COVID-19.
Smart healthcare plays an important role towards providing robust solutions,
especially for COVID-19 related problems, both locally and globally. Collection and
interpretation of data worldwide and systematic research helps in identifying the
potential solutions as well as predicting the future issues. This Special Session was
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organized to emphasize the potential problems and the related solutions, focusing on
the following topics:

• Smart wearable healthcare
• Microbiological analysis
• Minimal invasive sensors
• Biomedical waste management
• Drug-induced therapy
• Early prediction and diagnosis
• Biostatistical driven solution
• Explainable AI and deep learning driven solutions

Organizer: N. Sriraam, Department of Medical Electronics, M.S. Ramaiah Institute
of Technology, India.

– SS4. Computational Systems for Modeling of Medical Micro Sensors.
Medical sensors are micro devices containing several parts mainly including micro-
tubes, micro-valves, biological/body fluids (blood, plasma, saliva, etc.), and chemical
materials (reagents and other materials). Microfluidics is an interdisciplinary field that
involves the science and technology of fluid flow through systems with micro scales.
Computational systems and engineering simulation are essential from the start to the
end of the medical sensor design and development process. The main advantages of
computational systems (AI, CFD, etc.) in medical sensors design and development
are as follows:

• Improvement and optimization of design
• Acceleration in medical device innovation
• Reduction of cost and failure risk
• Reduction of production times and regulatory approval processes

The main objectives of this Special Session were as follows:

• To determine the role of computational systems (AI, CFD, etc.) in medical sensors
design and development

• To determine the role of simulation in optiming the analysis process and design of
medical micro-sensors

• To discuss the use of computational fluid dynamics (CFD) in analyzing medical
micro sensors

• To discuss the use of computational systems to combine engineering, biology,
chemical, and other criteria

Organizers: Patrizia Piro and Behrouz Pirouz, Department of Civil Engineering,
University of Calabria, Italy.

It is important to note that for the sake of consistency and readability the accepted
papers are organizaed into 15 chapters over two volumes, essentially following the topics
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list included in the call for papers. The first volume (LNBI 13346), entitled “Bioinfor-
matics and Biomedical Engineering. Part I” is divided into eight main parts and includes
the contributions on

1. Biomedical Computing
2. Biomedical Engineering
3. Biomedical Signal Analysis
4. Biomedicine. New Advances and Applications
5. Biosensors and Data Acquisition
6. Image Visualization and Signal Analysis in Biomedical Applications
7. Computational Support for Clinical Decisions
8. COVID-19. Bioinformatics and Biomedicine

The second volume (LNBI 13347), entitled “Bioinformatics and Biomedical
Engineering. Part II” is divided into seven main parts and includes the contributions
on:

1. Chip-seq and RNA-Seq Analysis
2. Bioinformatics and Biomarker Identication
3. Computational Proteomics
4. Computational Systems for Modelling Biological Processes
5. Feature Selection, Extraction, and Data Mining in Bioinformatics: Approaches,

Methods, and Adaptations
6. Machine Learning in Bioinformatics
7. Next Generation Sequencing and Sequence Analysis

This 9th edition of IWBBIO was organized by the University of Granada. We wish
to thank our main sponsor as well as the Department of Computer Architecture and
Computer Technology at the University of Granada (CITIC-UGR) and International
Society for Computational Biology (ISCB) for their support and grants. We also wish
to thank the editors in charge of different international journals for their interest in
publishing special issues of a selection of the best papers of IWBBIO2022. In this edition
of IWBBIO there were two awards (best contribution award and best contribution from
student participant) sponsored by the Editorial Office of Genes, a MDPI journal.

We would also like to express our gratitude to the members of the different
committees for their support, collaboration, and good work. We especially thank the
Program Committee, the reviewers, and the Special Session organizers. We also want to
express our gratitude to the EasyChair platform. Finally, we wish to thank Springer for
their continuous support and cooperation.

April 2022 Ignacio Rojas
Olga Valenzuela
Fernando Rojas

Luis Javier Herrera
Francisco Ortuño
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Abstract. In cancer treatment with radiation, the objective is to kill tumor cells
by damaging their DNA. However, the DNA strand breaks are not yet understood
by which types and energy of electron interactions they are caused. Most ofMonte
Carlo simulations reported in the literature consider an energy deposition in water-
equivalent to cause DNA strand breaks. In recent years, DNA atomistic models
were introduced but still the simulations consider energy deposition in volumes
of DNA material. In the present work, we report advances in the understanding
of DNA single and double strand breaks by low energy electrons, and the results
of the simulations were compared to experimental data. We simulated a model of
atomistic B-DNA, forming 1122 base pairs twisted and forming a length of 30 nm.
Each atom has been represented by a sphere whose radius is equal to the radius
of van der Waals. We repeatedly simulated 10 million electrons for each of the
energies from 4 eV to 500 eV and counted each interaction type with its position
x,y,z in the volume of DNA. Based on the number and types of interactions at the
atomic level, the number of DNA single and double strand breaks were calculated.
In addition, with our simulation, it is straightforward to discriminate the strand and
base breaks as a function of radiation interaction type and energy. In conclusion,
the knowledge of DNA damage at the atomic level helps, for example, to design
internal therapeutic agents of cancer treatment.

Keywords: Monte Carlo simulation · Cancer · Radiation · DNA · Radiotherapy

1 Introduction

In radiotherapy, both by internal or external irradiation in the patient, the objective is to
kill the cancer cells of a solid tumor by damaging their DNA. This goal is attempted by
adjusting the radiation energy fluence in repeated treatment sessions. For example, in
brain cancers, the dose can be of 2 Gy per day, 5 days a week and for 7 weeks. With the
split dose over time, the normal tissue cells have the potential to repair their damaged
DNA. If untreated at the beginning, the tumor cells can migrate and provoke a metastasis
which become difficult to treat with external radiation beam.
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The most dominant effects of radiation interaction with DNA are by means of low
energy secondary electrons set in motion by the primary beam of photons or other
particles. However, the DNA strand breaks are not yet understood by which types of
electron interactions and bywhich level of energies they are caused.Most ofMonteCarlo
simulations reported in the literature consider an energydeposition inwater to causeDNA
strand breaks based on energy levels deduced from experimental measurements [1],
others, more sophisticated, used appropriate density of DNA [2]. In recent years, DNA
atomistic models were introduced but still the simulations consider energy deposition in
volumes of DNA material [3–5].

The Monte Carlo simulations use different platforms and algorithms to simulate
radiation damage to DNA, however, the physics of radiation interaction with DNA
remains mainly the same depending on the low energy threshold and types of interac-
tions included in the simulations [6–8]. Apart from the direct interaction of the incident
radiation beam and the secondary electrons set in motion in the medium, there are also
the water products especially the water radicals which damageDNA [9–11]. Other simu-
lations concentrated on Auger emissions impacting DNA [12, 13]. Even the DNA repair
has been taken into account in the simulations [14, 15].

Despite the great progress in the simulation of the atomistic DNA and radiation
damage to DNA either directly or indirectly, there remains hot topics still under inves-
tigation, among them the physics of low energy electrons below 5 eV, the types of
interactions provoking DNA strands or bases breaks, simultaneous effects of incident
radiation and secondary electrons, environment of DNA, etc. Once pairing simulations
with experiments to retrieve the global experimental results, it could be an avenue to
isolate individual radiation effects from the simulations. In other words, the simulations
allow to decompose the experimental results in their sub-effects including the possible
extraction of the cross sections.

Among the great advantages of GEANT4-DNA is the choice of the DNA breakage
mechanism according to the types of interactions and the energy deposited. In this con-
text, several studies have been carried out experimentally to measure the dose necessary
to induce a DNA single strand break (SSB) and double strand break (DSB). Other stud-
ies reported simulations performed using these experimental data to quantify the DNA
SSB and DSB. In addition, some algorithms have been designed to convert the energy
deposited into numbers of DNA breaks such as GEANT4-DNA (PDB4DNA) [3].

In order to develop a simulation tool for internal dosimetry estimation, and in a second
step for both internal dosimetry and imaging with positron emission tomography (PET)
(theranostic), we wanted by the present work to reproduce with Monte Carlo simulation
the yield of SSB and DSB produced by low energy electrons in an experimental setup
[16, 17], and to assess the impact of each type of electron interaction onDNAbreaks. For
this purpose, we simulated a model of atomistic DNA, B-DNA, where each monomer
was a nucleotide composed of a nucleic base (adenine, cytosine, guanine, and thymine)
coupled to a deoxyribose molecule, which in turn is linked to a phosphate group, thus
forming 1122 base pairs twisted and forming a length of 30 nm [11]. We used several
electron energies and compared our results with the experimental results from [16, 17].



Calculation of DNA Strand Breaks by Types of Electron Interaction 5

2 Materials and Methods

The geometry of DNA was created using the PDB files from The Protein Data Bank
(PDB), which provides a variety of data for many molecular models (https://www.rcsb.
org/) [3, 5]. These data describe themacromolecule atomic localization, i.e., theCartesian
coordinates of the atoms in a three-dimensional coordinate system.Furthermore, thePDB
dataset provides a simple notation for building the DNA molecules in space, as well as
many additional atomic details.

The DNA geometry chosen for this work was the B-DNA, which was formed of two
anti-parallel strands wrapped around one other to form a double helix. Each strand is a
polymer known as a polynucleotide. Each monomer is a nucleotide, which is composed
of a nucleic base (adenine, cytosine, guanine, or thymine) coupled to a deoxyribose
molecule, which in turn is linked to a phosphate group.

During the geometry simulation, a partially condensed DNA structure was chosen
to represent the cells in vivo. For such needs, the atomic positions have been extracted
one by one from a PDB file, giving the atomic description of a DNA molecule con-
taining 1122 base pairs twisted with a final length of 30 nm. Each atom has been
represented by a sphere whose radius is equal to the radius of van der Waals [18],
and the molecules were constructed using G4UNIONSOLID class integrated into
GEANT4 (https://indico.cern.ch/event/647154/contributions/2714212/attachments/152
9029/2397032/BookForApplicationDevelopers.pdf). This routine allows to properly
combine two solids of different shapes to create a new shape. Using this method, we have
placed the molecules one by one by placing the spheres representing their atoms, each
molecule was represented by a set of spheres that have been well united. The phosphate
group, for example, was represented by a union of 5 spheres, 1 atom of phosphorus and
4 atoms of oxygen. The spheres were filled with materials that have the same density
as the DNA molecules to which they belong. This technology not only makes geometry
simulation easier, but also makes it faster to precisely identify atoms and molecules
interactions with the incident and secondary particles.

We simultaneously simulated six DNA targets consisting each of a twisted DNA
molecule with a length of 30 nm, all were placed in a vacuum cube with an edge of
400 nm, and an isotropic source was set at a distance of 40 nm from the six DNA targets.
The primary particlesweremono-energetic electrons produced according to a solid angle
in order to cover all the six molecules of the DNA. The energies used were 4 eV, 6 eV,
10 eV, 15 eV, 20 eV, 30 eV, 50 eV, 100 eV, 200 eV and 500 eV. In each simulation, the
DNA targets were irradiated with 107 electrons of the same energy, and each simulation
was repeated 10 times in order to calculate the mean value and the standard deviation
for uncertainty calculation. The energy deposit was counted for each interaction type
and at each position x,y,z in the volume of DNA thus localizing the atoms where the
interactions occurred. Based on the number and types of interactions at the atomic level,
and by comparisonwith experimental measurements [19–22], the number of DNA single
strand and double strand breaks were calculated.

The Monte Carlo code used in this work was GEANT4 which is provided in the
form of a toolkit containing the elements necessary to simulate the particle trans-
port and interactions (https://indico.cern.ch/event/647154/contributions/2714212/attach
ments/1529029/2397032/BookForApplicationDevelopers.pdf). In summary, GEANT4

https://www.rcsb.org/
https://indico.cern.ch/event/647154/contributions/2714212/attachments/1529029/2397032/BookForApplicationDevelopers.pdf
https://indico.cern.ch/event/647154/contributions/2714212/attachments/1529029/2397032/BookForApplicationDevelopers.pdf
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is an open toolkit developed at the European Organization for Nuclear Research (CERN)
for the simulation of particle interactions in matter and open for contributions world-
wide. GEANT4 is used in several domains including high energy and nuclear physics,
space and medicine. In the present work, low energy electrons are considered as they
are provoked by energetic photons in radiotherapy treatment. The free path of electrons
before interaction and any type of their interactions depending on energy are regulated
by probabilities based on theory and experimentation. At the end, the electrons energy
transfer to any molecule in the medium is registered and converted to molecular breaks,
ionizations and vibrations.

In the present study, the use of newmaterial inGEANT4-DNAnecessitated the incor-
poration of new cross-sections during the computation of the mean free path and inter-
actions of the particles. We used the physical processes in GEANT4-DNA to simulate
all possible interactions between electrons and DNA, i.e. ionization, elastic interaction,
vibrational excitation, and dissociative electron attachment (DEA).

For the two types of ionization interactions and elastic interactions, we used the
two models G4DNAPTBElasticModel and G4DNAPTBIonizationModel which were
introduced in GEANT4-DNA by Bug et al. [23]. A simplified model of the Auger effect
has been presented as well. Any ionization of a carbon or oxygen atom results in the
release of anAuger electron,whereas ionization of a nitrogen atom results in the emission
of two electrons.

The interaction of vibrational excitation was also defined by introducing a new cross-
section for the 6 DNA molecules: the 4 bases plus deoxyribose and phosphate group.
When we had a vibrational interaction, we made a random pick of vibration mode to
calculate the deposited energy. The excitation interaction is less likely to induce SSB
and DSB, but it has an important role in the dose distribution.

As previously stated, electrons with energies lower than the vibrational excitation
energy can induce the DNA strand breaks through DEA. For that purpose, a new cross
section has been introduced in order to properly identify the effects of these electrons
with energies between 0 eV and 10 eV.

The previous experimental works from which we extracted the cross-sections were
those of Abdoul-Carime et al. (2005), Denifl et al. (2004), Ptasińska et al. (2004), and
Pan and Sanche (2006) [19–22]. The first twoworks gave a detailed study on theDEA for
adenine, cytosine, guanine and thymine isolated in the gas phase. Using these works, we
were able to directly extract the cross-sections of the four bases. On the other hand, we
extracted the cross-sections of the deoxyribose sugar fraction and the phosphate group
from measurements performed by Ptasińska et al. (2004) and Pan and Sanche (2006)
[21, 22].

In this work, we considered the DEA as a competitive interaction with the electronic
excitation according to the cross sections discussed above. When we had a dissociative
electronic attachment, we assumed a break of the molecule. As a result, the electron is
no more tracked.
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In present study, we used a new approach to count SSB and DSB at the DNA level.
We assumed that the breakage threshold strongly depends on the type of interaction. For
this purpose, we took into consideration the three main types of interactions (ionization,
excitation, and dissociative electronic attachment), each interaction type has a way of
inducing a DNA breakage according to the cross sections described above. First, given
that the ionization is a key factor in DNA damage and is the most likely DNA damaging,
we assumed that an SSB is formed at the DNA level by an ionization if the interaction
occurs accompanied by a local energy deposition beyond the ionization threshold of
10 eV [24]. On the other hand, we considered that the vibrational excitation as an
important role in the dose deposition, but it does not represent a dissociative pathway of
DNA. Following that, we assumed that the DEA interaction is a direct DNA dissociation
pathway, and that if we have a DEA interaction, it directly leads to a single break at the
DNA level.

Strand breaks are most typically seen in the DNA backbone (phosphate and 2-
deoxyribose) and are caused by the phosphate-deoxyribose bond or, less commonly,
the base-deoxyribose bond. The breaks at the DNA bases level can also cause strand
break under the effect of low energy electrons by a charge transfer from the DNA bases
to the strand molecules, however in this work; we just considered the direct effects on
DNA strands. For that purpose, we assumed that an SSB is defined as a break under the
energy deposition as discussed above, and a DSB is defined as two SSBs located on two
opposite strands with a distance less than 10 nucleotide pairs.

The first parameter calculated was the dose deposited by all interactions (in Gy)
for each given energy beam. The second parameter calculated is the DNA strand break
yield per incident electron, by dividing the total number of breaks by the total number of
incident electrons. The yield of single strand breaks (YSSB) and double strand breaks
(YDSB) were also calculated in the units of strand breaks per Gray per Dalton to make
a relation between the geometry of the DNA, the deposited dose, and the DNA weight
[25, 26].

YSSB or DSB = Number of SSB (DSB)

Dose(Gy)× DNA weight (Dalton)

Finally, the number of strand breaks was determined under the effect of the inci-
dent electron energy, and at the end we made a comparison between the three electron
interactions, to find out the dominant breaking mechanism for every given energy.

Becausewe compared our results with those in the experiments in [16, 17], we briefly
describe those experimental setups. The study was conducted with an electron acceler-
ator. The authors used a DNA with 3197 base pairs. The DNA was set on a tantalum
support inside an upper high vacuum chamber and irradiated with an electron beam of
energy varying between 5 eV and 1 keV. The detailed description of the experimental
setup can be found in [27]. Figure 1 depicts the results from such experiments showing
the yields of SSB and DSB, and also the fitting of these results in an attempt to identify
the partial contribution from different electron interactions.
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Fig. 1. Left: DNA SSB and DSB as a function of electron energy. Right: SSB and DSB fitted with
gaussians to isolate electron interaction effects on DNA. Reprinted with permission from [17].
Copyright 2022 from Journal of the American Chemical Society.

3 Results

The deduced cross sections of adenine, cytosine, guanine and thymine from [19, 20],
and those of the deoxyribose sugar and the phosphate group from [21, 22] are shown
in Fig. 2. The cross sections of the other electron interactions are described in [23].
According to these figures (Fig. 2), the electrons can interact with the DNA bases in
the energy range below 4 eV. Meanwhile, the DEA is favored in the phosphate group
in DNA strand molecules, as seen in Fig. 2, which shows a high peak in the electronic
energy range between 4 and 10 eV. However, the deoxyribose can be dissociated by
electrons with lower energy between 0 and 2 eV.

Figure 3 shows the deposited dose in DNA increasing with the electron energy till
a maximum dose of 5.7 · 105 Gy for 100 eV, then progressively decreasing at higher
electron energies. Each data point in this curve is the result of the simulation at the
corresponding energies. We notice a small peak at 10 eV, which corresponds to the high
dissociative electron attachment cross section. The deposited dose for each beam depicts
the amount of energy deposited through the three interaction types for every simulated
energy. The deposited dose contains all doses deposited by the primary and secondary
electrons.
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Fig. 2. Deduced cross sections from experimental studies [19–22]. These cross sections were
used in our simulations.

Figure 4 shows the yields of SSB and DSB per incident electron under the effect of
each energy beam between 4 eV and 300 eV. The error bars correspond to the standard
deviation for each given energy deduced from simulations repeated 10 times in the
same configuration. From these figures we can clearly distinguish the properties of each
energy. In general, the two curves have the same features and shape, with the quantity
of DSB being nearly third of that of SSB.

The creation of SSB and DSB starts at the lowest simulated energy of 4 eV. The
amount of SSB and DSB rapidly increase to reach a local maximum of 5.7 · 10–4 SSB
per electron and 1.9 · 10–4 DSB per electron at 10 eV due to the cross section of DEA
which dominates in this energy range. Subsequently, the quantities of breaks decrease
to make a minimum between 13 eV and 18 eV due to the disappearance of the DEA.
They thereafter increase to arrive at the highest maximum of 10 · 10–4 SSB per electron
and 3.5 · 10–4 DSB per electron for the electrons of 100 eV. We also noticed that the
induced breaks by electrons of 100 eV and 200 eV do not differ significantly.
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Fig. 3. Deposited dose in DNA as function of the simulated electron energies. For the energies
simulated, the 100 eV electrons produced the highest dose deposited inDNA.A small peak appears
at 10 eV corresponding to the dissociative electron attachment cross section.

Fig. 4. DNA strand breaks for SSB and DSB per incident electrons as a function of electron
energy. The energy is shown from 4 eV to 300 eV to expand the peak at 10 eV.

Fig. 5. Yields of SSB and DSB per Gy and per Dalton for the indicated electron energies. The
arrow indicates the 15 eV data point.

Figure 5 shows the yields calculated for single-strand breaks (YSSB) and double-
strand breaks (YDSB) in units of breaks by Gy and by Dalton for each simulated energy
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source. Due to the small amount of the deposited dose by the electrons with the lowest
energy, the high yield appears for energies less than 15 eV (black arrow in Fig. 5). This
energy corresponds to DNA sensitivity to low energy electrons, which implies that even
if the deposited dose is too small, the low energy electrons can cause SSB and DSB.
Thereafter, at 20 eV the SSB and DSB yields increase to a maximum near 30 eV, after
that the yields start to gradually decrease to make a plateau after 150 eV.

Fig. 6. The percentage of the number of strands breaks as a function of electron energy.

Figure 6 shows the percentage of the number of strand breaks under the effect of each
electron energy beam. In this figure, we can distinguish two phases, in the first phase
between 0 eV and 30 eV, we see that the number of strand breaks started from around
0% in the case of energy less than 4 eV, noting that 4 eV was the lowest electron energy
simulated, then the energy of the electrons increased, the breaking yield also increased
and showed a peak near 10 eV, then it decreased to reach a minimum of almost 63% of
strand breaks for the electrons having an energy of 20 eV. The second phase depicting
the number of broken strands increases with energy to reach a maximum value of around
88% near the energies of 100 eV, and it remains almost constant to show a plateau for
higher energies above 100 eV. This means that electrons with energy greater than 100 eV
are the most damaging to DNA, which is as expected since when using an electron beam
of 100 eV for example, these electrons create secondary electrons that have low energies
between 0 eV and 50 eV.

Figure 7 shows the quantity of each type of interaction for each electron energy
simulated. For the simulation with 4 eV, we notice that the 10 million electrons made
around 300 DEA events, whereas the 6 eV electron beam generated almost 4200 DEA
events and a small quantity of vibrational excitation events. This reflects the fact that
DEA is the dominant interaction in the energy range between 0 and 10 eV.

The electrons of 10 eV performed both types of interaction, vibrational excitation
and DEA. However, above 10 eV, we noticed that ionization began to occur.

For the 15 eV beam, the vibrational excitation presented the major interaction, while
for the 20 eV, ionization showed the major interaction indicating that the ionization
cross-section was greater than those of the other interactions.

We can observe that for beams with energies greater than 20 eV, the dominant
interaction remains the ionization, which reaches a maximum for beams with energies
greater than 100 eV.
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Fig. 7. The number of each type of interaction for each simulated electron energy beam. EXC is
for vibrational excitation and ION for ionization.

Furthermore, when the energy exceeds 30 eV, the primary electrons can only perform
the ionization events and the other types of interaction came from the secondary electrons
which were released as a result of DNA ionization.

Apart from the comparison with the experimental results in Fig. 1 where our results
display a great similarity, we have also compared our results with the simulations of
Charlton et al. and Nikjoo et al. in Table 1 [25, 28]. Although the configuration of these
simulations and the energy threshold on secondary electron tracking was not exactly
similar to those in ourwork, the simulationsmainly targetedSSBandDSBas in ourwork,
and their results are comparable to our simulation. We compared the yields calculated
for single strand breaks (YSSB) and double strand breaks (YDSB) per Gy per Dalton for
electron beams of 100 eV and 300 eV, and the results are presented in Table 1. It can
be seen that the calculated values for YSSB are not very dissimilar, with our value at
300 eV located between those of the other two works. However, the values of YDSB
appear biased in comparison to the other works, which might depend on the definition
of the occurrence of DSBs whether it was caused by the same electron and at which
distance from the SSB.

4 Discussion

In internal radiation therapy (brachytherapy) of solid tumors, a capsule is placed inside
or near a tumor which can be accessed with local and simple surgery. Several cancer
sites can be implemented with such local treatment like cancers in the prostate and head
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and neck. The capsule can remain in the body for a predefined time in minutes or days.
The capsule contains radioemitter isotopes with preselected radiation types and energy
[29]. The beta and gamma emitters are the most used isotopes in such treatments.

Table 1. Comparison of yields of SSB andDSB between the present work andworks fromNikjoo
et al. and Charlton et al. [25, 28].

E (eV) YSSB (Gy−1Da−1 × 10−10) YDSB(Gy−1Da−1 × 10−11) Total SSB/Total
DSB

Our
work

Nikjoo
et al.

Charlton
et al.

Our
work

Nikjoo
et al.

Charlton
et al.

Our
work

Nikjoo
et al.

100 1.55 2.5 – 5.8 1.5 – 3.4 –

300 1.6 2.5 1.36 5.7 2.3 2.64 2.8 3.4

In order to use internal radiation therapy, imaging of the patient is first conducted
to locate the tumor, its density, its volume and its surrounding normal tissues. Although
the tumor is macroscopic and the interaction of DNA is sub-microscopic, the dose-
equivalent to SSB and DSB can be extracted from GEANT4-DNA and normalized in
such a way to discriminate the dose to DNA from other doses in the tissues [30]. To
date, it is very demanding in space and time to develop the geometry even at the level of
a single tumor cell in order to locate its DNA. The experimentation and the simulation
of isolated DNA until now have been conducted in several environment configurations,
such as in water or in the presence of gases.

The knowledge of the types of interactions with DNA are of great importance in
order to select the appropriate isotopes or external beams. Validating a simulation by
comparison to an experimental measurement allows, in turn, to estimate the impacts of
the individual types of interactions as a function of energy, which cannot be done by
experimentation. Therefore, in the present work, we compared our results to the works
conducted experimentally in [17] in addition to the extraction of the cross sections from
the experiments on DNA [19–22], and we provided the types of interactions individually
as a function of energy induced by primary beams (Fig. 7).

5 Conclusion

Wereported in this paper the rates of the interaction types inDNAas a function of electron
energies: ionization, vibrational excitation, and dissociative electron attachment. The
single strand and double strand breaks of DNAwere found comparable to those obtained
with experimental setups. The dissociative electron attachment was found to be the only
present at energies below 10 eV of electron energy. The excitation appears around 10 eV,
while the ionization becomes dominant at around 30 eV and above.
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Abstract. Metabolite analysis reveals new challenges in human health care. This
human health care connects to the immune system and presents opportunities for
the prevention and detection of early hidden disease symptoms. Predicting the
concentration of immune metabolites and confirming relationships between con-
centrations of individual metabolites have the potential to create breakthroughs in
diagnostic techniques. This early detection of serious diseases plays a major role
in overall recovery. Moreover, metabolite analysis linked to biomedical applica-
tions could provide an ideal tool for preventive healthcare and the pharmaceutical
industry.

This study presents the linear prediction of selectedmetabolites involved in the
immune system. The evaluation relied on accurate linear prediction modeling and
subsequent comparison. This is the first step toward determining the relationship
of metabolites and immune system using computational biomedical analysis.

Keywords: Linear regression · Immunology · Computational biomedical
analysis ·Metabolomic prediction

1 Introduction

Current research and experimental evidence provide a new perspective on several
metabolism-influencing factors which play an important role in regulating immune
response. These recent findings have led to further investigations which have pushed
analysis of the interface between metabolic and immune systems to the fore [1–3]. Cor-
rect identification of the roles of immunemetabolites in relation to early disease detection
and prevention plays a major role in the choice of treatment options [4, 5].

The immune system plays an active part in metabolism regulation [3]. For example,
lymphocyte activation initiates cell differentiation, proliferation, and cell growth, which
in turn increase metabolic demand, reflected in changes in metabolite concentrations.
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A study by Namrata and Rajat [1] describes how signaling through the immune system
integrates with metabolic functions to drive the immune response and vice versa.

The immune system is studied not only as a defence against tumors and infectious
agents attacking the host; it is also critical in the maintenance of homeostasis or for the
protection against forms of immune dysregulation, such as allergies [1, 6]. Thus, the
study [1] calls immune metabolism an emerging field of investigation which is at the
interface between the distinct disciplines of immunology and metabolism.

In addition, the immune system also participates in the control of the resident colo-
nizing microflora, which are essential for immunologic and metabolic health [1]. This
highlights on the role of glucose in the immune system, as these regulatory processes are
very energy intensive. Specifically, the pathways of glucose utilization, such as the pen-
tose phosphate pathway are functional in lymphocyte stimulation, as they show limited
resting lymphocyte metabolic activity, depending on the availability of trophic signals
and nutrients such as glucose [1, 7]. However, when T-cells start proliferating, they
begin moving from a quiescent to a highly secretory state after being activated, leading
to processes which increase glucose consumption and hence induce activation of gly-
colysis [8]. Consequently, we can expect a relationship between changes in the immune
system and concentrations of various metabolites, such as fumarate [9], isoleucine [10],
glutamine [11], lysine [12], tryptophan [13–16], arginine [16, 17], and histidine [16].

Fumarate has interesting potential in innate immune memory and the induction of
trained immunity. It is mediated by the activation of immune and metabolic pathways,
which results in epigenetic regulation of cellular functional programs [9]. A study by
Arts et al. [9] identified glycolysis, glutaminolysis, and the cholesterol synthesis pathway
as essential for the induction of trained immunity by β-glucan in monocytes, followed
by fumarate accumulation using glutamine supplementation, integrating the TCA cycle
into the immune response. Moreover, fumarate alone elicits an epigenetic program [9].
Another interesting metabolite is isoleucine. Isoleucine [10], one of the branched chain
amino acids, is critical in physiological functions such as immunity, protein metabolism,
glucose transportation, and fatty acid metabolism. A study by Gu et al. [10] describes
isoleucine as a metabolite component with potential to improve the immune system,
including immune organs, cells, and reactive substances. Additionally, recent studies
have shown that isoleucine can induce the expression of host defence peptides, which
can lead to regulation of host innate and adaptive immunity [10]. Another key immune
metabolite is glutamine [11], which is themost abundant metabolite in the body. The rate
of glutamine consumption by immune cells is similar to or even greater than glucose [11].
Glutamine has interesting connections with organs, such as the gut and skeletal muscles,
while other metabolites, such as lysine, have a connection with specific diseases such as
obesity, type II diabetes, and cardiovascular diseases. Lysine [12] has an important role
in immunological and metabolomic pathways. It connects to lysine acetylation which
is vitally important in these pathways and regulates the balance between energy storage
and expenditure [12].

Overall, research on immunological metabolites has huge potential in opening up
new methods for cancer treatment. In particular, tryptophan, arginine, and histidine are
touted as a new hope for cancer immunotherapy [16]. Tryptophan catabolism is impli-
cated in the kynurenine pathway (KP) as one of many mechanisms involved, and the
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enzymes that break down tryptophan are found in immune system cells [13, 18]. Recent
studies reveal that tryptophan breakdown is necessary formaintaining aspects of immune
tolerance [13]. Moreover, the balance between the production of two types of metabo-
lites is controlled by key rate-limiting enzymes and, in turn, molecular signals such as
interferon-γ (IFN-γ) [18]. These signals activate the KP metabolism of tryptophan via
the enzyme, as opposed to alternative pathways for serotonin and melatonin production
[18]. Thus, tryptophan catabolism produces important substances such as N-acetyl sero-
tonin and melatonin [16]. Early work showed that tryptophan deficiency due to IFN-γ
treatment was related to the anti-proliferative effect of this cytokine on intracellular
parasites and tumors [16, 19].

Arginine and citrulline are closely linked biological pathways. L-arginine can be
synthesized from L-citrulline inside the body [16, 17]. The main role of arginine in the
enhancement of the immune system is connected to the production of insulin, prolactin,
growth hormone, and insulin-like growth factor-I [16, 20]. Many studies have reported
the importance of arginine in nitric oxide (NO) synthase activation for NO synthesis
[16]. NO is one of the most important contributors to both innate and acquired immunity
[21].

Finally, among the group of metabolites that serve as a new hope for cancer
immunotherapy is histidine [16]. Histidine is abundant in plasma glycoproteins and
has many biological functions, such as cell adhesion, migration, supplement activation,
immune complex rescue and apoptotic cell phagocytosis [16]. A study by Tantawy et al.
[16] notes that few studies have reported the role of dietary histidine in the immune sys-
tem of animals, but a deficiency of dietary histidine leads to a reduction of protein levels
in the plasma [22]. The present study used linear prediction algorithms for mathematical
verification of the inferred relationship among metabolites. Based on these findings, we
were motivated to enhance and encourage the use of prediction tools in the elucidation
of relationships between metabolites implicated in immune responses.

2 Materials and Methods

This study analysed a metabolomics dataset from a study by Chu et al. [23], aiming
to present a combination of the most rigorously studied branches today. The immune
systemand its connection tometabolic analysiswere explored through the use ofmachine
learning approaches for prediction of metabolite concentrations and the relationship to
each other.

2.1 Dataset

The study by Chu et al. [23] showed insight into the differences in metabolite levels,
immune responses, and immune disease risk. Chu et al. [23] published the dataset for
genetic, metabolomic, and phenotype data. Our studyworked onlywith themetabolomic
datasets, which are available in Additional File 23 from Chu et al.’s study [23] or at
https://500fg-hfgp.bbmri.nl. Metabolite abundance levels were acquired from General
Metabolomics (GM).

https://500fg-hfgp.bbmri.nl
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2.2 Methods

Our methodology was based on regression algorithms. The dataset represented a matrix
which included columns representing individual metabolite concentrations and rows
representing measured subjects. Seven metabolites were selected as immune metabo-
lites based on previous assumptions and the literature [8–18]. The pipeline of our
methodology is shown in Fig. 1.

GM data1. Feature selec�on part

All data
2. Predic�on modeling part

ND data

Linear predic�on models

x  x x …   …   …  x x x
…    …   …   … …   …  … 
…    …   …   … …   …  … 
x  x x …   …   …  x x x
x x x …   …   …  x x x

M1 M2  M3         ….          ….     M1589 
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HV_458

M3 x   x x ….    x   x x
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M2  
M3
….         
….     

M1589 

HV_458….….HV_002HV_001

x   x x ….    x   x x
…    …   …   … …   …  … 

…    …   …   … …   …  … 

x   x x …    x   x x

x   x x …    x   x x

Predic�on

20% Tes�ng Dataset80% Training Dataset

LASSO regression
Ridge regression
Bayesian Generalized Linear Regression

A

B

Kolmogorov-Smirnov test

Matrix par��on

Concentra�on of immune metabolite 

Fig. 1. Schema of whole methodology; (A) represents overview of used pipeline. GM data is
metabolite abundance levels acquired from General Metabolomics, All data includes whole GM
dataset, ND data represents metabolite data which meet the normal distribution; (B) is core of
prediction methodology where the log-normalized dataset as matrix where HV_001, HV_002
etc. represent measured subjects; M1, M2, etc. represent metabolites and M3 in blue frame is
representative of immune metabolites.

Firstly, the Kolmogorov-Smirnov test [24] was used to check the normal distri-
bution of the metabolite dataset. Only 147 metabolites fulfilled the condition of a p-
value greater than 0.05 after the Kolmogorov-Smirnov test from a total number of 458
metabolites. Thus, the first step in our methodology included a pre-processing step of
log-transformation to fulfil the condition of a normal distribution for most metabolites.
Thus, the dataset was divided into All data, which included all metabolites from the
GM dataset, and ND data, which included only metabolites fulfilling the condition of a
normal distribution.
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The next steps were part of the predictive analysis. The pipeline of our predictive
methodology is shown in Fig. 1, Section B. The core of the prediction modeling was
the transposed matrix, metabolite abundance, from which immune metabolites were
removed and used as validation samples for training and testing based on the remaining
metabolites. Applied predictive analysis was based on regression methods, such as Least
Absolute Shrinkage and Selection Operator (LASSO) regression [25], Ridge Regression
(RR) [26, 27], and Bayes Generalized Linear Regression (BGLR) [29]. The whole anal-
ysis was implemented in the programing language R using the packages R/gbm [28],
R/glmnet [30, 31], R/MLmetrics [32], and R/BGLR [29, 33].

LASSO Regression
LASSO regression aims to identify the variables and corresponding regression coeffi-
cients which minimize prediction error [25]. The main principles of LASSO regression
rely on the model parameters which modify the regression coefficients towards zero;
i.e., the sum of the absolute values of the regression coefficients is modified to be less
than a fixed value (λ) [25]. The choice of λ was made by using an automated k-fold
cross-validation approach using R/glmnet [30].

Ranstam [25] states that LASSO regression is a method which has been shown to
outperform standardmethods in some settings. However, this method is often affected by
overfitting and optimism bias, which lead to the need to validate a model in an external
dataset. Moreover, the LASSOmethods exchange potential bias in estimating individual
parameters for better expected prediction values [25].

Ridge Regression
RR is the most popular parameter estimation method for dealing with the collinearity
problem inmultiple linear regression [26]. RR is an extension of linear regression similar
to LASSO. However, RR includes a loss function which is modified to minimize the
complexity of the model. This includes a penalty parameter represented by the square
of the magnitude of the coefficients.

A study by Marquardt and Snee [27] showed that if the predictor variables are
highly correlated, RR produces coefficients which predict and extrapolate better than
least squares and thus is a safer procedure for selecting variables. As a result, RR can
sometimes appear to be more advantageous than linear regression or LASSO.

Bayesian Generalized Linear Regression
BGLR [29] is an approach which fits various types of parametric Bayesian regres-
sions. BGLR allows integration of various parametric shrinkage and variable selection
procedures in a unified and consistent manner [33].

The R/BGLR package [29] is based on a Gibbs sampler with scalar updates such as
scaled-t (called as BayesA), scaled-t mixture (called as BayesB), or Gaussian mixture
(called as BayesC). Our study used all of these scaled approaches for prediction analysis
and compared the results.
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3 Results

Themodeling datasetwas divided into training and testing data at a ratio of 80%(training)
to 20% (testing). In total, we had 1,588 observations representing metabolites and 459
variables representing human experimental subjects.

Poisson and Gaussian were chosen for the family argument in the LASSO and RR
models. However, after a subsequent comparison, a model with more advantageous
parameters included Poisson family argument was selected. In the BGLR approaches,
the predictionmodels were created using different scaledmethods and also subsequently
compared to each other.

3.1 Metabolomic Prediction Using LASSO Regression

The evaluation of performance prediction represents two error values: mean square error
(MSE) and mean absolute error (MEA). The best model keeps errors as low as possible.
The best family argument for metabolomic prediction was Poisson.

Table 1 includes the evaluation parameters of metabolomic prediction for each
selected immune metabolite based on All data and ND data. The best modeling param-
eters were for fumarate prediction, while (iso)leucine and glutamine showed the largest
MSE and MEA.

Table 1. The evaluation parameters of created metabolomic prediction based on LASSO regres-
sion. All data means prediction models based on all dataset, ND data represents models created
by metabolites only with normal distribution. PV represents Poisson deviance connects to Poisson
family arguments rely on Poisson distribution.

All data ND data

PV MSE MEA PV MSE MEA

Fumarate 24.43 67.23 8.20 24.31 66.84 8.17

(Iso)leucine 46.69 164.47 12.82 46.90 164.19 12.81

Glutamine 32.42 98.66 9.93 45.69 158.25 12.58

Lysine 45.04 155.19 12.46 45.13 155.60 12.47

Tryptophan 43.22 146.50 12.10 43.12 146.48 12.10

Arginine 40.90 135.75 11.65 41.19 137.19 11.71

Histidine 45.50 157.37 12.54 45.47 157.23 12.54
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3.2 Metabolomic Prediction Using Ridge Regression

The evaluated parameters of RR modeling are shown in Table 2. The parameters were
very similar to those from the LASSO regression models. Slight changes here were
obscured by rounding. Noticeable changes were only connected to lysine. These results
matched the conclusions from the LASSO regression. Thus, there was no significant
difference between the use of LASSO and RR in metabolomic prediction in the search
for relationships.

Table 2. The evaluation parameters of created metabolomic prediction based on ridge regression.
All data means prediction models based on all dataset, ND data represents models created by
metabolites only with normal distribution. PV represents Poisson deviance connects to Poisson
family arguments rely on Poisson distribution.

All data ND data

PV MSE MEA PV MSE MEA

Fumarate 24.43 67.23 8.20 24.32 66.84 8.17

(Iso)leucine 46.69 164.47 12.82 46.90 164.19 12.81

Glutamine 32.42 98.66 9.93 45.69 158.28 12.58

Lysine 45.05 155.19 12.46 45.13 155.60 12.47

Tryptophan 43.22 146.50 12.10 43.21 146.48 12.10

Arginine 40.90 135.75 11.65 41.19 137.19 11.71

Histidine 45.50 157.37 12.54 45.47 157.23 12.54

3.3 Metabolomic Prediction Using BGLR

The evaluation of performance prediction included two error values: MSE and Pearson
correlation coefficient (rcc). Table 3 and Table 4 show the results of the metabolomic
prediction using BGLR approaches. Contrary to previous results, the best model
using BGLR was created for the lysine metabolite, where the correlation coefficient
was approximately 99%. The lowest correlation coefficients, higher than 89%, were
calculated for fumarate and histidine prediction. However, these values are still high.

TheMSEparameterwas also the best for lysine and theworst for fumarate prediction.
The means of the Pearson corelation coefficient for models relying on All data, using
BayesA, BayesB and BayesC, were 0.953, 0.952, and 0.950, respectively. The means of
the Pearson corelation coefficient formodels relying onNDdata, usingBayesA,BayesB,
and BayesC, were 0.947, 0.950, and 0.949. Therefore, the highest Pearson correlation
coefficients were included in the BayesB scaling.
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Table 3. The evaluation parameters of created metabolomic prediction based on BGLR using
different scaling. The evaluation parameters were calculated for all data and chosen as rcc represent
Pearson correlation coefficient and MSE as mean square error.

BayesA BayesB BayesC

rcc MSE rcc MSE rcc MSE

Fumarate 0.864 0.010 0.864 0.010 0.856 0.011

(Iso)leucine 0.979 0.003 0.979 0.003 0.976 0.003

Glutamine 0.988 0.003 0.988 0.003 0.988 0.003

Lysine 0.993 0.001 0.993 0.001 0.992 0.001

Tryptophan 0.973 0.002 0.973 0.002 0.970 0.002

Arginine 0.986 0.002 0.984 0.002 0.984 0.002

Histidine 0.888 0.007 0.884 0.007 0.882 0.007

Table 4. The evaluation parameters of created metabolomic prediction based on BGLR using dif-
ferent scaling. The evaluation parameters were calculated for ND data and chosen as rcc represent
Pearson correlation coefficient and MSE as mean square error.

BayesA BayesB BayesC

rcc MSE rcc MSE rcc MSE

Fumarate 0.871 0.009 0.870 0.009 0.870 0.009

(Iso)leucine 0.964 0.003 0.968 0.003 0.966 0.003

Glutamine 0.986 0.004 0.987 0.004 0.987 0.004

Lysine 0.990 0.001 0.990 0.001 0.989 0.001

Tryptophan 0.964 0.002 0.966 0.002 0.963 0.002

Arginine 0.980 0.003 0.983 0.002 0.983 0.002

Histidine 0.876 0.007 0.884 0.006 0.885 0.006

4 Discussion

In this study, we have presented a new approach for determining relationships resulting
from biological wet experiments connected to immune metabolites. Due to the grow-
ing quality of metabolomic protocols, research has shifted to the post-genomic era,
where its main purpose is to understand the relationships among the individual molec-
ular components. Our study has focused on immune metabolites, particularly fumarate,
(iso)leucine, glutamine, lysine, tryptophan, arginine, and histidine. Their relationships
with other metabolites and their abundance were confirmed due to high predictions of
each other. In the future, we could predict and detect early symptoms of individual
immune diseases based on metabolic concentration after confirmation by mathematical
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algorithms, such as those evaluated in this study. This could provide a powerful predictive
capacity, where model evaluation is integral in faster diagnosis and disease prevention.

At the beginning of this study, the distribution of the data was checked through
individual metabolite distributions. This was a necessary step, because the prediction
methods based on the linear approach are not familiar with outlier values [34, 35]. We
found that 67% of the dataset did not satisfy the condition of normalization using the
Kolmogorov-Smirnov test. The dataset was then normalized using log-transformation
[36]. Before prediction, we also performed overall centralization using the scale function
[37–39]. Based on further verification of normalization distribution, the datasets were
divided into All data and ND data which had been used to input data into the modeling.
Thus, we performed prediction modeling relying on all metabolites and metabolites
which have normal distribution. The expectation was that the models would have better
performance parameters using ND data, because this study focused on linear prediction
modeling.

The main goal of the study was achieved using linear prediction modeling, which
mathematically confirmed the relationships between the concentrations of immune
metabolites and other metabolites. We used the LASSO regression, RR, and BGLR
modeling approaches. First, the study resolved the correct setting of input family argu-
ments for the LASSO and RR modeling approaches. The Poisson family [30] was far
more effective than the Gaussian family argument. Some studies [40] report the classi-
cal Poisson family as inappropriate for modeling. However, it proved more useful than
Gaussian in our study. Using zero-Inflated Poisson regression as a modeled family could
be an interesting next step, in improving linear predictions.

The resulting performance of the models themselves is expressed by their evaluated
parameters. LASSO and RR modeling are described by Poisson deviance to detect
outliers [41], MSE, and MAE [42, 43]. MSE is one of the most evaluated parameters for
created models. However, MSE usually exhibits a misleading average error indicator;
therefore, MAE may be a better metric for that evaluation in some cases [42]. Due to
these inconsistencies, both errors are listed in this study. Table 1 and Table 2 include
Poisson deviances, MSEs, and MAEs for the LASSO and RR models. The prediction
performances were very similar for the two-model approach. Some slight changes here
were obscured by rounding. One visible change was included in the lysine prediction
modelsů however, this difference was very small. The results provide two perspectives
connected to the choice of the right model. One of the perspectives involves selecting an
appropriate prediction method from the LASSO and RR models. We can say that both
methods are as suitable as they are inappropriate. However, this agreement confirms the
same relationship of immune metabolites in dependence on other metabolites. Using
MAE in the LASSO and RR models, (iso)leucine showed an assumed relationship with
other selected metabolites. However, this predictive power is still high.

The comparisons between modeling approaches relied on All data and reduced input
data using normal distribution, as ND data showed that not at all cases were better using
metabolites with normal distribution. Despite that, normal distribution is a mandatory
condition for linear modeling. Therefore, we would expect an improvement in the pre-
dictive value. However, this is influenced by the hidden causality between metabolites.
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As a result, we did not see improvement in all linear predictions, such as the model
prediction for glutamine.

Wealso achieved significantly better predictionswithBGLRapproaches.All Pearson
correlation coefficients exceeded 88%. This illustrates the effectiveness of mathematical
prediction methods in confirming relationships between immune metabolites and other
metabolites. The best prediction was for lysine. When the metabolite was reduced based
on checking a normal distribution, the prediction decreased. It can be presumed that
there is hidden causality between metabolites. This opens new pathways for research
focused on other possible and more sophisticated methods of feature selection including
biology precursors of information. We also observed that, on average, the BayesB scale
in BGLR seemed best way to scale.

Finally, using only in-silico models, the study has confirmed the assumption that
immune metabolites have a relationship with other metabolites. These confirmations
may, in future, lead to the creation of models for early detection of symptoms in dis-
eases such as diabetes type II, and cancer. With early detection, a patient has increased
chances of recovery. With many naturally occurring biological and technical variations
in biomedical analyses, it is important to consider metabolomic prediction models for
the prevention and early detection of diseases.

5 Conclusion

Immunemetabolites are one of the most studied areas in the field. However, most studies
deal purely with wet experiments. Predictive modeling is rarely used in current studies.
Despite this, there is an enormous range of new possibilities in computational tech-
niques. This study has presented prediction models which show a relationship between
immune metabolites and other metabolites. The created prediction models rely on linear
regression methods such as LASSO, RR, and more sophisticated approaches such as
BGLR.

In total, we created 70 predictionmodels: 14 predictionmodels using LASSO regres-
sion, 14 using RR and 42 prediction models using BGLR. All approaches were modeled
for seven selected immune metabolites using the current literature. The best approach
for linear prediction modeling based on this metabolite dataset was BGLR. Therefore,
this study successfully determined the relationship between immune metabolites and
other metabolites by relying only on computational approaches.
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24. Hanusz, Z., Tarasińska, J.: Normalization of the Kolmogorov–Smirnov and Shapiro–Wilk
tests of normality. Biometrical Lett. 52(2), 85–93 (2015)

25. Ranstam, J., Cook, J.A.: LASSO regression. J. Br. Surg. 105(10), 1348 (2018)
26. McDonald, G.C.: Ridge regression. Wiley Interdisc. Rev. Comput. Stat. 1(1), 93–100 (2009)
27. Marquardt, D.W., Snee, R.D.: Ridge regression in practice. Am. Stat. 29(1), 3–20 (1975)

https://doi.org/10.1007/978-90-481-3271-3_9
https://doi.org/10.1007/978-1-60761-869-0_24


Linear Predictive Modeling for Immune Metabolites 27

28. Ridgeway, G.: Generalized Boosted Models: A guide to the gbm package. Update, 2007, 1
January 2007

29. de losCampos,G., Pataki, A., Pérez, P.: TheBGLR (BayesianGeneralizedLinear Regression)
R-Package (2015)

30. Hastie, T., Qian, J., Tay, K.: An Introduction to glmnet (2016)
31. Engebretsen, S., Bohlin, J.: Statistical predictions with glmnet. Clin. Epigenetics 11(1), 1–3

(2019)
32. Yachen, Y.: MLmetrics: Machine Learning Evaluation Metrics. R package version 1.1.1

(2016)
33. Pérez, P., de los Campos, G.: Genome-wide regression and prediction with the BGLR

statistical package. Genetics 198(2), 483–495 (2014)
34. Deutelmoser, H., et al.: Robust Huber-LASSO for improved prediction of protein, metabolite

and gene expression levels relying on individual genotype data. Brief. Bioinform. 22(4),
bbaa230 (2021)

35. Öllerer, V., Croux, C., Alfons, A.: The influence function of penalized regression estimators.
Statistics 49(4), 741–765 (2015)

36. Beaver, W.L., Wasserman, K., Whipp, B.J.: Improved detection of lactate threshold during
exercise using a log-log transformation. J. Appl. Physiol. 59(6), 1936–1940 (1985)

37. Becker, R.A., Chambers, J.M.,Wilks, A.R.: TheNewSLanguage.Wadsworth&Brooks/Cole
(1988)

38. Grueneberg, A., de los Campos, G.: BGData - a suite of R packages for genomic analysis
with big data. G3 Genes Genomes Genet. 9(5), 1377–1383 (2019)

39. van den Berg, R.A., Hoefsloot, H.C.J., Westerhuis, J.A., Smilde, A.K., van der Werf, M.J.:
Centering, scaling, and transformations: improving the biological information content of
metabolomics data. BMC Genomics 7(1), 1–15 (2006)

40. Banerjee, P., Garai, B., Mallick, H., Chowdhury, S., Chatterjee, S.: A note on the adaptive
LASSO for zero-inflated Poisson regression. J. Probab. Stat. 2018, 1–9 (2018)

41. Algamal, Z.Y.: Diagnostic in poisson regression models. Electron. J. Appl. Stat. Anal. 5(2),
178–186 (2012)

42. Chai, T., Draxler, R.R.: Root mean square error (RMSE) or mean absolute error (MAE).
Geosci. Model Dev. Discuss. 7(1), 1525–1534 (2014)

43. Chicco, D., Warrens, M.J., Jurman, G.: The coefficient of determination R-squared is more
informative than SMAPE, MAE, MAPE, MSE and RMSE in regression analysis evaluation.
PeerJ Comput. Sci. 7, e623 (2021)



Modelling of Arbitrary Shaped Channels
and Obstacles by Distance Function
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Abstract. Numerical simulation is a tool used in multiple scientific
domains. There is a wide range of simulations where we model a flow of
fluid in a specific geometry, for example in simulations of blood flow in
microfluidic channels. In such cases, a complex shape of channels has to
be defined by describing its boundaries and rigid obstacles. The purpose of
this study is develop a method of defining boundaries and obstacle objects
with complex and non-trivial shapes in such numerical simulations. The
obstacle or a boundary needs to be described only by a cloud of points
defining its surface. Based on this point cloud a distance function deter-
mining the position and the shape of the obstacle is defined in the whole
simulation domain. This general method is presented on a concrete exam-
ples involving several simulations performed within a simulation package
ESPResSo. The new method of obstacle creation gives excellent results in
terms of the accuracy and simulation time consumption.

Keywords: Numerical simulation geometry · Distance function ·
Generic obstacle · Cloud of points · Flow modelling

1 Introduction

Computational fluid dynamics (CFD) finds its application in various domains
across all scales, from microfluidic devices, through a water valve, to an engineer-
ing structures on urban scale as a dam or skyscrapers. In all cases, it replaces
expensive and long-lasting experiments by a cheaper and faster numerical mod-
els. In case of microfluidics, the manufacturing of such devices requires specific
fabrication facilities. The creation of a specific device requires a lot of time, and
a specially equipped laboratory is required for an experiment with living blood
cells. A numerical CFD simulation can help in many cases, where the computa-
tional modelling is faster and cheaper than an original experiment.
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Complex geometries have been used e.g. in [1] where authors used a non-trivial
geometry to study a fluid wave propagation. Examples of numerical studies of fluid
flow in proximity of an obstacle in larger scale can be found in [2,3], which are
studies of ground or underground based structure. Another option is a study of
flow around a general obstacle or in a general cavity [4]. The mentioned structures
can have all ranges of complexity, nevertheless, more accurate the shape of the
examined object is modelled, more precise the results describing the behavior of
the fluid flow surrounding this object.

There are several discretization approaches in CFD that can be used to create
and perform computer simulations. A fluid modelled with the lattice-Boltzmann
(LB) method was used in [5–7]. In [2], authors used a finite element analysis
software called Ansys for numerical simulation. Another finite-element analysis
of fluid-structure interaction was performed in [8], where the authors examined
a valve dynamics.

The complicated geometries are a subject that concerns all types of dis-
cretization approaches in numerical models, such as channels with shape of an
irregular blood vessel in biological domain.

In this work, we will present a method of creation of a general obstacle
and channel shape, with simulations run with ESPResSo [9], an open-source
simulation package designed to perform molecular dynamics simulations. This
tool uses also the LB method combined with the immersed boundary method
for simulation of elastic objects. Detailed description of the underlying models
are available in [10–14]. The biological application of this method is modeling
of complicated microfluidic channels, e.g. shape of a narrowed blood vessel or a
microfluidic device containing several different channels.

Although we present the results on a concrete implementation of fluid solver,
the considerations are general and can be applied to any solver that implements
obstacle definition similarly as ESPResSo does.

2 Numerical Concept of a Boundary

A general numerical model in CFD has to take into account several aspects of a sim-
ulated process. For example, it has to consider a presence of fluid flowing through
the simulated geometry. After that it has to consider boundaries - obstacles in

Fig. 1. Left: Example of a geometry depicting a narrowing channel with a rectangular
obstacle. Middle: Fixed grid discretization of the fluid requires to identify the lattice
points that are located inside the channel (in red). Right: Triangular discretization of
an object requires to know the distance of its mesh points from nearest boundary (red
arrows), for example to apply repelling force from the boundary. (Color figure online)
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simulation box - the walls of the microfluidic device or any kind of obstacle present
in the device. Last but not least, there may be solid or elastic particles or immersed
objects that are flowing in the fluid and interacting with each other, see Fig. 1.

Definition of an obstacle or a boundary can be given easily for simple geo-
metrical objects. A plane in Fig. 1 on the left, can be e.g. defined by its normal
vector p and one point A on the plane. Then, using this information one can
compute the distance of any point X in space from the plane using a simple
expression. For complicated irregular shapes one can e.g. define a triangulation
of its surface, which may be tedious or, the shape may be first described by point
cloud and the triangulation may be generated from this point cloud [15].

We present a method that takes the point cloud and defines the boundary
or obstacle by the distance function without necessity to define triangulation
of the boundary. Such approach may be used for a coupled fluid solver and
elastic object solver (e.g. the LB method and Immersed boundary method) that
employ the distance function that returns the distance of any spatial point from
the nearest obstacle.

As a demonstration, in ESPResSo the fluid is discretized by a fixed grid (LB
method), where we need to know for each grid point whether it is inside or outside
of an obstacle, Fig. 1 middle. Immersed objects (e.g. red blood cells) are modeled
separately as sets of interconnected mesh points that can move freely in 3D space
independently of the lattice grid. Throughout the simulation, we need to know the
nearest distance between any of these mesh points and the obstacles, Fig. 1 right.

To evaluate the flow of fluid with respect to the boundaries, the discretization
points in computational domain are flagged at the beginning of the simulation
either as a fluid point or an obstacle/wall point. The fluid is approximated at
fluid points only. The boundary is implemented e.g. by a bounce-back rule. The
no-slip condition assuming a zero velocity of fluid at a solid boundary assures
the correct evolution of the fluid velocity field in the whole calculated domain.

2.1 Interaction Between Boundaries and Immersed Particles

To model the trajectory and deformation of an immersed elastic object defined
by mesh points on its boundary, one must ensure such object do not interfere
with the boundary. Many solvers tackle this issue by introducing a force potential
between the mesh points of the object and the boundary that exerts a repelling
force to the mesh points that does not allow for points to reach the boundary.

Such interaction is relevant only in case when the object is close enough to
the obstacle or wall and the direction of repellent force must by out-of-boundary.
Therefore, we need to be able to evaluate the distance between the immersed
object’s mesh points and the closest obstacle for any position of the mesh points
and moreover, we need to know the out-of-wall direction.

The output from a distance function will thus be twofold: A scalar value
of the distance and a unit vector. Scalar distance is used to check the distance
from the closest boundary, in order to verify whether the interaction between the
immersed object and the boundary should be considered or not. The interaction
forces are evaluated only in case when the immersed object and the obstacle
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are close enough - this distance is defined as one of interaction parameters. The
second output of the distance function is a distance vector. If the object and the
obstacle are close enough, the interaction between the obstacle and the immersed
object will result in forces acting to the object, and these forces need to have a
correct vectorial orientation.

3 Algorithm for Boundary Definition

To demonstrate the methods, we create two types of boundaries, and we will
explain the concept on both of them. The first boundary has a specific shape -
a helix. Helix is roughly speaking a spiral tube. Its geometry is fully defined by
its global axis (around which the helix is wrapped), the curvature radius, the
radius of the tube, and the pitch, see Fig. 2, on the right. As local axis we call a
curve that lies in the middle of the tube.

The second boundary is of general shape - a generic boundary. This one is
defined only by cloud of points located on its surface.

3.1 Helix as Boundary

To calculate the distance function for any point in space in case of a helix, we
use a fact that a) the cross-section of the helix in direction perpendicular to the
local axis is a circle b) the vector coming from any point in simulation domain to
its closest boundary point on helix is always perpendicular to the local axis and
it intersects this local axis. Therefore, it is sufficient to calculate the distance
from the point in the simulation domain to the closest point lying on the local
axis of the helix, and reduce this distance by the radius of the helix tube.

This approach can be used to compute both vectorial and scalar distance
function. In case the final distance is negative, the examined point in simulation
domain is inside of the helix tube and if it is positive, the point is lying outside
of the helix tube.

In case of a helix, the closest distance can not be found by an explicit formula.
The reason is that the most important part in definition of the helix geometry is
position of its local axis which can be defined as a set of points with coordinates
[Rc · sin(t), Rc · cos(t), pitch

2π t], where t is a parameter running along the global
axis of the helix, in this case z-axis.

If we want to evaluate the closest distance between a spatial point and the
helix, we would arrive to a parametric equation of type A ·sin(t)+B ·cos(t)+C ·
t+D = 0 for t as an unknown variable and A,B,C,D as parameters dependent
on geometry of the helix. This equation does not have closed expression for the
solution for general parameters A,B,C,D, but it can be solved numerically for
a given values of these parameters.

Therefore, we need to use an iterative approach to identify the closest bound-
ary to a spatial point and to evaluate the distance to it. For this we can use a fact
that for any point in the simulation domain, the helix point with minimal dis-
tance from this space point is within interval (t−π, t+π) in z-coordinate (Fig. 2).
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The distance between the examined spatial point with coordinates [xp, yp, zp] and
a point on local axis with coordinates [Rc · sin(t), Rc · cos(t), pitch

2π t] is expressed
as

Dax =

√
(xp − Rc · sin(t))2 + (yp − Rc · cos(t))2 + (zp − pitch

2π
t)2

The distance between the spatial point and the closest boundary is then, for r
as the tube radius of the helix Db = Dax − r.

We want to find a minimal distance between the spatial point and a boundary
point, so we need to calculate the value of Db for a sufficient number of points
on helical axis within the considered loop. This number h is evaluated from
the length of the helical loop and the spatial discretization of the simulation
domain as h = 1.5

√
(2πRc)2 + pitch2/d, where Rc is the curvature radius of the

helix, pitch is a distance between two adjacent loops, and d is the discretization
distance in the simulation domain.

Fig. 2. The helix boundary point with minimal distance from the space point is within
interval (t−π, t+π). The helix is defined by its center (any point situated at the global
axis of helix), its tube radius, pitch and curvature radius.

The computational complexity of simulation steps linked to a helical obstacle
can be expressed as a function of the discretization box dimension n (expressed
as a number of discretization points on an edge of the simulation domain) and
a number of fictive particles discretizing one helical loop with the similar disc-
tretization as the simulation domain has, h.

The initial definition of the distance function, which have to be done once at
the beginning of the simulation, has a complexity n3 · h. During the simulation,
the use of this distance function (for calculation of interactions between immersed
objects and the obstacles, for example) has a complexity of h · m, where m is a
number of immersed object mesh points in simulation.
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3.2 Generic Boundary

Generic boundary in this work will be defined by a cloud of its surface points.
In case of a helix or other available obstacles in ESPResSo, the spatial function
is calculated at the beginning of each simulation from the parameters defining
the position and the shape of the obstacle. In case of the generic boundary,
we need to calculate the spatial function for all fluid discretization points by a
routine before running the microfluidic simulation. The input for the routine is
the cloud of the obstacle’s surface points, and output of this routine is a spatial
function. The spatial function is stocked into a pair of .vtk files - one file for
the scalar spatial function, the other one for vectorial spatial function. These
two files serve than as an input parameters in definition of the generic boundary
in simulation script. At the beginning of the simulation, the spatial function is
defined in every discretization point of simulation domain - the values are not
calculated, but they are taken from the input .vtk files.

The spatial function need to be definable not only in discretization points,
but also in any point where a particle of immersed object can be found during the
simulation. Therefore, the distance function in other than discretization points
is calculated as a trilinear interpolation of distances in 8 closest discretization
points. The calculation of the spatial function is made with an algorithm Vector
distance transform (VDT) described in [16].

This algorithm does consider the distance as a vector, but it does not directly
distinguish between obstacle’s “inside” and “outside”. To distinguish these two
options, we can use an approach where we create two sets of obstacle clouds. One
set would define the obstacle’s shape as we explained in previous paragraphs.
This one would be considered as the real description of the obstacle. The second
cloud would be very similar to the first one, but it would be slightly “inflated”, it
would describe an obstacle that is slightly more spacious. The number of points
in two clouds will be the same, and each point in the first cloud need to have an
associate point in the other cloud. Each couple of points thus define an outward
vector (not necessarily perpendicular to the obstacle’s surface), directed from a
point in first cloud to its associate point in second cloud. When the scalar spatial
function will be defined, the distance to an obstacle point will be defined directly
with the VDT algorithm. The sign + or - defining whether the distretization
spatial point is inside or outside of the obstacle, will be obtained by comparing
the direction of the outward vector (taken from the two sets of cloud points)
and the direction of the vector obtained with VDT algorithm. The examined
discretization fluid point will be inside or outside of obstacle, in function of the
angle between the two vectors - we need to check whether this angle is sharp or
obtuse.

The complexity of this algorithm can be expressed as a function of the disc-
tretization box dimension n and number of points in simulation cloud p. The
initialisation before the VDT algorithm has a complexity n3 +p. The VDT algo-
rithm calculating the distance function has a complexity n3. Once the distance
function is defined, its application into the simulation process has a complexity
n3 at the beginning of the simulation. During the simulation, the use of this
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distance function has a complexity of 1 · m, where m is a number of immersed
object mesh points in simulation.

3.3 ESPResSo Specific Files to Create or to Modify

From technical point of view specific to ESPResSo, six files need to be created
or modified to create a new obstacle.

Files that have to be created:

– src/core/shapes/NewObstacle.hpp - defining parameters that specify the
obstacle dimensions and position

– src/core/shapes/NewObstacle.cpp - defining distance function: calculating
distance from a general point in simulation domain to the closest obstacle
boundary, result is a scalar and also a vector

– src/script interface/shapes/NewObstacle.cpp - defining keywords for inter-
face between the cpp code and python scripting

Files that have to be modified: - src/python/espressomd/shapes.py - defining
the text for script interface helper

– src/core/shapes/CMakeLists.txt - adding the new obstacle on the list of exist-
ing obstacles

– src/script interface/shapes/inicialize.cpp - adding the new obstacle on the list
of existing obstacles

These files, also with an example of cloud points and distance-function cal-
culators are provided in supplementary materials.

4 Verification of the Proposed Solution

To verify the correctness of the proposed solutions for helical and generic obsta-
cle, we prepared two sets of experiments, run on GPU [17].

The geometry of both experiments is illustrated in Fig. 3 and Fig. 4. First one
served to compare a simulation with an existing basic obstacle, and an obstacle

Fig. 3. Cylindrical obstacle in simulation box. a) Geometry of the numerical simulation
b) Verification of the correctness of the fluid flow without particles
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created with generic approach described in previous sections. This experiment
contained a cylindrical obstacle. We created this obstacle by two different ways
- we used an existing cylindrical obstacle which was already present among the
existing basic obstacles in ESPResSo, or the cylindrical shape was created by a
generic boundary approach. The dimensions of simulation box were 280× 180×
280 µm, with discretization of 1 µm. The total number of fluid discretization
points was 14 112 000.

Second experiment served to compare a simulation with a helical obsta-
cle, once it was created with an implemented routine to create helical shapes
(Sect. 3.1), and after that it was created by generic approach (Sect. 3.2). The
dimensions of simulation box were 60 × 210×210 µm, with discretization of 1
µm. The total number of fluid discretization points was 2 646 000.

In both experiments, we introduced the fluid flow, several non-dimensional
particles carried by the flow and interacting with the obstacles, and we compared
several simulation outputs. We compared the outputs linked to the physical
processes described in simulation on one hand, and the simulation time needed
to run the simulation on the other hand.

First of all, we run a simulation without particles, and we compared the
vector field for fluid velocity. For this simulation we compared also the simulation
time. The second simulation was run with four non-dimensional particles, and
we compared their trajectories. The third simulation contained 10 000 particles,
and in this case, we did not compared the particle trajectories, but only the
simulation time needed.

Fig. 4. Helical channel in simulation box. a)Geometry of the numerical simulation
b)Verification of the correctness of the fluid flow without particles

4.1 Comparison of Fluid Flow

To compare the flow of fluid, we run a set of simulations without particles. The
fluid was flowing around the cylindrical obstacle for the first set of simulations,
and inside of the helical obstacle for the second set of simulations. During the
simulation, the .vtk files with fluid velocity were recorded. These files contain
an information about fluid velocity in each fluid discretization point. Therefore,
it is possible to compare these files in order to evaluate the difference in flow
between the two ways of obstacle definition.
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For the simulation with cylindrical obstacle, there was no difference in the
two compared flows, the difference in the fluid flow in each discretization point
was literally 0 for all valid decimal places. For the simulation with helical obsta-
cles, there was an observable difference, notably on the border of the helical
obstacle. This could be possible caused by a different representation of the heli-
cal obstacle in two approaches of its creation. Evaluation of the outside and
inside discretization points happens in different ways - in both cases, there is an
algorithm with several iterations, and so with limited precision. The algorithms
are different, therefore there could be several border points, that are defined as
inner in one approach, and outer in the other approach. We can see the position
of these points on Fig. 5 left. This different assignment of discretization points
has also an impact to the total flow field. The difference in velocities inside of the
microfluidic channel is less than 0.5%, therefore we consider the two approaches
as alike.

Fig. 5. Left: Cut through the simulation box with helical microfluidic channel. Red
points are border points, that were flagged differently in the two examined approaches.
Right: Position of the four 1D particles in flow with cylindrical obstacle. (Color figure
online)

4.2 Comparison of Trajectories

In this section we will discuss the correctness of object-obstacle interactions. The
aim of such interactions is to omit the overlapping of obstacles and immersed
objects. Therefore, if an object approaches an obstacle, a force between the
obstacle and the immersed object appears and repels the object away from the
obstacle. There are several types of interaction in ESPResSo. The interaction
that we used is an interaction defined with soft sphere potential:

V (r) = a(r − roffset)−n for r < rcutoff , and V (r) = 0 otherwise.

In these equations, the r is a distance between the immersed object mesh
point and the closest boundary. The other parameters should be defined by user
in a simulation script.

To evaluate the correctness of the interactions between immersed objects
and the obstacles, we introduced four non-dimensional particles into the simu-
lation. The parameters of the soft-sphere interactions between the particles and
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the boundaries are identical for both helix and cylinder except for the cut-off
distance. For cylinder we used 2 µm and for helix we used 26 µm .

For the case of cylindrical obstacle, their initial position in y- and z-direction
was the same, in x-direction they were seeded in different distances from the
cylindrical obstacle -0.5 µm, 1 µm, 2 µm and 3 µm (Fig. 5 right). The direction
of the fluid flow was set to be in x-direction as well and the particles were directed
against the obstacle. The interaction between those particles and the obstacle
is active when the distance between the obstacle and the particle is less than 2
µm. In Fig. 6, we can see evolution of the x-position of the four particles in time.

In case of cylindrical obstacle, the y- and z- position of the particles did
not changed considerably in time. The evolution of the particle trajectories can
be seen in Fig. 6. After approximately 300 µs, all of the four particles reached
stabilized position. The stabilized positions, as well as trajectories of particles,
differed by 0.025 µm for conventionally created cylinder and for cylinder created
with generic approach.

Fig. 6. Evolution of particles-obstacle distance in time. Comparison of cylindrical and
generic obstacles. The border of the obstacle is at position 16 µm

For the case of helical obstacle, we introduces as well four particles into the
fluid flow (Fig. 8 on the left). The interaction between those particles and the
boundary is active all the time, as the distance between a particle and the closest
wall is always less than cutoff-value 26 µm (the radius of the tube is 25 µm ).

We studied the shape of particles trajectory (example of these graphs for one
of the four particles is on Fig. 7), and the particles trajectory projected to the
perpendicular cross-section of the tube (Fig. 8 on the right).

We do not show here graphs for evolution of the particles position in time,
as in previous section, because the velocity of the flow was not the same in the
two compared cases. To eliminate the time dependency from the comparison, we
compared only the shape of the trajectory, not its time evolution.
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Therefore we compared the dependence of z-coordinate and y-coordinate on
x-coordinate of particles. The difference in trajectories is negligible (0,15 µm).

Fig. 7. Shape of particles trajectory. Comparison of helical and generic obstacles, for
particle n.3

Fig. 8. Left: Position of the four 1D particles in flow with helical obstacle. Right:
Trajectories of particles in the helical microchannel, projected to the cross-section of
the helical tube. The initial position of each particle is marked by a black dot. (Color
figure online)

The last graph shows us projection of trajectories to a plane which is perpen-
dicular to the local axis of the helical tube. We can confirm that the trajectories
of the particles are comparable.

4.3 Comparison of Computation Time

At the beginning of the simulation, an initialization of the fluid field need to be
done - the flagging of the fluid discretization points. This procedure takes some
time. This initiating time was one of elements that we compared.

After that, we compared the time needed to make a series of 1 000 steps, with
a calculation of a particle-obstacle interaction. We included into this comparison
also a calculation without particles, in order to understand what fraction of
time is needed to calculate the fluid flow, and what part is needed to handle
with interacting particles. We considered 10 000 particles that were placed in a
cloud in front of the cylindrical obstacle, or inside of the helical channel, so they
interacted with the boundaries during whole simulation.
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For the cylindrical/helical obstacle, the following simulations were performed,
each one with 4 000 steps:

– cylindrical/helical obstacle - only fluid
– generic cylindrical/helical obstacle - only fluid
– cylindrical/helical obstacle - 10 000 particles
– generic cylindrical/helical obstacle - 10 000 particles

Each of these simulation was run twice, in order to assure the reproducibility
of the experiments. Therefore, 8 simulations were run simultaneously for cylin-
drical obstacle, and after that, 8 simulations were run simultaneously for helical
obstacle. For each simulation setting, we obtained several values of time needed
to perform 1 000 simulation steps, that were averaged in the end.

For the case of cylindrical obstacle, the real time needed to perform the 1
000 steps of simulation is very similar - around 3500 s. The difference between
simulations with and without particles is of order of 1% - the majority of the
time was spend to calculate and output the fluid flow.

The average time needed to perform the interactions between particles and
boundary is rather comparable for both cases. For the case with cylinder created
as a standard ESPResSo obstacle, we obtain 6 s, and for the case where the
cylindrical obstacle was created by new generic approach, we obtain 32 s. It
might seem than the average value for generic cylinder shape is five times bigger
than the value for ordinary cylinder, but both values are only a fraction of time
needed to perform the whole calculation. Therefore we can conclude that we
did not observe a significant difference in needed simulation time, for the two
examined approaches of obstacle creation.

For the case of helical microchannel, we can observe certain difference. In this
case, the computational time needed to calculate the particle-less simulation was
very similar for both cases (605 s), but the difference was noticeable when we
focus on simulations with particles. While in case of generic obstacle, the time
needed to calculate the particle interactions was 12 s, in the other case, the time
needed to handle with particles was 175 s. It is approximately 15 times bigger
than the equivalent time in case of helix created by generic approach.

The time required for initialisation of the fluid is variable. The shortest time
is required for the case with cylinder created as a standard ESPResSo obstacle,
only few seconds. Initialisation of fluid for generic cylinder is noticeably bigger
as for the case of ordinary cylinder. The initialisation for helical obstacle and
generic obstacle takes a comparably long time. However, this process is done only
once at the beginning of the simulation, so its time duration is not so important.

The times needed for the calculation of fluid, for calculation of particle inter-
actions and the fluid initialisation are summed up in Tables 1 2 and 3.
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Table 1. Summary of calculation time
for examined cases -time needed to cal-
culate 1 000 simulation steps.

Time for
1 000 steps

Cylinder only fluid 3 470 s

Gen. cylinder only fluid 3 451 s

Cylinder 10 000 particles 3 476 s

Gen. cylinder 10 000 particles 3 483 s

Helix only fluid 601 s

Gen. helix only fluid 599 s

Helix 10 000 particles 776 s

Gen. helix 10 000 particles 611 s

Table 2. Summary of calculation time
for examined cases - time needed to cal-
culate particles trajectories, where time
needed for fluid calculation is subtracted.

Time for 1 000 steps

Cylinder 10 000 6 s

particles no fluid

Gen. cylinder 10 000 32 s

particles no fluid

Helix 10 000 175 s

particles no fluid

Gen. helix 10 000 12 s

particles no fluid

Table 3. Summary of calculation time for examined cases - initialization of fluid.

Time for fluid init Time for fluid init

Cylinder 3,5 s Helix 44 s

Generic cylinder 177 s Generic helix 33 s

5 Conclusion

In this work, we proposed and verified a numerical concept of a generic obstacle.
The concept was presented and verified within the simulation package ESPResSo,
but it can be used in a wider spectrum of numerical simulations with obstacles.
For example in simulations of water passing through a porous medium, or in
simulations modeling the flow of air around a surface objects such as skyscrapers
or towers. In biological domain, the method can be used to model complicated
shapes as blood vessels or multi-channel microfluidic devices.

To define the shape of a generic obstacle, we need to define a cloud of points
that describe the surface of the object. The shape of the generic obstacle is thus
limited only by our ability to create such cloud of points. After that, we use a VDT
algorithm to find a distance function - a function that define for each simulation
point a vector and a value that correspond to the distance to the closest boundary.

There is also an important applicability of this approach in recent simulations
leaded within our research group. It will be used in further simulations of helical
devices with non-circular cross-section, in order to sort the cells that flow through
it, in a function of their size or elasticity.
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Francisco Javier Ruiz-Ojeda1,2,3,4 , Marjorie Reyes-Farias4,7,8 ,
Andrea Soria-Gondek10 , Laura Herrero4,7 , David Sánchez-Infantes4,8,9 ,
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Abstract. Childhood obesity is a multifactorial disease influencing the
development of a range of metabolic disorders, where adipose tissue has
been proved to be fundamental. The adipose tissue can be distributed
throughout the body as visceral adipose tissue (VAT) and subcutaneous
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adipose tissue (SAT), and there are considerable anatomical differences
between both adipose tissues in the body. Importantly, VAT is associ-
ated with low-grade systemic inflammation and insulin resistance, which
are key factors underlying metabolic alterations associated with child-
hood obesity [1]. This study aimed to identify the molecular signatures
underlying obesity and overweight in children, differentiating between
shared and individual signatures in VAT and SAT. Both tissue sam-
ples were collected from 18 children (11 girls) aged 0.54 to 16.63 years
and hospitalized for abdominal surgery, of which 6 children (2 girls) had
overweight or obesity. RNAseq analysis was performed to identify gene
expression patterns associated with obesity and overweight in each tissue.
The software tools used in the RNAseq data analysis were FastQC, to
perform sequencing quality checks; HISAT, to map reads to the human
genome; featureCounts to quantify raw counts; and DESeq2 to differ-
ential gene expression analysis. In VAT there were 759 genes showing
statistically significant differential expression between groups (nominal
p-value < 0.05), from which 48 passed an FDR threshold of 0.05. VAT’s
differential expression results may be observed in Fig. 1–2. In SAT there
were 945 genes showing statistically significant differential expression,
from which 28 passed the FDR threshold. SAT’s differential expression
results are shown in Fig. 3–4. We were specially interested in the identi-
fication of shared genes associated with overweight and obesity in both
tissues, for which we performed a gene ontology analysis of all differ-
ently expressed genes, using Gene Ontology and Kyoto Encyclopedia of
Genes and Genomes databases. Among significantly associated genes,
there were 126 common genes, as it is shown in Fig. 5. The reliability of
our results was assessed by matching our list of significant genes with a
list of genes whose influence on obesity has been previously described in
the literature (e.g., LEP and TNMD) [2,3]. Additionally, our research
identified new molecular targets, highlighting the results of VAT (i.e.,
XIST, PRKY and TTTY10 ). In conclusion, our approach identified
independent and shared gene expression patterns in VAT and SAT asso-
ciated with overweight and obesity in children. Understanding the molec-
ular architecture of obesity with approaches like these is crucial for the
identification of powerful molecular targets and developing of effective
precision medicine therapies.

Keywords: Childhood obesity · Next-generation sequencing ·
Transcriptomics · Subcutaneous adipose tissue · Visceral adipose tissue
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Fig. 1. Heatmap showing the 30 most significant genes in Y axis and samples (indi-
viduals) in X axis from VAT approach adjusted by sex. Genes and samples clustering
was performed using k-means method.

Fig. 2. Identification of the most significant and robust gene expression changes among
experimental groups from VAT approach adjusted by sex. It is plotted significance level
versus fold-change of each gene on the Y and X axes, respectively. Interesting genes that
display both large magnitude for fold-changes (log2FC) and high statistical significance
(−log10pvalue) (non-adjusted) are detailed. Color represents different p-value levels.
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Fig. 3. Heatmap showing the 30 most significant genes in Y axis and samples (indi-
viduals) in X axis from SAT approach. Genes and samples clustering was performed
using k-means method.

Fig. 4. Identification of the most significant and robust gene expression changes among
experimental groups from SAT approach adjusted by sex. It is plotted significance level
versus fold-change of each gene on the Y and X axes, respectively. Interesting genes that
display both large magnitude for fold-changes (log2FC) and high statistical significance
(−log10pvalue) (non-adjusted) are detailed. Color represents different p-value levels.
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Fig. 5. Venn diagram comparing lists of differently expressed genes obtained from each
tissue type adjusted by sex. Genes considered were only those showing a nominal p-
value < 0.05. The number of shared genes (significant at both approaches) can be
observed at the intersection of the two circles.
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Abstract. Astrocytes are a particular type of glial cells observed
throughout the gray matter in the brain. In a healthy brain, they help
to defend evolutionarily conserved astrogliosis programs and maintain
neuronal metabolism. On the other hand, in the Alzheimer’s disease
(AD) affected brain, they release neurotoxins because of the adopting
behaviours of different functions depending on the disease progression.
Along with astrocytes, amyloid-beta (Aβ) and tau proteins (τP) play a
prominent role in AD. In this paper, we have developed a model and
have studied the dual action of astrocytes with Aβ, τP, and their toxic
forms in the brain connectome. Initial conditions-dependent solutions of
the model demonstrate that the treatment depends on AD’s status at the
first diagnosis time. With an increase in the clearance rate of toxic Aβ by
the astrocytes, the model predicts a cure possibility from AD. Further-
more, the network model with non-uniform parameter values in different
regions, developed here, provides a better insight into the distributions
of the concentrations in the brain connectome.

Keywords: Alzheimer’s disease · Brain connectome · Data-driven
models · Cell interactions · Bistability and bifurcation · Amyloid-beta ·
Tau protein · Astrocytes · Network models

1 Introduction

Alzheimer’s disease (AD) is one of the leading neurodegenerative diseases nowa-
days. AD causes neuronal death in the brain and disables different functional
abilities. According to the Alzheimer’s Association, more than 50 million people
worldwide have this dementia, and it is expected to reach over 150 million in
three decades [1]. AD develops very slowly in the brain at the early stage, and it
is hard to identify such changes. That is one of the main reasons for the AD pro-
gression to be detected and analyzed. Numerous studies have been carried out to
determine the mechanism behind AD progression, but still, it is not fully clear.
As of today, only four drugs are approved by the Food and Drug Administration
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(FDA) for AD treatments. Moreover, the approved drugs do not prevent the
neuronal loss, although they do help in symptoms management [2]. Therefore,
disease-modifying therapies play an important role in controlling the brain’s AD
progression.

It is well accepted that the amyloid-beta (Aβ) and tau protein (τP) are
the two main ingredients in developing the AD [3,4]. Aβ is accumulated in the
extracellular space and deposited in the form of insoluble plaques. On the other
hand, τP forms neurofibrillary tangles (NFT) inside the brain cells. Significant
production of plaques and NFTs disrupt the normal activities of the brain cell
and move towards AD.

Astrocytes perform various functions in the brain, and their abnormality
causes multiple neurodegenerative diseases, e.g., AD, Parkinson’s disease [5,6].
They release gliotransmitters in different brain regions and help in the modula-
tion of memory and learning processes [7–9]. Earlier research suggested that the
astrocytes clear the plaques from the brain cells and keep them healthy. But, a
significant production of plaque interrupts the astrocyte’s functions; as a result,
AD develops in the brain [10]. Glutamate NMDA in astrocytes is the most pop-
ular receptor in the physiopathology of AD, and it interferes in neuronal-glial
signaling [11,12]. The difference between neuronal and glial NMDA receptor sig-
nals in astrocytes provides a better understanding of the therapy’s development
in AD prevention and control.

In this work, we introduce the astrocyte’s interaction with Aβ and τP and
their toxic forms. We use the heterodimer model in the reaction kinetics to
describe the interaction between amyloid-beta and tau proteins [13,14]. In the
modified model, we introduce the clearance of toxic Aβ by the astrocytes, and
the astrocytes follow the Allee type dynamics. Moreover, we formulate a network
mathematical model to integrate the brain connectome data and examine the
effect of the parameter involved in the Aβ clearance term. The AD status at the
first treatment is also dependent on the AD progression. Therefore, we have also
studied the solution depending on the initial conditions.

The organization of the rest of this paper is as follows. In Sect. 2, we describe
the reaction-diffusion model and the network model. Simulation results are pre-
sented in Sect. 3 followed by conclusions in Sect. 4.

2 Models for AD

We consider Ω ⊂ R
3 is a spatial domain. For x ∈ Ω and time t ∈ R

+, we denote
by u = u(x, t) and v = v(x, t), the concentrations of healthy Aβ and τP, respec-
tively. Similarly, we denote by ũ = ũ(x, t) and ṽ = ṽ(x, t), the concentrations
of toxic Aβ and τP, respectively. The evolution of concentrations of the four
populations can then be given as follows [13,15]:
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∂u

∂t
= � · (Du�u) + a0 − a1u − a2uũ, (1a)

∂ũ

∂t
= � · (Dũ�ũ) − ã1ũ + a2uũ, (1b)

∂v

∂t
= � · (Dv�v) + b0 − b1v − b2vṽ − b3ũvṽ, (1c)

∂ṽ

∂t
= � · (Dṽ�ṽ) −˜b1ṽ + b2vṽ + b3ũvṽ, (1d)

with non-negative initial conditions and no-flux boundary conditions. Here, the
first two equations correspond to the usual heterodimer model for the healthy
and toxic variants of the protein u and the last two equations are the same for
v. The parameters a0 and b0 are the mean production rates of healthy proteins,
a1, b1, ã1 and ˜b1 are the mean clearance rates of healthy and toxic proteins,
and a2 and b2 represent the mean conversion rates of healthy proteins to toxic
proteins. The parameter b3 is the coupling between the two proteins Aβ and
τP . The first term in the right-hand side in all equations represent the diffusion
tensors.

Astrocytes are present in the brain cells, and generally, they remain inac-
tive till a sufficient accumulation of sticky protein (toxic amyloid-beta) in the
brain. At the initial stage, brain cells send indications through which astrocytes
start accumulations. After reaching a peak density, astrocytes damage the toxic
amyloid-beta [16]. Here, we introduce such type of dynamics of astrocytes (by
modifying ũ), the above system (1) as follows:

∂u

∂t
= � · (Du�u) + a0 − a1u − a2uũ, (2a)

∂ũ

∂t
= � · (Dũ�ũ) − ã1ũ + a2uũ − αwũ, (2b)

∂v

∂t
= � · (Dv�v) + b0 − b1v − b2vṽ − b3ũvṽ, (2c)

∂ṽ

∂t
= � · (Dṽ�ṽ) −˜b1ṽ + b2vṽ + b3ũvṽ, (2d)

∂w

∂t
= � · (Dw�w) + w(c0 − c1w)(w − ũ). (2e)

The second term in the right-hand side of the last equation of (2) represents the
growth or decay of astrocytes. In the absence of toxic amyloid-beta, astrocytes
increase their concentration and are saturated at c0/c1. If w > ũ, then the term
contributes to its growth and helps to decrease the toxic amyloid-beta levels. On
the other hand, for w < ũ, it drives the concentration of astrocytes to decay to 0.
The last term in the right-hand side of the second equation of (2) represents the
clearance of toxic Aβ by astrocytes. This signifies that astrocytes can cure up to a
certain level of toxic load in the brain, and after that, astrocytes can not decrease
the toxic load, rather it helps in building the AD. The failing case does not
contribute to the clearance of toxic Aβ. Hence, it supports increasing the toxic
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Aβ concentration indirectly, and we call this as the astrocytes’ activated stage.
We analyze the role of astrocytes results with the help of numerical simulations.

2.1 Network Model for the Brain Connectome

Here, we formulate the network mathematical model corresponding to the modi-
fied model (2) for the brain connectome data [13,14,17]. Suppose, the brain data
is represented by a graph G with V nodes and E edges. For the graph G, we
construct the adjacency matrix A. This helps us to construct the Laplacian in
the graph. We define the (i, j) (i, j = 1, 2, 3, . . . , V ) element of the matrix A as

Aij =
nij

l2ij
,

where nij is the mean fiber number and l2ij is the mean length squared between
the nodes i and j. Now, we define the elements of the Laplacian matrix L as

Lij = ρ(Dii − Aij), i, j = 1, 2, 3, . . . , V,

where ρ is the diffusion coefficient and Dii =
∑V

j=1 Aij are the elements of the
diagonal weighted-degree matrix. With the help of the Laplacian matrix, we
derive a network mathematical model on the graph G, whose dynamics at each
node is given by

duj

dt
= −

V
∑

k=1

Lu
jkuk + a0 − a1uj − a2uj ũj , (3a)

dũj

dt
= −

V
∑

k=1

Lũ
jkũk − ã1ũj + a2uj ũj − αwj ũj , (3b)

dvj
dt

= −
V

∑

k=1

Lv
jkvk + b0 − b1vj − b2vj ṽj − b3ũjvj ṽj , (3c)

dṽj
dt

= −
V

∑

k=1

Lṽ
jkṽk −˜b1ṽj + b2vj ṽj + b3ũjvj ṽj , (3d)

dwj

dt
= −

V
∑

k=1

Lw
jkwk + wj(c0 − c1wj)(wj − ũj), (3e)

where uj , ũj , vj , ṽj , and wj denote the concentrations of Aβ, toxic Aβ, τP, toxic
τP and astrocytes, respectively, at the node j. In the simulations, we have used
non-negative initial conditions for all the variables.

2.2 Homogeneous System for the Network Model

The homogeneous system corresponding to the model (3) can be obtained by
assuming the independence of spatial terms. This allows us to focus on the
dynamics of AD propagations. Therefore, in this case, the system (3) reduces to
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du

dt
= a0 − a1u − a2uũ, (4a)

dũ

dt
= −ã1ũ + a2uũ − αwũ, (4b)

dv

dt
= b0 − b1v − b2vṽ − b3ũvṽ, (4c)

dṽ

dt
= −˜b1ṽ + b2vṽ + b3ũvṽ, (4d)

dw

dt
= w(c0 − c1w)(w − ũ), (4e)

with non-negative initial conditions for all the variables. The model (4) provides
us with a better us into the disease progression, as we demonstrate in the next
section.

3 Results and Discussions

In this section, we analyze the models (3) and (4) numerically. We have adopted
the parameter values for the amyloid-beta and tau protein interactions from
[13]. Further, we have integrated the brain connectome data (freely available
on https://braingraph.org [18]) in the network model. An in-house tool based
on Matlab and C-language has been used for the simulations. We have used
the SHARCNET (www.sharcnet.ca) high performance computational facilities
to minimize the time in computations.

To date, AD treatment is still only symptomatic. As mentioned earlier, four
drugs have been approved by the Food and Drug Administration (FDA) to treat
AD. They help only in the symptoms’ management, not to prevent any neuronal
damage in the brain [2]. Due to the inefficacy of the drugs, researchers target
the pathological features of the disease. Amyloid-beta and tau protein therapies
remain the keys to mitigating symptoms from AD. According to the amyloid-
beta hypothesis, accumulation of Aβ peptide, aggregation, and deposition in
the form of Aβ plaques is the main reason for AD. Researchers studied different
anti-amyloid therapies to slow down the AD progression in the brain.

Here, we focus on toxic Aβ and toxic τP clearances. For the toxic Aβ clear-
ance, we increase the parameter values of α. On the other hand, we decrease the
parameter values of b3 in some parts of the brain connectome to account for the
toxic τP clearance. We expect less toxic loads in the brain connectome in both
the clearances, so that minor damage occur in the brain cells.

Depending on the parameter values, the homogeneous system (4) has many
non-trivial equilibrium points. One may find those equilibrium points alge-
braically by solving the homogeneous system with taking the derivative terms
as zero. We list two of them as E0 = (u0, ũ0, v0, ṽ0, w0) = (a0/a1, 0, b0/b1, 0, 0)
and E1 = (u1, ũ1, v1, ṽ1, w1) = (a0/a1, 0, b0/b1, 0, c0/c1) and we find the other
equilibrium points numerically later in this section. The equilibrium point E1

is the healthy state as it has zero toxic loads with non-zero astrocytes’ concen-
tration. If the equilibrium component corresponding to astrocytes is larger than

https://braingraph.org
www.sharcnet.ca
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the toxic amyloid beta and zero toxic loads of tau protein, then the equilibrium
point is healthy; otherwise it is a disease state. Here, we analyze the disease
development by varying some parameter values and different initial conditions,
known as the initial stage of the treatment.

3.1 Focussing on the Dynamics of AD Propagation

In this section, we study the behaviour of the solutions of the system (4). We first
consider the parameter α, the clearance by the astrocytes. All the fixed param-
eters are chosen from the Table 1 except the parameter α. These parameters
are corresponding to the secondary tauopathy, studied earlier in [13–15] in the
absence of astrocytes. For the primary tauopathy, amyloid-beta does not alter
the onset of the regional pathology. We have considered the mixture of primary
and secondary tauopathies parameters in the coming section. For α ∈ [0.1, 0.3],
the total number of equilibrium points of the homogeneous system varies. But,
for all the cases, two of them are locally asymptotically stable, and the rest are
unstable.

Table 1. Fixed parameters values [13].

Parameter Value Parameter Value Parameter Value Parameter Value

a0 1.035 a1 1.38 a2 1.38 ã1 0.828

b0 0.69 b1 1.38 b2 1.035 ˜b1 0.552

c0 1.0 c1 1.0 b3 4.14 α 0.2

We fix α = 0.1. The stable equilibrium points of the system (4) corresponding
to α = 0.1 are (us

1, ũ
s
1, v

s
1, ṽs

1, w
s
1) = (0.6, 0.25, 0.27, 0.58, 0) and (us

2, ũ
s
2, v

s
2, ṽ

s
2, w

s
2)

= (0.75, 0.007, 0.5, 0, 1). Both the stable equilibrium points represent the disease
state due to the non-zero concentrations of toxic amyloid-beta and tau proteins.
Depending on the initial conditions, the solution of the homogeneous system
(4) converges to one of these stable equilibrium points. We plot their basin of
attractions for different values of α in Fig. 1. In the simulations, we fix the initial
conditions for u, v and ṽ as a0/a1, b0/b1 and 0.05, respectively, and we vary ũ
and w from 0.01 to 0.49 with all possible combinations. While it is possible to
analyze the situation with a higher range in the initial conditions for ũ and w,
but the mentioned range is sufficient for the goal of this paper. The solutions of
the homogeneous system (4) with the initial condition region below the curve
α = 0.1 converge to (us

1, ũ
s
1, v

s
1, ṽ

s
1, w

s
1) while the solution for the upper region

converges to the other stable equilibrium point.



The Role of Astrocytes in Alzheimer’s Disease Progression 53

Fig. 1. Bifurcation curve which separates the basin of attractions of two stable equi-
librium points for the homogeneous system with different values of α. (Color figure
online)

Fig. 2. Transcritical bifurcations of the equilibrium points of the homogeneous system
(4). (Color figure online)

The equilibrium point (us
1, ũ

s
1, v

s
1, ṽ

s
1, w

s
1) has high concentrations of toxic

amyloid-beta and toxic tau protein compared to the other stable equilibrium
point. Hence, the solutions of the homogeneous system converge to the more
disease state if the initial conditions are chosen from the lower region compared
to the upper region, of the partition curve. With an increase in the parameter
values α, the partition curves for the basin of attractions of the stable equilibrium
points shift downwards. We observe that, for α = 0.3, the solutions in the lower
region converges to the disease state whereas the solution in the upper region
converges to the healthy state. Therefore, the temporal model predicts that, with
an increase in the damage rate of the toxic amyloid-beta by the astrocytes can
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control the AD propagation in the brain. However, we verify this observation
with the help of the network model (3) defined on the brain connectome for
uniform and non-uniform parameter values in different brain regions.

Figure 2 depicts the two subcritical transcritical bifurcations occur at α =
0.192 and α = 0.208. Here, we have shown only the bifurcation of one stable
equilibrium point, and the other stable equilibrium point does not exhibit any
such type of bifurcation in the mentioned range. As we see, for 0.192 < α < 0.208,
a non-zero concentration corresponding to the toxic Aβ exists. In this case, both
the stable equilibrium points correspond to the disease state. For α > 0.208,
both the toxic concentrations become zero; hence, a healthy stable equilibrium
occurs of the system (4).

3.2 AD Propagation in the Brain Connectome

Here, we integrate the brain connectome data and investigate the solution
behaviours of the network model (3). The integrated brain connectome data
consists of V = 1015 nodes and E = 16, 280 edges. First, we set uniform param-
eter values [see Table 1] for all the regions in the brain connectome. We choose
the diffusion coefficients for u, ũ, v, ṽ and w as 1.38, 0.138, 1.38, 0.014 and 1.38,
respectively, and these are fixed throughout the paper (adopted from [13,14]).
For all the nodes in the brain connectome, the chosen initial conditions for u, v
and w are a0/a1, b0/b1 and 0.05, respectively.

Fig. 3. Initial seeding sites for the toxic amyloid-beta and toxic tau proteins in the
brain connectome. Red colors represent the non-zero concentration and gray colors
represent the zero concentration. (Color figure online)

The initial seeding sites for the toxic amyloid-beta in the brain connectome
are the temporobasal and frontomedial regions. On the other hand, the initial
seeding sites for the toxic tau proteins are the locus coeruleus and transentorhinal
associated regions [see Fig. 3]. The toxic loads for amyloid-beta and tau proteins
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are 0.0375 and 0.0125, respectively, and these non-zero concentrations are the
5% of the healthy concentrations. We use these initial conditions for the rest of
the paper.

Fig. 4. Distributions of toxic amyloid-beta in the brain connectome for the network
model at different time steps with different values of α. Top, middle and bottom panels
are corresponding to α = 0.1, 0.2 and 0.3. Left to right is corresponding to t = 20, 50, 70
and 120 for top to bottom panels. Red colors represent the high concentration, and
gray colors represent the low concentration. (Color figure online)

We plot the simulation results for the network model corresponding to the
toxic amyloid-beta in Fig. 4 for three different values of α. For α = 0.1, we see
the top panel in Fig. 4, some nodes converge to one steady-state, and the rest
converge to the other. This bistability occurs in the network model due to two
stable equilibrium points for the homogeneous system. With an increase in the
parameter associated with the death of toxic amyloid-beta due to astrocytes, less
toxic concentrations distribute in the brain connectome. Hence, minor damage
occurs in the brain.

Now, we move forward to the case of non-uniform parameter values in the
brain connectome. We use the general synthetic parameters values mentioned in
Table 1 with some modifications in the parameters b2 and b3 in some regions of
the brain connectome. The modified parameter values are mentioned in Tables 2
and 3. We observe that the solution corresponding to the toxic tau protein ṽ
converges to the different steady states at different nodes in the brain connectome
[see Fig. 5]. The non-uniform distribution of 18F-AV-1451 radiotracer has been
observed in [19].
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Table 2. Modified b3 parameter values in different regions [13].

Brain region and modified b3 value

Pars Opercularis 7.452 Rostral middle frontal gyrus 6.707

Superior frontal gyrus 7.452 Caudal middle frontal gyrus 7.452

Precentral gyrus 5.589 Postcentral gyrus 3.726

Lateral orbitofrontal cortex 6.486 Medial orbitofrontal cortex 6.486

Pars triangularis 5.520e-6 Rostral anterior cingulate 6.210e-6

Posterior cingulate cortex 3.45 Inferior temporal cortex 13.11

Middle temporal gyrus 11.04 Superior temporal sulcus 8.97

Superior temporal gyrus 8.28 Superior parietal lobule 12.42

Cuneus 13.8 Pericalcarine cortex 13.8

Inferior parietal lobule 11.73 Lateral occipital sulcus 15.18

Lingual gyrus 13.8 Fusiform gyrus 7.59

Parahippocampal gyrus 11.04 Temporal pole 1.104e-5

The non-zero steady-state corresponding to the toxic amyloid-beta does not
depend on the parameters b2 or b3. Hence, the solution corresponding to toxic
amyloid-beta remains uniform in most regions. An increase in the clearance rate
of the toxic amyloid-beta by the astrocytes (i.e., α) decreases the toxic loads in
most brain connectome regions. But, the toxic loads do not become zero for all
the areas, i.e., the astrocytes can not clear the full toxic load. So, AD may start
to propagate once we decrease the clearance rate, and it would be interesting to
see in the future.

Table 3. Modified b2 and b3 parameter values in different brain regions [13].

Brain region Entorhinal cortex Pallidum Locus coeruleus Putamen Precuneus

b2 3.125 2.76 1.38 3.795 3.105

b3 1.104e-5 2.76 1.38 3.795 3.105

We have not considered the clearance of toxic τP separately. Here, the param-
eter values of b2 and b3 are modified in most regions. This was an inherent
clearance of toxic τP in the study.
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Fig. 5. Distributions of toxic tau protein in the brain connectome for the network model
at different time steps with different values of α. Top, middle and bottom panels are
corresponding to α = 0.1, 0.2 and 0.3. Left to right is corresponding to t = 20, 50, 70
and 120 for top to bottom panels. Red colors represent the high concentration, and
gray colors represent the low concentration. (Color figure online)

4 Conclusions

In this paper, we have introduced astrocytes’ interactions with amyloid-beta and
tau proteins and their toxic forms. We have considered a heterodimer model for
the amyloid-beta and tau protein interactions [13]. Our modelling approach has
allowed us to study the clearance of the toxic amyloid-beta by the astrocytes.

We have observed that the initial conditions play a crucial role in the resulting
solutions. Further, with the help of brain connectome data applied to the net-
work model, we have analyzed the AD progression in the brain. With an increase
in the clearance rate of the toxic amyloid-beta by the astrocytes, the toxic load
in the brain connectome is reduced significantly. This result is unaltered for
uniform and non-uniform parameter values in different brain regions. Finally,
a non-uniform toxic tau protein distribution in the brain connectome has been
observed for different parameter values (related to τP) in distinct areas, confirm-
ing a good agreement obtained by the models developed here with experimental
results (e.g., [19]). Therefore, the considered model suggests that the clearance
of toxic amyloid-beta by astrocytes restricts the amyloid plaque distributions in
the whole brain and keeps the brain safe from full-scale AD progression.
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4. Götz, J., Halliday, G., Nisbet, R.M.: Molecular pathogenesis of the tauopathies.
Annu. Rev. Pathol. 14, 239–261 (2019)

5. Verkhratsky, A., et al.: Astrocytes in Alzheimer’s disease. Neurother. Journal Am.
Soc. Exp. Neurother. 7, 399–412 (2010)

6. Trujillo-Estrada, L., et al.: Astrocytes: from the physiology to the disease. Curr.
Alzheimer Res. 16, 675–698 (2019)

7. Panatier, A., et al.: Glia-derived D-serine controls NMDA receptor activity and
synaptic memory. Cell 125, 775–784 (2006)

8. Ding, S., et al.: Enhanced astrocytic Ca2+ signals contribute to neuronal excito-
toxicity after status epilepticusm. J. Neurosci. 27, 10674–10684 (2007)
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Abstract. Working memory (WM) has been intensively used to enable
the temporary storing of information for processing purposes, playing an
important role in the execution of various cognitive tasks. Recent studies
have shown that information in WM is not only maintained through per-
sistent recurrent activity but also can be stored in activity-silent states
such as in short-term synaptic plasticity (STSP). Motivated by impor-
tant applications of the STSP mechanisms in WM, the main focus of the
present work is on the analysis of the effects of random inputs on a leaky
integrate-and-fire (LIF) synaptic conductance neuron under STSP. Fur-
thermore, the irregularity of spike trains can carry the information about
previous stimulation in a neuron. A LIF conductance neuron with mul-
tiple inputs and coefficient of variation (CV) of the inter-spike-interval
(ISI) can bring an output decoded neuron. Our numerical results show
that an increase in the standard deviations in the random input current
and the random refractory period can lead to an increased irregularity
of spike trains of the output neuron.

Keywords: Working memory · Short-term synaptic plasticity · LIF ·
Langevin stochastic models · Spike time irregularity · Random input
currents · Synaptic conductances · Neuron spiking activities ·
Uncertainty factors · Membrane and action potentials · Neuron
refractory periods

1 Introduction

Human working memory (WM) is a crucial part of human brain studies. In gen-
eral, the simplest assumption is that information in WM is maintained through
persistent recurrent activity. However, recent studies have shown that infor-
mation can be maintained without persistent firing, namely, information can
be stored in activity-silent states. Short-term synaptic plasticity (STSP) is one
of the candidate mechanisms for storing information in activity-silent states,
STSP leads to rapid changes in the strength of connections between neurons
that reflects new information being presented to the network system [1,2]. STSP
c© Springer Nature Switzerland AG 2022
I. Rojas et al. (Eds.): IWBBIO 2022, LNBI 13346, pp. 59–72, 2022.
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strongly affects the information processing in the nervous system. STSP is used
to study by using the description of intracellular recordings of postsynaptic
potentials or currents evoked by presynaptic spikes. However, STSP can also
affect the statistics of postsynaptic spikes [3]. A comprehensive description of the
combined effect of both short-term facilitation and depression on noise-induced
memory degradation in one-dimensional continuous attractor models has been
provided in [4]. STSP makes neurons sensitive to the distribution of presynaptic
population firing rates [5]. On the other hand, the dynamics of firing rate and
irregularity of single neurons are closely connected [6,7]. Using a computational
model to study the formation of silent assemblies in a network of spiking neu-
rons, the authors in [8] have found that even though the formed assemblies were
silent in terms of mean firing rate, they had an increased coefficient of variation
of inter-spike intervals.

In this paper, we consider the effects of random inputs to a LIF conductance
neuron with STSP for applications in WM. In particular, we develop a LIF
synaptic conductance model under a facilitation type of short-term synaptic
plasticity dynamics. We study the effects of random external current inputs and
random refractory periods on the spiking activities of neurons in a cell membrane
potential setting of such LIF conductance neuron. Our analysis is carried out
by considering a Langevin stochastic dynamic in a numerical setting for a cell
membrane potential with random inputs. The numerical results demonstrate
that the random inputs affect the spiking activity of the neuron. Under a weak
excitatory input to the LIF conductance neuron together with the short-term
facilitation, the memory can be reactivated. Furthermore, an increase in the
standard deviations of Gaussian white noise inputs can lead to an increase in
the irregularity of spike trains of the output neuron.

2 Synaptic Conductance Model Description

The simplest assumption in the modelling of synapses is that the synaptic
weights are fixed. To get closer to the real situation, we will investigate synapses
whose weights change in some input conditions. One of the candidates for such
changes in the synaptic weights is the STSP. In general, STSP is a phenomenon
in which synaptic efficacy changes over time in a way that reflects the history of
presynaptic activity. There are two types of STP: Short-Term Depression (STD)
and Short-Term Facilitation (STF), with opposite effects on synaptic efficacy,
which have been experimentally observed.

The mathematical model of STSP is characterized by a limited pool of synap-
tic resources available for transmission R, which is the amount of available
resources to the presynaptic neuron. For instance, the overall amount of synaptic
vesicles at the presynaptic terminals. We know that the number of presynaptic
resources changes in a dynamic fashion depending on the recent history of spikes.
Specifically, at a presynaptic spike, the fraction u (the fraction of resources used
each time a neuron fires) of the available pool to be utilized increases due to
spike-induced calcium influx to the presynaptic terminal. Then, u is consumed
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to increase the post-synaptic conductance. During each spike, u decays back to
zero with time constant τf , while R recovers to 1 with time constant τd. We
define the following dynamics of excitatory (subscript E) STSP (see, e.g., [2]):

⎧
⎪⎨

⎪⎩

duE

dt = −U0−uE

τf
+ U0(1 − u−

E)δ(1 − tsp),
dRE

dt = 1−RE

τd
− u+

ER−
Eδ(1 − tsp),

dgE(t)
dt = − gE

τE
+ ḡEu+

ER−
Eδ(1 − tsp),

(1)

where U0 is a constant determining the increment of u, u−
E and R−

E represent
the corresponding values before the arriving spike, while u+

E denotes the moment
right after the spike. In (1), ḡE represents the maximum excitatory conductance,
while gE(t) is calculated for all spike times sp. Here, δ(·) denotes the Dirac
delta function, while τE is the given time constant. Moreover, the dynamics of
inhibitory STSP can be described by replacing the subscript E with I in system
(1).

STSP involves mechanisms for both facilitation of transmitter release, where
synaptic strength increases with consecutive presynaptic spikes, and depression
with synaptic strength decreases. The dynamics of u and R determine if the joint
effect of uR is dominated by depression or facilitation. In the regime of τd � τf

and for large U0, the synapse is STD-dominated due to an initial spike incurs a
large drop in R that takes a long time to recover. In the regime of τd � τf for
small U0, the synapse is STF-dominated since the synaptic efficacy is increased
gradually by spikes. The kinetic dynamics of depressed and facilitated synapses
observed in many cortical areas have been successfully reproduced by using such
STSP phenomenological model. In this work, we consider a LIF synaptic con-
ductance model with STSP for working memory. This model is sustained by
calcium-mediated synaptic facilitation in the recurrent connections of neocor-
tical networks. The facilitating transmission is displayed by all excitatory-to-
excitatory connections in the system. Moreover the amount of available resources
(RE such that 0 ≤ RE ≤ 1) and the utilization parameter uE(x) modulate the
synaptic efficacy. Such factors define the fraction of resources used by each spike,
reflecting the residual calcium level. During a spike, the amount of uERE is used
to produce the postsynaptic current, thus RE reduces. This process is known as
neurotransmitter depletion [1]. See, e.g., Figs. 1 and 2 for (STF) changes rep-
resented for firing rates of the presynaptic spike train. The amplitude synaptic
conductance g changes with every incoming spike until it reaches its station-
ary state, and the ratio of the synaptic conductance corresponding to the 1st
and 10th spikes changes as a function of the presynaptic firing rate in the STF
case. In Fig. 2, we observe that the small fluctuations are visible in the data pre-
sented for the conductance corresponding to the 10th spike and the conductance
ratio of the synaptic conductance corresponding to the 1st and 10th spikes. Such
small fluctuations come from the fact that total synaptic resources are finite and
recover in a finite time. Hence, at high frequency inputs, synaptic resources are
rapidly neglected at a higher rate than their recovery. After the first few spikes,
only a small number of synaptic resources are left. Therefore, the steady-state
synaptic conductance at high frequency inputs decreases.
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Fig. 1. Short-term synaptic facilitation (STF) changes for firing rates ri = re = 20 of
the presynaptic spike train and the amplitude synaptic conductance g changes with
every incoming spike until it reaches its stationary state. (Color figure online)

Fig. 2. The ratio of the synaptic conductance corresponding to the first and 10th spikes
as a function of the presynaptic firing rate in the STF case. (Color figure online)

2.1 LIF Synaptic Conductance Dynamics

In this section, we consider a model of synaptic conductance dynamics under
the STSP presented in (1). In particular, neurons receive myriad excitatory and
inhibitory synaptic inputs at dendrites. To understand better the mechanisms
underlying neuronal computation, we investigate the dynamics of STSP in a LIF
neuron via electrophysiological recording techniques.

In general, the synaptic input in vivo is characterized by the combination
of excitatory neurotransmitters. Such excitatory neurotransmitters depolarize
the cell and drive it towards a spike threshold. Inhibitory neurotransmitters
hyperpolarize it, driving it away from the spike threshold. These factors cause
specific ion channels on the postsynaptic neuron to open. Then, the neuron’s
conductance changes. Therefore, the current will flow in or out of the cell (see,
e.g., [9,10]). This synaptic conductance process can be modelled by assuming
that the presynaptic neuron’s spiking activity produces transient changes in
the postsynaptic neuron’s conductance (gsyn(t)). Such conductance transients
(gsyn(t)) can be generated by using the system (1).
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Using Ohm’s law allows us to convert conductance changes to the current as
follows:

Isyn(t) = gsyn(t)(V (t) − Esyn), (2)

where Esyn denotes the direction of current flow of the excitatory (EE) or
inhibitory (EI) of the synapse.

The total synaptic input current Isyn is the combination of both excitatory
and inhibitory inputs. Suppose the total excitatory and inhibitory conductances
received at time t are gE(t) and gI(t), and their corresponding reversal potentials
are EE and EI , respectively. The total synaptic current can be defined as (see,
e.g., [11]):

Isyn(V (t), t) = −gE(t)(V − EE) − gI(t)(V − EI). (3)

Next, we note that the corresponding membrane potential dynamics of the
LIF neuron under synaptic current can be described as follow (see, e.g., [11])

τm
d

dt
Vm(t) = −(Vm(t) − EL) − gE(t)

gL
(Vm(t) − EE) − gI(t)

gL
(Vm(t) − EI) +

Iinj
gL

,

(4)

where Vm is the membrane potential, Iinj is the external input current, τm is the
membrane time constant, gL denotes the leak conductance, while EL is the leak
potential.

We consider a random synaptic input by introducing the following random
input current (additive noise) IInj = μInj+σInjη(t) (pA), where η is the Gaussian
white noise with mean μInj and standard deviation σInj.

By considering such Gaussian white noise input currents, the Eq. (4) can be
considered as the following Langevin stochastic equation (see, e.g., [12]):

τm
d

dt
Vm(t) = −(Vm(t) − EL) − gE(t)

gL
(Vm(t) − EE) − gI(t)

gL
(Vm(t) − EI)

+
1
gL

(μInj + σInjη(t)) if V (t) ≤ Vth. (5)

In this paper we investigate the effects of random refractory periods. We
define the random refractory periods tref with tref = μref + σrefN , where N is
the normal distribution.

In our model, to approximate the stochastic neuronal firings, we use the
simplest input spikes with the Poisson process [10,13]. The input spikes will be
added to the system via the quantity δ(t− tsp) in (1). We assume that the input
spikes are given when every input spike arrives independently of other spikes.
For designing a spike generator of spike train, we define the probability of firing a
spike within a short interval (see, e.g. [14]) P (1 spike during Δt) = rjΔt, where
j = e, i with re, ri representing the instantaneous excitatory and inhibitory firing
rates, respectively. A Poisson spike train is generated by first subdividing time
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into a group of short intervals through small time steps Δt. At each time step, we
define a random variable xrand with uniform distribution over the range between
0 and 1. Then, we compare this quantity with the probability of firing a spike,
which reads:

{
rjΔt > xrand, generate a spike,
rjΔt ≤ xrand, no spike is generated.

(6)

2.2 Firing Rate and Spike Time Irregularity

In general, the irregularity of spike trains can carry information about previous
stimulation in a neuron. A LIF conductance neuron with multiple inputs and
coefficient of variation (CV) of the inter-spike-interval (ISI) can bring an output
decoded neuron. In particular, we have found that the increase of σInj and σref

can lead to an increase in the irregularity of the spike trains (see also [8]).
Spike regularity can be calculated as the following coefficient of variation of

the inter-spike-interval (see, e.g., [8]):

CVISI =
σISI

μISI
,

where σISI is the standard deviation and μISI is the mean of the ISI of an indi-
vidual neuron.

In the next section, we plot and analyze the output firing rate as a function
of Gaussian white noise mean or direct current value, known as the input-output
transfer function of the neuron.

3 Numerical Results for the LIF Synaptic Conductance
Model

In this subsection, we take a single pyramidal neuron at the dendrite and study
how the neuron behaves under STF dynamics and when it is bombarded with
both excitatory and inhibitory spike trains (see, e.g., [1,2,11]).

In what follows, the simulations have been carried out by a modification
of the numerical method provided in the open source framework at https://
github.com/ (see W2D3 Biological Neuron Models in the Neuromatch Academy
directory).

In the simulations, we choose the parameter set as follows: EE = 70 (mV),
EL = −60 (mV), EI = −10 (mV), Vth = −55 (mV), Vreset = −70 (mV),
Δt = 0.1, τm = 10 (ms), re = 20, ri = 20, nE = 20 spikes, nI = 80 spikes,
ḡE = 1.2×4 (nS), ḡI = 1.6×4 (nS), τE = 5 (ms), τI = 100 (ms), U0E = U0I = 0.2,
τdE = τdI = 200 (ms), τfE = τfI = 1500 (ms) . Here, nE and nI represent
the number of excitatory and inhibitory presynaptic spike trains, respectively.
These parameters have also been used in for dynamic clamp experiments and we
take them for our model validation. In this section, we use the excitatory and

https://github.com/
https://github.com/
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inhibitory conductances provided in Fig. 2 for all of our simulations. Further, we
use the experimental data provided in [2] and [11] for our model validation.

The main numerical results of our analysis here are shown in Figs. 3, 4, 5, 6,
7, 8, 9, 10 and 11, where we have plotted the time evolution of the membrane
potential calculated based on model (4), the input-output transfer function as
well as the spike regularity profile of the neuron. We investigate the effects of
random inputs on a LIF neuron under synaptic conductance dynamics and a
facilitation type of short-term synaptic plasticity dynamics. By using a Pois-
sonian spike input, we observe that the random external current and random
refractory period influence the spiking activity of a neuron in the cell membrane
potential. Our simulations demonstrate that as long as the synapses remain facil-
itated, the memory can be reactivated by presenting a weak excitatory input to
the LIF conductance system, even though the neural activity is at the spon-
taneous level. Furthermore, the presence of random input current impacts the
spiking activities of the system.

Fig. 3. Left: Excitatory conductances profile. Right: Inhibitory conductances profile.
(Color figure online)

In particular, in Fig. 4, we have plotted the Gaussian white noise current
profile, the time evolution of the membrane potential V (t) with Gaussian white
noise input current and direct input current (Iinj = Idc = 200 (pA)). In the case
with Gaussian white noise input current in the second row of Fig. 4, the neuron
does not reach its threshold for a long time from 1 to nearly 1000 (ms). There
are only the two spikes that come over the threshold. However, in the bottom
row of Fig. 4, with the direct input current, we observe that the neuron fires a
spike within an interval of about 20 (ms) (see, e.g., [1]). It is clear that the mem-
ory can be reactivated under a weak excitatory input to the LIF conductance
system (nE = 20 and nI = 80 spikes). The presence of Gaussian white noise in
the system increases the distance between each spike and decreases the spiking
activity of the neuron compared with the case of direct input current.
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Fig. 4. Top row: Gaussian white noise current profile. Middle row: Time evolution
of membrane potential V (t) with Gaussian white noise current. Bottom row: Time
evolution of membrane potential V (t) with direct input. (Color figure online)

In Fig. 5, by increasing the values of τdE = τdI = 1400 (ms), we observe that
the spiking activity of the neuron increases in both two cases: Gaussian white
noise input and direct input currents. In the second row of Fig. 5, the spikes of
the neuron increase compared to the cases presented in Fig. 4. Specifically, in
the third row of Fig. 5, almost all spikes reach their threshold after a time of 570
(ms) in the case of direct input current. In the second row of Fig. 5, the presence
of the random input current in the system leads to an increase in the distance
between spikes that decrease the spiking activity in the system.

In Fig. 6, we have plotted the spike count profile as a function of average
injected current. With σInj = 1 and tref = 8 (ms), we have 124 spikes for both
cases: Gaussian white noise input and direct input currents. There is no difference
in the spike count between the two cases.

In Fig. 7, we consider the random refractory period for the case with Gaussian
white noise current, and the standard refractory period v for the case with the
direct input current. We observe that the spike count dramatically reduces in
the case of random input current and random refractory period compared to the
cases in Fig. 6. It is clear that the random refractory period affects the spiking
activity of the system.
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Fig. 5. Top row: Gaussian white noise current profile. Middle row: Time evolution
of membrane potential V (t) with Gaussian white noise current. Bottom row: Time
evolution of membrane potential V (t) with direct input. (Color figure online)

Fig. 6. The input-output transfer function of the neuron, output firing rate as a func-
tion of input mean. Parameters: direct input current σInj = 1, tref = 8 (ms). (Color
figure online)

In Fig. 8, using random refractory periods for both cases: Gaussian white
noise and direct input current, we observe that the spikes decrease in both cases.
In particular, the spike count remains the same (14 spikes) from IInj = 100 (pA)
to IInj = 380 (pA). Then it reduces to 11 spikes in the case of Gaussian white
noise input current. Similarly, from IInj = 225 (pA), the spike count decreases
from 9 spikes to 6 spikes also in the case of direct input current. This effect is
caused by the presence of a random refractory period in the system.
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Fig. 7. The input-output transfer function of the neuron, output firing rate as a func-
tion of input mean. Parameters: σInj = 1, μref = 8, σref = 1, tref = 8 (ms) for direct
input current. (Color figure online)

Fig. 8. The input-output transfer function of the neuron, output firing rate as a func-
tion of input mean. Parameters: σInj = 1, μref = 8, σref = 1. (Color figure online)

In Fig. 9, we look at the corresponding spike irregularity profile of the spike
count in Fig. 8. We see that there is not much change in the coefficient of variation
of the inter-spike-interval with values around 0.9. There is a slight decrease of
the spike irregularity from the average injected current with values from 280
(pA) to 400 (pA).
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Fig. 9. Spike irregularity profile in the case with direct current. Parameters: σInj = 1,
μref = 8, σref = 1. (Color figure online)

Fig. 10. The input-output transfer function of the neuron, output firing rate as a
function of input mean. Parameters: σInj = 5, μref = 8, σref = 2.5. (Color figure online)

In Fig. 10, we consider the same cases as in Fig. 8. The only difference is that
we increase the values of the standard deviations of the random input current and
random refractory period to σInj = 5 and σref = 2.5. We observe that the spikes
decrease when the average injected current increases. This is visible also in the
corresponding spike irregularity profile in Fig. 11, at the average injected current
of value 250 (pA), we see a decrease of the spike irregularity coefficient CVISI

from 1.7 to 1.1. It is clear that even with a decrease in the spike irregularity the
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Fig. 11. Spike irregularity profile in the case with Gaussian white noise current. Param-
eters: σInj = 5, μref = 8, σref = 2.5. (Color figure online)

coefficient CVISI, in this case, is still larger than in the cases presented in Fig. 9.
This is due to the fact that when we increase the mean of the Gaussian white
noise, at some point, the effective input means are above the spike threshold
and then the neuron operates in the so-called mean-driven regime. Hence, as the
input is sufficiently high, the neuron is charged up to the spike threshold and
then it is reset. This essentially gives an almost regular spiking.

Additionally, we notice that the presence of a random refractory period
increases the distance of the time interval between two nearest neighbor spikes
as well as decreases the spiking activity in the system. However, with a weak
excitatory input to the LIF conductance system together with the STF, the
spiking activity of the neuron still occurs and the memory can be reactivated.
Under suitable values of average injected current as well as the values of ran-
dom input current and random refractory period, the irregularity of spike trains
increases. This effect leads to an improvement in the carrying of information
about previous stimulation in the neuron.

4 Conclusions

We have proposed and described a LIF synaptic conductance model with ran-
dom inputs. Using the description based on the Langevin stochastic dynamics
together with the STSP, we have analyzed the effects of noise in a cell mem-
brane potential. In particular, we have provided details of the model along with
representative numerical examples. Our computational experiments have demon-
strated that the presence of random input current and random refractory period
decrease the spiking activity of the neuron in the system. The memory can be
reactivated under a weak excitatory input to the LIF conductance system with
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STF. When the values of average injected current are large enough together
with suitable values of the standard deviations of Gaussian white noise inputs,
the irregularity of spike trains increases. A better understanding of uncertainty
factors in LIF conductance neurons with STSP dynamics would contribute to
further progress and model developments for WM in human brain studies.
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Abstract. The aim of this pilot study is to know the thermal impact that manual
therapy has on the body temperature of the lower back and abdominal region in
subjects with low back pain. It was conducted on ten patients, five of them diag-
nosed with low back pain and five without it. The intervention protocol was based
on Richelli’s instrumentalized manual therapy, it was carried out by a certified
physical therapist, one session per week, for two weeks. Infrared Thermography
was used to show the effects of this study. The regions of interest considered for the
thermal analysiswere the rectus abdominis, the obliques, the quadratus lumbar and
the lumbar spine. The temperature difference between post and pre-intervention in
patients with low back pain was higher in the first week, maintaining differences
greater than 0.78, while in the second week the maximum difference was 0.52 in
the lumbar area. As a result, the instrumentalized manual intervention technique
tends to stabilize the temperature of the muscles, managing to favor the subjects
with low back pain because this specific group achieved greater temperature sta-
bility in the intervened muscle groups. Infrared Thermography proved to be a
useful tool for monitoring physiotherapeutic treatments.

Keywords: Thermography ·Manual therapy · Low back pain · Abdominal
muscles · Lumbar Region

1 Introduction

Low back pain is a symptom experienced by people of all ages, from childhood to
adulthood (Hartvigsen et al. 2018). Its prevalence ranges from 4.2% for subjects between
24 and 39 years old to 19.6% for subjects between 20 and 59 years old (Barbari et al.
2020). For this reason, it has been attributed as one of the main causes of disability
in many countries, as well as being among the main worldwide (Taylor and Bishop
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2019). It has been documented that it has an extremely high recurrence, presenting
within 12 months after his recovery (Da Silva et al. 2019). In general, the factors that
are associated with low back pain are age, education, hypertension, smoking, work,
ergonomic factors, marital status, among others (Frascareli et al. 2020).

Nowadays, for the treatment of low back pain, in addition to traditional medicine,
procedures based on complementary or alternative medicine have also been adopted
(Hartvigsen et al. 2018), for which pharmacological treatments are no longer used.
Among the several non-pharmacological interventions that could found are acupuncture
(Comachio et al. 2020; Godley and Smith 2020; Volpato et al. 2019), heat therapy
(Freiwald et al. 2018; Laosee et al. 2020; Leemans et al. 2020), electrical stimulation
(Leemans et al. 2020), exercise programs (KimandKim2018; Pakbaz et al. 2019; Shariat
et al. 2019; Sipaviciene and Kliziene 2019; Washif et al. 2019) and manual therapies
(Toomey et al. 2020; Cashin et al. 2020; Toprak Celenay et al. 2019; Zafereo et al. 2018;
Louw et al. 2016).

The objective of manual therapy is to produce therapeutic effects through the move-
ment of the hands, creating different strokes, sometimes with the help of different instru-
ments (Portillo-Soto et al. 2014), with which it is possible to produce an increase in oxy-
genation and nutrient intake to muscle tissue (Charles et al. 2019). For the diagnosis of
low back pain, there are different methods, for example, radiography, computed tomog-
raphy (CT), and magnetic resonance imaging (MRI) (Chou et al. 2011). However, these
techniques are expensive and expose patients to unnecessary harm (Samuel et al. 2016).
The temperature has been shown to be a natural indicator of abnormalities (Lahiri et al.
2012), for example, as a marker of a probable muscle injury (De Andrade Fernandes
et al. 2017). Therefore, Infrared Thermography (IRT) is an indispensable tool for the
detection of patients with musculoskeletal injuries (Marcon Alfieri et al. 2019; Hegmann
et al. 2019; Morales Ríos 2011; Gutiérrez-Vargas 2017). Among the advantages of IRT
are the following: it is a non-invasive, low-cost, light-invariant tool that can work in dark
environments (Cruz-Albarran et al. 2018). For these reasons, research focused on low
back pain and thermography has been carried out, for example, Marcon Alfieri et al.
(2019) associated lumbar surface temperature and tolerance to pressure pain, obtained
that the higher the perception of pain, the lower the pain tolerance and the higher the lum-
bar temperature. Polidori et al. (2018) used IRT as a diagnostic and recovery monitoring
tool after osteopathic manipulative treatment. Samuel et al. (2016) carried out a study
to find out if IRT could be used as an indicator of the result of interferential and laser
treatment of low back pain, concluding that it can be used objectively. As can be seen,
studies have been carried out that make use of IRT for the diagnosis and measurement
of the results of different treatments for low back pain, however, a study that shows the
thermal effects that manual therapy has on the structures involved in low back pain has
not been carried out. Therefore, it is accurate to have a study that shows the impact of
manual therapy in subjects with low back pain on body temperature, measured through
IRT.

In the present work, a pilot study of the impact that manual therapy has on the body
temperature of the lumbar and abdominal areas is shown. The protocol followed was
Richelli’s instrumentalized manual therapy. This therapy is applied both in the lumbar
area and in the abdominal area. Therefore, the regions of interest (ROIs) that were
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analyzed were, for the lumbar area, the lumbar squares (right and left), and for the
abdominal area, the rectus abdominis, and the obliques (right and left).

2 Material and Methods

The general proposedmethodology to carry out this exploratory study is shown in Fig. 1.
The first stage consisted of the subjects, the space conditioning where the study was
carried out, and the technological equipment used (FLIR A310 thermographic cam-
era, Personal Computer (PC), FLUKE-975 air quality meter, and FLUKE 61 infrared
thermometer). Subsequently, the first image was taken before the intervention. Then
the application of manual therapy was carried out. Once this was finished, the final
thermographic image was taken. Finally, the data analysis was done.

Fig. 1. General proposed methodology.

2.1 Subjects

The study was conducted on 10 female participants, with a mean age of 23.9 (standard
deviation of 3.14) and an average body mass index of 22.83 (standard deviation of 2.38).
Five of them were part of the control group, that is, they did not have any alteration of
lumbar pain sensation and the other five were part of the intervention group (with lumbar
pain sensation). Specific tests were performed on the recruited subjects to corroborate
or rule out alteration in the sensation of low back pain of radicular origin. The following
tests were performed: Lasegue test, Adam’s test, Cram test, Gillette test, Sacroiliitis test,
Oswestry questionnaire, Bragard’s sign, and the measurement of the ranges of motion
(ROM) was performed. The inclusion criteria to participate in the study were: voluntary
participation, not using lotions, creams, cosmetics, and deodorants, not shaving the area
of analysis, not having taken stimulant drinks, not smoking at least two hours before, not
engaging in physical activity one hour before the study. The exclusion criteria dictated
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by the protocol were: pregnancy, post-surgery, altered sensation in the lumbar region
with radiating pain, fibromyalgia, rheumatoid arthritis during the initial or acute phases,
medical contraindication, infectious skin diseases, carcinomas, and raynaud disease. The
invitation to participate was open, the subjects interested in being part of the study were
explained what the study consisted of, and those who decided to participate signed the
informed consent letter. The study was conducted under the Declaration of Helsinki,
in addition to complying with the guidelines of the Nuremberg Code. The research
was approved by the ethics committee of the Faculty of Nursing of the Autonomous
University of Querétaro.

2.2 Technological and Environmental Factors

The study was carried out in a 5 × 4-m room. A FLIR A310 camera was used for the
taking of thermographic images, with a resolution of 320 × 240 pixels and a sensitivity
of 0.05 °C to 30 °C, which works in the spectral range of 7.5 to 13 μm. For a correct
measurement, it is necessary to have controlled environmental conditions, therefore, an
air conditioner (Mini Split) was used, with which the ambient temperature was main-
tained at 20 ± 2 °C, with a relative humidity of 45–60% (measured with a FLUKE 975
air quality meter). To obtain the apparent reflected temperature of the subjects, a FLUKE
61 infrared thermometer was used.

2.3 Taking of Thermal Images

For the acquisition of thermographic images, the camera was positioned 1.2 m from the
subject under study, the height was adjusted according to the height of each subject. First,
the parameters of the camerawere adjusted, that is, the ambient temperature, the reflected
apparent temperature, and the relative humidity. Subsequently, 2 thermographic images
were taken, a posterior thermogram for the lumbar area and an anterior thermogram for
the abdominal area. This process was carried out by each subject before the application
of manual therapy and after it.

2.4 Manual Therapy Application

Richelli’s Instrumentalized Manual Therapy was used for this work. This technique is
carried out with 2 tools called Pain Reliever and 3DThumb. The first is made up of foot,
head, body, and hook; and the second by foot, head, body, and arm. Each shape, curve,
and part of the tools are used to make specific passes over certain areas of the human
body. The instruments are made of polyethylene 500, colored blue.

The intervention process was carried out by a physiotherapist previously certified in
the instrumentalized manual technique. The intervention was carried out according to
the next treatment, established by Richelli and Rodríguez (n.d.):



Thermal Effects of Manual Therapy in Low Back Pain: A Pilot Study 79

Lumbar Muscles
Paravertebral.

• Shallow and deep longitudinal strokes
• Shallow and deep longitudinal strokes with 3D foot
• Superficial and deep longitudinal lines (heterolateral)
• Hook without compression
• Hook with compression

Lumbar Square.

• Hooking with kneading
• Continuous deep pressure
• Shallow and deep longitudinal strokes with foot
• Shallow and deep longitudinal strokes with body

Abdominal Muscles

• Shallow and deep longitudinal strokes
• Shallow and deep cross lines
• Hook without compression
• Compression hook
• Hooking with kneading.

It was carried out by making 4 strokes, 3 with gentle pressure and one with deep
pressure, on the lumbar squares (right and left), the rectus abdominis and the obliques
(right and left). The intervention was carried out one day a week, for a period of two
weeks.

An example of the longitudinal lines that were applied is shown in Fig. 2. Figure 2a
shows the body of the Pain Reliever Tool on the lumbar fascia and Fig. 2b the foot of
the 3D Thumb Tool on the lumbar fascia.
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a) b) 

Fig. 2. Longitudinal strokes. a) With the body on the lumbar fascia (Pain Reliever Tool). b) With
the foot on the lumbar fascia (3D Thumb Tool).

2.5 Data Analysis

For the temperature analysis, three ROIs were obtained for the abdomen area (Fig. 3a)
and three for the lumbar area (Fig. 3b) (Cheung et al. 2020). To achieve this objective, free
language softwarewas developed, it allows obtaining statistical values (median, standard
deviation, and variance) of the mentioned ROIs. Once these values were obtained for
each subject, a database was created in SPSS software, version 22. Finally, a student

a) b)

Fig. 3. Thermal ROIs. a) Abdominal region. b) Lumbar region.
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t test (for both dependent and independent samples) and a Pearson correlation were
performed.

3 Results

This section presents the results of the data analysis. Table 1 shows the ROI results of the
thermal analysis carried out during the first and second sessions, in a pre-post way, both
for subjects with low back pain and for subjects without it. Where M_pre represents the
pre-intervention mean (in ºC) M_post, is the post-intervention mean (in °C), �T is the
difference in temperature between pre and post (in °C) and ρ is the significance. The
level of significance that was considered was 95% (Simon 1986). The cells shaded in red
show the statistically significant values. For subjects with low back pain, a significant
temperature decrease can be observed at week one in the right oblique and at week
two in the lumbar spine. By analyzing the temperature increases in week one compared
to week two, a significantly lower temperature decrease (ρ = 0.013) was obtained in
the case of subjects with low back pain (ρ = 0.013) in week one (−1.76 °C), than in
week two (−0.02 °C). On the other hand, for subjects without low back pain, there is a
significant decrease in temperature in week one, both in the right and left oblique. With
the analysis of the temperature increases betweenweek one and two, a significantly lower

Table 1. Statistical values for subjects with and without low back pain.

With Low Back Pain

Week 1 Week 2

ROI ∆ ρ ∆ ρ

Abdominal Rectum (AR) 34.22 33.44 -0.78 0.156 33.82 33.86 0.04 0.923

Left Oblique (LO) 34.64 33.80 -0.84 0.068 34.20 33.92 -0.28 0.449

Right Oblique (RO) 34.28 33.48 -0.80 0.037 34.00 34.00 0.00 1.000

Lumbar Spine (LS) 34.94 32.14 -2.80 0.317 34.52 34.00 -0.52 0.001

Left Lumbar Quad (LLQ) 34.34 31.64 -2.70 0.324 33.98 34.18 0.20 0.389

Right Lumbar Quad (RLQ) 34.30 31.62 -2.68 0.362 33.98 34.40 0.42 0.082

Without Low Back Pain

Week 1 Week 2

ROI ∆ ∆
Abdominal Rectum (AR) 34.14 32.78 -1.36 0.118 33.64 33.50 -0.14 0.750

Left Oblique (LO) 33.64 32.90 -0.74 0.020 33.74 33.62 -0.12 0.811

Right Oblique (RO) 33.62 33.04 -0.58 0.023 33.86 33.82 -0.04 0.928

Lumbar Spine (LS) 33.94 33.92 -0.02 0.902 33.28 34.08 0.80 0.090

Left Lumbar Quad (LLQ) 33.48 34.02 0.54 0.147 33.06 33.88 0.82 0.082

Right Lumbar Quad (RLQ) 33.36 33.66 0.30 0.270 32.90 33.64 0.74 0.106
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temperature decrease (ρ = 0.004) was obtained in week one (−0.31 °C), compared to
week 2 (0.34 °C).

Table 2 shows the results by ROI of the thermal analysis for independent samples
carried out during the first and second sessions, in the form of subjects with low back pain
vs subjects without low back pain, both for pre-intervention and for post-intervention
Where M_w represents the mean of the subjects with low back pain (in ºC), M_wo is
the mean of subjects with low back pain (in ºC), �T is the difference in temperature
between both groups (in ºC) and, ρ is the significance. The box marked in red shows the
statistically significant value.

Table 2. Statistical values between subjects with low back pain and without low back pain (pre
and post).

With Low Back Pain (w) vs Without Low Back Pain (wo) PRE

Week 1 Week 2

ROI ρ ρ

Abdominal Rectum (AR) 34.22 34.14 -0.08 0.585 33.82 33.64 -0.18 0.556

Left Oblique (LO) 34.64 33.64 -1.00 0.572 34.20 33.74 -0.46 0.203

Right Oblique (RO) 34.28 33.62 -0.66 0.782 34.00 33.86 -0.14 0.327

Lumbar Spine (LS) 34.94 33.94 -1.00 0.269 34.52 33.28 -1.24 0.093

Left Lumbar Quad (LLQ) 34.34 33.48 -0.86 0.128 33.98 33.06 -0.92 0.218

Right Lumbar Quad (RLQ) 34.30 33.36 -0.94 0.283 33.98 32.90 -1.08 0.172

With Low Back Pain (w) vs Without Low Back Pain (wo) POST

Week 1 Week 2

ROI ρ ρ

Abdominal Rectum (AR) 33.44 32.78 -0.66 0.309 33.86 33.50 -0.36 0.327

Left Oblique (LO) 33.80 32.90 -0.90 0.193 33.92 33.62 -0.30 0.678

Right Oblique (RO) 33.48 33.04 -0.44 0.418 34.00 33.82 -0.18 0.025

Lumbar Spine (LS) 32.14 33.92 1.78 0.106 34.66 34.08 -0.58 0.076

Left Lumbar Quad (LLQ) 31.64 34.02 2.38 0.102 34.18 33.88 -0.30 0.323

Right Lumbar Quad (RLQ) 31.62 33.66 2.04 0.094 34.44 33.64 -0.80 0.279

The results of the Pearson correlation between the different ROIs for the subjects
with low back pain, both pre-intervention, and post-intervention, are shown in Table 3.
Where the ROIs shaded in green correspond to the pre-intervention and the shaded in
orange correspond to the post-intervention. The boxes shaded in yellow show the ROIs
that have a significant positive correlation, where they mostly correspond to extremely
high positive correlations. These results are only shown for week one because that was
when the greatest impact of instrumentalized manual therapy was presented.
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Table 3. Pearson‘s correlation and significance for subjects with low back pain.

The results of the Pearson correlation between the different ROIs for the subjects
without low back pain, both pre-intervention, and post-intervention, are shown in Table
4. The ROI‘s shaded in green correspond to the pre-intervention values and the shaded in
orange correspond to post-intervention values. The boxes in yellow show the significant
correlations between ROIs, whose value is extremely high, positive. Likewise, they only
show up for week one.

A thermographic image shows the peripheral temperature obtained through the radi-
ation produced by the human body. The visualization is done through color palettes,
where each pixel is assigned a color, which represents a temperature, the upper limit
shows the highest temperature and the lower limit the lowest temperature. Starting from
the latter, as the color changes towards the top, the temperature increases. Some exam-
ples of the acquired thermographic images, both for subjects with low back pain and for
subjects without low back pain, are presented in Fig. 4.
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Table 4. Pearson‘s correlation and significance for subjects without low back pain.

Fig. 4. Thermography images in subjects with and without low back pain, pre - intervention and
post - intervention.
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4 Discussion

Themain objective was to know the thermal impact after the intervention through instru-
mentalized manual therapy in two groups, a control group (healthy subjects) and an
experimental group (subjects with chronic low back pain). The temperature behavior
for both study groups showed differences concerning the treated muscle area. Taking
as a premise that the study in question looked for myofascial alterations and evaluated
the thermal responses, it is important to clarify their pathophysiology. Recent research
suggests that the pathophysiology and sequelae of myofascial trigger points begin with
excessive stress or injury to muscle fibers (Paolini 2009). This results in a decrease in
available oxygen and nutrients, which leads to muscle shortening, and ultimately an
increase in metabolic demands. So far, it has been shown that, in the trunk and proximal
parts of the body, the surface temperature is strongly influenced by internal organs, sub-
cutaneous tissue andmuscle activity, contraction-relaxation, which is themost important
source of metabolic thermal increase, therefore pathological conditions such as muscle
spasms or myofascial trigger points can become visible as regions of increased temper-
ature (Chojnowski 2017). This is reflected in the data analysis shown in Table 3, where
for week 1 pre-intervention, the mean temperature of the group with low back pain for
all regions of interest is higher than the mean of the group without low back pain (values
without statistical significance). On the other hand, it has been studied that the proposed
intervention with instrumentalized manual therapy aims to increase the intake of oxygen
and nutrients in muscle tissue, as mentioned above (Charles et al. 2019; Simons 2004).
According to Simmons (2004), the autonomic responses derived from the intervention
canmodulate the increase in acetylcholine release and contribute to the positive feedback
loop. This type of technique aims to reduce the pain caused by trigger points and produce
significant hyperemia with histamine discharge within the tissues (Arranz Álvarez et al.
1999; Pennes 1948). Producing a pleasant response, relief, and relaxation, resulting in
an increase in brain endorphin levels that causes the inhibition of substance P (pain neu-
rotransmitter) which in turn inhibits T (transmitter) cells. Whenmuscles are exercised or
tissue is mobilized by instruments, an increase in heat develops in the muscle due to fric-
tional forces imposed on the tissue and consequently increased metabolism. Increased
blood flow to the muscle also contributes to increased heat to the area after exercise or
manipulation. Because muscle is a relatively superficial tissue, surrounded by a layer of
connective tissue, its temperature is usually between 32 °C and 33 °C, however, when
bloodflow to the exercised ormanipulatedmuscle increases, this temperature approaches
the central tissue temperature which is 37 °C (Ivanitsky et al. 2006; Pennes 1948). For
both groups, in week 1 and taking pre-intervention, the right quadratus lumbar showed
a decrease in temperature with significant values (p = 0.037; p = 0.20). This decrease
can be attributed to muscle hyperactivity, which leads to mechanical compression of the
blood vessels that supply the muscle, consequently reducing circulation and, in turn,
skin temperature (Rodrigues-Bigaton et al. 2014). Unfortunately, a direct relationship
between the intervention and the specific results for the right quadratus lumbar can-
not be established. Likewise, the comparison between groups (Table 2) shows that the
quadratus lumbar again decreases its mean temperature in week 2 post-intervention, the
difference being the lowest, in comparison with the other results for this muscle.
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On the other hand, Roy et al. (2010) studied the thermal changes after the interven-
tion with manual spinal manipulation at the L5 level, the results showed an immediate
increase in temperature and at 5 min after the manipulation. For this case, the authors
attribute the heat transfer from the chiropractor’s hand as a fundamental factor for the
temperature variation in the immediate measurement. However, for this pilot test, an
external instrument was used to prevent direct heat transfer by physical contact. For
the consequent increase in temperature, a possible response of cytokines and other pro
and anti-inflammatory mediators is discussed, as well as a neurological supraspinal con-
trol, a physiological cellular reaction of the blood vessels of the skin or deep tissue, or
the immune systems. This leads to highlighting two important points in the conclusion
of this study: 1) The tendency of the adjusted area to continue heating is probably a
reflection of a positive inflammatory response that removes debris from the injured area
through increased blood flow and 2) changes in surface temperature could be related
to several factors, including axonal reflexes, the release of chronic muscle spasm, and
normal tissue response to mechanical stimulation. It was observed that the difference
in temperature between post and pre-intervention in patients with low back pain was
higher in the first week, maintaining differences greater than 0.78, on the other hand, in
the second week the maximum difference was in the lumbar area of 0.52, differences
were managed in the other muscles less than 0.28, tending to the normality of the tem-
perature of the treated muscles. The “law of the artery” (stated by Still AT) affirms that
a properly vascularized tissue is considered healthy, and, on the contrary, when it does
not receive the correct blood supply, the disturbance of this tissue occurs, referring to
an injury or dysfunction neurovascular. Vertebral dysfunction causes a neurovascular
alteration, and this, in turn, causes angiospasm and stasis or circulatory retention, thus
producing an alteration in the anatomical elements located in the vascular territory, with
ischemic pain and long-term tissue modifications (Almazán Campos 1998). The afore-
mentioned is reflected in the results of Table 1 through the differences in temperature
between week 1 post-intervention and week 2. This increase in blood flow is expected to
return to normal within a couple of hours after surgery. Completion of instrumentalized
manual therapy. However, when temperatures are still elevated 24 h after exercise or
manual manipulation, it indicates that there is potential muscle damage. This muscle
damage causes additional heat transfer from the muscle to the overlying skin, resulting
in a thermographically detectable hot spot under the skin (Al-Nakhli et al. 2012).

However, despite the results, it is considered that future research will be necessary
that includes microscopic indicators of the evaluated tissues, as well as a study with a
larger sample.

5 Conclusion

The instrumentalized manual therapy intervention, both in healthy subjects and in sub-
jects with low back pain, tends to stabilize the temperature of the muscles, managing to
favor the subjects with low back pain, due to the fact that said group achieved greater
temperature stability in the intervened muscle groups, since the averages of temperature
for this group decreased, presenting statistically significant values in the decrease in
temperature in week one in the right oblique and in week two in the lumbar spine. The
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greatest impact of instrumentalized manual therapy was in week one. IRT proved to be
a useful tool in the monitoring of physiotherapeutic treatments to determine predictable
and specific objectives based on the patient’s health condition.
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Abstract. The main aim of this study was to compare bone health parameters
(bone mineral content [BMC], bone mineral density [BMD], geometric indices of
femoral neck [FN] strength (cross-sectional area [CSA], cross-sectional moment
of inertia [CSMI], section modulus [Z], buckling ratio [BR] and strength index
[SI]) and composite indices of FN strength (compression strength index [CSI],
bending strength index [BSI], and impact strength index [ISI])) in young adult
inactive women (n = 18) and young adult female handball players (n = 20). The
participants of the study were 38 young adult women; their ages ranged from 20
to 32 years. Dual-energy X-ray absorptiometry (DXA) was used to evaluate body
composition, BMC, BMD and geometric indices of FN strength. BMD measure-
ments were completed for the whole body (WB), the lumbar spine (L1–L4), the
total hip (TH) and the femoral neck (FN). Composite indices of femoral neck (FN)
strength (CSI, BSI, and ISI) were calculated. Validated tests were used to evalu-
ate maximal bench-press strength, maximal half-squat strength, maximal deadlift
strength, vertical jump, horizontal jump, sprinting performance and maximal aer-
obic velocity. Validated questionnaires were used to evaluate sleep quality, daily
protein and calcium intakes and physical activity level. Lean mass, WB BMC,
WB BMD, L1–L4 BMD, TH BMD, FN BMD, CSMI, Z, physical activity level,
daily protein intake, daily calcium intake, one-repetition maximum (1-RM) bench
press, 1-RM half-squat and 1-RM deadlift were significantly higher in female
handball players compared to inactive women. In conclusion, the present study
suggests that handball practice is associated with better bone health parameters in
young adult women.
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1 Introduction

A frequent disorder in the bones is commonly known as osteoporosis, and its distinc-
tive characteristics are low bone mineral density (BMD) as well as reduction signs of
bone microarchitecture; these eventually result in a higher fracture risk [1]. As a matter
of fact, 50% of women who are older than 50 years are affected by osteoporosis [2].
Bones, in general, reach 90% of their peak mass in people aged 20 years [2]. Therefore,
a possible solution could be making sure there is maximal acquisition of bone mineral
content (BMC) to compensate for the age-related bone loss [2]. There are a lot of effec-
tive preventive tools to prevent osteoporosis. One of the most effective strategies against
osteoporosis is physical activity (PA) practice [1, 2]. In fact, PA ameliorates the acqui-
sition of bone mass, expands the mass of muscles and eventually provides a balanced
and healthy energy to the body [1, 2]. The best diagnosis known for osteoporosis is done
by performing dual-energy X-ray absorptiometry (DXA) scan which measures BMD,
and this is considered to be the reference standard for diagnosis. Although the leading
indicator in measuring strength of bone is BMD [3, 4], it is only capable of explain-
ing 50–70% of the strength of bone [5]. DXA can also measure geometric indices of
bone resistance that can be evaluated in the area of the femoral neck (FN); these indices
include cross-sectional area [CSA], cross-sectional moment of inertia [CSMI], section
modulus [Z], buckling ratio [BR] and strength index [SI]) [6]. These indices are corre-
lated with biomechanical bone strength and are predictors of osteoporotic fractures in
the elderly [7–9]. FN width and bending strength are parameters which are also known
to influence hip bone strength [10, 11]. Composite indices of FN strength (compression
strength index [CSI], bending strength index [BSI], and impact strength index [ISI])
can be measured through hip scans taken by DXA, from which the risk of a future hip
fracture can be predicted; this has been studied and confirmed by Karlamangla et al.
[11]. FN size and body size merge with bone density due to these indices [12]. CSI, BSI,
and ISI are a reflection of the FN’s capacity to withstand axial compressive and bending
forces and also its ability to retain the energy received from a collision [12]. Besides,
in the elderly population, hip fracture risks as well as assessments of bone strength are
improved by these indices [11–13]. Nowadays, the prevention of osteoporosis later in
life is directly linked to the increase of peak BMD; therefore, it is essential to implement
strategies which would increase peak BMD [14]. Several significant correlations have
been demonstrated by several studies between BMD and the results of performances
received through tests done physically for the evaluation of fitness components [15–18].
The findings of a study conducted on adult women [19] showed that vertical jump (VJ),
maximum power (MP) of the lower limbs and maximal half-squat strength are posi-
tively associated with bone health parameters (BMD and geometric indices of hip bone
strength). Likewise, another study which included young adults [20] demonstrated a
positive association between VJ, MP and bone health parameters (BMD and geometric
indices of hip bone strength). In addition, several studies conducted on young adults
have found that PA levels are positive determinants of composite indices of the strength
of the femoral neck [21–28]. Two previous studies conducted on prepubertal children
[29] and adult women [30] are in conformity with these results. They have shown a
positive association between the level of PA and CSI, BSI and ISI [29, 30]. Also, the
findings of another recent study showed that inactive men aged more than 18 years in
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comparison to their active peers have lower composite indices of FN strength [26]. A
recent randomized controlled trial conducted on postmenopausal women [31] found a
positive impact on bone turnover after a short period of practicing handball within a team
and also positively affected the health of bone and postural balance; these positive effects
were received even though the women did not have any previous training in handball. All
this may help in preventing the risk of falling and having fractures. Another recent study
conducted on adolescent females [2] showed that larger values of BMC were found in
the women who had received more than one year of handball training compared to the
women who had received training in soccer; both groups of women have higher values
of BMC compared to women who were not engaged in sports. Similarly, a previous
study has demonstrated that handball practice results in three positive effects; the first
shows an improvement in physical fitness, the second shows an improvement in the
lean mass and the bone mass, and the final one shows an improvement in the axial and
appendicular BMD of young girls [15]. A recent study demonstrated that when young
men practice handball, this results in a higher level of BMD and composite indices of
femoral neck strength [32]. This study’s aim is to verify whether such results are present
in women. The aim of the present study was to compare bone health parameters (BMC,
BMD, geometric indices of FN strength [CSA, CSMI, Z, BR, SI] and composite indices
of FN strength [CSI, BSI and ISI]) in young adult inactive women and young female
handball players. We hypothesized that young adult women who practice handball have
greater bone health parameters compared to inactive females.

2 Material and Methods

2.1 Subjects and Study Design

The subjects who accepted to be in the present study are young adult women. They were
38 volunteers between the ages of 20 and 32. None of the subjects smoked, and none
of them suffered from any considerable orthopedic problem or any disorder such as dia-
betes known to affect bone metabolism. Participants were excluded if they had a medical
condition which could negatively affect bone metabolism. One example is a person who
has a history of chronic disease involving a vital organ. Another criterion for exclusion
is taking medications which could affect bone metabolism. In the current study, the
participants were divided in two different groups: one group of 18 inactive women and
another group of 20 female handball players. The practice of handball was the deter-
minant for assigning the participants into the proper group. The women assigned to the
inactive group were young adult inactive women. The definition of being inactive was
“performing less than 150 min of moderate intensity PA or less than 75 min of vigorous-
intensity PA or less than an equivalent combination of moderate- and vigorous-intensity
activity a week accumulated across work, home, transport or discretionary domains”
[33]. Moreover, the subjects in the inactive group had never regularly practiced a sport
whichwas considered an impact sport any time during the years of adolescence or during
childhood. The other group included the handball players who regularly participated in
competitions nationally or regionally. Their training included at least 6 h every week (it
sometimes went up to 9 h); they trained at their clubs between 4 and 6 times weekly;
this training had been consistent for the past 5 years. All participants had very clear
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knowledge of the study’s aim and the advantages as well as the risks entailed in the
participation. Therefore, the subjects were required to sign a consent form before par-
ticipating in the study. The work described fits the requirements of the declaration of
Helsinki (relating to experimenting on humans via the medical community which was
proposed by the World Medical Association).

2.2 Anthropometrics

The participants were weighed through the use of a standard mechanical scale (which
is precise to up to 100 g), and a standard stadiometer (which is precise to the nearest
0.5 cm) was used to measure their height. While they were being measured, the subjects
were asked to wear very negligible clothing and to be barefoot. BMI was calculated
as body weight divided by height squared (in kilogram per square meter) [34]. DXA
(GE-Lunar iDXA, Madison, WI) assessed the composition of the body which included
the lean mass (LM; Kg), and it also assessed FM (%, Kg).

2.3 Bone Measurements

Every participant was assessed by DXA (GE-Lunar iDXA, Madison, WI) to evaluate
BMC (in grams) and BMD (in grams per square centimeter). DXAwas used to complete
themeasurements of BMD for the whole body (WB), the lumbar spine (L1–L4), the total
hip (TH), the FN and total radius BMD of the right side. Moreover, DXA calculated
the geometric indices of FN strength (CSA, CSMI, Z, BR and SI). As Karlamangla
et al. [11] had described, composite indices of FN strength (CSI, BSI and ISI) were
calculated. The importance of the indices is that they are able to predict the possible
risk of a hip fracture in an elderly individual [11–13]. CSI (CSI = [FN BMD * FN
width/weight]) and BSI (BSI = [FN BMD * FN width2]/[hip axis length * weight])
indicate the forces that the FN has to withstand in axial compressive and bending forces;
however, ISI (ISI = [FN BMD * FN width * hip axis length]/[height * weight]) reveals
how much energy FN can retain during impact from standing height [8–10]. All of
the previously mentioned measurements done by DXA scans were performed by one
certified technician (who holds a BS in medical imaging sciences) who used the same
technique for all measurements. One DXA machine was used for the subjects of the
study. At the laboratory, the variation coefficients were <1% for BMC and BMD. The
variation coefficients for CSA and Z assessed through multiple measurements for 10
participants were <3%.

2.4 Procedures of Physical Performance Tests

An explanatory session was given to the participants of the study in order for them to
understand and be familiar with the required equipment to be used while performing
the physical tests as well as with the procedures of the tests; this was done before
the procedures of evaluations began. When the tests began, they took place on 3 non-
consecutive days. On the first day, the tests determined the time of the 20 m sprint
and maximal aerobic velocity (MAV) using Luc-Léger shuttle-run test. On the second
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day, vertical jump (VJ), horizontal jump (HJ), throwing velocity, force-velocity power
(FV) on cycle ergometer, squat-jump (SJ) and counter movement jump (CMJ) were
appropriately measured. On the third day, the tests determined one-repetition maximum
(1-RM) of bench press, leg extension, leg curl, half-squat, and deadlift.

2.5 Sprinting Performance

The measurement of time of the sprint of 20 m took place with the use of 2 pairs of
photoelectric cellswhichwere linked to an electronic timer (BROWERTimingSystems).
For proper measurement, pair number 1 was placed at the starting line (0 m), and pair
number 2 was placed at the 20-m finish line. A specific warm-up was performed by
the subjects of the study before beginning the evaluation process. The assessment was
made up of a 20 m maximal sprint to be done four times; after every maximal sprint,
the subjects passively rested for 3 consecutive minutes, and then they went for another
sprint. Every sprint’s time was recorded, and out of the four times, the best one was
chosen to be evaluated as previously described [35].

2.6 Jumping Performance

The jump and reach Sargent test [35] was used to measure VJ height. A specific warm-
up was performed by the participants before beginning the process of evaluation. The
subjects of the study carried out a CMJ with free movements of the upper limbs. The
number of times that the participants jumpedwas 3; they rested for 2 consecutiveminutes
between each jump, and the value of the highest jumpwas taken. The best recorded value
of the VJ was taken for the calculation of the peak power of the lower limb; this was
done by using the Lewis Formula [36]. HJ was also calculated. The HJ was performed
by all subjects; they began standing up. They started the jump by swinging their upper
limbs. For precision, the participants positioned their feet, which were in a shoulder-
width position, immediately before the line which had been previously drawn. A metric
tape was used to measure the length of the jump; it was done by measuring the distance
from the take-off line to the nearest landing point, which is considered as where the
heels touch. Three attempts were performed by every participant, and the attempt with
the longest distance achieved was the one chosen. CMJ and squat-jump performances
were measured using a Myotest device.

2.7 Maximal Strength Measurements

Every one of the subjects performed the half-squat, the bench press, the leg extension, the
leg curl and the leg extension following the protocol established by the National Strength
and Conditioning Association (NSCA) [37]. Direct evaluations of 1-RM have been done
for all the above-mentioned exercises. Prior to the beginning of the test, the subjects
warmed-up by following a specific standardized routine. If the participant was not able
to perform the exercise in its full range of motion, then the test was stopped. While
performing the half-squats, the participants had to squat till they reached a 90-degree
knee angle; this had to be done in all the attempts.
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2.8 Questionnaires

Sleep Quality
The quality of sleep and the sleep disturbances were evaluated by the Pittsburgh Sleep
Quality Index (PSQI); this took place for 30 days. Scores were given for 7 “components”
which are related to subjective sleep quality, sleep latency, sleep duration, habitual sleep
efficiency, sleep disturbances, use of sleeping medication, and daytime dysfunction. The
scores of the 7 components were added, and the sum received [38] was evaluated. If the
PSQI score was high, it meant that sleep quality was bad; therefore, the lower the score,
the better the sleep quality. Because a significant correlation has been shown between
parameters [39–41] of bone health and sleep quality in several preceding studies, sleep
quality was evaluated.

Daily Calcium and Protein Intakes
The participants had to fill authenticated questionnaires about their food frequency [42–
44]; those were semi-quantitative, and they evaluated the DCI, which is daily calcium
intake and DPI, which is daily protein intake. The assessment of the consumption of
milk and dairy products such as yoghurt, cheese and chocolate, and other products such
as eggs, meat, fish, cereals, bread, vegetables and fruits [42] was done through the DCI
questionnaire. As for the DPI questionnaire, it gives the participants the opportunity for
quantifying or assessing their food intake through which the large quantity of proteins
is provided [44]. The participants did not require any help in filling in the DCI and DPI
questionnaires. The participants in the study were not taking any supplements.

Physical Activity
For the evaluation of the PA duration for every week, the global PA questionnaire was
used; it checks for the number of hours of PA per week [45]. 16 questions are included
in the questionnaire; the answers result in knowing more about the PA being done
while working, traveling and doing recreational activities. It provides details of intensity,
duration and frequency of physical activities.

Statistical Analysis
Calculations were done to find the means and standard deviations for all clinical, phys-
ical performance and bone parameters. The Shapiro-Wilk test was used to evaluate for
normality of all variables. The inactive group was compared to the handball group, but
this was done after checking for Gaussian distribution. The use of unpaired t-tests was
required in case Gaussian distribution was found. If not, Mann-Whitney U-tests were
used. Pearson’s Test was used to compute correlations. Statistical analyses were per-
formed using the SigmaStat 3.1 Program (Jandel Corp., San Rafael, CA). A level of
significance of p < 0.05 was used.
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3 Results

3.1 Clinical Characteristics and Bone Data of the Study Population

Age, weight, BMI, FM, CSA, SI, CSI, BSI, ISI and PSQI were not significantly different
between the 2 groups. LM, WB BMC, WB BMD, L1–L4 BMD, TH BMD, FN BMD,
CSMI, Z,DPI andDCIwere significantly higher in handball players compared to inactive
women. Height, FM percentage and BR were significantly higher in inactive women
compared to handball players (Table 1).

Table 1. Clinical characteristics and bone variables ofthe study population.

Handball players (n = 20) Controls (n = 18) p-value

Mean ± SD Mean ± SD

Age (years) 25.9 ± 3.7 24.2 ± 1.9 0.101

Weight (kg) 64.8 ± 9.4 67.6 ± 8.8 0.352

Height (cm) 164.3 ± 5.3 168.2 ± 3.7 0.013

BMI (kg/m2) 24.0 ± 3.5 23.9 ± 3.1 0.902

Lean mass (Kg) 38.990 ± 3.223 31.046 ± 2.457 <0.001

Fat mass (Kg) 24.604 ± 5.629 25.858 ± 1.939 0.376

Fat mass (%) 34.6 ± 3.3 38.4 ± 1.4 <0.001

WB BMC (g) 2358 ± 234 2183 ± 235 0.028

WB BMD (g/cm2) 1.152 ± 0.084 1.054 ± 0.107 0.003

L1-L4 BMD (g/cm2) 1.247 ± 0.106 1.098 ± 0.079 <0.001

TH BMD (g/cm2) 1.064 ± 0.064 0.961 ± 0.021 <0.001

FN BMD (g/cm2) 1.072 ± 0.101 0.942 ± 0.024 <0.001

CSA (mm2) 155 ± 16 149 ± 5 0.123

CSMI (mm4) 10.93 ± 1.07 9.85 ± 1.37 0.010

Z (mm3) 649 ± 71 590 ± 35 0.003

BR 2.61 ± 0.33 3.97 ± 0.94 <0.001

SI 1.84 ± 0.34 1.68 ± 0.07 0.068

CSI (g/kg-m) 5.14 ± 0.82 5.06 ± 0.55 0.722

BSI (g/kg-m) 1.58 ± 0.26 1.66 ± 0.16 0.255

ISI (g/kg-m) 0.312 ± 0.046 0.328 ± 0.035 0.237

1-RM bench press (kg) 28.750 ± 3.837 12.944 ± 1.474 <0.001

1-RM leg extension (kg) 37.750 ± 3.864 13.333 ± 1.534 <0.001

1-RM leg curl (kg) 28.100 ± 4.303 8.944 ± 1.830 <0.001

(continued)
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Table 1. (continued)

Handball players (n = 20) Controls (n = 18) p-value

Mean ± SD Mean ± SD

1-RM squat (kg) 59.650 ± 5.537 22.056 ± 3.404 <0.001

1-RM deadlift (kg) 58.250 ± 5.098 33.056 ± 2.838 <0.001

VJ (cm) 33.000 ± 4.365 22.000 ± 1.372 <0.001

HJ (m) 1.567 ± 0.0863 1.158 ± 0.0618 <0.001

20 m sprint (s) 3.878 ± 0.048 4.009 ± 0.050 <0.001

Throwing velocity (km/h) 32.400 ± 1.818 27.833 ± 0.786 <0.001

FV power (watts) 567.150 ± 27.410 471.167 ± 16.797 <0.001

MAV (km/h) 10.800 ± 0.696 8.333 ± 0.485 <0.001

SJ (cm) 19.515 ± 1.695 11.782 ± 0.464 <0.001

CMJ (cm) 27.330 ± 1.677 17.166 ± 0.306 <0.001

DPI (g/day) 95.6 ± 6.7 63.5 ± 9.0 <0.001

DCI (mg/day) 1064.0 ± 89.8 870.3 ± 63.3 <0.001

PSQI 9.0 ± 2.1 9.1 ± 0.3 0.751

SD, standard deviation; BMI, body mass index; WB, whole body; BMC, bone mineral content;
BMD, bone mineral density; L1–L4, Lumbar spine; TH, total hip; FN, femoral neck; CSA, cross-
sectional area; CSMI, cross-sectional moment of inertia; Z, section modulus; BR, buckling ratio;
SI, strength index; CSI, compression strength index; BSI, bending strength index; ISI, impact
strength index; RM, repetition maximum; VJ, vertical jump; HJ, horizontal jump; FV, force-
velocity; CMJ, counter movement jump; DPI, daily protein intake; DCI, daily calcium intake;
PSQI, Pittsburgh sleep quality index. In bold, significant differences between the 2 groups.

3.2 Physical Performance Variables of the Study Population

1-RM bench press, 1-RM leg extension, 1-RM leg curl, 1-RM half-squat, 1-RM deadlift,
VJ, HJ, throwing velocity, FV power, MAV, SJ and CMJ were significantly higher in
handball players compared to inactive women. 20 m sprint duration was significantly
higher in inactive women compared to handball players (Table 1).

3.3 Correlations Between Clinical Variables and Bone Variables Characteristics
of the Study Population

Age was positively correlated to WB BMC, WB BMD, L1–L4 BMD, TH BMD, FN
BMD, CSA, Z and SI. Age was negatively correlated to BR. Weight was negatively cor-
related to SI, CSI, BSI and ISI. Height was positively correlated to WB BMD, L1–L4
BMD and BR. Height was negatively correlated to WB BMC and TH BMD. BMI was
positively correlated to WB BMC and WB BMD. BMI was negatively correlated to SI,
CSI, BSI and ISI. LM was positively correlated to WB BMC, WB BMD, L1–L4 BMD,
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TH BMD, FN BMD and Z. LMwas negatively correlated to BR. FMwas positively cor-
related to WB BMC. FMwas negatively correlated to SI, CSI, BSI and ISI. FM percent-
age was positively correlated to BR. FM percentage was negatively correlated to L1–L4
BMD, TH BMD, FN BMD, SI and CSI. ST was negatively correlated toWB BMC,WB
BMD, L1–L4 BMD, TH BMD, FN BMD and Z. ST was positively correlated to BR. PA
was positively correlated to WB BMC, WB BMD, L1–L4 BMD, TH BMD, FN BMD
and Z. PA was negatively correlated to BR. DPI was positively correlated to WB BMC,
WB BMD, L1–L4 BMD, TH BMD, FN BMD and Z. DPI was negatively correlated to
BR, BSI and ISI. DCI was positively correlated to WB BMC, WB BMD, L1–L4 BMD,
TH BMD, FN BMD and Z. DCI was negatively correlated to BR (Table 2).

3.4 Correlations Between Physical Performance Variables and Bone
Characteristics of the Study Population

1-RM bench press was positively correlated to WB BMC, WB BMD, L1–L4 BMD, TH
BMD, FNBMD, CSA, Z and CSMI. 1-RM bench press was negatively correlated to BR.
1-RM leg extension was positively correlated to WB BMC, WB BMD, L1–L4 BMD,
TH BMD, FN BMD, CSA, Z and SI. 1-RM leg extension was negatively correlated to
BR. 1-RM leg curl was positively correlated to WB BMC, WB BMD, L1–L4 BMD,
TH BMD, FN BMD, CSA, Z and SI. 1-RM leg curl was negatively correlated to BR.
1-RM half-squat was positively correlated to WB BMC, WB BMD, L1–L4 BMD, TH
BMD, FN BMD, Z and SI. 1-RM half-squat was negatively correlated to BR. 1-RM
deadlift was positively correlated to WB BMC, WB BMD, L1–L4 BMD, TH BMD, FN
BMD, CSA, Z and SI. 1-RM deadlift was negatively correlated to BR. VJ was positively
correlated to L1–L4 BMD, TH BMD, FN BMD and SI. VJ was negatively correlated to
BR. HJ was positively correlated to WB BMD, L1–L4 BMD, TH BMD, FN BMD and
SI. HJ was negatively correlated to BR. 20 m sprint duration was positively correlated
to BR. 20 m sprint duration was negatively correlated to WB BMD, L1–L4 BMD,
TH BMD and FN BMD. Throwing velocity was positively correlated to WB BMC, WB
BMD, L1–L4BMD, THBMD, FNBMD,CSA and Z. Throwing velocity was negatively
correlated to BR. FV power was positively correlated to WB BMC, WB BMD, L1–L4
BMD, TH BMD, FN BMD, CSA and Z. FV power was negatively correlated to BR.
MAV was positively correlated to WB BMD, L1–L4 BMD, TH BMD, FN BMD and
Z. MAV was negatively correlated to BR. SJ was positively correlated to WB BMD,
L1–L4 BMD, TH BMD, FN BMD and SI. SJ was negatively correlated to BR. CMJ was
positively correlated to WB BMD, L1–L4 BMD, TH BMD, FN BMD, Z and SI. CMJ
was negatively correlated to BR (Table 2).
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4 Discussion

In the present study, two groups of young adult womenwere compared (handball players
vs. inactive young adult women). We noticed a clear difference in the results regarding
various bone health parameters such as WB BMC, BMD and Z which had a remarkably
greater value in female handball players compared to inactive women. Similarly, LM,
PA,DPI andDCI had a remarkably greater value in handball players compared to inactive
women. In contrast, FMpercentage,BRandSThad a remarkably greater value in inactive
women compared to handball players. However, age, weight, BMI, FM, CSA, SI, CSI,
BSI, ISI and sleep quality did not show any significant differences when comparing the
2 groups.

Our results seem logical and are in compliance with those of many other studies
which showed that handball players have significantly greater bone health parameters
compared to non-athlete controls [2, 31]. The results of three recent studies conducted
on adolescent females [2, 15] and postmenopausal women [31] are in accordance with
those received in this study. Pereira et al. [31] performed a trial which was random
and controlled and aimed at evaluating the outcome of recreational team handball on
bone health, postural balance and body composition in inactive postmenopausal women.
Sixty-seven postmenopausal women (68.3± 6.2 years) were subjects of the study [31].
They were randomized into handball team (n = 41) and control group (n = 26) [31].
The intervention stretched through a period of 16 weeks during which the handball team
performed two to three 60-min training sessions per week; as for the control group, they
did not change their routine of PA [31]. They noticed a positive impact on bone turnover
after a short period of practicing handball within a team and also positively affected the
health of bone and postural balance; these positive effects were received even though the
women did not have any previous training in handball. All this may help in preventing
the risk of falling and having fractures [31]. Another current study by Fagundes et al. [2]
aimed to compare the bone mass content, bone mass density and LM of young female
soccer players (odd-impact loading exercise), handball players (high-impact loading
exercises) and non-athletes. One hundred and fifteen female handball players (15.5 ±
1.3 years) and one hundred forty-two soccer players (15.5 ± 1.5 years) were evaluated
for body composition using a dual-emission X-ray absorptiometry system, and one
hundred thirty-six female non-athletes (data from NHANES) (15.1 ± 1.32 years) were
considered as the control group [2]. They showed that the lowest BMC values were for
the non-athletes, followed by higher values for the adolescents who practiced soccer; the
highest recorded values were for the adolescent females practicing handball for at least
one year [2]. These results justify the choice of practicing a specific sport to increase
bone mass gain in this population [2]. Vicente-Rodriguez et al. [15] have evaluated the
effect of PA on the BMC and BMD of 51 adolescent girls (14.2 ± 0.4 yr). They have
demonstrated that handball practice results in three positive effects; the first shows an
improvement in physical fitness, the second shows an improvement in the lean mass and
the bone mass, and the final one shows an improvement in the axial and appendicular
BMD of adolescent girls [15]. They also suggested that they could identify girls who
have lower values of bone mass through the use of the combination of anthropometric
and fitness-related variables [15].
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Our results showed clear differences in several physical performance variables. 1-
RM bench press, 1-RM leg extension, 1-RM leg curl, 1-RM squat, 1-RM deadlift, VJ,
HJ, throwing velocity, FV power, MAV, SJ and CMJ had a remarkably greater value for
the handball players compared to inactive women. These results seem to be logical since
practicing handball improves jumping performance, lower limb strength and upper limb
strength. On the other hand, 20 m sprint duration (seconds) yielded a higher score in
inactive women compared to handball players.

The present study demonstrated that weight was negatively correlated to SI, CSI,
BSI and ISI. BMI was positively correlated to WB BMC and WB BMD but negatively
correlated to SI, CSI, BSI and ISI. FM was positively correlated to WB BMC but nega-
tively correlated to SI, CSI, BSI and ISI. FM percentage was positively correlated to BR
but negatively correlated to L1–L4 BMD, TH BMD, FN BMD, SI and CSI. Our results
are in accordance with the results of many preceding studies which were done on young
adults that have showed that body weight, BMI and FM were negatively associated to
composite indices of FN strength [21–28, 46]. The excess of FM may negatively affect
FN strength composite indices. For this reason, the implementation of strategies aiming
at reducing FM excess should be done to prevent the incidents of fractures associated to
in a later phase of life to osteoporosis.

Furthermore, our findings are a confirmation of the influence of LM on bone health
in young adult women. LM was positively correlated to WB BMC, BMD and Z but
negatively correlated to BR. ST was negatively correlated to WB BMC, BMD and Z
but positively correlated to BR. PA was positively correlated to WB BMC, BMD and
Z but negatively correlated to BR. These findings confirm the findings of studies that
were done previously on young adults that have shown significant associations between
LM, PA and bone health parameters [26, 28, 47–49]. Accordingly, putting into effect
a plan which would augment LM is crucial for young adult women because it would
help in the lack of occurrence of osteoporotic fractures later in life. Our results are the
same as the results founded by several pre-ceding studies that suggested that LM is an
important determinant ofWBBMC, FNCSA and FNZ [50–57]. A cross-sectional study
in which 70 osteoporotic and menopausal women participated, has found a significant
association between LM and bone health parameters (BMC and BMD) [58]. The study
has shown that FN BMD and femur BMD were correlated to LM [58]. Another study
[59] which was done on a group of young adults has demonstrated a positive association
between LM and WB BMC and WB BMD in both young men and women. Our results
confirm the relation between DPI and DCI with bone health parameters. DPI and DCI
were positively correlated to WB BMC, BMD and Z but negatively correlated to BR.
The associations between DPI and DCI with bone variables have been demonstrated by
two previous studies conducted on young adults [59, 60]. The yielded results affirm the
importance of protein and daily calcium intakes for bone health.

Our findings showed that 1-RMsquatwas positively correlated toWBBMC,BMD,Z
but negatively correlated to BR. Several authors have demonstrated that 1-RMhalf-squat
was significantly associated with bone variables in adult women who were overweight
and obese [19], in overweight men [61], in men who are middle-aged [28], in elderly
men [62] and in elderly women [63]. 1-RM bench press was positively correlated toWB
BMC, BMD, CSA and Z but negatively correlated to BR. These findings are similar
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to other findings from a current study which was done on middle-aged men [28]. The
current study is the pioneer infinding several significant associations. 1-RMleg extension
and leg curl were positively correlated to WB BMC, BMD, CSA, and Z but negatively
correlated to BR. The current study demonstrated that VJ was positively correlated to
L1–L4 BMD, TH BMD, FN BMD and SI but negatively correlated to BR. HJ, and
SJ were positively correlated to BMD and SI but negatively correlated to BR. CMJ
was positively correlated to BMD, Z and SI but negatively correlated to BR. The goal
of these physical tests is to call attention to the relative power. These findings are in
conformity with the findings of previously done studies by our research team on young
adults that have found positive associations between VJ and bone health parameters [19,
20, 64]. Similarly, a previous study conducted by our research team suggested that HJ
and countermovement jumpwere positively correlated to several bone health parameters
in middle-aged men [28]. Thus, the results that we found call attention to the necessity
of increasing jumping performance of the lower limbs to prevent osteoporosis later in
life. 20 m sprint duration was negatively correlated to BMD. Similarly, a previous recent
study conducted on middle-aged men has demonstrated a negative correlation between
sprinting performance and several bone health parameters [28]. They showed that the
performance of sprinting best determined the composite indices in this population [28].
Longitudinal studies to be done in the future ought to confirm the impact of sprint
training on bone health parameters. The current study was the first to show significant
associations between throwing velocity, FV power, MAV and bone health parameters in
young adults. We noticed that throwing velocity was positively correlated to WB BMC,
BMD, CSA and Z but negatively correlated to BR. FV power was positively correlated
to WB BMC, BMD, CSA and Z but negatively correlated to BR. MAV was positively
correlated to BMD and Z but negatively correlated to BR. The latter highlights the
importance of improving cardiovascular endurance to prevent osteoporosis later in life.
These results have clinical implications since high BR values have a close association
with a higher fracture risk in the elderly.

Despite our study being an original one, it presents various limitations. The first
limitation is that the study’s nature is cross-sectional, and therefore, a causal relationship
between handball practice and bone health parameters cannot be confirmed. The second
limitation is that the number of subjects is low inboth groups; however, therewere enough
power values which made running the analyses and testing the differences between the
2 groups regarding bone health parameters possible and credible. The third limitation
is that we did not assess many bone health correlates (such as hormones and vitamin D
levels). The fourth limitation of our study is that visceral FMwas not evaluated. It is well
known that visceral fat has a deleterious effect on bone health parameters [65, 66]. The
last limitation was the lack of use of a specific PA questionnaire to measure the effect of
mechanical strain on BMD [67, 68]. Nevertheless, based on our knowledge, comparing
bone health parameters (BMC, BMD, geometric indices of FN strength [CSA, CSMI,
Z, BR, SI] and composite indices of FN strength [CSI, BSI, and ISI]) in inactive young
adult women and young female handball players has been done for the first time in the
current study.



104 E. Maliha et al.

5 Conclusion

To conclude, our study suggests that handball training is affiliated with greater bone
health parameters in young adult women. As a result, practicing handball during young
adulthood years could protect from the risk of contracting osteoporotic fractures later
in life. Finally, selecting proper training programs in the duration of young adult years
ought to be adapted accordingly.

Disclosure of Interest. None of the authors reported a conflict of interest related to the study.
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Abstract. Finite element models (FEM) have been a breakthrough in the field of
medicine for a wide variety of applications. They have been used, for example, for
predicting the behaviour of many biological structures, as well as to foresee the
possible outcomes of some types of operations. One of the basic problems when
modelling biological structures is finding a way to determine the initial geometric
parameters with a sufficient degree of precision, so that the results are representa-
tive. In the case of computational models used for the study of corneal biomechan-
ics, the knowledge of initial conditions defined in a finite element model become
critical, since they represent the in-vivo state of the biological structure by means
of a computer simulation. There is a lack of consensus among the investigations
carried out to date regarding whether the initial status in the FEM models should
be considered or not. In this research work, two approaches that aim to determine
the geometry of the in-vivo state of the cornea with mild keratoconus have been
compared: the so-called stress-free geometry on the one side, and the initial ten-
sion state on the other side. The results obtained allow comparisons between them,
and validate both approaches when they are used to obtain corneal geometry in
initial stress-free conditions for a FEM model when incipient keratoconus.

Keywords: Corneal biomechanics · FEM · Inverse geometry · Biological
structure

1 Introduction

The cornea is a fundamental part of the human eye. It is a complex, heterogeneous,
aspherical and thin tissue, which is part of the anterior part of the eye, and it is in contact
with the outside environment in one of its areas. In a conventional scenario, without the
presence of pathological alterations, both the anterior and posterior parts of the cornea
present a very particular morphology, derived from the balance between stresses and
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deformations, which generate a very stable geometric surface. This geometry can be
structured in-vivo by corneal tomographers [1].

In the early 1990s, following the publication of the first case of iatrogenic ectasia, a
rising interest in biomechanical modelling emerged, aiming to use it to predict, bymeans
of a numericalmodel developed by the Finite ElementMethod (FEM), the response of the
cornea to various situations, such as pathological surgeries and non-surgical treatments,
whether they were invasive or not [2].

The reliability of these behavioral models depends on both the fixed geometry of the
cornea and the goodness of fit to the reality of the parameters that define the composition
of the material at both microscopic and macroscopic levels [3]. Therefore, it would be of
the highest interest determining the stress-free geometric state in the initial FEM model
for incipient keratoconus.

The first works in the field of biomechanics considered asymmetric two-dimensional
geometric models [4, 5]. Later approximations to corneal geometry were based on the
use of different optical models, and different approaches to the basic geometry of the
cornea could be adopted depending on the model being considered. In all cases, the
objective is to obtain a model capable of representing the essential characteristics of the
mean cornea, i.e., using as an approximation to the corneal surface a model based on a
conical or biconical surface plus a residue, the so-called Navarro model [6]. However,
these models do not register true specific geometry of the patient, and therefore they
do not capture the defining structural irregularities of each patient, and those that are
inherent to corneal pathologies.

In addition, our research group has introduced the concept of “patient-specific geom-
etry”, that consists in the development of a patient-specific 3Dmodel that can effectively
record the characteristic geometrical alterations of corneal pathologies. This model has
been validated for the both the detection and diagnosis of corneal ectasia. The 3Dmodel
has recently been used for the first time in a FEM model for the characterization of
corneal biomechanics [7].

As mentioned above, the reliability of the numerical simulation models used for
the study of corneal biomechanics depends on the initial conditions defined in the FEM
model, since they are responsible for representing the in-vivo state of the biological struc-
ture using a computer simulation. Among the investigations to date, there are differences
as to whether or not to consider the initial state in the FEM models.

In this research work two approaches are compared to determine the geometry of the
in-vivo state of the cornea with incipient keratoconus according to the Amsler-Krumeich
classification [1], the so-called stress-free geometry and the initial stress state.

2 Materials and Methods

2.1 Participants

This study involved 12 patients aged between 19 and 61 years (38%men, 72% women).
All patients were selected, according to the Amsler-Krumiech grading, basing on the

level of myopia, central keratometry, minimum pachymetry and the presence of other
signs such as scars or steepening.
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Inclusion criteria were: patients diagnosed as having Grade I KC eyes (up to – 5D
astigmatism, ≤48D values of central mean keratometry, lack of scarring and eccentrical
localized steepening).

The exclusion criteria were the following: any previous eye surgery in clinical his-
tory, ocular surface inflammation, moderate to severe dry eye or other active ocular
comorbidity, or use of contact lenses within the four weeks prior to the first visit.

The participants signed an informed consent to participate in the clinical study that
was carried out according to the ethical standards agreed by the Declaration of Helsinki
(7th revision, October 2013, Fortaleza, Brazil).

The patients were part of the Iberia Biobank (Universidad Miguel Hernández de
Elche, OFTARED-ISCIII). The study was approved by the UPCT ethics committee
(CEI21_001).

2.2 Anisotropic Properties of the Cornea

Since the last century, it is well known that the human cornea is formed by a complex
grouping of structured collagen fibres, that are interwoven, in a very precise way, within
a matrix [2]. From a numerical point of view, the effect of considering a fibre-reinforced
continuum is important, and that is why most studies in this field consider anisotropic
models for their analysis. In general, there is agreement on the distribution of collagen
fibres in the most important components of the human eye:

• The cornea has two preferential directions: nasal-temporal and upper-lower
• Limbo presents a preferential direction: circumferential
• The sclera, for numerical purposes, is considered as an isotropic material.

2.3 Material Parameters

Through experimental test, mechanical behavior of any type of material can be char-
acterized, an experimental study on corneal biomechanics with few test is a poorly
conditioned problem [8, 9].

However, some studies promoted by some authors present a sufficient set of data to
perform the study of mechanical characterization of the cornea, in our study we have
considered a hyperelastic anisotropic material with incompressible behavior [10].

2.4 Meshing

To optimize the time required for calculations, as well as the quality of the solution, the
right mesh size should be found. For such problems, it has been found that the mesh
size based on a minimum of 4 elements thick and 6 to model the dynamic fluid coupling
[10].
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Finally, for the mesh the total number of elements is 1024 and 6138 nodes. The type
of element used for the analysis has been SOLID186.

2.5 Displacement Method

This method allows obtaining the stress-free geometry by means of an iterative process,
in which that geometry is firstly assumed, and then intraocular pressure is applied. The
resulting geometry is compared to the geometry measured with the topographer until
the difference between them two is below a certain fixed threshold.

This techniquewas initially proposed byA. Pandolfi andG.A.Holzapfel [11] andwas
later modified by Elsheikh et al. [12] basing on a loop-like iterative process. Initially, the
cornea is under the influence of the intraocular pressure (IOP), being X0 the coordinates
of the nodes of the stressed mesh. After applying pressure equal to the IOP, the material
is deformed, moving the coordinates a quantity u:

x = X + u (1)

so, it can be affirmed that

x1 = x = X + u (2)

The process begins by assuming that the coordinates in the first iteration x1, are
equal to the deformed configuration, and applying a pressure equal to the PIO it can be
determined the displacement field in iteration 1, u1, with which can be calculated the
coordinates of the deformed geometry, x1 according to Eq. (3):

x1 = X1 + u1 (3)

An overall measure of error could be estimated from the vector standard of differ-
ences between the deformed coordinates after the application of the IOP and the initial
configuration, as shown in Eq. (4):

e1 = ‖x1 − X0‖ = ‖X1 + u1 − X0‖ (4)

Finally, the material coordinates can be updated with the iteration in Eq. (5):

X2 = X0 − u1 (5)

The process will end when, in iteration k, ek error is

ek = ‖xk − X0‖ = ‖Xk + uk − X0‖ < ε (6)

being ε a preset value between orders 10–6 and 10–9 (Fig. 1).
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Fig. 1. Displacement method (schematic process).

2.6 Pre-stress Method

The pre-stress method does not allow calculating stress-free geometry by itself. It looks
for the initial pre-stress of the tissue that makes deformation almost null when the
intraocular pressure is applied, and therefore the resulting geometry practically coincides
with the one of the topographer. If only that stress is considered as a load once calculated,
stress-free geometry can be obtained.

This methodology was proposed by E. Lanchares in 2018 [13], and is based on
finding the stresses to which the cornea is subjected when the IOP is present.

The ultimate goal is to determine what is the stress field that makes nodal shifts null
or, in other words, find the stress field that balances the IOP.

The algorithm of this implementation is based on solving the static problem as many
times as necessary for the displacement field to be overridden.

To do this, assuming that the iterator is in iteration k> 0, then this iteration will have
as inputs the following parameters:

• The initial iteration mesh
• The assigned IOP (about 15 mmHg)
• The stress field solution for iteration k−1

When k = 0, the only entry will be the assigned IOP, given an initial mesh.
The natural trend is that this algorithm converges after about 20 iterations (Fig. 2).
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Fig. 2. Pre-stress method (schematic process).

2.7 Statistical Analysis

The statistical analysis of the outcomes obtained was performed using the software
SPSS version 15.0 forWindows (SPSS, Chicago, IL). Normality of all data distributions
was confirmed by means of the Kolmogorov–Smirnov test. Then, parametric statistics
was always applied. Differences between X, Y and Z positions calculated with the
displacement and pre-stress methods for the different point evaluated were analyzed
using the paired Student t test. All statistical tests were two-tailed, and p-values less than
0.05 were considered statistically significant.
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3 Results

Table 1 summarizes the results of the comparison of the simulations obtained with the
twomethods of simulation, displacement and pre-stress, in the keratoconus cornea grade
I.As shown, significant differences betweenmethodswere only detected in theZposition
of points on the anterior corneal surface (p = 0.004).

Table 1. Comparison of the results of the simulations performed in the keratoconus grade I cornea
with the displacement and pre-stress methods.

Mean (SD) range Displacement method Pre-stress method P-value

Anterior corneal surface

X (mm) −0.0170 (3.0552)
−5.82 to 5.68

−0.0170 (3.0554)
−5.82 to 5.68

0.999

Y (mm) 0.0109 (3.0791)
−5.84 to 5.98

0.0111 (3.0799)
−5.84 to 5.98

0.659

Z (mm) 1.5660 (1.0450)
0.20 to 3.15

1.5677 (1.0447)
0.20 to 3.15

0.004

Posterior corneal surface

X (mm) 0.0096 (2.7665)
−5.19 to 5.33

0.0105 (2.7647)
−5.19 to 5.33

0.168

Y (mm) 0.0021 (2.7407)
−5.07 to 5.20

0.0018 (2.7392)
−5.07 to 5.20

0.532

Z (mm) 2.1393 (1.1178)
0.70 to 3.90

2.1398 (1.1165)
0.70 to 3.90

0.366

Only significant correlations of the differences in X (r = −0.288, p = 0.030) and
Z (r = −0.254, p = 0.046) coordinates calculated with the displacement and pre-stress
methods on the posterior corneal surface in the keratoconus grade I eye were found with
the distance of location of the point evaluated (Fig. 3).

Maximum difference reached 7.32 microns per point (anterior surface). Mean
value of total difference between inverse geometries calculated between methods 2.88
(standard deviation 2.00 microns).

Maximum difference reached 7.90 microns per point (posterior surface). Mean
value of total difference between inverse geometries calculated between methods 0.04
(standard deviation 0.03 microns).
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Fig. 3. Difference between Inverse Geometries to Keratoconus Grade I. Blue (Anterior surface
difference), Orange (Posterior surface difference).

4 Discussion

In the field of modelling and numerical simulation of corneal biomechanics, the main
objective is usually predicting the response of this structure in several different situations,
whether they are invasive or non-invasive. Works can be found in the scientific literature
presenting applications related with the behavior of the cornea in a healthy scenario [14],
the analysis of its behavior before an ocular surgery [11], corneal structural alterations
induced by physical phenomena, such as tonometry for themeasurement of IOP [15], the
evaluation of structural alterations before pathologies such as keratoconus [16], or even
their incorporation into the biomechanical assessment of visual acuity optic models
after a treatment. For all these applications, a real geometrical model of the corneal
architecture must be developed, including both its anterior and posterior surfaces [1].

In a physiological state, when a biological structure is captured in-vivo, as it is the
case of the cornea, it is subjected to a series of internal and external forces that force it
to acquire a specific geometry, as a result of an equilibrium between them. In the case
of the cornea, it is the IOP and the atmospheric pressure the ones which are balanced to
generate the patient-specific geometry captured by the corneal tomographs [1].

There are discrepancies among current investigators regarding whether initial status
should be considered or not. The general rule is that the problem of conditions is not
mentioned, however, there are certain works that do contemplate it. To take into account
the in-vivo state of the cornea two approaches can be observed: the stress-free geometry
or the displacement method [11] and the initial tension state or pre-stress method [13].

Bothmethods present significant differenceswith respect to the coordinates of height
Z or point of maximum curvature on the anterior surface, especially in the paracentral
region, coinciding these results with those obtained by other authors on 3D models [17,
18].



116 F. Cavas et al.

With respect to the posterior face, there are no differences between both methods for
the Cartesian coordinates (X, Y, Z), this behavior is aligned with the mean values of the
total differences obtained between both methods for the inverse geometry, that is just
0.04 ± 0.03 microns.

With respect to the displacement method, the main advantage is that it allows to
obtain the inverse geometry directly, and then the real IOP can be applied for each
patient to obtain its physiological geometry (Fig. 4). Another feature of this method is
that it can be implemented in any FEM code, so it does not depend on the material or
the type of geometry.

Fig. 4. Physiological geometry obtained by FEM after applying IOP to stress-free geometry

With respect to the pre-stress method, it presents an important limitation, consisting
in the fact that it does not allow to calculate the stress-free geometry by itself, but it
carries one more step (Fig. 2) to obtain such geometry. The method allows to obtain
the tension field that balances the IOP or, in other words, the stress field that makes the
nodal displacements null, and consequently it entails a greater computational cost. Then,
inverse geometry can be obtained from this point.

5 Conclusion

Due to the non-linearity of corneal tissues and the exponential character of the behavior
curve, failure to include residual stresses or not from the stress-free geometric model in
computational numeric models can lead to calculation errors.
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In this study we compared two methods to obtain stress-free or inverse geometry
for corneas with incipient keratoconus. Both methodologies are valid to obtain the free
geometry for these pathological corneas, but the displacement method is an inverse
method more agile and with lower computational cost.
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validación de un nuevo concepto de caracterización biomecánica-morfofuncional de la córnea”
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Abstract. Bilateral symmetry in the human body is a necessary feature for our
body to function more efficiently. Apparently, it could be thought that the ocular
structure presents a bilateral symmetrical structure, however this does not occur
in all cases, especially in those that are pathological. In many cases, symmetry
is essential for the achievement of certain optical tasks. This study presents a
method for evaluating bilateral symmetry (direct vs mirror) from the differences
between the Cartesian coordinates (OD vs OS) in healthy corneas using cus-
tomized patient-specific models and unprocessed data from corneal tomographs.
The results obtained in the central and paracentral regions of the corneas evaluated
show that the bilateral mirror symmetry presents differences below 10 microns
and the direct bilateral symmetry reaches differences of the order of 30 microns at
spatial coordinates level. This study shows that the level of asymmetry in healthy
corneas can be evaluated by direct or mirror symmetry, and that the presence of
asymmetric anomalies can be useful as a clinical diagnostic tool.

Keywords: 3D modelling · Computational modelling · Ophthalmology ·
Biological morphology

1 Introduction

The bilateral symmetry of the human bodywith respect to its sagittal plane is a necessary
feature for our organism to function more efficiently [1]. In the scientific literature,
several studies have been carried out on this subject, which have served, among other
things, for the detection and diagnosis of diseases [1].

In the case of the ocular structure, it could apparently be thought that it presents a
bilateral symmetrical architecture, however this does not occur in all cases, especially in
those that are pathological [2]. This asymmetry can also occur in nonpathological eyes
and can severely affect the visual quality of the patient, reaching situations of amblyopia,
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commonly known as lazy eye, or nystagmus, a phenomenon through which the visual
axes are very dissimilar [3].

The presence of certain bilateral symmetry in non-pathological eyes is important as
it may affect visual ability by its influence on the field of vision [4], stereosepsis [5],
utrocular discrimination [6] and allelotropia [7].

Several studies have evaluated bilateral symmetry in healthy eyes from indices
obtained from corneal tomographs [8–10]. These technologies are well accepted in clin-
ical practice for corneal topographies [11] because their measurements are accurate and
repeatable. However, these studies present different results since they have been made
from data processed by different commercial solutions. In addition, the indices used to
evaluate the asymmetries are specific to each technology, and therefore they are difficult
to compare. In this scenario, it would be of great interest to define metrics that could
allow measurement of bilateral symmetry that were independent of each commercial
solution using pre-processed data.

A few studies have used pre-processed data or raw data obtained from corneal tomo-
graphs. Some authors [12] analysed bilateral symmetry from corneal apex in healthy
eyes using raw data, however it was not easy to locate the point of maximum curva-
ture as it varies for each patient, therefore it is not a fixed point for comparing bilateral
symmetries. Other authors evaluated the bilateral symmetry in healthy eyes from the
repeatability of the measurements made by corneal tomographs [13], comparing the raw
data obtained in each measure with reference points, concluding that the measurements
made were stable and could define a measure of corneal symmetry based on a possible
misalignment between successive measurements between partner eyes. Therefore, these
studies showed that raw data is reliable data for the evaluation of bilateral symmetry.

Bilateral symmetry can be evaluated through so-called direct symmetry or through
mirror symmetry. There are some studies that have evaluated both symmetries in non-
pathological eyes [10, 14], however their results did not coincide, nor did they present
data on the prevalence of one symmetry or another in healthy eyes, as the measurement
technologies used in their studies presented different sensitivity for obtaining raw data.

In this studywe present a method for evaluating bilateral symmetry (direct vs mirror)
from the differences between the cartesian-radial coordinates, in pre-processed format or
raw data, in healthy corneas (Right Eye vs Left Eye), using specific patient customized
models.

2 Materials and Methods

2.1 Participants

This study involved 19 patients aged between 26 and 59 years (48%men, 52% women).
The inclusion criteria were: both eyes healthy and no previous clinical history of eye
surgery. The participants signed an informed consent to participate in the clinical study
that was carried out according to the ethical standards agreed by the Declaration of
Helsinki (7th revision, October 2013, Fortaleza, Brazil). The patients were part of the
IberiaBiobank (UniversidadMiguelHernández deElche,OFTARED-ISCIII). The study
was approved by the UPCT ethics committee (CEI21_001).
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2.2 Data Acquisition

The equipment used for the complete examination of each patient’s eyes was the Sirius
tomographer (CSO, Italy), based on Scheimpflug technology. Raw spatial data can be
exported from the machine vision algorithm of the equipment in. csv format [2].

A protocol was defined for data acquisition, consisting in taking four consecutive
measures per patient according to the following order: Right eye (DO), Left eye (OS),
Right eye (DO) and Left eye (OS). All measurements were taken in the same session and
were performed by an experienced optometrist. For each measurement, the patient was
aligned and positioned according to a quality index that the tomograph includes, to check
the reliability of acquisition of themeasurement (qualitymeasurement acquisition index,
QMAI). Of all the measurements made, the one with the lowest QMAI was selected and
extrinsic errors were eliminated when possible.

2.3 Methods

The artificial vision algorithm of the corneal tomographer allows scanning the anterior
and posterior corneal surfaces in the form of points with a radial distribution, these
spatial radial points are the result of the projection of the Plácido discs on the corneal
surfaces and make up the so-called raw data [2]. These data are obtained in matrix form,
and have been successfully used by our research team in several previous studies for the
morpho-geometrical characterization of the human cornea [15, 16].

This study proposes to evaluate bilateral symmetry basing on direct symmetry and
mirror symmetry in nonpathological eyes. To do so, we initially divided into 8 quadrants
or octants the radial projections of the Placid Discs, for both the right eye and the left
eye in direct symmetry (Fig. 1) and mirror symmetry (Fig. 2).

Fig. 1. Graphic representation of the octants of both eyes of a healthy patient in the case of direct
symmetry.
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Fig. 2. Graphic representation of the octants of both eyes of a healthy patient in the case of mirror
symmetry.

The direct symmetry consists in calculating the difference between the values of
dimension z for each spatial coordinate (raw data) corresponding to the same quadrants,
both for the right eye (DO) and for the left eye (OS) (Table 1).

Table 1. Protocol for the differences in direct symmetry.

Difference Resulting matrix

ZODI − ZOSI Zdirect(I)

ZODII − ZOSII Zdirect(II)

ZODIII − ZOSIII Zdirect(III)

ZODIV − ZOSIV Zdirect(IV )

ZODV − ZOSV Zdirect(V )

ZODVI − ZOSVI Zdirect(VI)

ZODVII − ZOSVII Zdirect(VII)

ZODVIII − ZOSVIII Zdirect(VIII)

Mirror symmetry consists in taking the difference between the z-dimension values
for each spatial coordinate (raw data) corresponding to mirror quadrants, for both the
right rye (DO) and the left eye (OS) (Table 2). In otherwords, it is obtaining the difference
between points located in diametrically opposed quadrants: I with IV, II with III, III with
II, IV with I, etc.

To obtain the differences for both symmetries, a routine with the name “differences”
was designed and programmed (Fig. 3) using Matlab software (Matworks, USA). It is
necessary that raw input data is expressed in the form of the Z array for this function to
work properly.
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Table 2. Protocol for the differences in mirror symmetry.

Difference Resulting matrix

ZODI − ZOSIV Zmirror(I − IV )

ZODII − ZOSIII Zmirror(II − III)

ZODIII − ZOSII Zmirror(III − II)

ZODIV − ZOSI Zmirror(IV − I)

ZODV − ZOSVIII Zmirror(V − VIII)

ZODVI − ZOSVII Zdirect(VI − VII)

ZODVII − ZOSVI Zdirect(VII − VI)

ZODVIII − ZOSV Zdirect(VIII − V )

Fig. 3. Internal subroutines that make up the routine differences. Optional subroutines are dis-
played in grey with a dashed line box, needed subroutines are displayed in red, input options for
the subroutine are depicted in blue, inputs are shown in yellow and outputs in green. The final
numeric output is shown in white. (Color figure online)
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The routine “differences” takes as input data the names of the files where the raw
data obtained from the corneal tomographer is. The routine is divided into subsections
that involve a code development (Fig. 2), these are:

• Ordering and reading of files (via eyeimport)
• Arrangement of the elevation matrix, Z
• Calculation
• Fitting
• Plots

2.3.1 Ordering and Reading of Files (eyeimport)

This function is responsible for importing to MATLAB the data (x, y, z) in three vectors
x, y and z, which are in a file in format.csv. The data received by this function do not
always have the same amount of information, being able to give three different cases,
denoted by A, B and C.

2.3.2 Ordering of the Elevation Matrix, Z

The original elevationmatrix could be understood as a vector composed of the elevations
of all Placido disks, located one after the other. With this structure, it is considerably
more difficult to identify in which octant and disc a certain point is located.

Therefore, the structure of this vector has been changed, creating a matrix called
“elevation matrix, Z”. The distribution of the elevation matrix will be 256 rows and 20
columns, so that in each column 256 points of a Placid disc of radius r, which oscillates
between 0 and 4 mm, could be found. That means that, if we define Z as an “l x k” array,
where l = 256 and k = 20, Eq. (1) is obtained:

⎡
⎢⎢⎢⎣

z1 z257 · · · zlk+1

z2 z258 . . . zlk+2
...

...
. . .

...

zl z2l · · · zlk+l

⎤
⎥⎥⎥⎦ (1)

To know the radius of the corresponding Placido disc, Eq. (2) is used

rk = 0.2k (2)

where k is a column of matrix Z, and its value can be any natural number within the
range [1,20].

2.3.3 Calculation

To calculate the differences, both mirror and direct, the matrix Z of each corneal surface
was divided into 8 parts, referring to the octants.

Also, and thanks to the structuring with which Z was created, identifying octants is
a trivial task, since as there are 256 points, each octant will be composed of 32 points.
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Thus, it has been established that the classification by octants follows the following
Eq. (3):

Octant Limits =
[
l

8
(O − 1) + 1,

lO

8

]
(3)

where O represents the octant in which the limits are to be calculated and l = 256. If O
= 1, the limits will be [1, 32], and likewise could be calculated for any other octant.

Once the matrices of all the octants are obtained, the differences can be calculated,
which depending onwhether it is direct (Fig. 1) ormirror (Fig. 2). In these figures, octants
with the same grating pattern will be differentiated. Tables 1 and 2 show the operations
to be performed, as well as the matrices that are generated from these differences.

2.3.4 Fitting

For the adjustment of surfaces from raw data, MATLAB software has several types
of algorithms internally implemented. This study focuses only in obtaining a map of
elevations, therefore the objective is finding a surface that fits well with raw data, in
this case and since there is no apparent pattern with the cloud of points, the adjustment
used was based on the cubic interpolation method [17]. This interpolation is composed
of fragment-defined functions, and therefore, it is very flexible. This function has been
selected because it is a very fast interpolation function, with a good fit even for complex
surfaces (Fig. 4).

In the case of mirror symmetry, this paper focuses only in numerical results, so there
will be no graphical representations.

Fig. 4. Interpolated surfaces from the cubic interpolation function. Representation of maximum
and minimum points (triangle up and down) in 2D/3D.
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2.3.5 Plots

The “differences” routine is capable of generating a number of figures, related to
direct symmetry. Depending on the PLOTSon parameter, we can find the following
possibilities:

– 3D_MAXMIN (Fig. 4a). A three-dimensional elevation map is generated with
maximum and minimum indicators (up triangles and down triangles, respectively)

– 3D (Fig. 4b). A three-dimensional elevation map is generated without maximum and
minimum indicators

– 2D_MAXMIN (Fig. 4c). A two-dimensional elevation map is generated with
indicators of maxima and minima (up triangles and down triangles, respectively)

– 2D (Fig. 4d). A two-dimensional elevation map is generated without indicators of
maxima and minima.

2.3.6 Output

The data output is made by using the matrices “TABLA_dir” and “TABLA_mir”. They
are generated automatically, through temporary submatrices, which are introduced into
“TABLA_dir” and “TABLA_mir”. This makes the routine independent of the number
of corneas being studied. The structure of each table is different, so it is necessary to
differentiate between both.

• TABLA_dir. Considering the column value, the internal structure of this matrix would
be as shown in Eq. (4). In this equation, �SEGr(I) is a vector that contains the 256
differences of the SEG corneal face (anterior, ANT, or posterior, POST), Placido disk
of radius r and for the number of the cornea l. Additionally, at the end of this vector,
we can observe the maximum and minimum difference, their angular position and the
corresponding octant.

(4)
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• TABLA_mir. The internal structure of thismatrix can be seen inEq. (5).whereZSEG(I)
are blocks of matrices of the form shown in the table, with zeros between each row
of this table.

Tablamir =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ZANT (1)
0
0

ZPOST (1)
0
0
0

ZANT (2)
0
0

ZPOST (2)
...

ZANT (l)
0
0

ZPOST (l)
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5)

2.4 Statistical Analysis

Descriptive statistical analysis was performed with Excel software (Microsoft, USA).
For this study, it has been calculated the mean value and the standard deviation of the
differences for each coordinate z for each radius projected in both direct and mirror
symmetry.

3 Results

Placido radii projected by the corneal tomographer can cover the entire central and
paracentral region, going from r = 0 to r = 4 in steps of 0.2 mm, which includes 20
radii per corneal surface. Therefore, there will be 40 radii, which corresponds to a very
large volume of data, and consequently present study has been limited to evaluating the
spatial differences in direct and mirror symmetries just for the radii r = 1, 2, 3 and 4 of
the anterior and posterior surfaces of the cornea.

With respect to direct symmetry and based on the protocol defined in Table 1, the
results are presented in Table 2. Mirror symmetry results are presented in Table 3.
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Table 3. Results for the direct symmetry model.

Difference (µm) r = 1 r = 2 r = 3 r = 4

Mean (SD) Mean (SD) Mean (SD) Mean (SD)

Anterior surface

I −0.11 (0.71) −1.14 (2.74) −5.055 (6.95) −18.22 (20.13)

II −0.14 (0.79) −0.94 (3.33) −3.75 (8.35) −10.12 (23.061)

III −0.066 (0.65) 0.21 (2.90) 1.96 (6.78) 7.71 (18.48)

IV 0.064 (0.77) 0.75 (3.23) 4.00 (8.58) 17.11 (24.056)

V 0.025 (0.75) 0.22 (2.90) 1.97 (7.66) 12.26 (19.32)

VI −0.20 (0.85) −0.98 (3.61) −2.024 (8.35) −0.67 (16.93)

VII −0.20 (0.55) −1.11 (2.57) −3.51 (6.60) −10.32 (14.96)

VIII 0.0028 (0.67) −0.73 (2.81) −3.94 (7.13) −16.66 (17.30)

Posterior surface

I 10.15 (16.44) 22.74 (25.19) 34.44 (35.33) 23.80 (53.43)

II 2.25 (13.00) 6.50 (17.19) 10.093 (22.47) −9.33 (45.027)

III −6.28 (12.35) −9.45 (16.19) −10.39 (22.84) 3.15 (36.78)

IV −14.044 (15.46) −25.56 (25.084) −34.71 (37.053) −23.35 (55.70)

V −14.62 (15.37) −27.29 (24.47) −42.33 (35.99) −50.86 (53.55)

VI −8.83 (12.99) 16.19 (17.61) −24.43 (25.086) −29.80 (35.88)

VII 1.85 (13.34) 6.26 (17.41) 11.49 (25.00) 15.053 (35.32)

VIII 8.23 (16.50) 20.34 (25.28) 34.64 (37.82) 43.037 (53.40)

Table 4. Results for the mirror symmetry model.

Difference (µm) r = 1 r = 2 r = 3 r = 4

Mean (SD) Mean (SD) Mean (SD) Mean (SD)

Anterior surface

I–IV −0.022 (0.74) −0.27 (3.10) −1.043 (7.30) −2.49 (16.97)

II–III −0.13 (0.72) −0.45 (3.25) −1.20 (8.66) −1.50 (21.40)

III–II −0.081 (0.85) −0.29 (3.56) −0.59 (8.084) −0.92 (16.30)

IV–I −0.028 (0.83) −0.12 (3.31) −0.012 (7.95) 1.38 (16.77)

V–VIII −0.10 (0.71) −0.56 (2.79) 1.47 (6.42) −2.17 (12.50)

VI–VII −0.31 (0.79) −1.24 (3.21) −3.00 (7.31) −5.12 (14.40)

VII–VI −0.090 (0.87) −0.84 (3.47) −2.54 (8.33) −5.87 (17.95)

(continued)
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Table 4. (continued)

Difference (µm) r = 1 r = 2 r = 3 r = 4

Mean (SD) Mean (SD) Mean (SD) Mean (SD)

VIII–V 0.13 (0.87) 0.057 (3.41) −0.49 (8.20) −2.22 (19.91)

Posterior surface

I–IV −2.42 (12.65) −2.64 (16.22) −2.47 (24.36) −0.13 (32.12)

II–III −2.53 (11.93) −3.17 (14.89) −2.81 (20.63) −5.51 (37.11)

III–II −1.51 (12.86) 0.22 (18.92) 2.52 (29.21) −0.67 (37.90)

IV–I −1.48 (13.25) −0.19 (19.43) 2.19 (30.83) 0.58 (45.31)

V–VIII −3.11 (11.51) −3.55 (12.61) −4.67 (16.85) −8.37 (28.39)

VI–VII −3.59 (12.25) −5.46 (16.66) −7.51 (25.28) −11.63 (36.70)

VII–VI −3.38 (12.74) −4.47 (15.44) 5.43 (22.079) −3.12 (31.55)

VIII–V −3.28 (13.49) −3.40 (16.31) −3.022 (23.54) 0.54 (36.42)

In addition, regarding direct symmetry, a map of three-dimensional (3D_MAXMIN)
and two-dimensional (2D_MAXMIN) elevations can be obtained. The maxima and
minima obtained (upward triangles and downward triangles, respectively) correspond to
the 20 Placid disks covering the corneal region from r= 0 to r= 4 mm for both healthy
(Fig. 5) and keratoconus corneas (Fig. 6) (Table 4).

Fig. 5. Depiction of the direct differences in healthy cornea number 16. Differences 3D (left) and
2D (right).
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Fig. 6. Depiction of the direct differences in healthy diseased number 62. Differences 3D (left)
and 2D (right).

4 Discussion

The morphological characterization of the cornea in clinical practice has experienced
a growing demand lately, due to the importance of its study to understand how certain
changes in the cornea affect the visual quality of patients, to the evolution, diagnosis and
treatment of certain corneal pathologies, as well as to the planning of ophthalmological
surgeries [11].

The modelling of the corneal structure can be done under two different approaches:
usingGeneric models and Custommodels. The first group includes thosemodels that are
designed aiming to the study of populations with one or more common characteristics,
depending on the particular model. The second group aims to obtain particular results for
a given patient, being very common to find customized models for patients with severe
pathologies, on which it is very difficult to find generic models that capture the specific
corneal morphology that they present [11].

In this research work, it has been evaluated both direct and mirror symmetry in terms
of corneal elevation from the spatial coordinates resulting from the projection of Placido
disks.

With regard to direct symmetry, the results obtained in the central and paracentral
regions of the evaluated corneas reach the maximum differences in octants IV and V
(radii 3 and 4) for the anterior surface. No significant differences existed in the rest
of the corneal region. With respect to the posterior surface, differences were observed
in octants VII and VIII (radii 2, 3 and 4), suggesting higher levels of asymmetry. This
difference in direct symmetry on the posterior surface with respect to the anterior surface
may be due to the potential effect of structural readjustment during the blinking phase
[18].

With respect to mirror symmetry, the results obtained for the anterior surface present
a high level of symmetry in both the anterior and posterior surfaces, we believe that the
absence of significant differences in terms of height z between mirror octants, suggests
a homogeneous distribution of corneal geometry in nonpathological corneas.

In addition, a map of direct differences (direct symmetry) has been made showing
the value of the differences at each point, as well as the location of the maximum and
minimum difference for each radius, both in 2D and 3D (Figs. 5 and 6), allowing the
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results obtained to locate the greatest differences in the temporal zone, and the minimum
ones in the nasal zone. These results coincide with those presented by other authors [12,
13].

5 Conclusion

In conclusion, there is a certain level of direct asymmetry in the corneal surfaces, espe-
cially in the posterior surfaces of the cornea, however the corneas in this study present
mirror symmetry, which leads us to believe that healthy corneas have a relatively uniform
geometry distribution, especially on the anterior corneal surface. Future studies should
confirm the validity of present research for the detection of pathologies affecting the
corneal structure, or to evaluate its biomechanical behaviour.

Funding. This publication was carried out within the framework of the project “Desarrollo y
validación de un nuevo concepto de caracterización biomecánica-morfofuncional de la córnea”
reference number DTS21/00103. This Project has been funded by Instituto de Salud Carlos III
(ISCIII) and cofunded by the European Union.
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Abstract. Small animals stroke models have widely been used to study
the mechanisms of ischemic brain damage in controllable experimental set-
tings. The evaluation of stroke lesions mainly relies on visual inspection of
tissue samples collected after brain sectioning, slice staining and scanning,
a procedure that is highly subjective and prone to human error. In this
study we developed a machine-learning based methodology for automatic
segmentation of lesions in mouse brain tissue samples, stained with Triph-
enyltetrazolium chloride (2% TTC). Our approach relies on the creation of
a statistical mouse brain atlas of healthy TTC slices that was lacking in the
literature. For this purpose we applied tissue clustering and Markov Ran-
dom Fields (MRF) for brain tissue detection followed by deformable image
registration for spatial normalization. The obtained statistical atlas is then
exploited by outlier detection techniques and Random Forest classifica-
tion to extract lesion probability maps in new slices. The good agreement
between our segmentation results and expert-based lesion delineation on
12 mouse brains highlights the potential of the proposed approach to auto-
mate stroke volumetry analysis, thereby contributing to increased trans-
lational capacity of experimental stroke.

1 Introduction

Experimental mice models provide the means to understand the pathophysiol-
ogy of brain infarction and subsequent mechanisms of neuronal survival, which
is crucial for the development of therapeutic interventions. A deep insight into
the spatio-temporal microstructural damage and perfusional alterations can be
obtained using in vivo advanced magnetic resonance imaging (MRI) techniques,
such as diffusion and perfusion weighted imaging. However the availability of
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such imaging techniques, especially for small animals requiring dedicated micro-
tomographs, is very limited. Therefore, the most common approach has been
histopathological and immunohistochemical analysis, in which case the standard
procedure for lesion quantification is based on manual measurements performed
by human experts through inspection of the scanned brain slices [5]. Common
parameters of interest are the hemispheric infarction volume and edema of the
infarcted hemisphere, whereas more dedicated ones include the cortical and stri-
atal infarction areas at each coronal level [5]. This quantification procedure is
time consuming and labor intensive, highly subjective, prone to human error
and non-reproducible.

To automate this process, in the case of in vivo assement of lesions and
pathologies in human brains, many methods have been proposed that exploit
high resolution medical imaging information. A widely recognized approach is
based on spatial normalization of the brain volume to a standard stereotaxic
space using linear or non-linear registration techniques, and then performing
voxel-wise statistical tests [11] or multi-variate pattern analysis [3,13]. Voxel-
based morphometry and statistical analysis techniques have also been combined
with supervised classification methods in brain pathology segmentation prob-
lems. These methods use manually delineated samples and aim to train a pre-
dictive model using as features the original image intensities or other attributes
derived from image filtering, transformations or decomposition techniques. Clas-
sification models, such as support vector machines (SVM), random forest (RF)
and neural networks, can subsequently be trained upon these features to assign
labels to new samples.

All the above mentioned methods have been implemented for lesion segmen-
tation in high resolution images of the human brain, while works on lesion detec-
tion in ex vivo mouse brain tissue slices is very limited. Efforts to improve lesion
quantification have used semi-automated analysis of TTC-stained sections with
ImageJ, which results in faster and less human-dependent (thus “objective”)
stroke volumetry data [6], though still subjected to significant detection errors
(false-positive) due to a “simplified” binary transformation analysis approach of
the ischemic lesion. Moreover, the only available anatomic reference atlases are
constructed utilizing 3D high resolution modalities, thus being unsuitable for
comparison with 2D low resolution TTC slices. Additionally for TTC-stained
tissue slices, no prior work has aimed to encode the spatial variation in the
anatomy that is present not only due to anatomical differences across mice, but
also caused due to the experimental procedure in the preparation of the tissue
slices.

In this study, we present a novel framework developed for quantitative mouse
brain lesion analysis in slices stained with TTC. Our method is based on learn-
ing the statistical variation of pixel intensities in pathology free samples, co-
registered in a common space, and then use these for new TTC-stained tissue
slices with ischemic lesion to calculate statistical maps, that express pixel-wise
deviation from normality. For segmentation refinement, the obtained statisti-
cal maps are also combined with multiple color pixel intensities in a binary
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random forest (RF) classifier. Additional topological constraints are used to
eliminate most false positive detections, leading to a compact region with tis-
sue pathology, ready for quantitative volumetric analysis. Our methodology has
been already assessed in two separate experimental sets [1], showing improved
performance over all previous TTC-volumetry approaches used for comparison.
In this paper we present the overall methodology and algorithmic implementa-
tion, while further information on the experimental procedure and exploitation
of our framework for infarct volumetry can be found in [1].

2 Methodology Overview

The aim of our framework is to detect and analyze stroke lesions in coronal
TTC-slices of mouse brain. Since brain lesions show a similar intensity profile
with healthy tissue in some anatomical areas, such as the corpus callosum and
white matter tracts, automatic segmentation fails if it relies only on imaging
information. Therefore, we incorporated anatomical information by transform-
ing intensities to pixel-wise probabilistic scores using a statistical atlas. With
the term “atlas” we refer to a statistical representation of spatial intensities at
each 2D slice (defined by a coronal plane at the anteroposterior axis), that con-
sists of an average TTC image and a standard deviation image representing the
variation of normal brain anatomy. As no reference statistics for TTC-stained
images (TTC-atlas) exist so far, we constructed it de novo from 2D coronal slices
from normal (naive) C57/bl6 mice. A subsequent semi-automated registration
of the Allen mouse brain atlas [2] to the TTC atlas space allowed to map the
Allens anatomical regions to the TTC-atlas space, necessary for neuroanatomical
mapping of the stroke lesions.

Then, in order to segment infarcts in scanned TTC-slides, we developed and
evaluated an automated lesion analysis framework based on outlier detection
and machine learning (Fig. 1). Specifically, lesion detection is conducted in two
main steps: (1) An outlier tissue probability map is constructed which local-
izes deviations from normality expressed by the statistical atlas. A thresholding
operation is then used to evaluate the affected lesion, restricted in the respective
hemisphere (as only unilateral stroke-lesions are considered), identified by utiliz-
ing the constructed TTC atlas. (2) The outlier map is introduced to a machine
learning model along with tissue intensity information to estimate the affected
areas. Topological constraints are enforced on the obtained segmentation mask
through morphological operations (e.g. to remove isolated pixels). The schematic
diagram of the two methodological components, i.e. the construction of the TTC
atlas using healthy brains and the segmentation of lesions in diseased brains, is
illustrated in Fig. 1 and analyzed with more details in the subsequent sections.

2.1 Preprocessing and Background Segmentation

Let’s consider the intensities of a TTC slice for each pixel x ∈ R2 as a 2D image
I(x), and also let the set of segmentation labels be S = {s1, s2, s3} for back-
ground (BG), healthy (HL) brain tissue (reddish region in TTC) and lesion (LS)
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Fig. 1. Proposed lesion segmentation framework. a) TTC atlas construction. b) Auto-
mated lesion segmentation.

class (infarcted brain tissue with bright near-white color in TTC). Preprocessing
begins with background extraction for non tissue regions removal. This is per-
formed through multiple steps. Initially we divide the input image in superpixels
to encapsulate local neighborhood information [4] and then apply K-means clas-
sification with three centers to assign a class label si to every superpixel. Markov
Random Fields (MRF) [8] optimization is subsequently performed to reduce
spatial incoherence in classification. An example of 3 class (i.e. brain, lesion,
background) segmentation before and after the application of MRFs is shown in
Fig. 2. The complementary of the background mask (MBG(x)) is then used to
extract the brain (healthy and infarcted) tissue, i.e. Ibrain(x) = I(x) ◦ MBG(x),
where “◦” is the Hadamard product.

Fig. 2. Segmentation example of a TTC slice (left) with kmeans before (middle) and
after (right) Markov Random Fields. The colors indicate the hyper-intense region part
of which is lesion (blue), the healthy brain tissue (orange), and the background (black).
(Color figure online)

Preprocessing is concluded with spatial normalization of all tissue samples
which includes image centering based on the center of mass and removal of large
rotational misalignment caused by differences in placement of the tissue samples
in the scanner. For global alignment we perform Principal Components Analysis
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[10] on the binary brain tissue mask (MBG(x)) and rotate the corresponding
image slice Ibrain(x) according to the orientation indicated by the first principal
component.

2.2 TTC Atlas Construction

The developed 2D TTC-atlas encapsulates statistical information for the image
intensity of healthy (pathology-free) brains at each anatomical location. We
inherited a coordinate system with anterior-superior-right orientation similar
to Paxinos coordinates [9], where every slice is represented by a coronal plane
at an index i, with i = 0 defining the plane of bregma (i > 0 indicates a plane
anterior to bregma and i < 0 posterior to bregma). Thereby, every coronal plane
(slice) of the TTC atlas is represented in its own space Ωj

A, j = 1, ...,K, where
K is the number of slices of the TTC atlas. Assuming that image intensity for
every tissue follows a Gaussian distribution, we can parametrize the distribu-
tion by the average and standard deviation values which together define the
TTC atlas. To calculate these values from given samples, the images have to be
first coregistered so that each pixel corresponds to the same anatomical location
across mouse brains. Therefore, for every coronal plane j we selected one of the
available image slices as template (IjA ∈ Ωj

A) and registered the corresponding
slices of the remaining mouse brains (IjM ∈ Ωj

M ) to it. The registration prob-
lem seeks to find a transformation T j : Ωj

M → Ωj
A that spatially aligns the

moving image to the reference image space. Omitting the index j for simplic-
ity, we define the transformation T (x) as a composition of a linear (TL(x)) and
a non-linear (deformable) (TNL) mapping: T (x) = TNL ◦ TL(x)). The linear
component (affine in our case) accounts for translation, rotation and shearing
differences due to the experimental setup and global variations in the mouse
brain anatomies, whereas the non-linear component corrects local deformities
and is obtained with Dramms [7] deformable mapping algorithm.

Eventually, after co-registration of all available brain slices for each coronal
plane, we compute the pixel-wise average (AV G(x)) and standard deviation
(STD(x)) across brains to quantify the maximum-likelihood estimate of each
TTC-slice spatial intensity. The methodology for the TTC atlas calculation is
shown in Fig. 1-a, whereas their utilization for lesion detection in new brains is
shown in Fig. 1-b.

Definition of Anatomical Areas on the TTC-atlas. After the comple-
tion of the TTC atlas construction we need to define the anatomical regions at
each TTC atlas coronal plane. This is essential for the acquisition of anatomical
information of the lesioned areas. We map anatomical information from Allen
Brain Atlas (ABA) [2] to the TTC atlas by transforming ABA’s and TTC’s
atlas corresponding coronal slices. This mapping is a semi-automated registra-
tion process, as an expert researcher manually annotates corresponding control
points in few slices. We utilize the annotated points and a Local Weighted Mean
transformation to map the ABA’s anatomical masks to TTC atlas space.
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2.3 Atlas-Based Abnormality Detection

Lesion detection is automatically performed by detecting abnormality regions
based on the spatial likelihood of the tissue being healthy. Let I(x) denote the
intensity of the pixel x in a 2D coronal slice. Assuming Gaussian distribution,
we use as abnormality score the z-score, Z(x) = I(x)−AVG(x)

STD(x) , which is a metric
proportional to the log-likelihood of observing the intensity I at pixel x if the
brain is healthy, where AV G(x) and STD(x) are the mean and standard devia-
tion values at pixel x of the TTC atlas. Thresholding of this abnormality score
provides an initial lesion segmentation mask, M0

LS(x). The threshold value is
determined empirically based on a few left-out brain slices with stroke. At this
step the mask includes many false positives at the boundary of each slice, which
have image intensities almost identical to those of the infarct and are mainly due
to the local staining procedure. An example is shown in Fig. 3). Thereby, for a
robust LS segmentation approach, we take into account that in our experimental
procedure only unilateral stroke-lesions are considered, thus the identification of
the affected hemisphere will allow to reduce the search space. Thereby, the hemi-
sphere with significantly more abnormal tissue (as quantified by the mask M0

LS)
is considered as being the one affected.

In order to identify the boundary separating the two brain hemispheres, the
midline of a coronal slice (symmetry line) has to be extracted. For extraction of
the midline we seek and identify the axis of brain symmetry utilizing the ABA’s
anatomical masks. Midline calculation on the original ABA masks is a relative
simple process as ABA is a “rotation free” atlas constructed in perfect symmetry.
We later transform the constructed hemisphere masks using the transformations
obtained as described in Sect. 2.2. After hemisphere segmentation, the abnor-
mality map is masked out retaining only the part in the affected hemisphere
(denoted as ZH(x)) and its values are introduced as features for the next and
final step of the segmentation process, as presented next.

2.4 Lesion Segmentation Based on Machine Learning (ML)

The second step of our methodology is formulated as a binary classification
problem of the identified LS regions into actual lesion or non-lesion tissue (false
positives) and solved using a random forest (RF) classifier [12]. For this purpose
three types of features are combined and introduced to RF:

– 3 intensity features from each of the 3 RGB color channels (thus 9 features
in total), i.e. the original pixel intensity and the values obtained after median
filtering within a 3× 3 kernel and after Gaussian filtering with sigma = 2 for
the kernel. The respective kernel parameters were experimentally optimized.

– 2 features expressing lesion probability in respect to healthy mouse brain pop-
ulation, i.e. the original probability value ZH(x) and the value after median
filtering

– 2 features expressing lesion probability in respect to brain symmetry calcu-
lated as the difference in Z(x) between the two hemispheres.
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The combined 13 features are used to train an RF classifier by minimiz-
ing the expected misclassification cost among lesion and healthy tissue classes.
Finally, remaining false positives are further reduced by applying morphologi-
cal operations producing our final lesion segmentation for each brain slice. The
concatenation of the lesions masks at each coronal index provides eventually the
stroke volumetry and neuroanatomical region identification.

3 Results and Conclusions

The dataset included 517 slices (after excluding those with strong artefacts pro-
duced during the experimental procedure) from 83 healthy mouse brains for the
construction of the TTC atlas, and 77 slices from 14 mouse brains with induced
ischemic stroke lesions [1]. The dataset with lesions was split into two parts
for training (5 slices) and testing (72 slices) of the RF classifier, respectively.
It should be noted that with the adopted experimental procedure – including
slice cutting, tissue staining, scanning and digitization – some of the tissue slices
used for testing had proper quality (n = 47), whereas others were of low quality
(n = 25). Segmentation accuracy was assessed against manual delineation pro-
vided by an expert using data with mixed image quality (all 72 testing slices) or
only good image quality. The average and standard deviation (across all samples)
of the dice coefficient, false positive rate and true positive rate of the proposed
method were respectively 0.79 ± 0.10, 0.02 ± 0.02, 0.80 ± 0.12 for mixed quality
data, and 0.90 ± 0.06, 0.02 ± 0.02, 0.89 ± 0.07 for good quality data. The cor-
responding overlap metrics for atlas-based segmentation of mixed quality data
without the ML component were 0.70 ± 0.11, 0.03 ± 0.02 and 0.69 ± 0.14,
respectively. An example is illustrated in Fig. 3. A more comprehensive set of
results of lesion volume analysis on an independent cohort of animals and eval-
uation of the whole methodology in respect to image-acquisition modalities and
resolutions can be found in [1].

Fig. 3. Example of a coronal slice of a mouse brain with stroke. From left to right: Image
after BG extraction and PCA-based spatial standardization, atlas-based abnormality
map (Z(x)), final LS segmentation (in green), expert-based annotation used as ground
truth. (Color figure online)

Concluding, in this paper we presented an automated methodology that fuses
features describing outlier probability, brain symmetry, expert knowledge and
topological constraints into a lesion detection scheme designed (for the first
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time) for TTC-stained slices. The good volume overlap agreement with man-
ually annotated lesion masks indicates that the developed tool has a high poten-
tial in replacing the current practice which is based on non-reproducible visual
inspection.
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Abstract. To present time, the world science has accumulated a sufficient amount
of information on the quantitative changes in the rate of glucose utilization accord-
ing to positron emission tomography (PET) with 18-fluorodeoxyglucose (FDG)
in Parkinson’s disease (PD) with dementia. It was found that in the early stages
of dementia with PD, there is a dysfunction of the frontal lobes, while PET exam-
ination of patients with PD with dementia shows the quantitative changes in the
rate of glucose utilization. On this basis, it seems relevant to compare the func-
tional state of the brain structures and the results of neuropsychological studies
in patients with PD with varying severity of cognitive impairment. The present
research was aimed to investigate the relationship between early cognitive viola-
tions according to neuropsychological research and the rate of glucosemetabolism
in different brain areas during PET scanning in patients with Parkinson’s disease.
Neuropsychological testing consisted of clinical interviews, observation, ques-
tioning, Mini-Mental State Exam (MMSE) and frontal assessment battery (FAB).
According to the research outcomes, it was found that with initial cognitive impair-
ment, determined by FAB, a quantitative change in the rate of glucose utilization
is observed, similar to the pattern found in patients with cognitive disorders in
PD. Four factors were established: factor 1 – dorsal system of attention (voluntary
attention), factor 2 – ventral system of attention (involuntary attention), factor
3 – system of the state of operational rest, factor 4 – visual projective zone. The
precentral cortex of the frontal areas and the upper half of the parietal zones of
big brain are constitute the 1st factor. The anterior third of the convexital part of
the frontal areas and the lower half of the parietal zones are the 2nd factor. The
3rd factor includes the 23, 36, 29 and 30 cytoarchitectonic Brodmann fields (the
posterior cingulate gyrus). Primary visual area (17th Brodmann’s field) is the 4th

factor.
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1 Introduction

Parkinson’s disease is one of themost general neurodegenerative diseases. The incidence
in different countries is 150–200 cases per 100,000 population. The peak incidence is at
60–65 years [15]. Traditionally, PD is associated with a deficiency of the dopaminergic
system, which manifests itself in extrapyramidal movement disorders. In addition, this
disease is accompanied by a wide differences of not only movement violations, but
also autonomic, mental, cognitive, dyssomnic and sensory disorders. As the progression
progresses, some of these symptoms may become dominant [4, 7, 10, 23].

The level of preservation of person cognitive functions covers a wide range - from
normal to severely retarded. Differential diagnosis of such violations often causes clin-
ical difficulties, the solution of which increases the value of neuroimaging tools in this
area. The most common causes of dementia are neurodegenerative disorders, among
which the most common are Alzheimer’s and Parkinson’s, which are accompanied by
significant changes in brain metabolism with devastating neurological as well as eco-
nomic, social and clinical consequences. Such changes are noticeable through positron
emission tomography (PET) already at the earliest period of disease [9, 12, 13, 21].

Most often, PETbrain researches in neurodegenerative disorders are performed using
[18F] fluorodeoxyglucose (FDG) – an imaged radiopharmaceutical. Such researches
demonstrate diagnostic and prognostic value in assessing cognitive impairments and
differential diagnosis of primary neurodegenerative disorders with a different etiology
of changes in cognitive functions [2, 3, 15, 23].

Dementia affects about 24 million people worldwide, of which about 5 million
new cases are recorded annually [23, 27]. The most common cause of decline that
ultimately leads to dementia, and the most well-studied is Alzheimer’s disease (AD).
This condition occurs in 10–15% of people over 65 and 40–50% of all over 85. Other
causes of cognitive decline are also considered dementia with Lewy bodies, Parkinson’s
disease, cerebrovascular disease, fronto-temporal dementia, Creutzfeldt-Jakob disease,
HIV-related dementia, neurosyphilis, normal pressure hydrocephalus, and dementia due
to exposure to current – septic substances (heavymetals, alcohol, other drugs), metabolic
disorders or mental disorders.

Cognitive impairments, including mild cognitive violations and dementia in Parkin-
son’s disease, are among the most common non-movement violations in PD. Cognitive
impairment manifests itself in more than 80% of patients after about 15 years of illness
[10], and the risk of dementia in PD patients is several times higher than in the general
population [9].

Considering the problem of dementia in PD, first of all, it is required to carry out
a differential diagnosis between PD and dementia with Lewy bodies. Most often in
clinical practice, they rely on indicators of the onset of cognitive impairment and the
presence of visual hallucinations during the first year of the disease [9]. Often there is
a comorbid existence of PD and Alzheimer’s disease, as well as PD and manifestations
of discirculatory encephalopathy. It is also important to note that therapy for motor
disorders in PD is not sufficient to prevent the development of dementia in PD [22].

Lewy body dementia (DLB) and Parkinson’s disease dementia (PDD) are the next
most common neurodegenerative dementia after Alzheimer’s disease (AD) in the elderly
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[9, 27]. DLB and PDD, conceptualized as spectrum disorders, are associated with abnor-
mal accumulation of α-synuclein and have clinical and pathological overlap with varia-
tions in the temporal set of motor and cognitive symptoms [11]. The prevalence of DLB
ranges from 15 to 25% of diagnoses [8], but the clinical manifestation is much lower.
Less than half of cases can be correctly identified by routine clinical examination [21].
Updating the DLB diagnostic criteria involves the use of validated and recommended
biomarkers, but a significant lack of compliance complicates the assessment of DLB
prevalence.

Patients with DLBmake up from 0 to 30.5% of cases of elderly people with dementia
in clinical trials [9], while PDD is 3.6–30% [1, 24, 25] with more than 80% in patients
with BP [6]. DLB prevalence among various population studies ranges from 0 to 26%
of all cases of dementia, which is in line with the population prevalence (about 10%) in
a rural island town in East Asia [9].

Cognitive impairments in the early stages of PD are mainly characterized by signs
of mild disorder of executive functions, requiring action planning and switching from
one task to another [13]. To determine such disorders, various neuropsychological tests
are traditionally used to assess the functions of the frontal lobes and executive functions
[7, 15, 16].

Today, positron emission tomography of the brain is practically a necessary applica-
tion for clinical diagnosis and assessment of changes in cognitive abilities. The degree
of preservation of human cognitive functioning is a wide range. This can vary from
normal for a given person to a violation of subjective perception, which has not been
objectively tested in neuropsychological research. At the same time, subjective disor-
ders can represent the earliest stages of a decrease in minimally disturbed states with
neuropsychological functioning to an intermediate state - “mild cognitive impairment”
(MCI) [23]. And this is already a state of mild, moderate or severe dementia. At the
same time, some people suffering from milder forms of impairment are on the path of
a progressive decline, others will have stable or reversible forms of impairment, which
greatly complicates the differential diagnosis with the real cause, which is often difficult
to determine clinically.

Recently, for differential diagnosis, they increasingly resort to various neuroimag-
ing methods that determine both the structural integrity and the functional activity of
different parts of the brain. The advantages of functional neuroimaging methods, such
as PET, single-photon computed tomography, functional magnetic resonance imaging
and magnetic resonance spectroscopy, include their early sensitivity to dysfunction of
visualized structures before the onset of atrophic changes [14, 17, 28]. Information has
been accumulated on the pattern of changes in the rate of glucose metabolism according
to PET with 18-fluorodeoxyglucose (FDG) in PD with dementia [22]. It was found that
in the early stages of dementia with PD, there is a dysfunction of the frontal lobes, while
PET examination of patients with PD with dementia shows a characteristic pattern of
changes in the rate of glucose metabolism.

Based on the foregoing, it seems relevant to compare the functional state of the brain
structures and the results of neuropsychological studies in patients with PDwith varying
severity of cognitive impairments. This study was aimed to research the relationship
between early cognitive impairment according to neuropsychological research and the
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rate of glucose metabolism in different parts of the brain in patients with Parkinson’s
disease.

2 Methods

The study group consisted of patients (31 people) with verified Parkinson’s disease, aged
41 to 77 years, who underwent inpatient and/or outpatient treatment in a hospital clinic.
The exclusion criteria were gross morphological changes on MRI and PET, as well as
severe cognitive impairment (MMSE < 23). The control group consisted of patients of
the same age group without cognitive impairment. The exclusion criterion for this group
of patients was also pronounced morphological changes according to MRI and PET.

To assess the rate of glucose metabolism, a standard technique was used – immedi-
ately before the study, a radiopharmaceutical [18F] – fluorodeoxyglucose was synthe-
sized, which was injected intravenously at a dose of 3 to 5 mCi in 8 ml of saline. During
the accumulation of the radiopharmaceutical, the patient was in a room with dim light,
low noise level and minimal motor activity. PET scanning was performed 30–40 min
after injection for 20 min [26].

The analysis of the obtained PET images was carried out as follows. At the first
stage, in order to further select standardized regions of interest (RI) that collectively
cover the entire volume of the brain, individual images were reduced to a standard form
in accordance with the coordinate space of the Talairak stereotaxic atlas [26]. For this,
the SPM software packagewas used, and then for RI corresponding to Brodmann’s fields
and subcortical structures, using the WFU PicAtlas software, the average values of the
accumulated FDG activity were calculated.

The level of accumulated activity in the OI recorded during the scan is associated
with the rate of glucose metabolism in this area. To exclude a number of “technical”
reasons for the variability of the recorded accumulated activity, including the activity of
the radiopharmaceutical administered during the injection, the duration of scanning, and
inaccuracies in patient positioning in the camera’s field of view (the depth of field of view
of the PC2048-15B tomograph, equal to 96 mm, was not always sufficient for scanning
the entire brain simultaneously), a procedure was used to normalize the accumulated
activity in the RI to the average accumulated activity in the reference area.

As this area, the bilateral insular cortex was used, due to its anatomical location
present in PET images of all patients. For neuropsychological testing [15], a complex
of psychological techniques was applied, consisting of a clinical interview, observation,
questioning and testing according to the methods of Mini-Mental State Exam (MMSE)
and frontal assessment battery. The MMSE test consists of 9 items, was first proposed in
1975 by Folstein [7] and is currently one of the most commonmethods for screening and
assessing the dynamics of cognitive impairment. The overall score on the test results can
range from 0 to 30. Values in the range of 26–30 points are considered normal, 21–25
- mild cognitive impairment, below 20 - moderate, and from 0 to 9 - severe cognitive
impairment. The Frontal Assessment Battery (FAB) test is applied to assess frontal lobe
function and is widely used in the differential diagnosis of Alzheimer’s disease and
frontotemporal dementia. The test consists of 6 tasks and is assessed on an 18-point
scale. If a patient scores a total of 16–18 points during testing, it is considered that the
frontal functions are completely preserved [5].
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The data of neuropsychological research and the results of PET-scanning were pro-
cessed using factor analysis by the method of principal components by the method of
varimax-rotation. The factor was included in the factorial solution if the Kaiser criterion
was met (i.e., if its eigenvalue was greater than 1). A variable with a load on the factor
greater than 0.45 was regarded as included in the factor.

In Fig. 1 shows the typical distribution of 18-FDG in MRI scanning in patients of
the two study groups with PD.

Fig. 1. Original. Distribution of the utilization of the radionuclide glucose - [18F] -
fluorodeoxyglucose in the brain regions according to the data of the PET-scan without cognitive
disorders (top figure) and with cognitive disorders (bottom figure).

3 Outcomes

The results of the MMSE test showed that in the majority of patients (78%) the level
of cognitive impairment was within the age norm. Mild cognitive impairments were
observed in 22% of patients. The results of the BPD test showed that in 55% of patients
the total number of points was in the range of 16–18 – the preservation of the functions
of the frontal areas was recorded. In the remaining 45% of patients from main group,
according to the test results, the score was below 16. This made it possible to divide the
study group into two subgroups (Table 1). When comparing the studied subgroups and
the control group, a decrease in the rate of glucose utilization in the associative visual
zone of both cerebral hemispheres (18th, 19th and 37th Brodmann’s fields bilaterally)
was observed (Fig. 2).
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Table 1. Clinical and anamnestic characteristics of the examined groups

№
group

Group characteristics n, people Age MMSE FAB

Research group

1 PD 1 17 (9 W, 8 M) 60,2 ± 2,4 25–30 ≥16

2 PD 2 14 (10 W, 4 M) 65,5 ± 2,6 23–30 <16

Control group

3 Patients without dementia 15 (6 W, 9 M) 59,7 ± 3,2 26–29 ≥16

Fig. 2. PET data in PD patients compared with the control group. Areas of bilateral decrease in
the rate of glucose utilization are marked by gray. Left – lateral cortex of the cerebral hemispheres,
on the right – the medial one. Figures – fields according to Brodman.

Fig. 3. PET data in patients with PD of the 2nd group compared with the 1st group. Areas of
bilateral decrease in the rate of glucose utilization are marked by gray. Left – lateral cortex of the
cerebral hemispheres. On the right is the medial one. Figures – fields according to Brodman.

In the second subgroup of patients with PD (PD2), when compared with the results
of PET of the first subgroup of patients with PD (PD1) and the control group, there was a
significant decrease in the rate of glucose utilization in themiddle third of the frontal areas
bilaterally (8th Brodmann’s field), a similar decrease in the level of functional National
activity was recorded in the lateral andmedial cortex of the parietal lobes of both cerebral
hemispheres (7, 39, 40 Brodmann’s fields) (Fig. 3). The decrease in functional activity in
the associative visual cortex in PD patients in our study can be explained by a number of
reasons. First of all, a well-known symptom of visual hallucinations, which quite often
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accompanies the course of Parkinson’s disease. A number of authors also associate
functional changes in the associative visual cortex not only with visual hallucinations,
but also with sleep disorders [2, 7].

Factor Analysis Results. In order to assess the integration of the frontal and parietal
areas based on the analysis of PET data on glucose utilization, the research of the
self-organizing functioning of neuroanatomical systems was continued. Following four
systems were developed. 1) The state of operational rest (brain default system); 2) The
dorsal system of attention; 3) The ventral system of attention and 4) the visual system
in normal conditions and in patients with cognitive violations of varying severity and
genesis and other pathologies.

Fig. 4. Factor structure of self-organizing functioning of neuroanatomical systems for patients
without impaired executive functions (left) and with syndrome of impaired executive functions
(right).

It was found that the factorial structure of data on regional areas of glucose utilization
in subjects of different nosology’s, but without cognitive impairments, is stable from the
point of viewof the composition of factors included in the factorial solution. These factors
may be discussed in accordance with the belonging of the cerebral regions, which have
the greatest load on the factor, to one or another neuromorphological zone.

Thus, 4 factors were established that can be interpreted as: factor 1 – dorsal system
of attention (voluntary attention), factor 2 – ventral system of attention (involuntary
attention), factor 3 – system of the state of operational rest, factor 4 – visual area. The first
factor includes the 6, 7 and 8 cytoarchitectonic fields of Brodmann (the precentral cortex
of the frontal areas and the upper half of the parietal zones of both cerebral hemispheres).
The second factor includes 46 and 40, 39 of Brodmann’s fields (the anterior third of the
convexital part of the frontal areas and the lower half of the parietal zones). The third
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factor includes the 23, 36, 29 and 30 cytoarchitectonic Brodmann fields (the posterior
cingulate gyrus). The fourth factor is the 17th Brodmann field (primary visual zone).

According to the outcomes of factor analysis, it was revealed that in patients with
Parkinson’s disease, but without the syndrome of impaired executive functions, a factor
structure is determined that includes all four factors. The same factor structure was
recorded in patients in the control group and in healthy young patients. In the group of
patients with Parkinson’s disease with syndrome of impaired executive functions and in
the group of patients with vascular dementia, reorganization of the ventral and dorsal
systems of attention, as well as the system of operative rest was observed (Fig. 4).

4 Discussion

Dynamics in the parameters of cerebral blood flow allows in psychophysiological studies
to assess the possibility of quantitative participation of certain brain areas in providing
cognitive activity.

Positron emission tomography is one of the most modern, promising and powerful
neuroimaging methods. Today it is called a “functional neuroanatomy of the human
brain.” The first publications on PET date back to 1975–1979, but the main stream of
work appeared in the 80s. The main purpose of PET-scan is to study the distribution
in the living brain of various (more than 200) chemicals it utilizes in order to assess
one or another of its functions. Among them are blood flow, pH, metabolism, molecular
diffusion, protein synthesis, activity of membrane receptors, and a number of others.
Amino acids, carboxylic acids, amines, sugars, steroids, metabolites, drugs, and their
derivatives are used as injected substances. The principle of the method is registration
of radioactive decay (positron emission) of short-lived (2–110 min) isotopes (C, N, O or
F), combined with a substance-tracer. Based on the principles of computed tomography,
a three-dimensional display of brain radioactivity is constructed, consisting of huge
number (up to 230 thousand) discrete points. The sensitivity of PET is very high – it
allows the detection of test substances in the brain in concentrations of up to several
picomoles per gram [12, 17, 18, 25].

A line of studies have described ametabolic pattern that characterizes the initial signs
of mild cognitive impairment, and then dementia in PD. This pattern is characterized by
a decrease in the rate of glucose utilization in the middle third of the frontal and parietal
cortex bilaterally [22]. In our study, a similar pattern was recorded in patients with signs
of an initial decrease in the function of the frontal lobes according to the battery of frontal
dysfunction. The obtained data suggest that the frontal dysfunction battery technique is
valid for the early diagnosis of cognitive violations in PD.

Also, pattern of a decrease in the rate of glucose metabolism in the occipital lobes in
Lewy body dementia, often associated with PD, cannot be ignored. There is an opinion
that from the point of view of the mechanisms of dementia formation, PD and demen-
tia with Lewy bodies should be considered not as two separate diseases, but as two
nosological forms or two syndromes of the same neurodegenerative process [9, 20].

Behavioral and psychological symptoms (BPSD) have been reported to be common
in patients with DLB, PDD, and AD. This overlap of symptoms (psychological, psy-
chological and cognitive) often makes it difficult to make an accurate diagnosis. Thus,
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hallucinations in AD can occur in any sensory modality, and the frequency of BPSD
depends on the stage of AD.With low rates of psychosis in the prodromal and early peri-
ods of asthma and higher rates in the middle and late stages [19, 20]. Therefore, there
are some difficulties even in the diagnosis of visual hallucinations. It is believed that
patients with PDD and DLB are relatively weaker and BPSD in them is reduced faster
than in patients with AD, in visuospatial ability, but did not differ from each other (DLB
≈ PDD < AD). Interestingly, similar symptoms according to PET scan with 18-FDG
were described in cobalt intoxication resulting from joint arthroplasty [2].

Thus, the decrease in the rate of glucose utilization in the occipital areas observed
in our study in PD patients confirms this point of view. A decrease in the rate of glucose
metabolism in themiddle third of the frontal zones bilaterally (Brodmann’s field 8) in the
group of patients with impaired frontal functions (in the PD2 group) is quite expected.
The simultaneous decrease in functional activity in the parietal cortex in this group of
patients can be explained by the formation of a dementia pattern in Parkinson’s disease.

5 Conclusion

As article outcome, let us consider the importance of PET-scan with other methods of
clinical neurophysiology of brain imaging (Fig. 5) [17]. Levels of studymay be are divide
from the brain to cells and synapses. Time of researchmay vary frommilliseconds to long
time – several years. The general feature of clinical neurophysiology diagnostics is time,
as rule – on time. Traditionally, these are fractions of a second (Event-Related Potentials),
seconds (EEG,Magneto Encephalography, Electrocorticography, etc.), minutes (fMRI).
Only positron emission tomography reflects the brain status over several days, which is
associated with the life cycle of radioactive isotopes. The research level corresponds to
the whole brain, maps, microelectrode (neural activity) allow you to explore individual
neurons and nerve centers – nuclei.

The results of PET and neuropsychological studies allowed us to distinguish two
groups of patients with PD in our research. The first subgroup consisted of patients
without cognitive violations (according to the results of the frontal dysfunction battery
test), and the second – with an initial disorder of the frontal area function. In the second
subgroup, the quantitative changes in the rate of glucose utilization, characteristic of
patients with cognitive impairments in PD, was recorded. Thus, a characteristic change
in the rate of glucose utilization was recorded already at the early period of dysfunction
of the frontal areas. Our outcomes suggest a high sensitivity of the frontal dysfunction
battery test for the early diagnosis of cognitive violations in PD.

Four factors were identified, named accordingly: factor I – the dorsal system of
attention (voluntary attention), factor II – the ventral system of attention (involuntary
attention), factor III – the system of the state of operational rest, factor IV – the visual
zone. First factor includes the 6, 7 and 8 cytoarchitectonic fields of Brodmann (the
precentral cortex of the frontal areas and the upper half of the parietal zones of both
cerebral hemispheres). Second factor includes 39 and 36, 40 of Brodmann’s fields (the
anterior third of the convexosital part of the frontal areas and the lower half of the parietal
zones). Third factor includes 23, 36, 29 and 30 Brodmann’s fields (posterior cingulate
gyrus). Fourth factor is Brodmann’s 17 field (primary visual system).
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Fig. 5. PET-scan compared with diagnostic methods for brain mapping.

According to the results of factor analysis, it was revealed that in patientswith Parkin-
son’s disease without executive dysfunction syndrome, a factor structure is determined
that includes all four factors. Also similar factor pattern in the control group and in
healthy young subjects is recorded. In the group of patients with PD with the syndrome
of impaired executive functions and in the group of patients with vascular dementia, a
reorganization of the ventral and dorsal systems of attention, as well as the system of
operative rest, was observed.
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Abstract. Electrical impedance myography (EIM) is a non-invasive
measurement technique capable of determining physiological and mor-
phological changes in skeletal muscle tissue. The method consists of
applying an alternating current on the skin through two electrodes to
determine the bioimpedance of the medium. EIM has contributed to
the study of degenerative diseases that changes the electrical proper-
ties of muscle tissue during its evolution of the disease. The objective of
this work is to develop a portable and low-cost impedance measurement
instrument to assist in activities related to the study and diagnosis of
muscle diseases. We present a modular hardware architecture that allows
the impedance measurement of multiple muscles at the same time, but in
the present work we test the performance of the prototype with a single
impedance measurement channel implemented. The tests were performed
with known theoretical impedance calculated to evaluate the accuracy of
the impedance meter, as well as other performance tests of the system.

Keywords: Electrical impedance myography · Instrumentation ·
Hardware design

1 Introduction

Bioimpedance can be defined as the opposition to the passage of electrical cur-
rent in biological tissues. The smallest building block of life is the cell that in a
living tissue is filled and surrounded by fluids containing diluted ions necessary
for metabolism. The cell can be modeled mathematically by an association of
resistors, representing internal and external fluids, and by capacitors represent-
ing the lipid layers of cell membranes and organelles [9]. In this way, biological
tissue is not a purely resistive medium to the passage of alternating current and
has capacitive reactance that is dependent on frequency. Therefore, more vascu-
larized tissues such as muscles contain a greater amount of ions in their structure
making them good conductors of current, on the other hand, less capillaryized
bone and fat tissues are poor conductors. Therefore, it is possible to distinguish
c© Springer Nature Switzerland AG 2022
I. Rojas et al. (Eds.): IWBBIO 2022, LNBI 13346, pp. 154–168, 2022.
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the different biological tissues by determining the impedance of the region of
interest. The advantage of this measurement technique is that it reduces the
costs of biomedical equipment used for monitoring and diagnosing patients.

There is an increasing number of researches associated with the study of the
electrical properties of biological tissues, such as muscle dynamics and physiology
[17]; degenerative muscle diseases such as amyotrophic lateral sclerosis [4,15]
and muscle fatigue related to sports activities [2,5]. Due to the large number
of researches interested in the analysis of the electrical properties of biological
tissues, there is a demand for measuring instruments to meet this need.

Some commercial instruments for impedance measurement have been used in
these researches. The mScanTM EIM manufactured by the Myolex company [13]
is a portable single-channel measuring instrument with a 50 kHz biological tissue
excitation current. Another equipment used in the research is the Quantum V
Segmental BIA from the company RJL Systems [14], which has 12 multiplexed
measurement channels with an excitation frequency also of 50 kHz. Both equip-
ments are designed to measure arm, leg, torso muscles, including the upper and
lower regions of the human body.

Although this work presents the development of the concept of a single mea-
surement channel, we adopted a modular design criterion with the aim of devel-
oping in the future an EIM hardware with multiple measurement channels to
study different muscle groups simultaneously. Thus, this project aims to build
a portable and autonomous equipment to measure the bioimpedance of skeletal
muscle tissue using electrodes installed on the patient’s skin with a excitation
current 31.5 kHz.

2 Background

Electrical impedance myography can be used to study skeletal muscle through
the electrical properties of this tissue [16]. The method consists of applying a
sinusoidal current excitation signal of known amplitude and frequency through
two electrodes in the region of interest, while the electrical voltage generated by
this current is measured in the same electrodes. Once the current and voltage
are known, it is possible to determine the bioimpedance of the medium using
Ohm’s Law. Thus, EIM has the potential to study the evolution of neuromuscular
degenerative diseases by analyzing changes in muscle tissue bioimpedance.

The Fig. 1 shows an electronic model of the cell tissue [9] composed of the
resistivity of the extra-cellular fluid Re; by the resistance Rm and capacitance
Cm of the lipid layer of the membrane; and the resistivity of the fluids and
organelles inside the cell with resistance Ri. The equivalent electronic circuit of
the model can be reduced according to the Fig. 1 and represented by the Eq. 1,
where Zeq is the total equivalent impedance; Ze = Re + j0 is the external fluids
impedance; Zi = Ri + j0 is the internal fluid impedance and Zm is total cell
membrane impedance representing the parallel association of resistance Rm and
capacitance jXCm

, according to Eq. 2.
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Fig. 1. Equivalent cell model, adapted from [9].
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The excitation signal of the sinusoidal electric current is typically applied
at frequencies that vary from 10 Hz to a few MHz in order to adjust the fre-
quency response according to the object under study. At low frequencies, the
reactive component of the impedance, due to the capacitance of the muscle cell
membrane tends to be much larger (open circuit) than the resistive component.
Therefore, the current bypasses the cellular membrane and flows mostly in the
extracellular fluid. At high frequencies the capacitive reactance becomes much
smaller (short-circuit) than the resistive component inside the cell, increasing
the current intensity in the intracellular fluid. Once the amplitude, frequency
and phase of the applied excitation signal are known, it is possible to determine
the impedance of the muscle by analyzing changes in the amplitude and phase
of the voltage and current measured in the region of interest.

With the EIM it is possible to analyze the impedance changes in healthy
muscle tissue by determining the impedance distributed in the longitudinal and
transverse axes. Thus, the progression or regression of muscle diseases such as
amyotrophic lateral sclerosis, injuries, fat rate, etc. can be monitored [10,15] by
analyzing the changes in muscle tissue impedance.

3 Proposed Architecture

3.1 Overview

The design approach adopted was to develop the equipment in electronic modules
where each acquisition channel measures an analog voltage signal. This concept
allows simultaneous impedance measurement of N samples through N + 1 mod-
ules, being that N channels are responsible to measure the voltages and one
channel to indirectly determines the current by measuring the voltage across a
sentinel resistor of known value.
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A single voltage-controlled current source individually excites all samples
by an analog multiplexer. The maximum number of measurement channels is
related to the model of the multiplexer installed in the system. The sinusoidal
excitation signal from the current source can be generated either by an internal
circuit or by an external signal generator.

The electrode signal is conditioned and filtered in the first stages of the
module. The objective is to reduce 50/60 Hz noise from the power supply and
also noise with frequencies above the frequency band of interest. Then, the condi-
tioned signal is sent to the next stage composed by an analog-to-digital converter
(ADC) circuit. The ADC is the AD7762 integrated circuit manufactured by the
company Analog Devices R©, whose main characteristics are: (i) differential input
of the modulator; (ii) 24-bit resolution; (iii) sampling frequency of 625 kSPS
(kilo Samples Per Second) and (iv) signal-to-noise ratio (SNR) of 106 dB [3].
The microcontroller of the channel acquires the sample data discretized by the
ADC. The microcontroller used is the 32-bit Atmel SAM3X8E ARM Cortex-M3
which is embedded into the Arduino Due open source platform. The functional
block diagram of the Impedance Meter is shown in the Fig. 2.

Fig. 2. Functional block diagram of the impedance meter with multiple channels

The design approach shown in Fig. 2 is convenient to implement an
impedance meter with any number of simultaneous measuring channels depend-
ing only on the choice of the number of channels of the mux integrated circuit. In
the present work we have implemented only one impedance measuring channel
as a proof of concept. The following subsections detail the implementation of
this prototype.

3.2 Acquisition Channels

Hardware Description. The constructed impedance meter prototype have
two different types of measurement channels: one called the master channel that
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is responsible to measure the current and the other is called slave channel respon-
sible to measure the voltage. The hardware of master and slave channels are
similar, the difference between them is the addition of an IC INA129 instru-
mentation amplifier circuit in the master channel. It is used to amplify the low
voltage across the sentinel resistor (Fig. 3). A first order high pass filter (HPF)
with 150 Hz of cutoff frequency is placed between the terminals of the sentinel
resistor and the inputs V + and V − of the preamplifier INA129 in order to elim-
inate any DC component from the previous stage.

Notice that the hardware of the master and slave channels is identical except
for the presence of the preamplifier on the master channel. Since the PCB of both
circuits are the same, we use a jumper to bypass the leads of the preamplifier.

The next stage consists of a first order low pass filter with cutoff frequency of
300 kHz to reduce high frequency noise. In sequence, the next stage is a single-
ended to differential signal converter circuit. This circuit is based on a unity gain
inverting amplifier with one input and two outputs V +

in and V −
in , where V +

in is the
original input and V −

in is the input shifted by 180 ◦C. These outputs will serve
as inputs of the ADC. Since the AD7762 ADC has differential inputs, so this
adaption circuit through the AD8021 operational amplifier is mandatory [3].

To determine the current it is necessary to measure the voltage drop across
the sentinel resistor (RSHUNT = 56Ω). Since this voltage drop is small, it is
necessary to introduce a preamplifier. The implemented current source supplies
from 1 to 10 mA, then the maximum voltage over RSHUNT is only 560 mV.
Therefore, the preamplifier multiply this voltage to optimize the input range of
ADC which is ±3.6 V. In the implemented circuit, the signal is amplified with
a gain factor of 5 through the instrumentation operational amplifier INA129 [7]
as seen in the Fig. 3. It is worth noting that only the master channel needs this
circuit.

Fig. 3. Electronic schematic of Howland current source and Master/Slave channels
signal Conditioners.
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Software Description. Regarding the algorithm, the IDE (Integrated Devel-
opment Environment) of the Arduino microcontroller is divided into two parts.
In the first part void setup() are inserted the system initialization and con-
figuration instructions that will be executed only once. In the second part void
loop() are inserted the instructions that are executed continuously by the main
program.

First, in void setup(), it is necessary to configure the ADC, which remains
turned off in default mode, sending the commands that will determine the com-
ponent’s operation settings to Control Registers 1 and 2, such as: power-on;
sampling frequency; clock division factor; filter configuration, etc. At this stage,
the microcontroller sends 16-bit address words to Control Registers 1 and 2 sig-
naling that it will write data to it. AD7762 understands that the word following
the address is a data control word and stored it in the respective register [3]. It
is worth noting that the sampling frequency of 312.5 kHz is determined at this
stage. Then, still at this stage, the master microcontroller sends data to initial-
ize the display, informs the operator that the equipment is ready to perform an
impedance measurement and finishes the setup procedure.

In void loop(), once a measurement is triggered, the microcontroller reads
two 16-bit words from the sample acquired by the ADC at that instant. This
data is rearranged into a single 24-bit word and stored in memory. This digital
word contains the 16 bits of the Most Significant Word (MSW) and the 8 bits of
the Least Significant Word (LSW) of the discretized sample value. The micro-
controllers - master and slaves - reads 10 samples for each period of the sinusoidal
signal and exits looping. Next, it determines the amplitude and phase angle of
the voltage and current, respectively, using the quadrature demodulation pro-
cess [19] (see details in Appendix A). The microcontroller of the master channel
reads the data from the ADCmaster and then, it requests the slave channel to
send the amplitude and phase of the voltage over the load Vload � φ◦ calculated
in that channel. With these data the master channel calculates the impedance
Zload � θ◦ by dividing the voltage of the load by the current and sends the value
to a LCD display or microcomputer. Communications between the microcon-
troller of the master channel and the slave channels are carried out by the I2C
(Inter-Integrated Circuit) protocol. In addition, each channel can connect with
the personal computer via the USB (Universal Serial Bus) port.

3.3 Analog-to-Digital Converter

The electronic circuit of the analog acquisition channel has as main component
the integrated circuit AD7762. As mentioned in Sect. 3.1, it is a 24-bit reso-
lution analog-to-digital converter capable of data acquisition at 625 kSPS and
signal-to-noise ratio (SNR) of the order of 106 dB. This is a high-performance
ADC designed under the Σ-Δ (sigma-delta) architecture where samples are over-
sampled at an acquisition rate much higher than the Nyquist frequency. The
sample discretizes the 24 bits in two steps, or rather, in two 16-bit words. When
the ADC finishes the discretized conversion of a sample, the DRDY (Data Ready
Output - pin 38) control signal of the ADC goes to logic level ‘0’ indicating that
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the most significant 16 bits of the word (MSW) are available for reading in the
buffer.

To perform the reading, the microcontroller must send a signal of logic level
‘0’ to the CS (Chip Select - pin 40) and RD/WD (Read/Write - pin 39) pins,
respectively, for at least 6 cycles of clock and acquire the 16 bits MSW from
word. After this time interval, the microcontroller resets logic level ‘1’ on the
CS and RD/WR control pins for the same period of 6 cycles, in this way, the
ADC provides the second part of the word with the 8 least significant bits LSW
of the converted signal, along with 8 bits of the STATUS of the conversion.
Again, the microcontroller sends logic level 0 for 6 cycles to the CS and DR/WR
control pins to read the second part of the word, returning to logic level ‘1’ after
reading. Note that the DRDY signal goes to logic level 0 only once for each valid
24-bit data. The microcontroller then rearranges the 16 MSW bits of the first
part of the word with the 8 most significant bits of the second part (LSW) to
store the signal discretization in just a 24-bit word. The 8 least significant bits of
the LSW word present the status of the discretization performed, and each bit
informs a certain condition, for example: DVALID (valid data); OVR (overload),
among others. Once the reading cycle is completed, the microcontroller waits for
signaling from the DRDY pin to read a new sample.

3.4 Current Source

The current source used is built around the design known as the Discrete
Improved Howland Current Pump described by TEXAS INSTRUMENTS [6,8].
This type of current source is highly used in bioimpedance analysis applications
due to its high output impedance and has a constant amplitude over a wide
range of frequency [1]. It uses just one op-amp and five resistors to supply and
control the current in the load resistor RLOAD as seen in the Fig. 3. The load
current ILOAD can be calculated using Eq. 3 and the circuit gain G is given by
Eq. 4.

ILOAD =
G(Vp − Vn)

R5
(3)

G =
R2

R1
=

R4 + R5

R3
(4)

The current source was tested to verify its performance over different loads.
This test was initially performed only with resistive loads to determine the cur-
rent source capacity as a function of the load. The test consisted of injecting
the current supplied by the source in a determined load resistor and measur-
ing the voltage drop with an oscilloscope Minipa model MVB-DSO de 100 MHz
[11]. The actual values of the resistors were obtained using a digital multimeter
Tektronix model TEK DMM 830 [18]. In the test, the current source excitation
signal is generated by the function signal generator model Minipa MFG-4202
[12]. Figure 4 presents the experimental survey of the current delivered by the
source as a function of load for the range of interest from zero to 1 kΩ. Analyzing
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the behavior test data, we verified that the current source enters the non-linear
region for resistance values above 5 kΩ.

Fig. 4. Experimental test of current source and resistive load.

4 Testing Protocols

In the following subsections we describe some tests that were performed to eval-
uate the performance of the impedance meter after the construction of the first
prototype was finished.

4.1 Sample Rate Performance Test

The AD7762 can be programmed to operate at four different sampling frequen-
cies depending on the desired application: 625 kSPS, 312.5 kSPS, 15.75 kSPS
and 7.875 kSPS. However, as demonstrated in Sect. 3.3, the microcontroller has
to read two 16-bit words on the ADC data bus, interpret this information and
store the discretized sample value in a 24-bit word. For the fastest sampling
rate of 625 kSPS the microcontroller has 1.6µs to accomplish this task. Since
the microcontroller chosen is the Arduino Due, a test was performed with each
of these sampling frequencies and voltage of 1 V peak amplitude to verify the
performance of the ADC-Arduino combination. In this test, we verified that the
Arduino does not behave properly only for the sampling frequency of 625 kSPS,
without prejudice to the other frequencies. Data were stored on the computer in
text mode. In this step, we verified that the Arduino Due microcontroller pre-
sented the best performance of discretization of input signals for a sampling rate
of 312.5 kSPS. Therefore, we adopted this sampling frequency for the operation
of the system.

4.2 Excitation Frequency Performance Test

In the next step, analog signals generated with the Minipa generator were
acquired. Four signals were generated to perform the tests with the amplitudes
in the values of 150 mVp, 500 mVp, 1 Vp and 1.6 Vp, respectively. The sampling
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rate was 312.5 kHz for all signals. The signals were generated at the frequencies
of 10 kHz, 31.25 kHz, 50 kHz and 125 kHz totalizing 16 different measurements.
The graphs in the Fig. 5 show an example of these measurements for the voltage
of 500 mVp in the range of 100µs. Analyzing these data, we decided to adopt the
frequency of 31.25 kHz for the excitation of the sample under test and to acquire
ten points per sinusoidal period since the sampling frequency is 312.5 kHz.

The stored signals were analyzed in the MATLABR© software to determine
the total harmonic distortion rate (THD) and the FFT of the discretized signals.
The THD varied between 1.01% and 3.7% increasing distortion with increasing
amplitude. The THD was calculated in the Matlab program using the function
[r, harmpow, harmfreq] = thd(x, fs, n) where: r is the value of the THD in dB;
harmpow is the harmonic power value; harmfreq is the harmonic frequency;
thd is the function that calculates the THD; x is the name of the file with the
discretized data; fs is the sampling frequency; and n and the desired harmonic
iteration number. It is worth noting that the THD also depends on the quality
of the signal generator to maintain the monotonicity of the sine wave. In the
case of the Minipa MFG-4202 function generator, the manual [12] informs that
the sine wave distortion is less than 2% (10 kHz, 5 Vpp). Figure 6 present an
example demonstrating these analyses.

Fig. 5. Example of 4 discretized samples - sample Rate 312.5 kHz.

4.3 Impedance Accuracy Test

Subsequently, measurements of previously known impedances were performed.
The impedances were produced through associations in parallel between capac-
itors and resistors. The actual values of the components were measured with
the multimeter model TEK DMM 830 and these data were used to theoreti-
cally determine the impedances through the Eqs. 5. A theoretical table with 28
different impedances was created using the values of the real components, with
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Fig. 6. THD sinusoidal signal 500mVp 31.23 kHz. - sample rate 312.5 kHz.

associations in parallel and an excitation frequency of 31.25 kHz. The calcula-
tion of the resulting impedance of a resistor R in parallel with capacitor with
reactance X is given by Eq. 5:

Z =
jRX

R + jX
=

RX2

R2 + X2
+ j

R2X

R2 + X2
, (5)

In the test, we deliver to the load the highest possible current for the
impedance in the analysis. The amplitudes of the excitation currents varied from
1 to 10 mA, and the ratio of the amplitudes of the signals sent to the inputs of
the ADC’s is the highest possible, reducing discretization errors.

The test is performed with the help of the oscilloscope Minipa MVB-DSO
and the function generator Minipa MFG-4202. Since the current is controlled as
a function of the voltage drop across the sentinel resistor, we install the oscillo-
scope probe across the terminals of this resistor. Then, through the generator,
a low-amplitude voltage is applied to the input of the current source and the
voltage amplitude (Vin) is gradually increased until reaching the best relation-
ship between voltage and sentinel resistor. Then, measurement tests were per-
formed having as standard reference the impedances calculated according to the
Eq. 5. Resistors with values 55.1 Ω, 100.0 Ω, 220.0 Ω, 292.4 Ω, 497.0 Ω, 668.0 Ω
and 994.0 Ω were used. The resistors were associated in parallel with each of the
following capacitors: C1 = 1.5 nF, C2 = 3.3 nF and C3 = 4.4 nF. The Table 1
presents a summary of the actual impedance measurements performed with the
impedance meter [M] and its respective theoretical [T] value calculated.
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Table 1. Difference between the theoretical impedance, marked as [T] and the mea-
sured impedance, marked as [M]. The second column show a purely resistive load with
resistor R while third to fifth column shows a capacitive load with R in parallel with
capacitors C1 = 1.5 nF, C2 = 3.3 nF and C3 = 4.4 nF.

Impedance Association

R [Ω] R‖C1 [Ω] R‖C2 [Ω] R‖C3 [Ω]

* R = 55.1 Ω T 55.1 � 0.0◦ 55.1� −0.9◦ 55.1� −2.0◦ 55.0� −2.7◦

M 56.1� 1.5◦ 56.1� 0.4◦ 55.3� −1.3◦ 55.8� −2.5◦

* R = 100.0 Ω T 100.0� 0.0◦ 99.9� −1.7◦ 99.7� −3.7◦ 99.6� −4.9◦

M 102.0� 0.6◦ 102.7� −1.5◦ 101.3� −3.1◦ 100.8� −3.5◦

* R = 220.0 Ω T 220.0� 0.0◦ 219.5� −3.7◦ 217.8� −8.1◦ 216.1� −10.8◦

M 225.9� 0.1◦ 223.5� −2.6◦ 222.3� −7.3◦ 220.6� −9.8◦

* R = 292.4 Ω T 292.4� 0.0◦ 291.3� −4.9◦ 287.3� −10.7◦ 283.5� −14.2◦

M 297.9� −0.9◦ 298.8� −4.7◦ 291.8� −10.4◦ 285.6� −14.3◦

* R = 497.0 Ω T 497.0� 0.0◦ 491.8� −8.3◦ 473.1� −17.9◦ 456.7� −23.2◦

M 498.3� −2.2◦ 490.6� −7.6◦ 472.6� −16.9◦ 461.2� −23.6◦

* R = 668.0 Ω T 668.0� 0.0◦ 655.4� −11.1◦ 613.0� −23.4◦ 578.6� −30.0◦

M 662.8� −3.4◦ 660.1� −9.9◦ 619.9� −22.1◦ 569.4� −31.1◦

* R = 994.0 Ω T 994.0� 0.0◦ 953.9� −16.3◦ 835.7� −32.8◦ 741.1� −40.7◦

M 1003.6� −4.3◦ 923.4� −17.9◦ 849.9� −31.5◦ 721.4� −42.3◦

Each sample measured in the Table 1 is the trimmed mean of 100 impedance
measurements acquired in the tests. In this procedure, the upper and lower
end quartiles of the sample set were eliminated to calculate the trimmed mean.
The quartile was calculated as follows. As these are complex numbers, firstly,
the modules were sorted, which have greater weight in the polar form, where
12.5% of the samples at the upper and lower ends were eliminated at this stage,
resulting in a new data set. In this reduced data set, a new sort was performed,
only this time the angles were sorted, and again 12.5% of the upper and lower
samples were eliminated, resulting in a set with 50 valid data in polar form.
Then, these data were converted from polar to rectangular form to calculate the
average. The data was converted back to polar form as seen in Table 1.

The graphs in the Figs. 7 and 8 show a comparison between the measured
impedance values as a function of the theoretical values with the same data
presented in Table 1. The graph of Fig. 7 presents the data in polar form while
in Fig. 8 in rectangular form.

The Fig. 9 presents the 2100 values of all impedance measurements performed
in the test without any form of data treatment where we can observe the clouds
of impedance measurements compared with the theoretical values represented
in polar form.
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Fig. 7. Impedance error in polar mode.

Fig. 8. Impedance error in rectangular mode.
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Fig. 9. All measured samples vs theoretical values

5 Discussion and Conclusion

Analyzing the measured and theoretical impedance results presented in the
Figs. 7 and 8, we verified a correlation with Pearson’s coefficient of r =
0.9981+0.0134j indicating a positive linear relationship of the order of 99%. The
amplitude of the standard deviation of the measured modules was ±15.0175 Ω,
the average error was ±1.8946 Ω. Regarding the impedance phase of the mea-
surement, the standard deviation found was ±0.3458◦ and an average error of
±0.2786◦.

The project is currently in its initial concept stage and only a prototype was
built to analyze the effectiveness of the proposed architecture through experi-
mental tests on phantoms. In the next stage, we will perform impedance mea-
surements in biological tissues ex-vivo to compare these data with the impedance
values known in the literature for the tissue under analysis. Then it is necessary
to adapt the electrical insulation of the equipment to meet the safety require-
ments necessary for application in human beings.

Some changes must be made to achieve these goals. First, the volume of the
impedance meter has to be reduced. A printed circuit board (PCB) is being
developed to accommodate only the electronic components necessary for the
project, avoiding the use of open source platforms and redundant electronic
circuits. The concept of this modular architecture allows the implementation
of multiple measurement channels. However, the maximum number of possible
channels is 127, limited only by the Arduino’s I2C communication capability
with the peripherals.

In summary, we believe that the impedance meter can be a viable alternative
to contribute to studies related to electrical impedance myography.
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A Quadrature Demodulation Algorithm

To determine the amplitude, phase and offset parameters, the algorithm devel-
oped by Zhang [19] known as quadrature demodulation is used. Quadrature
demodulation is a high performance algorithm developed to determine the four
parameters of a sine wave discretized in time in digitization processes. The algo-
rithm is based on the iterative method of total least squares widely used in digital
signal processing for linearization and function adjustment. However, quadrature
demodulation is a non-iterative method that provides fast results with low com-
putational load, reducing processing time. In this way, the amplitude, phase and
offset of a sine wave can be easily determined by:

s = A sin (α + β) + c = A sin (α) cos (β) + A cos (α) sin (β) + c (6)

By rearranging Eq. 6 in matrix form, we can previously calculate a E matrix
with known points of unit amplitude sines and cosines, phase α and with the
same sampling frequency (31.25 kHz) as the discretized signal, we have:

[s] =
[
sin (α) cos (α) 1

]
N×3

⎡
⎣A cos (β)

A sin (β)
c

⎤
⎦
3×1

= E

⎡
⎣a

b
c

⎤
⎦ = Ep (7)

Then;

[s] = [E][p] (8)

The pseudo-inverse of E can also be previously calculated because it is the
matrix with the values of the known points of sines and cosines with unitary
amplitude. Thus, we can find the coefficients of the matrix p by multiplying
both sides of the Eq. 8 by the pseudo-inverse matrix E†, so we have:

[p] = [E†][s] (9)

Then, the amplitude, phase and offset of the discretized sine wave are deter-
mined by the equations:

A =
√

a2 + b2 (10)

θ = arctan
b

a
(11)

c = offset (12)
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Abstract. Data-driven science and its consequences in the exten-
sive field of artificial intelligence and especially in machine learning
have the potential to drive important changes in medicine. Therewith,
new instances including new incoming mixed features are unceasingly
emerged at high rate as data streams. Hence, big data promises immense
advantages for medical and healthcare research. Aiming to analyse these
medical data streams in the lastly mentioned fields, this paper provides a
better insight into an advanced incremental attribute and object learning
k-prototypes algorithm for healthcare and medical applications. Experi-
ments performed on various real mixed healthcare data sets show that the
proposed real-time healthcare/medical application is efficient and may
cover different medical case studies such as patient monitoring, disease
control, and clinical support systems for better prediction of diseases.
The measured evaluation criteria accentuate the efficiency of the pro-
posed method compared to the conventional k-prototypes method.

Keywords: Big data · Mixed data stream · Incremental
k-prototypes · Merge · Medical and healthcare applications

1 Introduction

Nowadays, artificial intelligence is unceasingly growing to change the healthcare
system, driven by the juxtaposition of big data and potent machine learning
techniques. Medicine, like many other fields, is experiencing a confluence of two
recent developments: the rise of big data, and the growth of advanced artificial
intelligence and machine learning techniques that can be further used to find
complex patterns among those data [1]. Into the bargain, data mining applica-
tions can significantly benefit the medicine and healthcare industry with devel-
oping multiple tools to advance medical research and to improve the process
of clinical care as well as their efficiency. These tools count on algorithms and
machine learning programs, created from healthcare data that can make future
predictions and recommendations. The big data revolution in healthcare is well
underway, driven by exponential growth in available data in the form of data
streams [2]. The huge amounts of these data generated by media sensors in health
c© Springer Nature Switzerland AG 2022
I. Rojas et al. (Eds.): IWBBIO 2022, LNBI 13346, pp. 171–183, 2022.
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monitoring systems, by medical diagnosis that produce both numerical as well
as categorical contents, and from health service providers are too complex and
enormous to be processed and analyzed by traditional data mining methods [3].
So, mining these massive data sets faster and more accurately and making it
fluently accessible for predictive analysis remains a key challenge of the health
care and medical industry. For example, imagine you are a doctor and a patient
you once saw in your practice who was affected by a rare condition or unique
set of comorbidities. You wondered if there were similar patients in your med-
ical system hoping to gain insight into their disease progression or therapeutic
outcomes [2]. Actually, this doctor is handling dynamic attribute and object
spaces when ceaselessly new patients’ parameters have to be tracked, new analy-
sis have to be done, and results should be stored and suitably analyzed in order
to ensure the best patient’s followup. To do so, many data mining techniques
such as classification, clustering, and association rules are used for making a deci-
sion regarding the continuously emerging patient’s health conditions in order to
provide benefits for grouping patients having similar type of diseases or health
issues so that to provide them with effective treatments [3]. This paper focuses on
proposing an advanced incremental attribute learning clustering method based
on k-prototypes algorithm in the interest of enhancing healthcare applications
for efficient patient care and disease assessment constraints when dealing with
big data in medicine and healthcare fields. In point of fact, our aim is to build a
real-time framework that dynamically handles the differences in numerical and
categorical features in an emerging data stream environment and groups them
into similar clusters while tackling the incremental object and attribute learning
spaces at the same deal. This would be a medical/healthcare application based
on the proposed IK-prototypes method proposed in [4]. Simply put, this appli-
cation is capable of handling a bulk of updates owing to the mixed healthcare
training samples which become available one after another over time. Hence, this
new proposed medical/healthcare application searches to enhance medicine and
to improve healthcare quality. It can be applied where ever new data streams
emerge escorted with new features. For instance, to detect unknown diseases,
causes of diseases, and identification of medical treatment methods. It also helps
medical researchers in constructing drug recommendation systems, developing
health profiles of patients, understanding new diseases and therapies, predict-
ing outcomes at earlier stages and making real-time decisions. We validate the
effectiveness of our proposal through comparisons, conducted between the IHK-
prototypes and the conventional k-prototypes method on four mixed medical as
well as healthcare data sets. The quality of the solutions offered by each method
is rated in terms of run time value and similarity between and within clus-
ters measures. The rest of this paper is structured in this way: Sect. 2 provides
background on conventional k-prototypes algorithm and related works. Section 3
presents our proposed approach. Section 4 illustrates the experimental study and
discusses the corresponding results and Sect. 5 concludes the paper.
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2 K-Prototypes Algorithm and Related Works

2.1 Theoretical Concepts of K-Prototypes Algorithm

Proposed in [5] which integrates both k-means [6] and k-modes [7] algorithms
for clustering data, the k-prototypes algorithm is practically more useful for
mixed-type objects. Given a data set X = {x1...xn} of n data points containing
mr numeric attributes and mt categorical attributes, the focal objective of the
k-prototype algorithm is to group the data set X into k different clusters while
minimizing the following cost function in Eq. (1):

J =
n∑

i=1

k∑

j=1

uijd(xi − cj), (1)

where uij ∈ {0, 1} is an element of the partition matrix Un∗k, indicating the
membership of data point i in cluster j ; cj ∈ C = {c1...ck} is the center of the
cluster j and d(xi − cj) is the dissimilarity measure defined in Eq. (2):

d(xi − cj) =
mr∑

r=1

√
(xir − cjr)2 +

mt∑

t=1

δ(xit, cjt), (2)

where xir and xit represent respectively the values of the numeric attribute r
and the categorical attribute t for a data point i; cjr represents the mean of the
numeric attribute r and cluster j.

Algorithm 1. K-prototypes algorithm
1: Input: X: data set, k: number of clusters
2: Output: Cluster centers
3: Begin
4: Choose randomly k initial cluster centres from the data set X.
5: Attribute each data point in X to its nearest cluster center using Eq. (2).
6: Update the cluster centres after each allocation using.
7: If the updated cluster centers are identical to the previous ones then terminate,

otherwise, go back to step 5.
8: End.

2.2 Related Works

Medical and Healthcare Applications
F. Ben Rejab et al. proposed a health monitoring system based on parallel-
APPROX SVM [9] to deal with the high rate of false alarms generated by the
health monitoring system in intensive care units. In [10], Dong et al. proposed
a Hadoop/MapReduce architecture for large scale clinical informatics applica-
tions, which provides a scalable solution to meet the rapidly increasing, imper-
ative big data needs of clinical research. Mehre et al. presents in [11] a content-
based image retrieval (CBIR) system for pulmonary nodules using optimal fea-
ture sets and class membership-based retrieval to enhance the performance of



174 S. Gorrab et al.

retrieval. Additionally, Dhara et al. have proposed [12] a Content-Based Image
Retrieval System for Pulmonary Nodules to assist radiologists in self-learning
and diagnosis of lung cancer where the pulmonary nodules are segmented using
a semi-automated technique. Moreover, a dermatologist-level classification of
skin cancer with deep neural networks has been proposed in [13] and approved
that the CNN achieves performance on par with all tested experts, demonstrat-
ing an artificial intelligence capable of classifying skin cancer with a level of
competence comparable to dermatologists. Recently, instagram photos reveal
predictive markers of depression, in [14], with applying machine learning tools
to successfully identify them and resulting models outperformed general practi-
tioners’ average unassisted diagnostic success rate for depression. Moreover, in
[15], Zhong and Zhang have developed an uncertainty-aware INVASE to quantify
predictive confidence of healthcare problem and which enhances breast cancer
diagnosis based on feature selection.

Clustering and Healthcare Applications
The huge amount of healthcare data, coupled with the need for data analysis and
decision making tools has made data mining interesting research areas. Specif-
ically, the unsupervised clustering technique helps to discover and understand
hidden patterns in a healthcare data set. Presently, a large number of clustering
algorithms are available for clustering healthcare data In [16], visual topic mod-
els for healthcare data clustering has been proposed by Prasad et al. to properly
extract health topics for analyzing discriminative and coherent latent features of
tweet documents in healthcare applications. Also in [17], a cluster based outlier
detection algorithm has been proposed so that to detect and remove outliers.
Furthermore, in [3], an enhanced k-Means clustering algorithm for pattern dis-
covery, namely G-means, has been developed based on a greedy approach to
produce the preliminary centroids and then takes k or lesser passes over the
data set to adjust these center points.

Although some successful and developed classification/clustering algorithms
for mining big data healthcare fields, the k-prototypes algorithm has not been
yet evaluated to handle medical data. Thus, here is a requirement to upgrade
the unsupervised techniques with the ability to tackle the incremental numeric
and categorical attribute learning task in the healthcare and medical fields. Add
it to that, our proposal is capable of handling continuously emerging mixed
data streams within memory and time restrictions, compared to these previously
mentioned state of the art healthcare applications and methods.

3 Proposed Approach

In this section, we cover our proposed big data solution in medicine and health-
care fields, through incremental attribute learning (IAL) context. This is pro-
posed towards handling mixed large scale data in the form of continuously emerg-
ing data streams. We also shed light on implementations.
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3.1 Definition and Approach Presentation

The main purpose and the essence behind our proposed healthcare/medical
application that is to facilitate and to improve healthcare applications for effi-
cient patient care and disease assessment constraints in a streaming data environ-
ment. It is based on the previously proposed IK-prototypes method [4], founded
on the merge procedure. Likewise, in the purpose of constructing a real-time
healthcare/medical solution that dynamically handles the differences in numer-
ical and categorical healthcare features, arriving with emerging data streams,
our proposed method groups them into similar clusters while tackling jointly
the incremental object and attribute learning tasks. For greater understanding,
non-incremental clustering algorithms require to store and process all the input
data pattern matrix in the memory, which generally need the complete input
data being loaded into memory and thus results in high requirements of memory
space. Nevertheless, we are managing a dynamic scope of big data in health-
care and medical fields through which doctors and medical staff should handle
these data streams by means of advanced data mining techniques. So, our pro-
posal is supposed to cluster continuously arriving mixed data, with newly joined
attributes, within memory and time restrictions. Bearing these restrictions in
mind, our proposed solution for clustering mixed medical data streams is able
to ideally fulfill the following requirements:

– Provide timely results by performing fast and incremental processing of
incoming data objects and without retraining from the scratch.

– Rapidly adapt to changing dynamics of the data, and performs well at the
emergence of new attributes in addition to the old set ones. That is to scale
to the number of objects that are continuously incoming, escorted with new
mixed patient’s features.

– Provide a model representation which is not only compact, but also does not
grow with the number of objects processed.

Figure 1 provides a better insight into the focal concept behind our proposed
healthcare/medical IHK-prototypes method, established in three steps which we
will be detailed lately.

For illustrative purposes, doctors are handling a dynamic space when cease-
lessly new patients’ parameters have to be tracked, new analysis have to be done,
and results should be stored and suitably analyzed in order to ensure the best
patient’s followup. To do so, we have developed a medical/healthcare application
based on IK-prototypes [4] method that well performs as a healthcare/medical
service provider for making as suitable decisions as possible regarding patient
health conditions. It is able to group patients having similar type of diseases or
health issues so that the doctors or healthcare organizations can provide them
with effective treatments. At an early stage, an input patient’s data is firstly
accessible, which we are supposed to learn using the conventional k-prototypes
algorithm. The result here is k different clusters such as similar instances are
joined together in one cluster. The learning process could end up at this level
with a coherent clustering result. Secondly, the sequentially arriving chunks of
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Fig. 1. The proposed healthcare and medical Incremental K-prototypes method
through incremental attribute learning context

data namely data streams, as being the main source of big data, will be pro-
cessed independently in the learning phase using the conventional k-prototypes
method. Simply put, at the arrival of new patient’s instances escorted with new
features, we suggest to keep in background the conventional k-prototypes algo-
rithm which would, in this step, learn only these incoming data streams. Hence,
we aim to create k′ clusters using the same k-prototypes algorithm and then
save the obtained results as a second knowledge from the data stream model.
Thereafter, the merge procedure processes the set of gained clusters k and k′

from both initial and data stream model in order to generate the final cluster
centers and to achieve the incremental attribute learning task. Consequently,
we first gained knowledge from the merge procedure, namely k cluster centres
resulting from all data accessible at that time. So, the learning process could end
up at this level with a coherent clustering result. Our proposed IK-prototypes
algorithm for healthcare and medical applications is detailed in the following
Algorithm 2:

One may ask a question: how can we integrate the acquired results derived
from both models in such a manner to get a coherent model?

We are going to provide a consistent answer to this question and to deeply
explain the mechanism while illustrating the merge procedure in the next sub-
section.

3.2 Merge Procedure

Aiming to achieve the incremental attribute and object learning tasks, the main
idea was to merge knowledge coming from both initial and data stream models
(corresponding to k and k′ clusters) such as each similar couple of clusters are
fused in one resulting cluster, grouping the most likely instances together. In
order to showcase the merge process, the focal challenge remains in selecting the
most suitable couple of clusters to be combined from the present distribution
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Algorithm 2. Incremental Healthcare K-prototypes algorithm
1: Input: X: patients’ data set, k: number of clusters
2: Output: k cluster centers
3: Begin
4: Choose randomly k initial prototypes from each arriving healthcare data stream

X
5: Attribute each data point in X to its nearest cluster center using Eq. (2).
6: Update the cluster centres after each allocation.
7: If the updated cluster centers are identical to the previous ones then terminate,

otherwise, go back to step 5.
8: If a new data stream emerges, escorted with new attributes patient’s then go

back to step 5,
Merge the resulting clusters from initial and data stream models, otherwise,
terminate.

9: End.

K = k + k′ clusters and while guaranteeing the return to the initial number of
clusters k because this work deals only with incremental object and attribute
learning spaces and not with incremental class learning space. To calculate the
similarity between clusters, two significant indexes are used as follows:

1. Davies-Bouldin index (DB) [18]: the similarity measure here is based on a
comparison between the distance between clusters and the size of the clusters
themselves (DB values closer to zero relate to a better partition of clusters).
It is calculated using Eq. (3):

DB =
1
k

k∑

i=1

max(
si + sj

dij
); i �= j (3)

DB is defined as the average similarity between each cluster Ci for i = 1, ..., k
and its most similar one is Cj , Where si is the cluster diameter that represents
the average distance between the point i/j and it’s cluster center and dij
represents the distance between both cluster centers i and j.

2. Calinski-Harabasz score (CH) [19]: also known as the variance ratio criterion,
calculates the ratio of the sum of between-clusters dispersion and of inter-
cluster dispersion for all clusters. An upper CH value relates to a model with
better defined clusters. It is calculated as follows in Eq. (4):

s =
tr(

∑k
q=1

∑
x∈Cq

(x − cq)(x − cq)T )

tr(
∑k

q=1 nq(Cq − cE)(Cq − cE)T )
∗ nE − k

k − 1
(4)

where nE is the size of the set of data E, k is the number of clusters, nq is
the number of points in cluster q and cq and cE are respectively the centers
of the cluster q and of E.
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However, the highest DB index and the lowest CH scores may not be related
to the same cluster. Means, once in a while the highest DB and the lowest CH
may result in different combination of clusters. So, they may not be the best
choices for the merge procedure. In such a case, our algorithm will carry on
with merging both clusters resulting from the two calculated indexes and ends
up with maintaining the cluster with the lowest Sum of Squared Error (SSE)
value that determines the dispersion of elements of a cluster in relation with
their centroids. Besides, the more it is closer to zero, the more clusters are well
defined and its calculation is as follows in Eq. (5) :

SSEx∈C =
n∑

i=1

m∑

j=1

(xkj − cj) (5)

where cj is the centre of the cluster j.
Specifically, in our study, the merge procedure is based on the following three

consecutive steps:

1. Calculate the DB index and the CH score for each cluster.
2. Determine the most similar couple of clusters to be merged.
3. Merge the selected clusters until reaching the initial k.

In reference to the merge algorithm, illustrated in Algorithm 3, we will
explain the functions that have been used there.

– Compute (cluster):
• Input: Clusters.
• Output: Davies-Bouldin index and Calinski-Harabasz scores of corre-

sponding clusters.
It is the key function of the merge procedure because it determines the best
couple of clusters that will be merged. Actually, it computes the DB index
and the CH score of each cluster, provided ultimately in the two symmetric
matrices.

– Max (DB/CH), Min (DB/CH) :
• Input: Matrix of corresponding calculated indexes.
• Output: Highest and/or lowest scores.

As indicated by their names, they determine respectively the highest and the
lowest indexes from the input matrices.

– Merge (clusters):
• Input: cluster i, cluster j.
• Output: one cluster ij.

This function permits to fuse the most two likely clusters in such a manner to
result in one single cluster, incorporating elements from both initial clusters.

– Delete(cluster):
• Input: clusters.

Once merging the most suitable clusters together in one resulting cluster,
removing each single one of them is required so that to avoid redundancy.
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Algorithm 3. Merge algorithm
1: Input: clusters = {c1, c2, ..ck}
2: Output: clusters = {c′

i..k}
3: Begin
4: For each cluster Ai in {c1, c2, ck} do
5: For each cluster Bj in {c4, c5, ck′} do
6: DB ← computeDaviesBouldinIndex(Ai, Bj)
7: CH ← computeCalinskiHarabaszIndex(Ai, Bj)
8: end For
9: end For

10: For each cluster Ai in {c1, c2, ck} do
11: For each cluster Bj in {c4, c5, ck′} do
12: If DB(Ai, Bj) = Max(DB) then
13: Cluster1 ← Ai

14: Cluster2 ← Bj

15: end If
16: If CH(Ai, Bj) = Min(CH) then
17: Cluster3 ← Ai

18: Cluster4 ← Bj

19: end If
20: end For
21: end For
22: For i in [1..k] do
23: If (Cluster1=Cluster3) and (Cluster2=Cluster4) then

24: c
′
i ← Merge(Cluster1, Cluster2)

25: Delete (Cluster1)
26: Delete (Cluster2)
27: i=i+1
28: end If
29: SSE1 ← SSE(Merge(Cluster1, Cluster2))
30: SSE2 ← SSE(Merge(Cluster3, Cluster4))
31: If SSE1 < SSE2 then
32: c

′
i ← Merge(Cluster1, Cluster2)

33: Delete (Cluster1)
34: Delete (Cluster2)
35: Else
36: c

′
i ← Merge(Cluster3, Cluster4)

37: Delete (Cluster1)
38: Delete (Cluster2)
39: end If
40: end For
41: Return clusters = {c′

i..k}
42: End.

4 Simulation Experiments and Performance Analysis

In this section, number of experiments are conducted on several real mixed data
sets to compare our proposal with the conventional k-prototypes method.
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4.1 Simulation Environment

We have implemented our proposed healthcare/medical IHK-prototypes method
using python 3.7 language and executed on an Intel i5 processor (2.5 GHz) with
4 GB memory running on windows 7 operating system. Aiming to assess our pro-
posal’s performance and capability, we have applied the IHK-prototypes method
as well as the conventional k-prototypes method to cluster the following four
real-world mixed data sets from both medical and healthcare fields:

– Stroke Prediction (SP): this data set, composed of 5110 instances, is used
to predict whether a patient is likely to get stroke based on the 12 input
parameters (7 numerical and 5 categorical ones). SP is also derived from
Kaggle1.

– Pharmaceutical Drug Spending by countries (PDS): it describes the
total pharmaceutical drug spending for specific countries, having 1036 objects
described by 7 attributes (5 numerical and 2 categorical). PDS is derived from
Kaggle2.

– Breast Cancer Wisconsin (BCW): it is a diagnostic wisconsin breast
cancer data set, imported from U.C.I repository? BCW holds 569 instances
and 32 attributes (31 numerical and 1 categorical). Features are computed
from a digitized image of a fine needle aspirate of a breast mass where they
describe characteristics of the cell nuclei present in the image.

– Personality Scale Analysis (PSA): is a scoring-based personality scale
analysis. PSA is composed of 315 objects, described by 8 attributes (6 numer-
ical and 2 categorical) and imported from Kaggle3.

For a better understanding, we take for instance the SP data set to deeply
explain the philosophy of our proposal’s implementation. Admitting that SP
contains 5110 instances and 12 attributes describing the patients, we start by
introducing an input data composed of 1000 objects and 9 attributes. As time
proceeds, a data stream came to join the learning process with 4110 instances
and 12 attributes (9 old attributes and 3 new ones). Our proposed solution
keeps learning these new added samples escorted with newly joined features.
It is supposed to apply the conventional k-prototypes algorithm only on this
recently joined mixed data stream.

4.2 Evaluation Measures

In order to estimate the validity of our unsupervised IAL clustering algorithm
for healthcare and medical fields, we have opted to use indices that estimate
the cluster cohesion and the cluster separation and combine them to compute a
quality measure. Also, we have attributed an up or down arrow to each abbrevi-
ation in which the down arrow denotes that a lower value of that index reflects
a better partition between clusters and/or the lower index is better. Contrary
to the up arrow which means exactly the opposite.
1 https://www.kaggle.com/fedesoriano/stroke-prediction-dataset.
2 https://www.kaggle.com/tunguz/pharmaceutical-drug-spending-by-countries.
3 https://www.kaggle.com/brsdincer/personality-scale-analysis.

https://www.kaggle.com/fedesoriano/stroke-prediction-dataset
https://www.kaggle.com/tunguz/pharmaceutical-drug-spending-by-countries
https://www.kaggle.com/brsdincer/personality-scale-analysis
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1. The run time (RT ↓): it is, in all, the time needed to maintain the final
clustering result (instances are divided between k clusters) starting from the
beginning of the learning process.

2. The Sum of Squared Error (SSE ↓): it enlightens the inter-cluster and the
intra-cluster similarity with calculating the sum of squared errors of each
object to its nearest cluster center. SSE is defined by Eq. (5).

3. The Silhouette Coefficient [20] (SC ↑): it is bounded between −1 for incorrect
clustering and +1 for highly dense clustering. A higher SC score relates to a
model with better defined clusters. SC is composed of two scores a and b and
calculated using Eq. (6):

s =
b − a

max(a, b)
(6)

Having a: is the mean distance between a sample and all other points in the
same cluster; b: is the mean distance between a sample and all other points
in the next nearest cluster.

These measured evaluation criteria accentuate the efficiency of the proposal com-
pared to the conventional k-prototypes method.

4.3 Results Analysis and Discussion

Table 1. The SSE, SC and RT values of conventional k-prototypes vs. Incremental
Healthcare K-prototypes methods per data set

Data sets Conventional K-prototypes Incremental K-prototypes

RT (second) SSE SC RT (second) SSE SC

SP 87.788 1.920 0.363 56.229 1.651 0.388

PDS 11.090 1.956 0.469 6.772 1.577 0.523

BCW 7.188 2.130 0.457 4.543 1.547 0.467

PSA 2.956 2.587 0.487 1.794 1.682 0.576

Now, we proceed by detailing the experimental results in Table 1 and further
discussing them after having compared the performance of our proposal versus
the conventional k-prototypes method. Effectively, the healthcare/medical IHK-
prototypes algorithm accomplishes the incremental attribute and object learning
tasks when dealing with continuously emerging mixed medical and healthcare
data streams incrementally and without retraining from the scratch. Still, the
conventional k-prototypes method requires to retrain the model from the scratch
once new chunk of data escorted with newly joined attributes than the old set
ones becomes accessible over time. Consequently, this latter requires to firstly
stop the program, then to fuse the initial input data and the new emerging data
stream with its new added attributes, describing patients, and finally to retrain
from scratch with re-applying the k-prototypes algorithm.
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1. Run Time Results Analysis: Table 1 displays the RT results after compar-
ing the IHK-prototypes method to the conventional k-prototypes method. We
may notice that our proposed IHK-prototypes requires almost less the half
time for its execution compared to the conventional k-prototypes and the off-
set is proportional to the size of the data set. By way of illustration, the PDS
data set requires for its learning process respectively 11.09 s and 6.772 s using
by order the k-prototypes and the IK-prototypes. In other words, to learn
the pharmaceutical drug spending input data and the corresponding emerg-
ing data streams, joined with new features that better describe the affair as
learning proceeds, we need almost less by half time to achieve a predictive
data mining analysis and opting for a coherent decision making.

2. Sum Of Squared Error Results Analysis: Table 1 underlines the fact that
we have acquired the lowest SSE values, when using IHK-prototypes method
for all used data sets which lead to better defined clusters: the maximum
similarity within clusters and the minimum similarity between clusters are
gained.

3. Silhouette Coefficient Results Analysis: Analyzing the SC results,
detailed in Table 1, we can confirm that our proposal outperforms the con-
ventional k-prototypes when dealing with incremental object and attribute
tasks in medical field since it gained the highest SC score for all used data
sets and further highlight our proposal relevance in IAL context.

In sum, it is crucial and essential to provide the memory and time restric-
tions when learning mixed data streams incrementally. Here, the conventional k-
prototypes method needs the complete input data being loaded into the memory
which results in elevated need of memory space and time consuming. The value
of our proposal can be translated into understanding and predicting diseases
and outcomes at earlier stages, making real-time decisions, promoting patients’
health, enhancing medicine, reducing cost and improving life expectancy and
healthcare quality.

5 Conclusion

In this paper, we have presented an application of the proposed incremental k-
prototypes algorithm for clustering big data in medicine. We aim to enhance to
offer advanced healthcare monitoring systems, services and medical applications
such as helping in early detection of diseases, treatment recommendations, and
clinical services to doctors. The conducted experiments affirm that the proposal
outperforms the conventional k-prototypes algorithm based on different evalua-
tion measures. As for future work, we plan on forming an enhanced version of
the IK-prototypes algorithm, capable to deal with evolving feature and object
spaces, means to append it with the decremental aspect.
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Abstract. Background: The goal of this work was to measure artery inflamma-
tion in aged volunteers with atherosclerosis using computed tomography (CT)
and positron emission tomography (PET) with 18F-FDG. The artery plaques are
composed of lipid rich fibrous tissue and foamy macrophages and are the most
vulnerable for detachment. Such plaques can be differentiated by their densitywith
CT imaging. Methods: A healthy artery (NAR) was considered with no plaque
on a CT images and with density between 51 and 130 Hounsfield Units (HU). A
non-calcified plaque (NCP) and a calcified plaque (CP) were respectively iden-
tified as having a density ≤ 50 HU and >130 HU. In the calcified arteries, the
calcification area divided by the artery area (RCA) and the calcification score
(ACS) were classified with Hierarchical K-means algorithm into 4 clusters and
were correlated with the metabolic rate of 18F-FDG (MRG). Results: we found
MRG statistically higher in NCP in comparison to NAR and CP in subjects with-
out medication (P < 0.05). In subjects under-medication, NCP values were found
the lowest. MRG of NCP in non-medication subjects was statistically significantly
different from CP with small area but not from CP with large areas (P = 0.40). In
under-medication subjects, no statistical differences were found betweenNCP and
CP independently of plaque area and density. Conclusion: Since the low-density
plaque was reported as the vulnerable plaque, based on the present work, this latter
can be simply identified on CT images with intensity between 30 HU and 50 HU.
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1 Introduction

Atherosclerosis especially affects elderly and it is the most common type of cardiovas-
cular complications causing mortality and morbidity [1]. The disease starts by forming
an atherosclerotic plaque in the large arteries, due mainly to lipid accumulation and
oxidation [2].

Computed tomography (CT) provides quantification of calcified plaques (CP) and
non-calcified plaques (NCP) by means of diverse techniques [3, 4]. Besides, NCP was
the most prone to rupture as reported in several works [5–7]. This has led to the concept
of the “vulnerable plaque” describing atherosclerotic plaques with high risk of rupture.
Intravascular ultrasound (IVUS) and optical coherence tomography are able to identify
the NCP and to measure the fibrous cap thickness with a good accuracy and a high
spatial resolution [8]. However, these modalities are invasive and lack the penetration
depth, adding difficulties to assess plaque morphology [9]. Magnetic resonance imaging
(MRI) has a great potential to assess atherosclerosis. Several studies reported the ability
of MRI to differentiate fibrous cap and lipid core components of the atherosclerotic
plaque [10–12]. Nevertheless, a need of longer imaging times to enhance signal to noise
ratio and MRI environment not suitable for patients with claustrophobia, pacemakers,
defibrillators, and certain aneurysm clips are of major limitations [13].

In recent years, several studies using CT imaging identified the NCP and investigated
itsmorphology, localizing it below 30HUand in other studies below 50HU [14–17]. The
non-invasiveness, fast acquisition, availability and low cost of CT imaging offers several
privileges in plaque measurement based on its density. In combination with CT, positron
emission tomography (PET) imaging is noninvasively able to assess high-risk features of
unstable plaque with superior sensitivity up to the picomolar of tracer concentration with
respect to other non-invasive imagingmodalities [18]. 18F-FDGand PET arewidely used
in research and the clinic and have been reported to locate artery plaque inflammation
[19–21]. PET with 18F-FDG was shown to detect the inflammation within the fibrous
cap in NCP [22]. The two-tissue compartment model of 18F-FDG offers the calculation
of the metabolic rate of glucose (MRG) [23], although it is not often used in the clinic
principally due to its lengthy measurement [24–26].

It has been reported that plaque lipid rich and fibrous tissue can be discriminated
based on its density on CT images [3, 27, 28], and that the lipid rich plaques are the most
vulnerable for detachment [3]. Other investigations showed that heterogeneous NCP are
associated with high risk detachment [16, 29], while homogeneous NCP are stable [16].
The density of the lipid rich plaquewas found between 30 and 60HU [15, 30], distinctive
from the normal artery tissue which has higher density. Backed by these results, in this
study, we classified arteries with NCP on CT images with a threshold of 50 HU and
calculated their metabolism in terms of MRG and SUVmax in aged volunteers. We also
report MRG and SUVmax of CP in comparison to calcification area and density.
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2 Methods

2.1 Study Design and Population

We prospectively recruited three groups of subjects for this study. In group 1, 4 subjects
were healthy volunteers and 2 of them were measured twice at 12 months of interval
(T0 and T12) with CT and PET-18F-FDG. In group 2, 4 subjects were diagnosed with
hypercholesterolemia prior to this study and all 4 were measured twice at T0 and T12. In
group 3, 3 subjects were recently diagnosed with chest angina (less than 6 months) and
2 of them were measured twice at T0 and T12. Since the goal of this study was not to
compare between groups of subjects, but to collect enough images of arteries extending
from healthy to those with calcification and/or inflammation, and from subjects taking
or not medication in order to correlate the inflammation as measured with PET-18F-FDG
to artery density on CT images, to ultimately deduce artery plaque vulnerability from
CT images. For this reason, all the artery transaxial images considered on the image
slice basis were assembled in two groups for with and without medication.

For medication, group 1 of healthy volunteers and the 4 subjects with hypercholes-
terolemia measured at T0 were having no medication, making a total of 10 subjects. The
4 subjects with hypercholesterolemia measured at T12, plus those 3 subjects with chest
angina with 2 of them measured twice making a total of 9 subjects having medication.
In the rest of this paper, a measurement is considered as a subject. These 19 subjects
consisted of 11 females and 9 males and they were aged between 65 and 85 years.

The subjects with hypercholesterolemia in group 2 measured at T12 were taking
a medication of 20 mg/day of Rosuvastatin against artery inflammation. The subjects
with chest angina were taking their prescribed medication consisting of beta-blockers,
antihypertensive drugs, statins and antiaggregant drugs [31].

The exclusion criteria for subjects’ recruitment were diabetes, chronic inflammatory
diseases, chronic kidney disease (serum creatinine level > 250 µM/L), cancer, sub-
jects taking anti-inflammatory drugs or immunomodulator agents. All procedures were
approved by the Ethics Committee of the University Institute of Geriatrics of Sherbrooke
(#2009-19). Informed written consent was obtained from all individual participants
included in the study.

All participants fasted for more than 6 h before glycemia measurements and CT/PET
scans. The scans started with a low-dose CT followed by a dynamic PET image acquisi-
tion for 30min after an intravenous injection of 18F-FDGbolus (3.7 to 10mCi depending
on subject’s weight) and the images were reconstructed into 26 frames: 12 × 10 s, 8 ×
30 s and 6 × 240 s. The 30 min scan duration was reported to be greatly correlated to a
standard PET acquisition time of 60 min [32]. CT and PET acquisitions were performed
with a PET/CT system (Philips Gemini TF 16) and the images were reconstructed in
a matrix of a 144 × 144 × 45 for PET with a voxel size of 4 mm × 4 mm × 4 mm,
and in a matrix 512 × 512 × 138 with a voxel size of 1 mm × 1 mm × 5 mm for
CT, and the PET images were reconstructed with the iterative 3D row action maximum
likelihood reconstruction algorithm. The arteries studied in this work were the aorta and
iliacs analyzed on the transaxial PET images. Each transaxial image slice of the artery
was considered as an independent artery segment.
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2.2 Analysis of CT Images

The arteries on the transaxial image slices were segmented using the algorithm of
active contour technique to find an optimal object boundary [33]. The technique of
histogram thresholding was used to isolate NCP with intensities less than 50 HU, and
to set CP with intensities greater than 130 HU in areas having at least 4 adjacent pixels
[34, 35]. An artery with no plaque observed on the artery segment or with intensities
between 51 HU and 130 HU was considered as a normal artery (NAR).

The artery wall on the images was determined by a second region of interest (ROI)
deduced from the firstly drawn with active contour on the whole artery, by displacing
the latter by 3 pixels inward for aorta and 2 pixels for iliac artery. The justification of
using 3 and 2 pixels was deduced from the average thickness of artery calcification.

The calcification area ratio (RCA) was assessed as the calcification area divided by
the artery area [34], and classified in four clusters RCA1-4. The calcification scores
(ACS) were calculated using the maximum pixel density in each calcification area
assigned a level from 1 to 4: 1 for density between 131 and 199 HU, 2 for 200–299
HU, 3 for 300–399 HU, and 4 for ≥400 HU. The ACS were finally obtained by multi-
plying these levels with their corresponding RCA [38–40]. We also defined the maximal
density in HU in each calcification area and classified these densities in four levels
similar to ACS as density levels (DL) from 1 to 4.

The Hierarchical K-means algorithm (AHK) with the precision of hierarchical clus-
tering [36] in the combination with silhouette-coefficient [37] were used for calcification
areas, scores and densities clustering. At the end, the clusters of RCA1 to 4, ACS1 to 4,
DL1 to 4, NCP and NAR formed the independent variables for PETMRG and SUVmax
comparison.

2.3 Analysis of PET Images

Images of artery segments were classified based on the early frames of PET dynamic
images where the activity in blood was well defined after the bolus injection of 18F-
FDG. The artery image segmentation was performed with active contours including
the whole artery from the transaxial image slices. Similar to CT images, each artery
slice was considered as an independent artery segment with or without calcification
and/or inflammation. No coregistration of CT and PET images was necessary in order to
avoid uncertainties introduced by interpolations. In fact, the artery slices were matched
between CT and PET depending on their location on the scanner bed positioning as
indicated in the image file header.

In order to extract the tissue blood volume (BV(t)) of the artery images which was
subsequently used in the kineticmodeling, the dynamic image sequencewas decomposed
in tissue and blood image components with factor analysis [41, 42]. The time-activity
curve of each artery segment was fitted with themodified two-tissue compartment model
[41]. In the classical compartmental model of 18F-FDG, tissue blood volume is assumed
as a fraction k5 < 1 of the input function IF(t), i.e. BV (t) = k5IF(t), and k5 is fitted
together with the four rate constant K1 − k4 to the time-activity curve of the artery [23].
In the modified model i.e. the model without blood sampling (WOBS), BV(t) is taken
from the blood component obtained with factor analysis, from which IF(t) is deduced
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as IF(t) = BV (t)/k5 = νBV (t) with ν > 1. It is to be remembered that both the artery
time-activity curve and BV(t) are determined from the same region of interest (ROI)
on the artery, the first on the measured image, and the second on the blood component
image. The model WOBS is efficient because it does not need an experimental IF(t) nor
the correction for partial volume effect (PVE) since BV(t) and the tissue time-activity
curve are derived from the sameROI. The equations below summarize theWOBSmodel.
The standard 18F-FDG model introduced by Phelps et al. [23] is written as:

CPET (t) = K1

α2 − α1

[
(k3 + k4 − α1)e

−α1t + (α2 − k3 − k4)e
−α2t

]

⊗ IF(t) + k5IF(t)

In this equation, the last term k5IF(t) represents BV(t) in the ROI. When the image
is decomposed with factor analysis or with other algorithms to provide separate images
of blood and tissue, the tissue blood volume can then be extracted from the blood image
component, thus BV (t) = k5IF(t), fromwhich IF(t) is extracted as IF(t) = BV (t)/k5 =
νBV (t), giving finally a modification to the equation above [41]:

CPET (t) = K1

α2 − α1

[
(k3 + k4 − α1)e

−α1t + (α2 − k3 − k4)e
−α2t

]

⊗ νBV (t) + BV (t)

The same approach of fitting the time-activity curve with the standard model works
with WOBS for ROIs or on the pixel basis.

Note that fitting the time-activity curve of an artery from the measured image
sequence or from the tissue component is equivalent. In the latter form, the term BV(t)
in the last equation must be omitted as there should be no blood in the tissue images.

Although the measured artery time-activity curve contains more radiotracer in blood
than in artery wall depending on the time of the measurement, this ratio is taken into
account during the fitting by accurately determining the fraction k5 or the factor ν.

2.4 Statistical Analysis

The data were tested for normality using the D’Agostino-Pearson omnibus test. The
parametric variables were expressed as mean ± standard deviation and compared using
Student’s t test and expressed as mean ± standard deviation. Non-parametric data were
compared usingMann-WhitneyU test and the resultswere expressed asmedian, quartiles
and interquartile range (IQR) with the statistical significance level chosen as 5%.
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3 Results

Figure 1a shows an example of an aorta coronal view with the iliac bifurcation. Each
4 mm length of the aorta and iliacs formed a segment on the PET transaxial images. The
WOBSmodel accurately fitted the artery time-activity curves as shown in Fig. 1b. The fit
to each artery segment provided the MRG values. A single subject CT transaxial image
without apparent calcification and its corresponding PET slice are shown in Fig. 2a and
Fig. 2b, respectively. In fact, this is an example of an artery having an NCP. In Fig. 2c
and 2d from another subject, the calcification around the aorta nearly occupied the full
artery wall. Although the calcification was more intense at three spots as seen in Fig. 2d,
the whole wall was affected by calcification at different density levels evidenced by
thresholding or by pixel reading on the image. The ROI around the artery and the extent
of the calcification allowed to delimit the arterial wall with an inner ROI providing a
ring-like ROI from which RCA, ACS and DL were estimated.

The total number of artery segments on CT transaxial images in all 19 subjects was
1741 with 354 of them having calcification, with a mean RCA of 0.21 ± 0.14 (Median,
0.18; IQR, 0.20; IQR range, 0.10–0.30), and ACS of 0.74± 0.59 (mean± SD) (Median,
0.61; IQR, 0.92; IQR range, 0.21–1.14).

In Table 1, are presented theMRGvalues in units ofµmoles/100 g/min and SUVmax
forNAR,NCP andCP and for subjects withoutmedication and subjects withmedication.
The median MRG values are reported in Fig. 3 still for NAR, NCP and CP comparing
the medication effect which was found statistically different in each artery type. All
the values in the three artery types and for non-medication and under-medication were
statistically significantly different between each other except NCP and CP in under-
medication. The data shows that NCP had the highest MRG value which was more
abruptly lowered by the medication, suggesting that this type of plaque is sensitive to
inflammation which is prone to rupture.

Fig. 1. a) Aorta image from PET in coronal view. The red color represents high concentration
of 18F-FDG. b) Time-activity curve fit with WOBS model for an aorta segment. Free is for free
18F-FDG compartment, and Metab is for metabolized 18F-FDG.
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Fig. 2. a) Image of the aorta from CT with non-calcified plaque having 32 HU and an area of
89.3 mm3 (blue ROI). b) PET image of the same aorta (black ROI). c) Image of aorta with nearly
the whole wall calcified (blue arrow). d) Same aorta image as in (c) where only the calcification
was isolated, having a calcification area ratio of 0.329. Different zooms were used on the pairs of
figures. (Color figure online)

Table 1. MRG values in units of μmoles/100g/min and SUVmax for NAR, NCP and CP, from
subjects without medication and subjects with medication.

Artery state Parameters Without medication With medication

MRG SUVmax MRG SUVmax

NAR Mean ± SD 1.50 ± 0.91 1.94 ± 0.40 1.22 ± 0.77 1.80 ± 0.36

Median 1.32 1.97 1.10 1.84

Quartiles 0.74–2.08 1.74–2.17 0.61–1.70 1.57–2.02

IQR 1.34 0.43 1.09 0.46

NCP Mean ± SD 1.70 ± 0.83 2.42 ± 0.50 0.74 ± 0.45 2.26 ± 0.45

(continued)
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Table 1. (continued)

Artery state Parameters Without medication With medication

MRG SUVmax MRG SUVmax

Median 1.52 2.46 0.70 2.30

Quartiles 1.10–2.32 2.18–2.72 0.35–1.05 1.96–2.53

IQR 1.22 0.54 0.70 0.57

CP Mean ± SD 1.20 ± 0.88 1.91 ± 0.55 0.82 ± 0.47 1.70 ± 0.53

Median 0.99 1.90 0.75 1.70

Quartiles 0.45–1.74 1.59–2.27 0.40–1.16 1.31–2.05

IQR 1.29 0.68 0.75 0.74

Fig. 3. Glucose metabolism as median MRG values for the three artery types NAR, NCP and
CP with non-medicated (NM) and under-medication (UM). The three groups of arteries were
statistically significantly different between non-medication and under-medication, and between
each other, except NCP-UM and CP-UM.

The median MRG values for RCA, DL and ACS in comparison with NAR and NCP
are reported in Fig. 4, for non-medicated subjects (left column) and subjects under-
medication (right column). NCP appears with a higher MRG than NAR (Mean: 1.70
versus 1.50, Median 1.52 versus 1.32, see also Table 1, P = 0.032) confirming the effect
of inflammation inNCP, and in Fig. 4b the values inNCPwere lowered by themedication
(Mean: 0.74 versus 1.22 in NAR, Median 0.70 versus 1.10, see Table 1, P= 3.48.10−5).
As shown in Fig. 4, when the calcification area is large (larger RCA and ACS), the
medication lowers MRG indicating an active plaque. This was not the case for DL levels
where only the intensity was taken into account.



192 M. S. Al-enezi et al.

Fig. 4. Glucose metabolism for (a) NCP, NAR and RCA clusters in non-medicated subjects, (b),
Same as (a) for subjects under medication. c) and d) Same as (a) and (b), respectively, but for the
four density levels (DL) (NAR was omitted since it was the same as in (a) and (b)). e) and f) same
as in c) and d) for NCP in comparison to ACSs. The digits above each bar is for the number of
artery segments.

4 Discussion

CT modality is extensively used in imaging of atherosclerosis. The peripheral arteries
can be imaged for the calcification density and extent and for stenoses. It was reported
that the plaque even calcified does not provoke local stenoses, and the high calcification
density was associated with plaque stability, while the non-calcified plaque and the
larger plaque were described as active and probably prone to detach. Even the non-
calcified plaque cannot be seen on CT images, it can be detected with PET and 18F-NaF
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[6, 43]. The radiotracer 18F-NaF is thus capable of detecting the microcalcifications
and inflammation [43]. The present study is therefore in agreement with the literature
in addition to the exploitation of the dynamic imaging mode with PET-18F-FDG to
accurately trace artery inflammation.

NCP with values below 50 HUwas found to be metabolically more active compared
to densities below 30 HU in the agreement with other studies [3, 6, 27]. The metabolism
in NCPwas also found significantly higher in comparison to CP and even when assessed
with SUVmax (Table 1 and Fig. 3). NCP was found with high metabolism (MRG) in
non-medication subjects compared to the normal artery wall (NAR) assumed to have
CT densities between 51 HU and 130 HU (Table 1, Fig. 3 and Fig. 4a), denoting its
inflammation. This observation was confirmed in subjects under medication where the
metabolismwasdrastically reduced inNCPdenoting the response to inflammation (Table
1, Fig. 3 and Fig. 4b). NAR was also found statistically significantly different between
non-medication and under-medication subjects (P = 0.023).

Based on the literature, the area but not the density was cited to be associated with
atherosclerosis [44]. Unsurprisingly, the calcification scores in Agatston approach were
in the same arrangement as the areas where the scores were influenced more by area
(same statistical differences between NCP and RCAs vs NCP and ACSs). The effect of
medication was clearly demonstrated in NCP and RCA clusters as shown in Figs. 3 and
4 in accordance with the literature [45].

The limitation of the present study was mainly due to the limited number of subjects,
10 without medication and 9 under medication. However, the main conclusions are
more drawn from NCP versus NAR and CP globally which have more than 50 artery
segments.Asdiscussed above, the plaquedensity has a lesser impact on the inflammation,
the thresholding of NCP to below 50 HU as reported in the literature depends on the
statistics in the CT images which are influenced by several parameters such as beam flux
and photon energy spectrum, photon scattering, image reconstruction filtering, artery
movement and artery image segmentation. Keeping a gap between 50 HU and 130 HU,
where this latter is the start of the calcification, assures somehow the assumption of the
homogeneity of the vulnerable plaque. Another remark concerns the kinetic modeling
when using WOBS, which makes the 18F-FDG uptake depending on the same ROI for
the input function and for the tissue time-activity curve, thus intrinsically reducing the
uncertainties, and at the same time, the model avoid the partial volume effect. In usual
pharmacokinetic modeling, the input function can be determined from artery images, to
fit the artery time-activity curve, i.e. itself, while external blood sampling is tedious and
risky.

5 Conclusion

The correlation of CT and PET-18F-FDG in the detection of the active plaque was
conducted in subjects under and without medication. The artery segments determined
on the transaxial images were studied for their plaque density and area, with and without
calcification. The metabolism was assessed with a pharmacokinetic model which does
not need a prior correction for partial volume effect.

The correspondence between CT densities and inflammation reported with PET-18F-
FDG possibly leads to the use of CT alone to detect the active plaques not being calcified
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yet. The larger calcification areas were also found active and these calcifications present
a mixture of low and high density and these are also detected with CT alone.
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Abstract. Statistically revealed inner structuredness of bacterial vs.
chloroplast phototsynthetic genes is studied. To do it, we analysed the
cyanobacterial genes responsible for a light consumption. A sounding dif-
ference in the spatial pattern specific for chloroplast photosystem genes,
and bacterial photosystem genes is found. Thus, the bacterial genes yield
another type of symmetry of the distribution of the genes converted
into triplet frequency dictionaries in 63-dimensional Euclidean space of
triplets.
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1 Introduction

Sun is the primary source of energy on Earth. A number of organisms adapted
to use it. Plants, algae, and cyanobacteria grow due to their ability to con-
sume sunlight to extract electrons from water. In elementary words, that is how
photosynthesis and, accordingly, phototrophic nutrition works. Photosynthetic
organisms comprise phototrophic bacteria and green plants. The study of the
photosynthetic system’s structure and function is of great value since the plants’
role in oxygen and food supply. Recently, significant progress has been reported
[15] in determining the spatial structures of the chloroplast photosystem of both
terrestrial plants and cyanobacteria. However, a lot could be done more. Many
papers are devoted to studying various aspects of the structure of photosynthetic
systems I and II, implying both mathematical and biological methods [1–4,6,11–
14,16–20,23–27].

Chloroplasts seem to be the most widely spread “machine” to consume sun
energy and convert it into organic chemical compounds. However, there are some
ancient organisms who also are able to utilize sun light for organic matter pro-
duction while they have no chloroplasts. The most popular theory of chloroplast
origin says that these latter take the origin from ancient photosynthetic bacteria.
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In such a capacity, a tight comparison of formally identified spatial structured-
ness may bring a lot in understanding of various aspects in structure–function–
evolution interplay of photosynthetic organisms.

Here we comparatively study the spatial structure of chloroplast and
cyanobacteria genes belonging to photosynthetic systems I and II. The structure
is understood as triplet composition of the sequences of corresponding genes,
and the spatial structure refers to the distribution of points representing spe-
cific frequency dictionaries of the genes of the photosynthetic system in the
64-dimensional triplet space. This approach differs from an idea of a structure
of genes commonly spread in biology.

2 Materials and Methods

2.1 Frequency Dictionary

We consider the photosynthetic system genes as symbol sequences of various
lengths from the four-letter alphabet ℵ = {A,C,G,T}. No other symbols are
stipulated to be in a gene sequence, and if yes then they were eliminated so that
the total length of the sequence is reduced by the number of eliminated symbols.
Each sequence is then converted into a frequency dictionary W (j) of thickness 3;
index j enlists the genes. This dictionary is a list of all triplets ω = ν1ν2ν3 of
three neighboring nucleotides where each triplet is provided with its frequency.
There are 64 triplets, totally. Frequency fω is the ratio of the number of copies
nω of a given triplet to the total number N of all triplets, where N is the sum
of all nω:

fω =
nω

N
. (1)

More rigorously, to develop a triplet frequency dictionary, one must fix the
parameter t, t ≥ 1, which is the step length of a reading frame shift along a
sequence. Placing a reading frame at the first symbol of a sequence, one iden-
tifies a triplet ω. Moving right (for a determinacy) the reading frame with the
step t and counting the triplets identified by the reading frame, one gets a finite
dictionary. Finally, changing the numbers of triplets with their frequency due
to (1), one gets the frequency dictionary W

(j)
t , where j enlists the genetic enti-

ties, and t is the reading frame shift. Obviously, t different (in general) frequency
dictionaries are obtained for 1 ≤ k ≤ t where k is the starting position of the
reading frame. Everywhere further we shall use t = 3; it resembles the triplet
frequency dictionary counted for codons, meanwhile that is not so exactly, since
the introns are counted here as well.

Any frequency dictionary W (j) maps a symbol sequence into a 64-dimensional
metric space. The proximity of two genomes is given in a natural way: for exam-
ple, as the proximity of two points in the Euclidean metric:

ρ
(
W (j),W (k)

)
=

√√√√ TTT∑
ω=AAA

(
f
(j)
ω − f

(k)
ω

)2

. (2)
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The transformation maps symbol sequences into much more convenient mathe-
matical objects that are the points in metric space, thus allowing to implement
the effective methods of analysis.

2.2 Genetic Material

Photosynthetic system I and II genes were isolated for 570 chloroplast genomes
currently available in the EMBL bank. The following genes were found in the
studied set of genomes: psaA, psaB, psaC, psaI, psaJ, psaM, psbA, psbB, psbC,
psbD, psbE, psbF, psbG, psbH, psbI, psbJ, psbK, psbL, psbM, psbN, psbT. The
following genes were found in the 45 genomes of cyanobacteria examined in
addition to those indicated above: psaD, psaE, psaF, psaK, psaL, psaX, psbO,
psbP, psbQ, psbU, psbV, psbW, psbX, psbY, psbZ.

2.3 Clustering Methods

To reveal the structure in the set of genes, we converted each gene sequence into
a point in a 64-dimensional space of triplets frequency, as described above. Also,
each frequency dictionary was labeled with the name of the gene and the name of
the species. Besides, the strand bearing the gene (direct or reverse) is indicated
and GC-content of the gene. Based on the obtained set of points, the VidaExpert
freely distributed software1 was used to construct the data view in the space of
the leading three principal components determined in 64-dimensional space of
triplets frequency. To visualize the distribution, we developed two-dimensional
projections of that latter, for the first and the second principal components, and
for the second and the third principal components [8–10].

Thus, we investigate the distribution of the points corresponding to genetic
sequences in this metric space revealing patterns and clusters, if any. The idea
of this method consists in jamming the originally plain manifold (a square in
our case) in the manner to minimize the total deformation energy of the elastic
manifold, and mathematical springs connected to the manifold in the projection
points. It is highly powerful and efficient method to cluster multidimensional
data and visualize them.

3 Results

It was found that both for chloroplast photosystem genes and cyanobacteria
photosystem genes the set of points yields two large clusters; the former com-
prises the points referred to the forward strand, and the latter comprises the
points referred to the reverse strand (Fig. 1). It differs the spatial structure of
the genes of photosynthetic systems I and II of chloroplasts and cyanobacteria
from the spatial structure observed for a complete genome of chloroplasts, mito-
chondria, and bacteria, where such clustering is not observed [7,22]. Moreover,
the cyanobacteria genes belonging to the same strand can be well approximated

1 http://bioinfo-out.curie.fr/projects/vidaexpert/.
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Fig. 1. Projection of chloroplast photosystem genes onto the plane of the first and
the second principal components (Fig. 1(a)) and the second and the third principal
components (Fig. 1(b)). Projection of the genes of the cyanobacterial photosystem
into the plane of the first and the second principal components (Fig. 1(c)) and into the
plane of the second and the third principal components (Fig. 1(d)). The genes from
the forward strand are shown in red, and the genes from the reverse strand are shown
in green. (Color figure online)

by an embedded plane. The planes corresponding to the points of each strand
are perpendicular (Fig. 1d). Previously, such pattern was observed neither for
complete genomes, nor for individual genes.

It was found that besides two main clusters chloroplast photosystem genes
exhibit six groups of points quite distant from the main clusters. These groups
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Fig. 2. Clustering of photosystem genes for chloroplasts (Fig. 2(a)) with respect to
gene function and for cyanobacteria (Fig. 2(b)) with respect to the organism. (Color
figure online)

of points correspond to genes psaI and psbI belonging to the forward strand
(Fig. 1(a)), and genes psbF, psbG, psbL and psbN belonging to the reverse strand
(Fig. 1(b)). The points are colored as follows: psaI points are blue, psbI are
orange, psbF are turquoise, psbJ are raspberry, psbL are light green and psbN are
violet. All other points are colored according to the strand and have a smaller size
marker for clarity. The mentioned genes are also present in the cluster belonging
to the direct strand, but their abundance is low.

The gene psbF in higher plants comprises about 38 amino acids, the β-subunit
of cytochrome b559. psbO gene plays important role in PS II assembly and regu-
lates the electron flux to the pool of plastoquinones. The gene psbL is important
for proper operation of the Qa site preventing the return of an electron from
the Qb site to Qa. The gene psbN is involved in the assembly of the reaction
center of photosystem II. The gene psaI interacts with the gene psaH and binds
to the light harvesting complex of photosystem II. The gene psbN is essential for
the assembly and function of photosystem II. The reason why these genes are
located so far from the core clusters requires further study.

The genes of cyanobacteria photosystem do not form separate groups. The
criteria ruling the group aggregation also differ. A gene type is the leading factor
in clustering of the chloroplast photosystem genes. It should be noted that genes
of the same type in chloroplasts are located very compactly, even if they are
found in large clusters belonging to the forward and reverse strands. They are
more likely to “neighbor” than to overlap the genes of other types. Small red and
green squares label the points related to the forward and reverse strands, respec-
tively, in Fig. 2. For clarity, several types of chloroplast genes are highlighted in
color: psaE is colored in raspberry, psbK iscolored in turquoise, psaB is colored
in purple and psaC is colored in blue. On the contrary, cyanobacteria genes
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Fig. 3. Spatial distribution of GC-content values for photosynthetic systems genes of
chloroplasts (Fig. 3(a)) and cyanobacteria (Fig. 3(b)) in the plane of the first and
second principal components. (Color figure online)

form the groups within the strands. Figure 1(b) shows the genes of Gloeobac-
ter kilaueensis (AC CP003587 in EMBL-bank) and Gloeobacter violaceus (AC
BA000045), colored in purple, Synechocystis sp. (AC AP012205, AP012276,
AP012277, AP012278, BA000022 and CP003265), Nostoc spp. (AC CP003552,
BA000019, CP003548 and CP001037) are colored in turquoise, Prochlorococcus
marinus (AC CP000551, CP00552 and CP000553) are shown in light green.

The spatial distribution of GC-content values for the photosystem genes of
chloroplasts and cyanobacteria was considered. GC-content was determined for
each gene. It is the ratio of the number of nucleotides G and C to the total number
of nucleotides in the gene. The points corresponding to genes with GC-content
value less than the average are marked in Fig. 3 in green, points corresponding
to genes with an average GC-content value are indicated in yellow, and points
with GC-content value above the average are indicated in red. No order was
observed in the distribution of the GC-content of the genes of the photosynthetic
systems of chloroplasts. It also distinguishes the genes under consideration from
the complete genomes of chloroplasts, mitochondria, and bacteria characterized
by two types of distribution: gradient and central symmetry. There is a gradient
distribution in the space of triplet frequencies for the GC-content value of the
photosystem genes of cyanobacteria. This type of distribution is often found in
complete genomes. In particular, it occurs in the genomes of chloroplasts [22],
in the mitochondrial genomes of higher plants, algae, mosses, lichens, and fungi,
and in GC-rich bacteria.

4 Conclusion

The spatial structures of the chloroplasts and cyanobacteria photosynthetic sys-
tem genes in the triplet frequency space differs from each other. Also, these
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structures differ from similar ones of previously studied complete genomes of
chloroplasts, mitochondria, bacteria, and genes possessing the same function.

The leading role of the strand (forward vs. reverse one) occurrence of indi-
vidual genes in cluster pattern was found for the first time, for the genes of
photosystems of chloroplasts and cyanobacteria. Previously a direct role of tax-
onomy in whole genome triplet dictionaries clustering was reported [21], while
function is the leading factor in a cluster composition for individual genes dis-
tribution [5]. However, for cyanobacteria photosystem genes follows the taxon-
omy, not gene function. This fact distinguishes them from the other organisms.
Paper [22] reports that complete genomes exhibit a gradient or central symmetry
distribution of GC-content values of the formally identified fragments. A gradient
distribution of GC-content values also was found in cyanobacteria photosystem
genes, but no order in the GC-content values of the chloroplast photosystem
genes was observed. Thus, the spatial structure of chloroplasts and cyanobacte-
ria photosystem genes is significantly different. It may indicate that chloroplasts
and cyanobacteria separated a long time ago in their evolution from a common
ancestor and took their evolution trajectory independently.
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Abstract. We used unsupervised nonlinear clustering to reveal the
interplay between structure of nucleotide sequences and the taxonomy
of their bearers. Triplet frequency composition is referred to a structure,
and taxonomy is determined through standard morphology and physiol-
ogy of bacteria. Soft 16 × 16 elastic map has been used for clustering.
Some preliminary results are presented here approving the high efficiency
of such approach to phylogeny analysis. Further applications to medicine
are discussed.

Keywords: Triplet frequency · Clustering · Elastic map · Structure

1 Introduction

An interplay between structure and function of genetic entities, and the taxon-
omy of their bearers still challenges researchers. A lot has been done here (see
e.g., [4–6,14,20] and much more others). Obviously, the answer depends on the
genetic matter taken into consideration: some entities show the strong prevalence
of the taxonomy over function [19], while another matter shows the prevalence
of the function over taxonomy [3]. This paper aims to further the studies of the
interplay mentioned above.

Here we study the relation of the structure encoded in 16 SRNA (that is a
triplet frequency dictionary) to taxonomy of the bearers of those moleculae. In
general, there are three entities: structure of a genetic sequence, the function
encoded in it, and taxonomy of the bearer of that former. Ultimately, we aim
to study an interplay between all of them. To do it, one must define rigorously
what is a structure. Hereafter we shall refer a structure as a triplet frequency
dictionary W (j) of the jth 16 SRNA sequence.

The index j enlists the genetic entities to be considered, with respect to their
taxonomy. Frequency dictionary (also known as k-mer ensemble) is well-known
c© Springer Nature Switzerland AG 2022
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object in the studies of nucleotide sequences; it opposes to the widely spread
sequences comparison methods based on alignment. The main disadvantage of
alignment consists in the necessity to set up some informally determined param-
eters. On the contrary, k-mer based methods are free from that disadvantage
thus providing a researcher with more reliable and formally defined results. The
k-mer approach to sequence comparison has a long story and still goes through
a progress. We use here classical approach based on the count of the triplet fre-
quency determined over a sequence; however, some expansions of the method
could be found in [13], see also papers [1,2,21].

One may not expect a dependence on a function of the anticipated patterns
in interplay; here the function is the same. Indeed, we study the ribosomal RNA
(16S RNA, specifically) genes, hence all of them encode the same function. Thus,
we aim to reveal the dependence between triplet composition of the genes and
the taxonomy of their bearers.

To reveal the interplay between structure and taxonomy, we do the following
steps:

– choose the genetic entities with clearly determined and controlled function;
– convert them into a triplet frequency dictionary W (j) each;
– use up-to-date and powerful methods to cluster the points (frequency dictio-

naries) in the relevant metric space and identify the clusters;
– check whether a taxonomy of DNA donoring organisms or determine the

composition of the clusters (if any).

Suppose, the clusters are observed (otherwise no interplay takes place). Here
three possible outputs may be:

1. the clusters are apparent, and each cluster comprises the sequences belonging
to a specific taxon (or taxa);

2. the clusters are apparent, and each cluster comprises the sequences belonging
to organisms of various taxa (maybe, rather distant);

3. an hierarchy in the clusters composition takes place: e.g. there are super-
clusters gathering the higher taxa with fine pattern of each super-cluster
determined by lower taxonomy position of the organisms.

Here we present some preliminary results on the study of the relation between
triplet composition of 16S RNA genes and taxonomy of some bacteria. Ulti-
mately, this work aims to reveal the medically sounding effects in such pattern
appearance.

The medical value of a tool to retrieve knowledge from 16S pyrosequencing
and the determination of patterns characterizing healthy people vs. patients with
various neurological diseases or their predisposition is very high. The reliable
changes in qualitative and quantitative diversity of the microbiota for inflamma-
tory bowel diseases (Crohn’s disease and ulcerative colitis, Parkinson’s disease,
Alzheimer’s disease, multiple sclerosis, and other neurodegenerative and neu-
roinflammatory diseases) are reported.

However, the lack of correct and convenient interpretation follows in a severe
expansion of time spent on analysis; one must rigorously follow the same proto-
col that is not always possible elsewhere. However, a diagnosis of a number of
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gastroenterological, neurological, and possibly other diseases may be improved.
In the future, it will significantly contribute the personalized medical care based
on microbiota records. The most ambitious goal here is to create a preventive
strategy to correct the human microbiota due to targeted drugs prescription:
either eliminating harmful microflora or activating the necessary one. It is nec-
essary to assess the adequacy of the correction being carried out during this
treatment procedure.

2 Materials and Methods

2.1 Genetic Material

To reveal the interplay between structure and taxonomy over a set of 16S RNA
bacterial genes we use SILVA database1. It is freely accessible database gathering
SRNAs of a great variety of organisms, including bacteria. For the purposes of our
study we downloaded 52474 sequences of large subunits of bacterial 16S RNA. The
distribution of the genes over taxons is extremely inhomogeneous: some of higher
taxa comprise a few species (or strains), while others comprise hundreds or more.
Such bias results in a “signal loss”: numerous entries representing higher taxa with
few species fail to produce a signal, but make a noise just deteriorating a cluster
pattern. To avoid this effect, we hashed the database: we eliminated both over-
represented and under-represented taxa. Finally, we tried to balance the represen-
tativeness of various taxa in the dataset, so that the entries representing various
lower taxa ranged in number from a hundred to tens. The final size of the database
was 2143 entries. Taxonomic composition of the database is shown in Table 1. Of
course, the composition of the dataset is far from an ideally balanced; however, it
represents to some extent the natural distribution of taxa. it should be borne in
mind that any database is filled not according to nature, but following the prefer-
ences in the choice of species to be sequenced.

2.2 Triplet Frequency Dictionary

Triplet frequency dictionary W (j) is the list of all 64 triplets ωk, k = AAA, . . .,
TTT accompanied with their frequency fωk

; index j here enlists the sequences
in the dataset. To make a dictionary, place the reading frame of the length 3
at the very beginning of a sequence and count all the triplets identified by the
frame as it moves along a sequence from left to right (for determinacy), with the
given step t. Within this paper, t = 1. Obvious constraint

TTT∑

k=AAA

fω = 1 (1)

holds true.

1 https://www.arb-silva.de/.

https://www.arb-silva.de/
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Table 1. Abundances of various taxa and genetic entries in the dataset; N stands for
the number of genetic entities in the family.

Subdomain Class� Order Family N

Acidobacteriota Acidobacteriae Acidobacteriales Acidobacteriaceae 31

Acidobacteriota Acidobacteriae Acidobacteriales Koribacteraceae 1

Acidobacteriota Acidobacteriae Solibacterales Solibacteraceae 2

Actinobacteriota Acidimicrobiia Acidimicrobiales Acidimicrobiaceae 24

Verrucomicrobiota Chlamydiae Chlamydiales Chlamydiaceae 49

Verrucomicrobiota Chlamydiae Chlamydiales Parachlamydiaceae 39

Firmicutes Bacilli Mycoplasmatales Mycoplasmataceae 13

Bacteroidota Bacteroidia Bacteroidales Bacteroidaceae 163

Verrucomicrobiota Chlamydiae Chlamydiales Chlamydiaceae 101

Bacteroidota Bacteroidia Bacteroidales Prevotellaceae 147

Bacteroidota Bacteroidia Bacteroidales Tannerellaceae 94

Bacteroidota Bacteroidia Bacteroidales Porphyromonadaceae 106

Bacteroidota Bacteroidia Bacteroidales Rikenellaceae 69

Bacteroidota Bacteroidia Bacteroidales Dysgonomonadaceae 58

Bacteroidota Bacteroidia Bacteroidales Marinifilaceae 58

Firmicutes Bacilli Staphylococcales Staphylococcaceae 150

Firmicutes Bacilli Bacillales Bacillaceae 151

Firmicutes Bacilli Lactobacillales Listeriaceae 148

Firmicutes Bacilli Paenibacillales Paenibacillaceae 124

Firmicutes Bacilli Bacillales Planococcaceae 101

Firmicutes Bacilli Brevibacillales Brevibacillaceae 147

Firmicutes Bacilli Exiguobacterales Exiguobacteraceae 191

Firmicutes Bacilli Alicyclobacillales Alicyclobacillaceae 176
�We use the term class to denote any subdomain higher than order

The transformation of a sequence into the triplet frequency dictionary con-
verts that latter into a point in 63-dimensional metric space; the constraint (1)
allows to eliminate a triplet, since there are 63 ones linearly independent only.
In theory, any triplet might be excluded from the analysis; practically, we have
excluded the triplet CAC, since it has the least standard deviation figure deter-
mined over the dataset. An idea standing behind such choice is that the triplet
with the minimal standard deviation contributes less of all into the distinguisha-
bility of the genetic entities.

The transformation maps symbol sequence into more convenient mathemat-
ical object that is the points in metric space, thus allowing to implement the
effective methods of analysis. To do it, one must introduce a metrics; further,
we use Euclidean metrics

ρ (Wj ,Wl) =

√√√√
TTT∑

k=AAA

(
f
(j)
k − f

(l)
k

)2

. (2)
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Thus, we investigate the distribution of the points corresponding to genetic
sequences in this metric space revealing patterns and clusters, if any.

2.3 Clustering and Visualization

A variety of methods to cluster the multidimensional data is huge. We used
k-means and elastic map technique to cluster the data. k-means is well known
linear classification method [7,9], so let’s focus on elastic map technique. It is the
non-linear statistics method based on the approximation of the multidimensional
data by a manifold of the lower dimension; further we shall use two-dimensional
manifolds [8].

The idea of this method consists in jamming the originally plain manifold
(a square in our case) in the manner to minimise the total deformation energy
of the elastic manifold, and mathematical springs connected to the manifold
in the projection points. It is highly powerful and efficient method to cluster
multidimensional data and visualise them.

Non-linear clustering of genes was provided by local density technique. In
simple words, local density is a specific number of point in a small site on map.
To calculate the local density, we supply each point on the map with bell-shaped
function

h
(
r, r(j)

)
= exp

{
− (r − r(j))2

σ2

}
, (3)

where r is a point position on the map, r(j) is the coordinate of a gene converted
into a point through triplet frequency transformation, and σ is the contrast
parameter. The function (3) looks like a normal distribution function, however
it is not.

As soon as all the points on the map are supplied with the function (3), one
should calculate the sum

H(r) =
∑

j∈Ω

h
(
r, r(j)

)
. (4)

Here Ω is the set of all the points from the dataset. One should plot the func-
tion (4) over the map to see the density of the points distribution (see Fig. 1(b));
Ω is the set all the points representing the considered genes.

3 Results and Discussion

16 SRNAs are typically used in the studies of the relations (phylogeny as well)
of bacteria [10,18,22]. Usually, the comparison of the sequences is provided by
alignment; here we present some preliminary results of the structure identifica-
tion provided through the implementation of alignment-free approach, namely
the unsupervised clustering based on elastic map technique.

Speaking in advance, we tried the unsupervised clustering to reveal a pattern
in taxa distribution of some bacteria; we aimed mainly to prove that such pattern
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Fig. 1. A distribution of 2143 points over the elastic map with no local density indi-
cation (Fig. 1(a)) and with that former (Fig. 1(b)).

exists. Figure 1 shows the raw distribution of 2143 genes of 16S RNA over the
soft elastic map. Figure 1(a) shows the distribution itself, and Fig. 1(b) shows
the same distribution over the local density mapped at the same map.

Figure 1 shows the overall distribution of the genes over the soft elastic map
16 × 16 (Fig. 1(a)). To compare with, Fig. 1(b) shows this distribution together
with the local density. Of course, the cluster pattern depends on the contrast
radius σ from (3); the choice of that latter is quite informal. We used by default
figure of 0.25 for this parameter. Doubtlessly, there is one highly dense cluster
located at the right of the map. There are three to four clusters more, as well.

Figure 2 shows the individual distributions of specific orders over the elastic
map. To do it, we made all markers of genes except those belonging to a specific
order invisible; however, the elastic map as well as the local density chart is
developed for the entire set of genes (these are 2143 entries). For technical rea-
sons, we had to merge two orders (these are Mycoplasmatales and Solibacterales)
into a single map (see Fig. 2(i)).

We explored the distinguishability of rather high taxa through the clustering
of 16S RNA bacterial genes converted into triplet frequency dictionaries. Thus, a
question arises what happens with lower taxa? In other words, if one implements
the same procedure for the set of genes belonging, say to the same order, then
what kind of clustering could be observed? Again, here two options may take
place: the former is that lower taxa yield the distinct clustering (regardless of
the peculiarities of the clusters composition, at the first step), and the latter is a
decomposition of a cluster pattern resulting in more or less uniform distribution
of the genes over the elastic map.
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Fig. 2. Individual distributions of various orders.



212 A. Teterleva et al.

Fig. 3. Family distributions of Clhlamydiales order.

The first option means a scalability of the cluster pattern observed through
the triplet composition analysis of the genes; the second one means the absence of
fine structure in the lower taxa distributions developed due to triplet composition
approach. Figure 3 illustrates the lower level distinguishability of the genes, for
chlamydiales order. There are three families comprised into the dataset, for this
order. Obviously, the distribution of the families is highly specific and the species
show significant speciality in the mutual location over the elastic map. The
orders Acidobacteriales and Acidomicrobiales comprise a single lower suborder
with 34 and 24 entries each, respectively, so we just omitted these orders from
consideration here.

Space limitation makes it impossible to show the in-order distribution for
all five orders shown above; however, two other orders (these are Bacillales,
1118 entries and Bacteroidia, 695 entries) have eight and seven families each, so
we studied the distribution of the families for them. Surprisingly, these two orders
show opposite patterns in the behaviour. Bacillales order shows three apparent
clusters: the first one is the most dense, are two others are less dense. So, the
distribution of the families over the clusters is pretty close to a uniform one: the
genders belonging to various families are distributed quite homogeneously over
these three clusters. It means that no dependence between lower taxonomy and
triplet composition of the genes for this order is observed.

The cluster comprising Chlamydiales order makes a clear and apparent group
located separately from other considered bacteria orders, in elastic map (see
Fig. 3(f) and 3). Such isolation of pathogenic bacteria makes a promising result
concerning the reliable diagnostics, in future. On the contrary, the order Bac-
teroidia exhibits very good and clear speciality in the cluster composition. It
comprises seven families and they are distributed over the elastic map separately.
The genes of this order yield four clusters; however, the genes are separated, for
each family.

The ultimate goal is to identify and verify the early predictors of some neu-
rological diseases, in particular the multiple sclerosis through the analysis of
microbiota [11,12,15–17]. This ambitious goal requires an implementation of
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the tool for fast and efficient analysis of some genetic markers of the microbiota,
and 16S RNA seems to be the best one here. A diagnostics of the mentioned
diseases requires a study of a normal pattern of the gut microbiota occurrence;
hence, we prove an efficiency in the microbial population investigation and a ref-
erence value, for further medically sounding studies. The method of clustering
and/or classification could complement the currently practising techniques of for
diagnostics and curation strategy implementation.

Here we present some preliminary results aimed to demonstrate the feasibility
and efficiency of the diagnostics based on 16S RNA analysis of the microbiota of
healthy and sick people. To implement such diagnostic tool, one should make sure
that a genetic marker used to distinguish sick people from healthy ones really
supports this distinguishability. The results provided here unambiguously prove
the efficiency of such approach, in principle. Doubtlessly, our current results to
not comprise a diagnostic tool; they just approve the feasibility of the tool if it
is implemented.

4 Conclusion

Here we explored the interplay between triplet composition of 16S RNA bac-
terial genes of five orders and taxonomy of those bacteria. Some preliminary
results are present aimed to approve the feasibility of triplet composition based
clustering of 16S RNA bacterial genes to identify the distinguishability of vari-
ous taxa in the 63-dimensional Euclidean space of triplets frequency. The results
unambiguously show that various taxa differ in terms of the triplets frequency so
that more detailed and exhaustive investigation of the interplay for sure makes
sense and may bring a lot. Moreover, the interplay is scalable: a transition from
higher taxon to lower ones reveals the new and more fine structuredness in the
clustering.

The study of interplay between taxonomy and k-tipple composition of genes
is of great interest and value itself. However, these studies may contribute a lot
in various applied areas including e.g. medicine.

Thus, a design and implementation of a tool for early diagnostics such hard
to detect diseases based on comparative analysis of formally identified structures
in bacterial 16S RNA is feasible.
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Abstract. Cancer remains the most common worldwide problem with the high-
est impact on global health. It is the second leading cause of death, due to the
lack of early diagnosis and high recurrence rate after conventional therapies.
Although every year several new therapeutic approaches are proposed the urgent
need for more effective therapeutic strategies to improve the survival rate and life
expectancy of cancer patients rapidly grows.

A recent promising anticancer strategy is based on multinuclear heterocycles
as widely investigated bioactive molecules, considered important synthetic targets
for the development of novel therapeutic agents. Many nitrogen heterocycles are
known for a long time as natural alkaloids, known to possess the broad and diverse
biological activity and medicinal applicability. Nowadays however novel multi-
nuclear drug-like heterocyclic structures are generated by methods of artificial
intelligence. Novel approaches are required as more expeditious ways of studying
their biological activity, capable of more than explaining their activity, and even
prognosticating it.

This study highlights our and other authors’ recent results on the biological
activity of multinuclear heterocyclic molecules on cancer cells, explicitly based
on their capacity to bind to G-quadruplexes. It further stresses the need for novel
G-quadruplex binding compounds, with elucidated biochemical mechanisms of
action for biomedical applications, namely in anticancer therapies.

Keywords: Cancer · Heterocycles · Bioactive molecules · G-quadruplexes

1 Cancer – The Hidden Pandemic

Cancer is a generic term for a large group of diseases that can affect any part of the
body [1]. The common feature of all cancer types is the rapid creation of abnormal
cells that grow beyond their usual boundaries, which can then invade adjoining parts
of the body and spread to other organs through the process of metastasizing (National
Cancer Institute, 2020). Metastases are a major cause of death from cancer. Late-stage
presentation and inaccessible diagnosis and treatment are common. In 2017, only 26%
of low-income countries reported having pathology services generally available in the
public sector. More than 90% of high-income countries reported treatment services are
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available compared to less than 30% of low-income countries. The economic impact
of cancer is significant and is increasing. The total annual economic cost of cancer in
2010 was estimated at approximately US$ 1.16 trillion (WHO, 2020). A correct cancer
diagnosis is essential for adequate and effective treatment because every cancer type
requires a specific treatment regimen that encompasses one or more modalities such
as surgery, radiotherapy, and chemotherapy. Determining the goals of treatment and
palliative care is an important first step, and health services should be integrated and
people-centered (WHO, 2020 Report on cancer). The primary goal is generally to cure
cancer or to considerably prolong life.

In 2017, the World Health Assembly approved the resolution for Cancer Prevention
and Control through an Integrated Approach (WHA70.12), which urges governments
and WHO to accelerate action to achieve the targets specified in the Global Action Plan
and 2030 UN Agenda for Sustainable Development to reduce premature mortality from
cancer. Therefore, the search for novel, effective and cancer-selective therapeutics is of
utmost interest to each country.

2 The G-quadruplexes: Characteristics and Properties

DNA can spontaneously fold into several secondary structures besides the classic double
helix, so-called non-canonical secondary structures. The G-quadruplex (G4) received
huge attention in recent years [2]. Strands of RNA that contain at least four stretches of
two or more adjacent guanine nucleotides are also able to formG4. These G4s can either
be intramolecular, forming from a single strand of DNA or RNA or intermolecular,
forming from either two or four separate nucleic acid strands. In terms of structure,
the basic unit of the G4 is the G-quartet/tetrad, an approximately planar array of four
Hoogsteen-bonded guanine bases, which may stack on top of one another to form the
G4 structure itself [3], stabilised by monovalent cations (principally thought to be K+ or
Na+ within cells). This is the first precise X-ray structural proof of the G-quartet [3].

Initially considered a structural curiosity, now G4s are found all over the human
genome and are suspected of being involved in a wide range of biological processes.
G4s are most frequently present at the end of chromosomes, the telomeres, as well as
in proto-oncogenes regulating their expression. G4s are involved in the replication and
transcription of DNA [4]. G4s, formed under physiological conditions are as stable as, or
even more stable than, duplex DNA. It must be acknowledged that some of the evidence
that supports roles for G4s in nucleic acid biology are tentative, which is not surprising
given the technical challenges associated with demonstrating G4s in biology (G4s are
transient and therefore difficult to identify directly in living cells). In 2013 Cambridge
researchers published a paper proving evidence that G-quadruplexes also existed within
the human genome [5]. They developed a highly specific DNA G-quadruplex antibody
and employed it to visualize G-quadruplex structures in the DNA of human cells. As a
result, they demonstrated that the formation of G-quadruplexes is dynamically sensitive
to the cell cycle, and showed by direct visualization that a small-molecule ligand (pyri-
dostatin, PDS) traps these structures in cells. We study these structures computationally
at the currently possible level of accuracy. The problem of computing reliable stacking
stabilization energies of G4s with relatively small molecular ligands requires the use
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of quantummechanical approaches to achieve chemical precision, which systematically
leads to uncertainties in calculated energy differences less than±1 kcal mol−1. Figures 1
and 2 provide G-quartet structures and their stacking together in two or more layers to
model the observable G-quadruplexes [20].

Fig. 1. A G-quartet, and a two-layered quadruplex with a stabilizing K+ ion, the purple centre
atom, view along the symmetry axis. Nitrogen atoms are blue, and oxygen atoms are red. (Color
figure online)

G-quadruplexes turned out to be amazingly multifunctional. Regulation of telom-
erase – helicase pair is a most typical example of G-quadruplex functionality. While par-
ticipation inNAprocessingmight seemeasy to surmise as a “NA internal”,G4-regulation
is observed further away in the control of protein synthesis [6]. Several oncogene protein
promoter genes, like c-MYC, c-KIT, etc., are known to include G-quadruplexes within
their secondary structures and are susceptible to control by small molecules [7]. The
working hypothesis of complex formation with the small (or potential candidate) drug
molecule has first been confirmed by an X-ray study of the daunomycin complex with
a telomeric G-quadruplex [8]. π-π stacking the planes, Fig. 2, of small molecules to
G-quadruplexes is being confirmed by a steadily increasing number of X-ray crystal and
NMR solution structural studies [9–11].

Fig. 2. Another view of a two-layered G-quadruplex with a stabilizing K+ ion, the purple centre
atom. Nitrogen atoms are blue, and oxygen atoms are red. (Color figure online)
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The significant participation ofπ-π interactions in stacked complexes of heterocyclic
drug candidates and G-quadruplexes, Fig. 3, offers the opportunity to study their inter-
action energies theoretically in considerable detail [12, 13]. A great variety of molecular
mechanic (MM) and/or molecular dynamic (MD) studies of G-quadruplexes has been
used to elucidate the 3D-spatial and temporal properties of G-quadruplexes [13, 14].
While relatively affordable, the MM/MD calculations suffer some important shortcom-
ings in terms of the accuracy of computed interaction energies. These shortcomings
preclude to a certain extent the use of MM computational models for molecular design,
in particular their use in the direction of QSAR.

Further, significantly more accurate (or “chemically precise”) quantum mechanical,
QM, studies of G-quadruplex structures belong to the class of large scale computations.
The most robust contemporary models [15] of various G-quadruplex structural varieties
utilize density functional theory, DFT, to provide “unique insights into the H-bonding,
stacking, ion binding, and backbone conformations of nucleic acids” [15]. Currently,
there are, as might be expected, two directions in the more accurate, but tedious QM
studies of G-quadruplexes: the use of relatively small models to reveal basic structural
trends, [16, 17] and complete size models, ultimately directed to QSAR [18–20].

The recent pair of decades have seen significant efforts to select bettermethodological
approaches in the computations of interaction energieswithin the structures relevant toG-
quartet formations and complexes. Components of the interaction energy are accurately
represented by DFT as

�Eint = �Velstat + �Eexch + �Eoverlap + �Edisp (1)

where elstat, exch, overlap and disp are the electrostatic, exchange, overlap, and disper-
sion components of interaction energy. As common with molecular DFT computations,
accurate results may be produced with a careful selection of parameterized DFT func-
tionals, where long-range and dispersion interactions are properly accounted for. For
this reason, we select the hybrid wB97XD functional, accounting for both dispersion
and long range interactions [21]. Our model to produce stacking interaction energies of
potential anticancer candidates includes a two- or three-layered G-quadruplex, stripped
off pentose-phosphate residues [20]. The stacking interaction energy of potential drug
ligands and a model G-quadruplex provides the ligand affinity, which should be related
to its activity, is defined as

�ELG = EL + EG − ELG (2)

whereL denotes the ligand,G– themodelG-quadruplex, andLG– the (stacked) complex
thereof.

In our research we used the following computational protocol to reproduce the above
simple expressions of energies of ligand – G4-quadruplex adducts, and derive the neces-
sary ligand – G-quadruplex, G4, affinities �ELG with an example of known anticancer
agent, quarfloxin [8]. The protocol that we have provided include the following steps:

1. Compute G4 energy, and the energy of a quadruplex with a K+ ion, using complete
function minimization concerning all molecular coordinates at the wB97-XD/6-
31G(d,p) quantum chemical level, Fig. 2: −4939.424689 a.u.
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2. Compute ligand L energy, with complete function minimization concerning all
molecular coordinates using wB97-XD/6-31G(d,p) – in this case, quarfloxin, Fig. 3.
[9]: −2007.047343 a.u.

3. Build a stacked ligand – quadruplex complex using primitive molecular docking
4. Compute full LG energy of the complex using complete function minimization with

respect to all molecular coordinates at the wB97XD/6-31G (d,p) level of DFT, Fig. 4:
−6946.563341 a.u.

5. Evaluate�ELG fromvalues of 1, 2, and 4, Eq. 2:−0.091309 a.u.=−57.3 kcal·mol−1

Fig. 3. Quarfloxin, or CX-3543, is an anticancer drug candidate [8].

Fig. 4. The G4 - Quarfloxin, or CX-3543, complex, wB97XD/6-31G(d,p).

The above energy values may conveniently be rectified at another more accurate
level of quantum chemical computations, RI-MP2/6-31G (d,p), with an auxiliary SVP
basis for projecting atomic wave functions [20].

The same operation with structures, produced by AI methods, has one more com-
plication arising from the large number of generated potentially active compounds. The
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processmust obviously involve the selection ofmolecular structures, closest to themech-
anistic hypothesis underlying the drug relation with the biomolecular activity of interest.
In the present case, we assume stacking interaction of molecules with a G-quadruplex,
which supposedly would be preferred with multinuclear heterocycles. A compound,
similar to the molecules studied in this laboratory, is marked as P108610048. (Otava
chem) Its computed wB97-XD/6-31G(d,p) energy is−1162.914367 a.u., which is stage
2 at the procedure, outlined above, Fig. 5.

Computed ligand – complex total energy is -6102.429463 a.u.
The affinity of G4 to P108610048 is -0.090407 a.u. = -56.7 kcal.mol−1.
Another AI generated compound is P0107740024, Fig. 6. Calculated wB97-

XD/6-31G(d,p) energy values for this compound and G4 complex are respectively,
−1112.694009 a.u. and −6052.179028 a.u. The affinity of 0107740024 to the G-
quadruplex is −0.060330 a.u., or −37.9 kcal·mol−1, Fig. 6.

Fig. 5. Compound P0108610048 from an AI database, [Otava chem., 2021], and its G4-complex,
wB97XD/6-31G(d,p).

As seen from the given examples, the experimentally proven active anticancer com-
pound does really have a significantly higher G-quadruplex affinity. The affinity of
the 4-arylaminosubstituted quinazoline P0108610048 is marginally lower, while that of
P0107740024 is much lower, rendering the latter compound insignificant.

3 The G4 Motifs as Targets in Anticancer Therapy

In 2020 it was discovered that G4 forms are preserved in tumour tissues and biopsies
of breast cancer [22]. The authors concluded that the abundance and location of G-
quadruplexes in these biopsies give a clue to their importance in cancer biology and the
heterogeneity of breast cancers. There are numerous G4 motifs in the human genome
(over 350,000 allowing loops of 1–7 nt, and over 700,000 allowing loops up to 12 nt
in length), especially abundant in specific chromosomal domains, genomic regions, and
genes [23], but we do not yet know if every genomic G4 motif forms a quadruplex
in a living cell. G4s have recently gathered a lot of attention as potential therapeutic
targets, particularly in anticancer drug design [24]. Small compounds able to bind and
stabilize these structures have been synthesized and their potential to interfere with
telomeric functions and/or oncogene expression has been demonstrated [25]. Several

https://otavachemicals.com/products/targeted-libraries-and-focused-libraries
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Fig. 6. Compound P0107740028 from an AI database, [Otava chem., 2021] and its G4-complex,
wB97XD/6-31G(d,p).

classes of ligands are described as binding and stabilizing G4 [26]. Aggressive cancer
cells, such as theMDAbreast cancer line, are known to be sensitive to the presence of G4
[27]. Pyridostatin (CX-5461), a G4-stabilizer toxic against tumours, and quarfloxin have
been shown to effectively kill BRCA-deficient cancer cells [28]. The authors proved that
tumour cells, exposed to CX-5461, experienced replication stress and accumulation of
ssDNA breaks. The CX-5461-induced DNA damage and failure to repair led tumor cells
death, thus reinforcing the idea of G4 targeting as a beneficial approach in anti-tumor
therapies especially for DNA repair deficient cancer types. CH-5461 and its related drug
CX-3543 are in advanced phase clinical trials.

As a general phenomenon in cancer, there is an increased requirement for rDNA
transcription to meet the greater protein synthesis demand in cancer cells [29]. G4s
increase the tendency for DNA damage to occur, by impeding DNA polymerase and
DNA damage repair processes [30]. Pyridostatin (CX-5461), quarfloxin (CX-3543) and
BMH-21 (a benzopyridoquinazoline-carboxamide) are inhibitors of rDNA transcription.
CX-3543 binds to G4 sequences and disrupts the interaction of rDNA G4 structures
with nucleolin (the major nucleolar protein of growing eukaryotic cells, associated with
intranuclear chromatin and pre-ribosomal particles), thereby inhibiting Polymerase I
transcription and inducing apoptotic death in cancer cells [31].

Hundreds of ligands are reported to bindG4 sequenceswith high specificity and affin-
ity. The pioneering works, that accelerated the development of G4-selective synthetic
molecules, along with the advance in methods/techniques to characterize the binding
profiles of such G4 ligands, are on the so-called “global” G4-selective ligands [32].
Such ligands are 2,6-diamido-anthraquinone derivatives (interacting with telomere G4s)
[33], TMPyP4 (a cationic porphyrin) [34], telomestatin (a macrocycle naturally occur-
ring in Streptomyces annulatus) [35]. Several commercially available G4 ligands, such
as BRACO 19 [36], pyridostatin [37], Phen-DC3 [38], L2H2-6OTD [39], and L1H1-
7OTD [40], are indispensable to biochemical, biophysical, and chemical biology studies
of G4s. All of these have negligible binding affinities to duplex DNAs [32].

Based on the organization of their structural elements, G4 ligands can be roughly
divided into three major families: (1) fused heteroaromatic polycyclic systems (such
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as the indoloquinoline); (2) macrocycles (such as hexaoxazole L2H2-6M(2)OTD [40];
(3) modular aromatic compounds (nonfused aromatic systems) [41]. The design of G4
ligands, including our efforts [20] emerged as the answer to achieve not only more drug-
like compounds but also to find more selective ligands taking in mind the diversity of
the G4 loops and grooves.

Combinations of in silico/in vitro approaches to identify novel inhibitors against
(bio)targets have the potential to become a popular discovery tool. Stages in a typical
drug discovery process include target selection, hit identification, lead optimization,
and preclinical and clinical studies. Hit identification and lead optimization are very
intertwined with computational modelling. Structure-based virtual screening (VS), also
known as target-based virtual screening (TBVS), attempts to predict the best interac-
tion between ligands against a molecular target to form a complex. It has been a staple
for more than a decade in drug discovery with its underlying computational technique,
docking extensively studied [42]. VS strategies have been building momentum in G4
drug discovery both as a low-cost enrichment step and as a lead development step in
the discovery pipeline. In a recent review of the past decade of G-quadruplex virtual
drug discovery approaches and campaigns, the relevant virtual screening platforms have
been analysed [43]. Among common VS screening strategies, extensively used in lig-
and discovery, including docking and pharmacophore screening, however, there is no
“universal” strategy specifically targeting G4s.

4 Conclusions

The reported findings appear to support our recent mechanistic suggestion that at least
some anticancer agents manifest their activity thanks to complex formation with impor-
tant G-quadruplexes, thus stabilizing these structures and modifying their regulation of
cell proliferation, and metabolism and functioning in general. This could as well be the
explanation for their anticancer activity, which may then be correlated to the affinity of
these molecules to stack with G-quadruplexes in QSAR. Three test cases, one of which
known as anticancer compound, outline the novel suggestion numerically.
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Abstract. This paper describes FIMED 2.0, a Service for Flexible Man-
agement and Analysis of Heterogeneous Clinical Data. This software tool
allows flexible clinical data management from multiple trials, which can
help to improve the quality of clinical data and ease in clinical trials.
The proposed service has been developed on top of a NoSQL Database
(MongoDB), which allows for collecting and integrating clinical data
in dynamic and incremental schemes based on their needs and clinical
research requirements. Building upon our experiences with Flexible Man-
agement of Biomedical Data (FIMED), we have developed this new ver-
sion of the tool aiming not only at replicating the former one but also
including further gene regulatory network analysis and data visualiza-
tion oriented to annotate gene functionality and identify hub genes. This
version allows the practitioner to use four different network construction
methods such as data assimilation, linear interpolation, tree-based ensem-
ble or Gradient Boosting Machine regression. You may find a free ver-
sion of this tool on the web at https://khaos.uma.es/fimedV2. A demo
user account has been created to provide user demonstration, “iwbbio”,
using the password “demo”. A real-world use case for a clinical assay in
Melanoma disease is also included in this demo, which has been indeed
anonymized.

Keywords: Clinical research · Clinical trial management systems ·
NoSQL Database · Gene expression data analysis · Gene regulatory
network inference

1 Introduction

Next-generation sequencing (NGS) has improved clinical genetics by allowing
researchers to investigate hundreds of genes at once compared to conventional
Sanger sequencing [17]. To conduct more in-depth analysis, clinical researchers
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integrate these data with other patients’ clinical and personal information, such
as electronic health records, habits, inheritance, and environmental factors [16].
In this regard, advanced data management and analysis systems in clinical study
and personalised medicine have been developed over the last few years. Even with
the tremendous advancement in NGS technology and bioinformatics software
tools, more improvements are required to deal with complicated and genetically
heterogeneous diseases.

There are many software packages already available for clinical data man-
agement software and some of them are freely available to clinicians as found
in [1–3,6,9,15]. The majority of these clinical data management systems are
web-based platforms adapted to the requirements of a particular clinical trial,
where clinicians have to design electronic Case Report Forms (eCRF) in any
spreadsheet software and upload them through the user interface. Due to the
heterogeneity of clinical data and the possibility for changes in different studies,
clinicians must continually load forms into the system. In this sense, these sys-
tems lack flexibility and extensibility due to the database limitations in terms
of development.

In addition, almost none of these systems allow the analysis of patients’
clinical data to diagnose clinical diseases, so they are limited in filling the gap
among bioinformatics, molecular geneticists and clinicians.

In this paper, we present FIMED 2.0, a software tool for the flexible man-
agement and analysis of clinical data. Our motivation for developing FIMED 2.0
stems from our experience with FIMED [7]. Our goal is provide users with new
functionalities in order to preform new and more accurate analysis. In this new
version, we place our interest in the analysis of Gene regulatory networks (GRNs)
inference incorporating new GRNs algorithms for the sake of a principled com-
parison among GRNs gene network reconstructions. Also, an ensemble of GRNs
has been proposed based on a voting system to allow users rank the most impor-
tant gene interactions (top-k genes/edges) between the similar outputs of a set
of GRNs. So, this can indicate the gene pairs that are most important in the
regulatory process. Moreover, visualization tools have been added to the tool to
provide users with a deep insight into the networks through a better graphic plot-
ting. As a result, the primary goal would be to establish links between genes that
are expressed similarly, which would lead to the discovery of novel therapeutic
targets or biomarkers for the patient’s expected treatment progression.

We demonstrated the advantages of the new functionalities of FIMED 2.0
in a practical use case using real expression data from metastatic Melanoma
patients used in previous works [7,14].

The remaining of this article is organized as follows. Section 2 describes the
system architecture, detailing the gene expression pre-processing and gene regu-
latory inference methodology. In Sect. 3, a use case is reported, to illustrate the
usability of the proposed service, and finally, in Sect. 4, the key conclusions and
future directions of effort.
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2 System Architecture

FIMED 2.0 is an extension of FIMED that internally implements a workflow as
depicted in Fig. 1, which consists of several phases: data collection, integration,
clinical data analysis and data visualization. Thanks to the web interface, the
user is guided through this workflow, so internal data mappings and adaptations
are automatically conducted. This section summarises the architecture of this
tool, making special emphasis on the new elements included in this extension.

Fig. 1. FIMED 2.0 Workflow is made up of several phases: (I) Data collection, (II)
Mapping data which guarantee the adaptability to multiple trials, (III) Clinical Data
analysis through several algorithms and (IV) Data Visualization

2.1 Data Collection

The core of the data integration and management is a MongoDB database that
provides a flexible way of dealing with clinical information such as gene expres-
sion data. The database schema is shown in the JSON Code Snipped 1.1. The
database is organised into one collection of users. So, each user is represented
as a BSON document. In this schema, the users are the clinicians, and so, each
data entry includes the list of patients related to them. This means usually
that for each clinician we have the patients participating in a clinical trial. The
information associated with each patient is stored together, including general
information for statistical studies, as well as any additional files related to the
clinical trial (gene expression data, informed consent, blood sample reports).

However, end-users are not expected to directly interact with MongoDB
database. Thus, FIMED provided a Web Graphical User Interface for easing
the management of the clinical trial information. FIMED 2.0 has extended not
only the list of available algorithms but also the visual tools provided to the
end-users.

The Web GUI provides a dynamic visualization of the information that can
modify the internal database schema depending on the clinical trial needs. Thus,
if a user needs to include a new data field in the clinical trial, they only have
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to add it in the user interface and this will automatically update the implicit
schema of the MongoDB database.

This tool also takes into account the previous experience of clinicians, so
the data fields of previous patients is obtained and provided at the time of
adding new patients. This automatic process accelerates the data collection pro-
cess reducing the database maintenance procedures done by technicians to the
minimum.

Code Snippet 1.1. Core JSON Schema. It is the initial document structure from
which the database adds new items and updates existing ones progressively.

{ "_id": <ObjectId()>,

"Name": <String>,

"Surname": <String>,

"Password": <String>,

"Patients": [{

"_id": <ObjectId()>,

"_patientInformation": <Object>,

"_files": [

{

"filename": <String>,

"metadata": <Object>,

"gridFS": <Object>

}],

"_clinicalSamples": [

{

"sample_name": <String>,

"metadata": <Object>,

"gridFS": <Object>

}]

}],

"Form": <Object>,

"Analysis_results": [

{

"name_analysis": <String>,

"results": <String>

}]

}

As far as this tool is managing sensible data, some security elements are
included to reduce the risk of adding these data into the service. Patients’ infor-
mation is secured in the whole database. Advanced Encryption Standard (AES)
is used to protect the stored data. This encryption algorithm [4] uses a secret
key to encrypt and decrypt the data. The 256-bit keys are used to achieve robust
data security. This key is automatically generated during the registration process
at the server side.
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Additionally, the cryptography keys are stored in a MinIO1 cluster. This
cluster has been deployed in an internal network only accessible from the server
where the APIs are allocated, taking also advantage of the security layers pro-
vided by MinIO. This reduces the risk of cyber-attacks to the database.

2.2 Gene Expression Data Mapping

Gene expression data is loaded into FIMED 2.0 by uploading files with the output
provided by the different providers. Once the user indicates that an uploaded
file corresponds to gene expression data, this data is parsed and translated to
a shared internal representation. Thus, it is possible to uniformly manage and
analyse different NGS file formats from various providers such as Nanostring,
Affymetrix, etc.

The load of such data in FIMED 2.0 ends with a shared structure storing the
gene names, class names and gene expression values. In this way, the components
analysing such data will be able to translate them to a gene expression matrix.
This means, that for each data file we will have the expression levels for each
gene included in the specific panel.

FIMED supports RCC (Reporter Code Count) format independently of the
NanostringTM panel used. These files provide Code Class, Gene Name, Acces-
sion and Count that are directly translated to the shared format. However, this
process is not limited to parsing and translation. The translation process includes
specific normalization processes that are aware of the essential lane attributes
provided by NanostringTM . At the end of this step, the system will have homo-
geneous gene expression data as well as other transformations will be conducted
to assure high-quality results.

This process can be extended for further versions of the software, adapting
the processes for reading the files and normalizing the data to the documentation
provided by the providers.

2.3 Gene Expression Pre-processing

Gene expression data pre-processing is mainly focused on the normalization pro-
cess. Hence, the main objective is to reduce the possible noise that is produced
in the gene sequencing. FIMED 2.0 uses a standard normalization process. This
process is essential as any noise in the data used for a given analysis will be
translated to the analysis results.

RCC files contain quality control flags as positive and negative control genes.
Positive control linearity ensures that the samples have a consistent linear rela-
tionship. Background correction is conducted with the use of negative control
samples. The process done for RCC files is based on the algorithm geNorm2 [12]
provided by NanostringTM .

1 https://min.io/.
2 https://genorm.cmgg.be/.

https://min.io/
https://genorm.cmgg.be/
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2.4 Gene Regulatory Network Inference Analysis

Gene regulatory network inference is used to construct gene regulatory networks
from previously pre-processed gene expression data. GRNs models are used to
represent and predict dependencies between molecular entities [11]. These are
composed of genes, in which interactions between genes are represented within
a graph model focused on transcription factors (TFs).

In this sense, FIMED 2.0 improve the analysis capabilities of FIMED in
the context of efficient statistical and machine learning approaches for GRN
inference. Originally FIMED integrated two distinguished algorithms (GENIE3
and GRNBoost2) provided in the arboretum Python package.3 However, this
version of the tool includes two new gene inference algorithms that will provide
the user with a broader comparison of the results in order to improve their
analysis capacity. Moreover, FIMED 2.0 provides an ensemble gene regularity
inference functionality that enables users examine which algorithms produced
similar reconstructions.

GENIE3 is a generic and straightforward algorithm based on feature selection
with tree-based ensemble methods. It breaks down the prediction of a regulatory
network involving p genes into p separate regression problems. The expression
pattern of one of the genes (target gene) is predicted from the expression patterns
of all the other genes (input genes) in each regression problem. The importance of
an input gene in predicting the expression pattern of a target gene is interpreted
as a possible regulatory connection. The network is then recreated by aggregat-
ing putative regulatory relationships across all genes to generate a ranking of
interactions [8].

GRNBoost2 uses Gradient Boosting Machine regression with early-stopping
regularisation to estimate regulatory networks. A tree-based regression model is
trained for each gene in the dataset to predict its expression profile using the
expression values of a collection of putative transcription factors (TFs). This
algorithm is based on the GENIE3 architecture [13].

PANDA (Passing Attributes between Networks for Data Assimilation) is a
message-passing model that integrates protein-protein interaction, gene expres-
sion, and sequence motif data to reconstruct genome-wide, condition-specific reg-
ulatory networks as a model. In this regard, the networks that are generated are
more accurate than those constructed using individual data sets. Gene regulatory
network generating with PANDA can also capture information about specific
biological mechanisms and pathways that other methodologies had ignored [5].

LIONESS is a linear framework to relate a set of networks, each representing
a different biological sample. The average of individual component networks
3 https://arboretum.readthedocs.io/en/latest/.

https://arboretum.readthedocs.io/en/latest/
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reflecting the contributions of each member in the input sample set can be
thought of as an “aggregate” network predicted from a collection of N sam-
ples [10].

Gene Regulatory Network Ensemble. For further analysis, an ensemble
approach has been developed in this proposal as a gene regulatory network
inference made from the four prior networks (GENIE3, GRNBoost2, PANDA,
LIONESS).

The ensemble approach has been designed since network inference algorithms
are naturally noisy, it remains a challenge to identify whether these changes
represent real cellular responses or whether they emerged by random coincidence.
In this sense, the ensemble internally develops a voting system in order to rank
the top-k edges compose by the similar outputs of a set of GRNs, thus users
can examine the top-k edges produced by similar reconstructions of the GRN
algorithms.

2.5 Gene Regulatory Network Inference Visualization

One of the advantages of FIMED 2.0 is its power related to visualization features
thanks to the availability of better graphic plotting, where users can interactively
explore the constructed network. Many interactive visualizations allow users to
actively move the network and examine the connections between nodes, allowing
users to see the network’s structure in detail. In this sense, users can choose
from different network representation layouts: Circular layout or Force-directed
layout, as shown in Fig. 2. It is worth noting that FIMED 2.0 offers a new graph
visualisation in which clicking on a given gene will highlight this gene and its
related neighbours and the information associated with them (Fig. 2C).

These rich set of visualization tools allow users to observe the most impor-
tant nodes representing genes and arcs representing interactions between them.
By changing the arc form or length, the arcs can express the strength of the
interaction. Users can compare different patient samples or patients at the same
stage of sickness in this way.

Additionally, as mentioned before, an ensemble powerful visualization tool
has been developed combining various GRNs models, where users can examine
the top-k edges between gene interactions. Each similar reconstructions are rep-
resented in different edges colors. In this way, users can observe edges frequency
in different colours to see the most important gene interaction in the ensemble
voting system as depicted in Fig. 2D, where grey edge colour represent frequency
of 1, blue edge frequency of 2, green edge colour frequency of 3 and red edge
colour frequency of 4.

3 Use Cases

With the aim of showing the potential of using the new functionalities of FIMED
2.0, the tool has been tested with real-world scenarios involving patients with



234 S. Hurtado et al.

Fig. 2. Gene regulatory network representations with different layouts: Circular layout
or Force-directed, and dynamic plotting (Color figure online)

advanced melanoma [14], as in the previous version of FIMED. Thus, we have
validated the new analytical functionalities and visualisation techniques produc-
ing appropriate analysis and visualisation in cancer research. For this proposal,
we have used the FIMED 2.0 online interface to enter the clinical information
of two Melanoma patients. In this sense, for this clinical trial, we designed a
customised Electronic Case Report Form (eCRF). Then, the clinical informa-
tion of the patients was entered into the tool. As seen in Code Snippet 1.2,
this clinical case comprises six simple fields and one composed field. Thanks
to MongoDB’s flexibility, the primary database structure can be increased in a
customised manner.

In addition, other files providing gene expression assays related to the patient
have been loaded in FIMED2.0. As a result, new meta-data fields in the gene
expression files have been introduced to offer more information to the samples.

Gene expression data from Melanoma cancer have been taken from a spe-
cific panel (Immune Profiling Panel NanostringTM ) in RCC format (under MIT
License). These files have been normalised through a housekeeping method. Users
can find 12 RCC files with the gene counts stored in FIMED 2.0 (Help section:
Supplementary material). Each file has associated with the experiment date and
the patient’s code.

FIMED 2.0 has been deployed on our servers to enable users to explore the
new functionalities, where users can manage their patient data or test ittest it
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using sample data given by the demo user provided.4 This demo user includes
anonymized patient data to allow new users to see an example of how their
databases may be built. Users can also establish a new free account in which
each user will have an independent workspace to design a particular database
schema for their clinical trial.

Code Snippet 1.2. Data Schema in Melanoma use cases

{ "Form":

{

"_id":<ObjectId()>,

"Attributes":

{

"Patient Code": <Number>,

"Sex": <String>,

"Birth Date": <Date>,

"Treatment response": <String>,

"Observations": <String>,

"Diabetes": <Checkbox>,

"Hospital admission":

{

"Hospital name": <String>,

"Hospital address": <String>

}

}

}

}

3.1 Use Case: Gene Regulatory Network

In this section, the new functionalities in FIMED 2.0 are shown from the GRNs
point of view. As exposed above, new GRNs algorithms have been added to the
tool, as well as new features in the visualization part that improves the ability of
users to discover important gene-to-gene interactions and to inspect the topology
of the network thanks to the availability of better graphic plotting.

In Fig. 3 can be observed the selection panel of FIMED 2.0 that allow users
to perform gene regulatory network analysis and visualizations. Five GRNs visu-
alizations have been performed, corresponding to each of the GRNs algorithms
provided in FIMED 2.0. An experiment has been carried out which consist in
inferring a set of different networks (GENIE3, GRNBoost2, PANDA, LIONESS)
and compare the results of each of the networks. Besides, the ensemble algorithm
based in a voting system has been executed in order to provide users an entirely
deep insight of the most important gene interactions coming from the similar
reconstructions of the GRNs algorithms.

Users will then be able to distinguish the frequency that each interactions
between genes are repeated through similar GRNs outputs since each frequency
4 Demo user grants: username “iwbbio” and password “demo”.
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is represented with a different edge colour (frequency 1: grey, frequency 2: blue,
frequency 3: green, frequency 4: red). Therefore, the most important gene inter-
actions (highest frequency) are represented with a red edge colour.

Furthermore, only the most variable gene expression levels as a fraction of the
total number of genes in the panel can be extracted using a sliding parameter.
A statistical cutoff parameter is also supplied to limit the maximum number of
linkages in the network, which improves visualisation because it focuses only on
the most relevant genes and their interactions. It’s worth mentioning that these
features might provide clinicians with new information for improving treatment
outcomes by allowing users to find genes and gene interactions that could be
utilised as diagnostic and prognostic indicators and focused therapy.

Fig. 3. Selection panel of FIMED 2.0 that allow users to perform gene regulatory
network analysis and visualizations from gene expression data

4 Conclusion

In this paper, we present FIMED 2.0, a software tool for flexible clinical data
collection, management, analysis and visualization of gene expression data in
the practice of clinical assays in different studied diseases. It is released freely
available on the web for the community at https://khaos.uma.es/fimedV2/.

https://khaos.uma.es/fimedV2/
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The current version improves the previous version of FIMED in terms of Gene
Regulatory analysis inference. New distinguished GRNs algorithms (PANDA and
LIONESS) have been integrated in the tool that will provide users with bet-
ter analysis capacities in order to increase their GRNs understanding. Besides,
an ensemble has been designed based on a voting system of the similar recon-
structions network from a set of four GRNs algorithms (GENIE3, GRNBoost2,
PANDA and LIONESS). Moreover, new visualization features have been added
guaranteeing users new ways of exploring gene networks to clearly inspect the
topology of the network, thanks to the availability of better graphic plotting.

All these new functionalities of the tool have been tested in a use case con-
ducted with real-world gene expression data from Melanoma cancer. These data
have been stored in FIMED 2.0 so that users can explore the tool with a demo
user “iwbbio” and password “demo”.

Specific lines of future work include incorporating the compatibility with
additional use cases. Thus, integrating adaptability for more gene expression file
formats, other clinical studies on different diseases, and other algorithms such
as clinical image analysis.
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Abstract. There are several situations where it is necessary to acquire
analog signals, like sensors outputs and bioelectrical signals, with differ-
ent amplitudes and frequency ranges. The FPAA (Field Programmable
Analog Array) is a semiconductor device that allows the creation of sev-
eral analog circuits. The Arduino is a platform for rapid development
with microcontrollers, well known and widely used to build experimental
and commercial equipment. Given the above, the objective of this work
was to create a hardware board (shield) and a software library to use an
FPAA in conjunction with Arduino boards. In one test, we implemented
a band-pass filter and obtained between the projected and measured fre-
quency response an average error of 0.027 dB (SD = 0.163 dB). The
maximum error was 0.265 dB. In another test, we implemented a circuit
to capture the ECG signal. The results of the ECG test were satisfactory.
This research introduces a significant contribution to bioelectrical signal
acquisition since similar works do not exist.

Keywords: Biosignal acquisition · Reconfigurable analog circuit ·
Arduino shield

1 Introduction

Many types of equipment register analog signals, such as ECG (electrocardio-
gram), EEG (electroencephalogram), voice, and sensors. Then, analyze them and
deliver useful information. The common approach today is to use a specific device
for each case. Using an FPAA (Field Programmable Analog Array), it is possible
to create reconfigurable analog circuits to capture different analog signals used
in different applications [15]. The Arduino [6,21] is a well-known low cost plat-
form for fast development with microcontrollers. This platform is widely used to
build different experimental and commercial equipment, applied in the problem’s
solution in several areas of knowledge [7,9,11,13,14,16,19,22,24]. The work [10]
showed a great increase in the number of articles with the terms “Arduino” and
“Raspberry Pi” between 2010 and 2016 in databases of scientific papers.
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We performed a search for scientific articles in dozens of databases, such
as ACM Digital Library, IEEE Xplore, SciELO, ScienceDirect, and others. We
used the search string: Arduino AND (biosignal OR bioelectrical OR ECG OR
Electroencephalogram OR EEG OR Electroencephalogram OR EMG OR Elec-
tromyogram OR EOG OR Electrooculogram OR ERG OR Electroretinogram
OR EGG Electrogastrogram), applied to the title. Five articles were found in
English, which are analyzed below.

Work [23] developed a system for the acquisition of 12 ECG leads. The built-
in analog circuit has eight acquisition channels connected to eight analog inputs
of an Arduino Leonardo board. Four ECG leads are reconstructed by software.
Each of the eight channels consists of an instrumentation amplifier, high-pass
filter, low-pass filter, band-reject filter, and offset circuit. The authors built all
electronic circuits, except the instrumentation amplifier, with operational ampli-
fiers, resistors, and capacitors. ECG signals are visualized and stored in a per-
sonal computer through software developed in Labview, which also performs
digital signal filtering. Work [17] developed a system for acquiring an ECG lead.
The built-in analog circuit includes an instrumentation amplifier, high-pass fil-
ter, low-pass filter, notch filter, and voltage shifter circuit. The authors built all
electronic circuits, except the instrumentation amplifier, with operational ampli-
fiers, resistors, and capacitors. The ECG signal, digitized by an ATMega328P
microcontroller, is stored in an SD card and viewed on a personal computer
through a developed application. Work [20] developed a system for acquiring 16
EEG leads. Each acquisition channel consists of an instrumentation amplifier,
notch filter, high-pass filter, and low-pass filter. The authors built all circuits
using operational amplifiers, resistors, and capacitors. The ECG signal is dig-
itized by an Arduino Mega 1280 board and processed in a personal computer
using the EEGAnalyzer application. The three works cited do not inform if the
printed circuit board was built and the cost of the prototypes.

Work [12] used the E-Health Sensor Platform v2.0. This platform is an
Arduino shield, compatible with the Uno model. It is capable of capturing the
ECG and EMG through three electrodes, in addition to other non-electrical
physiological parameters. Currently, the E-Health Medical Development Plat-
form replaced the E-Health Sensor Platform v2.0, the complete model has a cost
of USD1,795.00. Work [18] used an Arduino DUE to digitally filter a simulated
ECG signal without using a circuit to acquire bioelectrical signals.

Considering that we did not find a similar scientific study, this work aims
to create an electronic circuit (Arduino shield) and a software library to use an
FPAA in conjunction with Arduino boards. The Arduino shield will allow the
implemented signal acquisition circuit to be reconfigurable and applied to solve
different problems, such as the acquisition of bioelectrical signals. Researchers
who need to acquire bioelectrical signals can use the shield. A consequence of
the shield usage is the reduction of financial expenses with the purchase of sig-
nals acquisition equipment. Also, the industrial sector can use it to develop
electromedical equipment.
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1.1 Summary of Contributions

The main contributions of this work are:

– Arduino shield (hardware board) containing an FPAA;
– Software library for the Arduino platform containing functions to use the

“shield”;
– Shield and library test results, including ECG signal acquisition.

2 Materials and Methods

Figure 1 shows the block diagram of the developed system. The shield contains
an FPAA (AN221E04), a micro SD card socket, an LED, resistors, capacitors,
and connectors. We implement the analog circuits using the AnadigmDesigner2
application [3] on a computer, and the configuration files generated by the soft-
ware are stored on a micro SD card. The Arduino R© initializes the FPAA, reads
the configuration data from the micro SD card through the SPI bus, and sends
it to the FPAA also through SPI. Once configured, the FPAA receives the input
signal that passes through the implemented analog circuit and is read by the
Arduino’s R© analog inputs.

Fig. 1. System block diagram.

Field Programmable Analog Arrays (FPAAs) are semiconductor devices
that have several configurable analog circuits internally (capacitor switching
filters, multiplexers, operational amplifiers, and others). The FPAA used in
this work [1,2] has the following elements internally: four configurable analog
blocks (CAB), six configurable I/O cells (two specifics for output), 256 bytes
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LUT (Look-up-table), voltage references, crystal oscillator circuit (external crys-
tal) and configurable frequency dividers, configuration interface, configuration
SRAM memory (stores the current FPAA configuration), shadow SRAM mem-
ory (stores the new FPAA configuration), and analog switches (connect any CAB
to any I/O cell). Each CAB has the following analog devices internally: two oper-
ational amplifiers, one voltage comparator, and eight capacitors, in addition to
analog switches that interconnect these devices. The two SRAM memories allow
reconfiguration on the fly, in which a new configuration is sent to the FPAA
while the current one is in operation, and the configuration change occurs with-
out the need for the FPAA restart. If the configuration process is successful, the
FPAA turns on a LED in the shield.

The FPAA requires two clock signals, one for the digital communication
interface (DCLK) and another for analog circuits (ACLK). The two clocks
have a maximum value of 40 MHz. Arduino generates the DCLK clock by soft-
ware (SPI bit-banging). The ACLK frequency, in conjunction with internal fre-
quency dividers, defines the cutoff frequency limits of the filters implemented in
the FPAA (filters with switched capacitors). As the FPAA internal frequency
dividers have a limited range, it is necessary to use a configurable ACLK signal.
Thus, there is great flexibility in the cutoff frequency of the filters in the FPAA.
Therefore, we decided to generate the ACLK signal through Arduino. Arduino
Uno and Arduino Mega are two widely used boards, mainly due to their low
cost, so we selected these two models.

The clock generated by Arduino R© using the function tone (pin, frequency),
already existing in one of its libraries, generates a square wave (duty cycle of
50% ) with a maximum frequency 65535 Hz. Due to the microcontrollers on the
Arduino Uno and Mega boards having 16 MHz crystal oscillators, we realized
the possibility of generating an ACLK signal greater 65535 Hz. As these two
Arduino models have different microcontrollers, the solution for each is slightly
different, such as the use of timers, output pins of the generated clock signal,
and connection to the micro SD card.

2.1 Arduino Timers

The microcontrollers [4,5] from Arduino Boards used has 8-bit and 16-bit timers,
working similarly but changing the maximum count value, 255 and 65535, respec-
tively. Timers can work in different modes, with CTC mode (Clear Timer on
Compare Match) being the most suitable for generating a clock signal. In this
mode, the counter (TCNTn) increases until it reaches the OCRnA value, then
it is reset, and inversion occurs in the logic level of a determined pin (OCnA).
Thus, the frequency of the output square wave depends on the value stored in
the OCRnA. Figure 2 shows the TCNTn increasing until reaching the OCRnA
value and TCNTn set to zero, generating the inversion of the logical level in
OCnA and the desired output.

Therefore, the maximum frequency that can be generated, considering the
clock frequency of the microcontrollers (fClock = 16 MHz), is 8 MHz, as defined
by the Eq. 1.
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Fig. 2. Timing diagram. Source [5].

fOC1A =
fClock

2 ×N × (1 + OCR1A)
(1)

N is the clock division factor (prescaler) that reduces the frequency of the
oscillator by different values: 1 (without reduction), 8, 64, 256, and 1024.

It was possible to solve the maximum clock limitation of the function tone
(pin, frequency) by directly manipulating the timers. However, due to the differ-
ences between the microcontrollers of the two Arduino boards, it was necessary
to use different timers so that the same pin on both boards outputs the clock
signal.

2.2 Clock Selection Function

We created the function setClock (frequency) in the FPAA library for the config-
uration of the ACLK signal, allowing up to 8 MHz clocks on pin 3 of the Arduino.
Therefore, for the definition of the desired frequency (which must be a multiple
of 2) using the function setClock (frequency), a table of defines was created to be
used as an argument of the function, allowing 16 different frequencies, from 1.95
kHz to 8 MHz. Each table item has an integer value assigned to it. This value is
used in the OCRnA register to define the maximum count value and generate
the desired clock. Due to a difference in configuration between the Mega and
Uno boards and the timer used, the user must also configure “#define MEGA”
or “#define UNO” in the FPAA.h file to select the board used.

2.3 Library for Arduino

The library that we created to use the shield in Arduino has four main functions.
Below we describe these functions.

a) FPAA.begin (“.ahf file”): initializes the SPI bus, the SD card, and the FPAA,
sending the configuration data from the file contained in the file .ahf to the
FPAA, and returning a boolean value (true = success, false = failure);
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b) FPAA.setClock (freq): sets the frequency of the FPAA ACKL clock generated
by Arduino and allows the following values: F8M (8 MHz), F4M, F2 666M,
F2M, F1 6M, F1 333M, F1M, F500K (500 kHz), F250K, F125K, F62 5K,
F31 250K, F15 625K, F7 8125K, F3 90625K and F1 953125K;

c) FPAA.update (“.ahf file”): sends reconfiguration data to the FPAA without
the need for restart (on-the-fly), allowing automatic configuration oriented
through states that use different configuration settings;

d) FPAA.read (pinA, pinB, VREF): returns the difference between the ana-
log voltages applied to pins A and B, considering the reference voltage
of the Arduino ADC in Volts (VREF). pinA and pinB can assume the
values: FPAA.O1P (Arduino A0 pin), FPAA.O1N (A1), FPAA.O2P (A2),
FPAA.O2N (A3), FPAA.IO1P (A4), and FPAA.IO1N (A5). This function
returns the difference of the voltages because the FPAA has differential out-
puts.

2.4 Printed Circuit Board

The printed circuit board, shown in Fig. 3, was designed using the AutoDesk
Eagle—PCB Design Software, considering all good practices on PCI design and
the recommendations of the FPAA manufacturer, such as the separation of dig-
ital and analog GNDs, interconnected by a ferrite “bead” minimizing the inci-
dence on the analog part of the EMI generated by digital section.

Fig. 3. Dual-layer PCB layout developed using Eagle software. Layout without ground
planes (left) and complete layout (right).

Figure 4 shows a photo of the Printed Circuit Board of the shield, attached
to an Arduino R© Uno, manufactured in FR-4 (Flame Retardant 4) of 1.53 mm
with layers 0.035 mm copper, with all components assembled.

3 Results

We performed three tests to verify the functioning of the shield and library. One
checks the correctness of the clock generated to the FPAA (ACLK). Another
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Fig. 4. FPAA Shield attached to an Arduino Uno.

builds an arbitrary filter in the FPAA, and the last implements a circuit to
acquire the ECG signal.

3.1 Clock Test

We used a digital oscilloscope Tektronix TDS-1001C-EDU for analyzing the clock
generated by the function setClock() in Arduino R©. We made three measurements
and calculated the maximum percentage error for each of sixteen frequencies.
Then, we calculated the average and standard deviation of the sixteen maximum
percentage errors. Table 1 shows the results of the tests performed.

3.2 Filter Implementation Test

We used a band-pass filter for test filter implementation in the FPAA, which
we designed in the AnadigmFilter tool available in the AnadigmDesigner2 appli-
cation. This filter was arbitrarily designed with the following characteristics:
passband ripple = 3 dB, passband gain = 0 dB, stopband attenuation = −30
dB, center frequency = 100 Hz, pass bandwidth = 100 Hz, stop bandwidth = 500
Hz, and with Butterworth approximation, resulting in the block diagram shown
in Fig. 5. The FPAA ACLK clock, generated by Arduino, was set to 8 MHz.

The FPAA configuration file (.ahf), generated by the AnadigmDesigner2
application on a desktop computer (AMD, RYZEN 7 1800 3.0 GHz, 16 GB,
WINDOWS 10), was recorded on the micro SD card (32 GB), which we inserted
later into the shield. The filter circuit consumed the following internal FPAA
resources: three I/O cells, seven op-amps, 28 capacitors, one DC voltage source.
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Table 1. Maximum Error (ME) obtained for each frequency of the clock signal (ACLK)
generated by Arduino. We made three measurements (M1, M2, and M3). The average
maximum percentage error was −0.45%, and the standard deviation was 0.16%.

F (Hz) M1 (Hz) M2 (Hz) M3 (Hz) ME (Hz) ME(%)

1953.125 1938 1942 1942 −15.1 −0.8

3906.25 3876 3873 3870 −36.3 −0.9

7812.5 7785 7777 7776 −36.5 −0.5

15625 15570 15570 15580 −55 −0.4

31250 31130 31130 31130 −120 −0.4

62500 62250 62260 62260 −250 −0.4

125000 124500 124500 124500 −500 −0.4

250000 249100 249100 249100 −900 −0.4

500000 498100 498100 498100 −1900 −0.4

1000000 996200 996200 996100 −3900 −0.4

1333000 1328000 1328000 1328000 −5000 −0.4

1600000 1594000 1594000 1594000 −6000 −0.4

2000000 1993000 1992000 1992000 −8000 −0.4

2666000 2657000 2657000 2658000 −9000 −0.3

4000000 3980000 3984000 3986000 −20000 −0.5

8000000 7974000 7968000 7968000 −32000 −0.4

The resulting configuration file (.ahf) had 1124 bytes. The following internal
resources remained: three I/O cells, one op-amp, four capacitors, four com-
parators, one counter, one LUT (Luck Up Table), and four SARs (Successive
Approximation Registers). We tested the filter implemented in the FPAA using
the myDAQ data acquisition system (National Instruments) in conjunction with
the BodeAnalyzer application. We connected myDAQ to the FPAA to assess the
frequency response. We connected myDAQ output (signal injection) to FPAA
input and myDAQ input (signal measurement) to the FPAA output. The graph
in Fig. 6 shows the overlapping projected and measured frequency responses,
resulting in an average error of 0.027 dB (SD = 0.163) and a maximum error of
0.265 dB.

3.3 ECG Acquisition Circuit Test

We tested a few different configurations in the FPAA to implement the ECG
signal acquisition circuit. Figure 7 shows the one that produced the best result.
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Fig. 5. Block diagram of the circuit generated by the AnadigmFilter tool in the Anadig-
mDesigner2 application to implement the desired band-pass filter.

This circuit configuration uses the following I/O cells:

a- I/O cell: input differential mode, low offset chopper amplifier (gain = 128),
low pass filter (Fc = 76 kHz). We connected the two electrodes that capture
the ECG signal to this cell. We use the highest possible gain (128) and the
lowest possible corner frequency (Fc = 76 kHz). The low pass filter eliminates
radio frequency interference.

b- Output cell: low pass filter (Fc = 76 kHz). We connected the positive output
(03 pin) to Arduino’s A0 analog input. And the negative output (04 pin)
to A1 analog input. The lowest possible corner frequency (Fc) was used (76
kHz).

c- I/O cell: output differential mode. We connected the third electrode to one of
the pins of this cell. This electrode works as a reference, keeping the common-
mode voltage at the amplifier inputs (a) with approximately 2 V (referenced
to GND).
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Fig. 6. The graph shows projected and measured frequency responses, and the lower
and upper limits, considering the measurement uncertainty of the used device. The
average error was 0.027 dB (SD = 0.163 dB) and the maximum error was 0.265 dB.

We used the following analog modules, in addition to the I/O cells.
d- Inverter amplifier: gain = 4. We used this amplifier to increase the gain applied

to the input signal.
e- Bilinear filter: high pass (Fc = 0.504 Hz). This filter eliminates the DC

and low-frequency components from the signal. We use an Fc that respects
ANSI/AAMI [8].

f- Biquadratic filter: low pass (Fc = 40 Hz, gain = 6). This filter works as an
anti-aliasing filter and limits the signal band according to ANSI/AAMI [8].

g- Voltage source: voltage = +3 V. Internally, the FPAA works only in differ-
ential mode, using a voltage of 2 V as reference (referenced to GND). There-
fore, connected to an output cell (differential), this +3 V voltage source cor-
responds to 3.5 V on the positive pin and 0.5 V on the negative pin, both
relative to GND (3.5 V− 0.5 V = +3 V).

h- Inverter amplifier: gain = 0.01. This amplifier transforms the source voltage
from +3 V to −0.03 V. Thus, the voltages present on pins 11 and 12 (differ-
ential output) of the FPAA will be 1.985 V, and 2.015 V (1.985 V− 2.015 V =
−0.03 V). Therefore, either pin 11 or pin 12 can be the reference electrode,
keeping the body at approximately 2V (referenced to GND).
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Fig. 7. Circuit’s block diagram for ECG signal acquisition. The blocks marked with
(i) appear by default and are not used. The ACLK utilized was 125 kHz.

We built the firmware in Fig. 8 to test the ECG recording and used the free
Better Serial Plotter V0.1.0 app to display the signal on a netbook (Intel(R)
Atom(TM) @ 1, 44 GHz, 4 GB RAM, 32GB SSD, Windows 10 Home). We do
not use the FPAA.read() function because the ECG has very fast amplitude vari-
ations. Arduino has only one ADC with multiplexed inputs. Thus FPAA.read()
reads the two analog inputs (differential input) at slightly different times. This
characteristic is suitable only for DC or slow variations signals.

Figure 9 shows the ECG signal recorded in a healthy person. We always used
the notebook disconnected from the power grid while recording ECG.
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Fig. 8. Firmware designed for Arduino. The 2 bits right-shift transforms a 10-bit dig-
itized value (ECG sample) into an 8-bit value. Thus, each sample becomes a 0 to 255
value.

Fig. 9. Application image showing the ECG signal recorded on the netbook (lead DII).

4 Conclusion

This work described the creation of a shield for Arduino containing an FPAA,
which allows the implementation of the most different analog circuits using an
application on a desktop computer. This flexibility enables implementing ampli-
fiers, filters, linearizers, rectifiers, and other electronic circuits. Gains, cutoff fre-
quencies, and other characteristics are configurable in the computer application.
The software library created for the Arduino platform allows easy configuration
and shield usage.

The clock generation tests showed an average maximum percentage error to
the frequency of −0.45%, with a standard deviation of 0.16% and a maximum
of −0.9%.
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The filter implementation test showed an average error of 0.027 dB, a stan-
dard deviation of 0.163 dB, and a maximum error of 0.265 dB, between the
projected and measured frequency response.

The errors obtained in these two tests are relatively small. We attributed
them to the measurement uncertainties of the meters (oscilloscope and myDAQ)
and intrinsic errors of Arduino and FPAA.

The test of the ECG signal acquisition circuit showed promising results. The
recorded signal had little noise, a surprising result since we used unshielded 1.3 m
cables to connect the three electrodes to the shield.

A limitation of the shield is its current consumption (average of 50 mA),
which added to Arduino consumption (average of 75 mA–Mega 2560) difficult
to use in applications powered by small batteries (e.g., 9V PP3 size). However,
most applications can use power supplied by the USB port of a notebook or
netbook.

We will develop the configurations for acquiring different bioelectrical signals
such as EMG and EEG, for example, in future works. And also a website for
disseminating information and details about the shield.

This work contributed to the biomedical engineering area and the embedded
system area. We did not find similar work.

References

1. AN121E04, AN221E04 field programmable analog arrays - user manual. Techni-
cal Report, UM021200-U007g. Anadigm, Inc. (2003). https://www.anadigm.com/
doc/UM021200-U007.pdf

2. AN221E04 dynamically reconfigurable FPAA with enhanced i/o. Technical
Report, DS030100-U006c. Anadigm, Inc. (2003). http://www.anadigm.com/ doc/
DS030100-U006.pdf

3. AnadigmDesigner 2 user manual. Technical Report, UM020800-U001o. Anadigm,
Inc. (2004). https://www.anadigm.com/ doc/UM020800-U001.pdf

4. ATmega640/V-1280/V-1281/V-2560/V-2561/V - 8-bit Atmel microcontroller
with 16/32/64KB in-system programmable flash. Technical Report, 2549Q-AVR-
02/2014. Atmel Corporation (2014). https://ww1.microchip.com/downloads/
en/devicedoc/atmel-2549-8-bit-avr-microcontroller-atmega640-1280-1281-2560-
2561 datasheet.pdf, rev.2549Q

5. ATmega48A/PA/88A/PA/168A/PA/328/P - megaAVR data sheet. Technical
Report, DS40002061A. Microchip Technology Inc. (2018). http://ww1.microchip.
com/downloads/en/DeviceDoc/ATmega48A-PA-88A-PA-168A-PA-328-P-DS-
DS40002061A.pdf, rev. A

6. Arduino - home, June 2021. https://www.arduino.cc
7. Ain, K., Wibowo, R., Soelistiono, S., Muniroh, L., Ariwanto, B.: Design and

development of a low-cost Arduino-based electrical bioimpedance spectrometer.
J. Med. Signals Sens. 10(2), 125–133 (2020). https://doi.org/10.4103/jmss.
JMSS 24 19,http://www.jmssjournal.net/article.asp?issn=2228-7477;year=2020;
volume=10;issue=2;spage=125;epage=133;aulast=Ain;t=6

https://www.anadigm.com/_doc/UM021200-U007.pdf
https://www.anadigm.com/_doc/UM021200-U007.pdf
http://www.anadigm.com/_doc/DS030100-U006.pdf
http://www.anadigm.com/_doc/DS030100-U006.pdf
https://www.anadigm.com/_doc/UM020800-U001.pdf
https://ww1.microchip.com/downloads/en/devicedoc/atmel-2549-8-bit-avr-microcontroller-atmega640-1280-1281-2560-2561_datasheet.pdf
https://ww1.microchip.com/downloads/en/devicedoc/atmel-2549-8-bit-avr-microcontroller-atmega640-1280-1281-2560-2561_datasheet.pdf
https://ww1.microchip.com/downloads/en/devicedoc/atmel-2549-8-bit-avr-microcontroller-atmega640-1280-1281-2560-2561_datasheet.pdf
http://ww1.microchip.com/downloads/en/DeviceDoc/ATmega48A-PA-88A-PA-168A-PA-328-P-DS-DS40002061A.pdf
http://ww1.microchip.com/downloads/en/DeviceDoc/ATmega48A-PA-88A-PA-168A-PA-328-P-DS-DS40002061A.pdf
http://ww1.microchip.com/downloads/en/DeviceDoc/ATmega48A-PA-88A-PA-168A-PA-328-P-DS-DS40002061A.pdf
https://www.arduino.cc
https://doi.org/10.4103/jmss.JMSS_24_19
https://doi.org/10.4103/jmss.JMSS_24_19
http://www.jmssjournal.net/article.asp?issn=2228-7477;year=2020;volume=10; issue=2;spage=125;epage=133;aulast=Ain;t=6
http://www.jmssjournal.net/article.asp?issn=2228-7477;year=2020;volume=10; issue=2;spage=125;epage=133;aulast=Ain;t=6


254 L. F. de Souza et al.

8. American National Standards Institute/Association for the Advancement of Medi-
cal Instrumentation - ANSI/AAMI, United States: EC13:2002 - Cardiac monitors,
heart rate meters, and alarms (2002)

9. Chen, C.L., Chen, T.R., Chiu, S.H., Urban, P.L.: Dual robotic arm “production
line” mass spectrometry assay guided by multiple Arduino-type microcontrollers.
Sens. Actuators B Chem. 239, 608–616 (2017)

10. Cressey, D.: Age of the Arduino. Nature 544(7648), 125–126 (2017)
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Abstract. This review paper focuses on analyzing research work related to the
utilization of smartwatches in health informatics. In recent years, we have seen
an ascent in life expectancy due to considerable innovations in the healthcare
industry. Sicknesses identified with the cardiovascular framework, eye, respira-
tory framework, skin, and emotional well-being are inescapable around the world.
Most of these sicknesses can be kept away from or potentially appropriately over-
saw through consistent examining. To empower ceaseless well-being checking
to serve developing medical care needs, moderate, non-intrusive, and simple to-
utilize medical services arrangements are basic. The increasing use of wearables
watches coupled with health monitoring sensors makes it an essential tech for a
continuous and remote health examination. In this paper, we present a comprehen-
sive review of different research work on the utilization of smartwatches to deal
with various diseases. For this, we have screened 370 research publications related
to smartwatches in health informatics and selected 20 journals for the review that
matched our selection criteria. Finally, we discussed future research perspectives
and concerns regarding smartwatch-enabled healthcare architecture.

Keywords: Healthcare informatics · Smart watch · Remote health monitoring ·
Wearable devices

1 Introduction

1.1 Background

A smartwatch is a small smartphone-like device that is worn on the wrist. It gets con-
nected to a smartphone through Bluetooth and provides assistance to some essential
functions of mobile like picking up the call, messaging, music control, and camera con-
trol. The users can run the smartwatch using a touchscreen, buttons, or a blend of the two.
Smartwatches have sensors like ECG (electrocardiography), SpO2, and Accelerometer
to assist consumers in monitoring their health. The wrist is a convenient place to display
all vital information as the arm moves several times compared to all other body parts.
Hence, it is able to trace all the motions of the body, and also, the wrist has veins and
arteries tomeasure pulse, and the skin is thin enough for sensors to detect blood pressure.
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Wearable smartwatches can be considered a boon to healthcare technology. It pro-
vides patient monitoring, diagnosis, and assistance with treatment. It is capable of mon-
itoring blood pressure, Oxygen saturation, heartbeats, pulse rate, sleep habits, physical
activities, etc. It can also be used as an alarm for daily routines like exercises, taking
medicines, etc. It can track physical movements like daily step counter and location.
There is no doubt that smartwatches have entered our lives, particularly among early
adopters. Various organizations have put resources into creating wearables with novel
functionalities to gain adequate access to buyer markets. A smartwatch can be charac-
terized as a portable gadget worn as an adornment or inconspicuously implanted in the
client’s attire [1]. For the most part, wearable gadgets embrace the advances of mod-
ern biosensors and remote information correspondence that permit the wearer to get to
and send data in all areas of human undertaking. Given the usefulness of scaled-down
biosensors equipped for remote correspondence, these gadgets are created to be imagi-
native, non-obtrusive observing innovations for ceaseless and independent transmission
of physiological information [2]. As smartwatch multiplies in the healthcare area, they
can give parental figures the data required to work on the nature of the medical field,
analyze and work with the healthcare work process, oversee and treat patients distantly,
gather more prominent wellbeing information, and conveymore significant medical care
to patients [3]. For functional use, Zhang’s examination bunch noticed a few key factors
that ought to be created to carry out wearable gadgets, including scaling down, reconcil-
iation, systems administration, digitalization, and normalization [4]. A new appearance
to the quickly developing business sector of wearable gadgets is savvy. With its scaled-
down structure factor plan and figuring innovation, a savvy can be worn persistently
without intruding on the client’s everyday movement. Albeit PDAs have turned into a
piece of our day-to-day routines and may be viewed as wearable, these gadgets regu-
larly dwell in a pocket or satchel. In contrast to PDAs, keen watches can be genuinely
wearable without intruding on our day-to-day routines. Likewise, they can fill in as a
promptly available augmentation of the advanced mobile phone [3]. With the potential
for boundless reception in the medical care area, smartwatches outfitted with biosensors
can possibly give significant medical services data to patients and their suppliers.

1.2 Objectives

This article intends to survey the research work concerning medical care utilization
of smartwatches and the ongoing exploration projects enrolled in the public authority
clinical preliminaries site. Additionally, we examined the everyday uses and restrictions
of smartwatches in medical services architecture.
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2 Selection Method

2.1 Literature Search

The review process ought to be all around created and intended to diminish biases and
dispose of unessential and inferior quality investigations. The means for carrying out
a systematic review include incorporating (i) accurately figuring out the framing of
a “foreground” research question using PICO (population, intervention, control, and
outcomes) process, (ii) fostering a convention (consideration and rejection measures),
(iii) execute detailed research search and (iv) screening the abstracts of the research
recognized in the pursuit, For the systematic review, we utilized PRISMA methodology
[10]. Most of the publications were screened from the PubMed database and ACM
Digital Libraries, followed by IEEE Xplore. All data sets were looked at by utilizing the
keywords “Smart Watch; Health care” or “Smartwatch; Healthcare” alongside the brand
of the smartwatches.

2.2 Selection Criteria

Published studies were identified through ‘pearl growing’ [5], citation chasing, a search
of published using the systematic review methods filter [6], and our topic knowledge.
Inclusion and exclusion criteria are mentioned below (Table 1):

Table 1. Inclusion and Exclusion Criteria.

Inclusion criteria Exclusion criteria

• Title is related to the question. Studies
should report on marginal and internal fit

• Included studies must be related to study
design

• Included studies must have been published
between 2016 and 2021

• Study related to food and diet monitoring
through the smartwatch

• Study with no citation count
• Study was published in a language other
than English

3 Result

We screened 370 research publications, which were published between 2016 and 2021.
Out of which, 346 didn’t match our selection criteria and were excluded. A total of
24 publications’ full text was reviewed. Finally, 20 publications were included and
summarized in Table 2.
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Table 2. Characteristics of articles for utilization of smartwatch for healthcare

Title Study design Target
population

No. of
participants/patients

Smart watch
type

Sensors type

Inferring physical
agitation in
dementia using
smartwatch and
sequential behavior
models

Experimental
study

People Suffering
from Dementia

8 Pebble,
Android

Accelerometer

HIPAA Compliant
Wireless Sensing
Smartwatch
Application for the
Self-Management
of Pediatric
Asthma

Proposed
Framework

People Suffering
from Asthma

1 Samsung
Gear Live,
Android

Dust Sensor,
Spirometer

Posttraumatic
Stress Disorder
Hyperarousal
Event Detection
Using Smartwatch
Physiological and
Activity Data

Observational
study

United States
veterans
diagnosed with
PTSD

99 Moto 360
Gen 1 & Gen
2, Apple
Watch Series
3 & 4

Accelerometer,
photoplethysmography
sensor

Use of a Smart
Watch for Early
Detection of
Paroxysmal Atrial
Fibrillation:
Validation Study

Experimental
study

Patients who
underwent
cardiac surgery

40 Apple Watch
3, Fitbit
Charge HR

photoplethysmography
sensor

Validation of
Single Centre
Pre-Mobile Atrial
Fibrillation Apps
for Continuous
Monitoring of
Atrial Fibrillation
in a Real-World
Setting:
Pilot Cohort Study

Controlled
Trial

People aged ≥
18 years

200 Huawei
WatchGT,
Honor Watch,
Honor Band 4

photoplethysmography
sensor

Feasibility of
Using a
Smartwatch to
Intensively
Monitor Patients
With Chronic
Obstructive
Pulmonary
Disease:
Prospective Cohort
Study

Observational
study

Old age people
suffering from
COPD

28 LG Watch
Urbane
W150,
Moto 360 2nd
Generation

Accelerometer,
photoplethysmography
sensor

(continued)
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Table 2. (continued)

Title Study design Target
population

No. of
participants/patients

Smart watch
type

Sensors type

Real-time mental
stress detection
based on a
smartwatch

Proposed
framework

Young people
with a mean age
of 24

10 Android Wear Accelerometer,
photoplethysmography
(PPG) sensor

Validation of
Blood Pressure
Measurement
Using a
Smartwatch in
Patients With
Parkinson’s
Disease

Experimental
study

Old age patients
with Parkinson’s
Disease

56 SM-R850 Photoplethysmography
(PPG) sensor

Building a
Cardiovascular
Disease Prediction
Model for
Smartwatch Users
Using Machine
Learning: Based
on the Korea
National Health
and Nutrition
Examination
Survey

Observational
study

Participants with
a mean age of
47.57

6170 Samsung
smartwatch

blood pressure, ECG
(electrocardiography)
sensor, SpO2, and
blood
glucose

Novel Use of
Apple Watch 4 to
Obtain 3-Lead
Electrocardiogram
and Detect Cardiac
Ischemia

Proposed
Framework

Old age patient
with chest pain

2 Apple Watch
4

ECG
(electrocardiography)
sensor

DeepHeart:
Semi-Supervised
Sequence Learning
for Cardiovascular
Risk Prediction

Controlled
Trial

People aged ≥
18 years

14,011 Apple Watch ECG
(electrocardiography)
sensor

ParkNosis:
Diagnosing
Parkinson’s
Disease Using
Mobile Phones

Proposed
Framework

People aged
between 30 and
60

11 Moto 360 2nd
Generation

Accelerometer

Cognitive
IoT-Cloud
Integration for
Smart Healthcare:
Case Study for
Epileptic Seizure
Detection and
Monitoring

Proposed
Framework

People aged
between 10 and
22

23 Android
Smartwatch

EEG, ECG
(electrocardiography)
sensor, SpO2, and
blood glucose

(continued)
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Table 2. (continued)

Title Study design Target
population

No. of
participants/patients

Smart watch
type

Sensors type

Pre-symptomatic
detection of
COVID-19 from
smartwatch data

Observational
study

People aged ≥
18 years

5262 Fitbit, Apple
Watch,
Gramin,

ECG
(electrocardiography)
sensor, SpO2, and
Accelerometer

Smartwatch PPG
Peak Detection
Method for Sinus
Rhythm and
Cardiac
Arrhythmia

Proposed
Framework

63–88 years old 16 – –

Passive Detection
of Atrial
Fibrillation Using
a Commercially
Available
Smartwatch

Observational
study

People aged ≥
18 years

9750 Apple Watch Accelerometer,
photoplethysmography
(PPG) sensor

FOQUS: A
Smartwatch
Application for
Individuals with
ADHD and Mental
Health Challenges

Proposed
Framework

People aged
between 20 and
30

10 Samsung
Gear 2

Accelerometer,
photoplethysmography
(PPG) sensor

A Machine
Learning
Implementation for
Mental Health
Care. Application:
Smart Watch for
Depression
Detection

Experimental
study

People aged ≥
18 years

334 Wear OS Accelerometer,
photoplethysmography
(PPG) sensor,
Gyroscopes

H-Watch: An
Open, Connected
Platform for
AI-Enhanced
COVID19
Infection
Symptoms
Monitoring and
Contact Tracing

Proposed
Framework

– – H-watch photoplethysmography
(PPG), SpO2

Wearable sensor
data and
self-reported
symptoms for
COVID-19
detection

Observational
study

People aged ≥
18 years

30,529 Fitbit, Apple
Watch

ECG
(electrocardiography)
sensor, SpO2
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Most of the papers selected were published in 2021 (6, 30%), followed by 2018 (5,
25%). There were three publications chosen in 2016, 2019, and 2020 (15%), and the
least was from 2017 (1, 5%). The research works related to smartwatches in healthcare
are booming with researchers working on projects ready to be deployed to users, which
can be stated by the fact that the study design for most of the selected research work is a
proposed framework (8, 40%). This is followed by an observational study (30%), exper-
imental study (20%), and controlled trial (10%). Figure 1 shows several publications in
different study designs.

Many of the selected research was focused on disease while choosing their target
population (7, 35%) rather than determining the age of selected participants. Also, much
researchwas open to all adults (6, 30%). This could be due to the fact that the popularity of
smartwatches among youngsters is more as compared to older people. Among selected
publications, there are six publications specifically targeted at old age people (30%)
and three publications targeted explicitly at youngsters (15%). With the advancement
of heart rate monitoring in smartwatches, most of the selected research works were
focused on cardiovascular disease (9, 45%). There are four publications related tomental
health (20%) and twopublications associatedwithParkinson’s (10%).Three publications
illustrated the importance of smartwatches in fighting pandemics andwere focused on the
utilization of smartwatches for predicting symptoms of Covid-19. With the introduction
of Electrocardiography (ECG) in smartwatches, many selected publications utilized this
sensor for their research (6, 30%), and the Photoplethysmography sensor (PPG) was
used in nine research works (45%). Oxygen saturation monitor (SpO2) was also utilized
in many research publications (5, 25%). Most of the research work presented a user-
centric design ready to be utilized in real-life scenarios (8, 40%) and consolidates the
importance of a smartwatch in health care.

0
1
2
3
4
5
6
7
8
9

10

Experimental study
Proposed Framework
Observa�onal study

Fig. 1. Number of selected publications based on different disease and study types
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4 Discussion

In our literature survey, 370 research publications were screened, and 20 were selected
based on our inclusion criteria. Our literature survey intends to depict the recent research
work on the utilization of smartwatches in healthcare. Our review showed that there
is a vast difference in terms of study design and targeted population, and the same is
represented in Fig. 1. This section will discuss the platform utilized and diseases targeted
in selected publications, which will present a direction of current research work for the
utilization of smartwatches in healthcare.

Android wear (9, 45%) was used nearly in half of the selected research works; this
could be due to open-source availability for developers and researchers in android wear
makes it feasible to utilize as per the research requirements. Six publications utilized the
apple watch (30%); although there is a limitation to accessing the apple watch’s health
data, but its accuracy is considered better than others. In terms of functionality, the recent
release of both platforms provides a SpO2 sensor, an ECG sensor, and a GPS. GPS and
heart rate observing precision of smartwatches is up there with some decent dedicated
trackers. The recent series of the Apple Watch’s [7] healthcare monitoring facility isn’t
still medical grade, so there is a scope for improvement in both apple watch and Android
watches.

As mentioned earlier, most of the publications reviewed were related to the utiliza-
tion of smartwatches in cardiovascular disease. The regular ECGmachine gives an exact
evaluation of “cardiovascular arrhythmias.” In any case, it offers just a “depiction” of
electrical signals and cannot detect arrhythmias that happen when patients are not mon-
itored. Thus, continuous monitoring of ECG through a smartwatch could be helpful to
compensate for this limitation. The utilization ofmachine learning (ML) has additionally
improved the job of these gadgets. It provides a practical, moderately reasonable, and
straightforwardly open technique for cardiovascular checking to the overall population.

Patient acknowledgment is vital for effective computerized mental well-being medi-
ations to keep away from dismissal or discontinuation. The expanded simple entry in
recording practices, more noteworthy explicitness of update setting, and further devel-
oped input and representation of practices over the long haul might work with use and
commitment with the treatment for depression. Continuous monitoring provided by
wearable advances increments the precision and culmination of data assortment, which
can assist with educating our agreement regarding the connection between disposition,
practices, and clinical results. Moreover, programmed observing of rest or movement
levels can diminish the patient’s weight of making sure to report.

From the COVID-19 pandemic, we have understood that assuming healthcare frame-
works had sped up the reception of innovation accessible throughout recent years, the
magnitude of the current pandemic would probably have been significantly less extreme.
As of now, we observe there are now numerous smartwatches available; various arrange-
ments are at the trying stage, and various wearables have been proposed by specialists.
Therewere three selected publications (15%) that present the utilization of smartwatch in
the prediction and prevention of the Covid-19.With computerized arrangements moving
towards low power utilization and little structure factor gadgets, multi-sensorsmay cover
different physiological and contact tracing parameters, making advanced information
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bases, giving admittance to clinical professionals, utilizing cloud or edge administrations
to examine the impact of treatment, or surveying the patients (Table 3).

Table 3. Study intervention of articles selected for review

Author & year Study Intervention

Anahita Hosseini
2016

The research work depicts a start to finish asthma attack risk prediction
framework that educates people regarding their general danger of
asthma attacks through a straightforward UI on a smartwatch. The
proposed framework saves clients’ wellbeing-related information
through a HIPPA consistent cryptographic structure and limits the
requirement for e-journal demands through automated wireless
detecting and RESTful APIs [8]

Ridwan Alam
2018

The objective of this work is to capably surmise agitation episodes
from wearable sensor information in genuine arrangements [7]

Mahnoosh Sadeghi
2021

This research assesses machine learning algorithms to foresee PTSD
hyperarousal occasions among veterans utilizing smartwatch-based
heart rate and accelerometer data. This article used scientific methods
to identify the most important features contributing to such detection,
thus, working on understanding the results and moving towards logical
ML devices for PTSD observation. Trained data on four different
algorithms, including Random Forest, SVM, Logistic Regression, and
XGBoost. The XGBoost was the most robust algorithm among the
developed algorithms, which yielded an AUC of 0.70 and over 81%
accuracy. The initial analysis from the SHAP summary plot and SHAP
dependence plots show that heart rate and body acceleration features
have nonlinear relationships with PTSD episodes [9]

Robert Wu
2018

Feasibility study to decide whether patients with Chronic Obstructive
Pulmonary Disease would utilize a smartwatch regularly and whether
the transmitted data from the smartwatch is reliable [11]

Lucio Ciabattoni
2017

The research proposes live detection of stress during various
intellectual errands. The Framework was proposed to gather and break
down biosignal information (for example, HR, GSR, and BT) for
continuous monitoring and for minimal price mental stress conditions
during day-to-day activities. Results unveil a general grouping
precision of 84:5%. A misclassification error of 26% was found in
perceiving stress while the participant was relaxed. Research pointed
out that a smartwatch can precisely detect mental stress conditions [12]

Jong Hyeon Ahn,
2021

Research focuses on determining the precision of Blood Pressure (BP)
monitoring by utilizing a smartwatch in patients with Parkinson’s
Disease (PD) [13]

(continued)
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Table 3. (continued)

Author & year Study Intervention

Min-Jeong Kim
2021

The objective of this research is to foster an architecture that depicts
the commonness of cardiovascular illness utilizing wellbeing-related
information that smartwatch clients can effectively estimate.
Nonetheless, on account of the pressure list, it is hard to say that it is
adequately identified with the consequence of the Korea National
Health and Nutrition Examination Survey. Like this, since the pressure
list variable impedes this review, it is essential to remaking the
prescient model utilizing an exact estimation worth or measurement
according to an incorporated viewpoint on the pressure record later on
[14]

Abdulwahab Sahyoun
2016

This paper intends to give a Parkinson’s Disease (PD) manifestations
appraisal instrument utilizing an Android cell phone application that
permits PD patients to survey their side effects using both quantitative
and subjective tests. Mobile Application is intended to give a single
click analysis and identify early PD side effects. With the help of
specialists, the application can ultimately turn out to be essential for
continuous clinical examination tools for instant response and
feedback [15]

Musaed Alhussein
2018

This review proposes a cognitive medical care monitoring system
dependent on the IoT and the cloud. Epileptic seizure detection and
classification framework inside the system is fabricated utilizing
profound CNN and stacked autoencoders [16]

Tejaswini Mishra
2020

The study recommends that movement following and wellbeing
observing through buyer wearable gadgets might be utilized for the
enormous scope, constant discovery of respiratory diseases, regularly
pre-apparently. Of the 25 instances of COVID-19 with recognized
physiological changes for which we had side effect data, 22 were
diagnosed previously (or at) manifestation beginning, with four cases
identified around nine days sooner. Utilizing review smartwatch
information, we show that 63% of the COVID-19 instances might have
been distinguished before side effects beginning continuously through
a two-layered admonition framework dependent on the event of
outrageous rises in resting pulse compared with the singular gauge [17]

Dong Han
2019

The proposed PPG peak detection algorithm gives better pinnacle
discovery exactness to sinus cadence and cardiovascular arrhythmias.
The SWEPD strategy depends on the waveform envelope technique
and a clever Poincaré plot component to naturally address fast
arrhythmia beats, brings about critical decreases in the RMSE esteems
and undetected moments, and ultimately gives better pinnacle
discovery exactness over the looked at strategy (DATPD) [18]

(continued)
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Table 3. (continued)

Author & year Study Intervention

Geoffrey H. Tison
2018

This investigation discovered that a PPG sensor combined with a
profound machine learning algorithm could inactively recognize AF
with some deficiency of affectability and explicitness against a basis
standard ECG. The affectability, particularity, and beneficiary working
trademark C measurement for the algorithm to identify AF were
produced [19]

Victor Dibia
2016

This paper covers the development of focus, an application running on
a smartwatch to help grown-ups with psychological well-being
conditions like ADHD, and gentle types of consideration inadequacy
through two primary courses – devices to cultivate stretched out
concentration and devices to lessen uneasiness/stress. A smartwatch
application intended to assist clients with working on their capacity to
zero in on undertakings (through an adaptable execution of the
Pomodoro time usage strategy), lessen their tension using careful
reflection, and further develop their emotional well-being through sure
message preparation was planned and carried out [20]

Piyush Kumar
2021

The precision rate accomplished was over 90%, yet while averaging
out, it was referenced that gathering model 1 (K-NN, Support Vector
Machine and Logistic Regression) is superior to troupe model 2
(Decision Tree calculation, Naïve Bayes classifier) for foreseeing
individuals experiencing depression [21]

Tommaso Polonelli
2021

Results exhibited just 5.9 mW of average power utilization, prompting
a long period of 9 days on a bit of watch battery. All the equipment and
the product, including an AI on the MCU tool compartment, are given
open-source, permitting the researchers to construct and utilize the
H-Watch [22]

Giorgio Quer
2021

The research investigates whether individual sensor data gathered over
the long run might assist with distinguishing subtle changes showing a
disease, for example, in patients with COVID-19. Researchers have
surveyed whether side effects and sensor data can separate COVID-19
[23]

5 Conclusion

For the smartwatch to acquire wide acknowledgment by health experts, a thorough
examination of their precision, culmination, and impact on the work process should
be directed before smartwatches are coordinated in the healthcare industry. Practical
use cases to examine usefulness, UI plan, and ease of use for an assortment of health-
care architecture are required. Deep exploration is needed to comprehend the impact
of applications on Healthcare Informatics. Generally, the smartwatch and its clinical
applications stay invigorating yet doubtful. At present, the innovation has all the ear-
marks of being protected, fills in as promoted, and connects with patients outside of
the average patient-supplier office experience. While there are legitimate worries about
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adding new surges of clinical data of indistinct advantage onto currently overburdened
jobs, notwithstanding concerns about information security and protection, doctors need
to get ready for an undeniably associated insight with patients and their information.
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3 MTA-PTE Clinical Neuroscience MR Research Group, Eötvös Loránd Research
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Abstract. With the exponentially growing amount of data collected
by wearable medical devices, there is an expansion of opportunities to
exploit machine learning methods in monitoring patient health and pre-
dicting events that may need medical attention. Wearable ECG devices
provide a more comfortable alternative compared to the usual moni-
toring devices used in clinical settings, at the cost of inferior informa-
tion density and signal quality. Notwithstanding, recent studies suggest
that machine learning methods are able to work with wearable data,
and for specific tasks, even medical grade devices are now available
(e.g. detection of cardiac arrhythmias). This paper focuses on improv-
ing the quality of machine learning data, as part of an ongoing research
of automating pipelines that allow for building robust models based on
wearable ECG signals. While our efforts in general also consider the
mainstream machine learning task of heartbeat classification, this work
instead (exploiting the long-term ECG data) contributes to the develop-
ment of models to learn features much longer than a single heartbeat.
For the extraction of such features, R-peak detectors are considered and
evaluated with respect to sensitivity and robustness to noise. Noise stress
tests show that a combination of global filters can improve the perfor-
mance of detectors, efficiently dealing with typical noises almost always
present in wearable ECG signals. Also, local noise detection models are
demonstrated to be promising methods to handle heavy noises that can
not be resolved by the global filters.

Keywords: Machine learning · ECG · Wearable devices

1 Introduction

With health-related big data currently being gravely under-utilized, smart data
solutions to analyze, evaluate and extract interpretive information are especially
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called for. With the typical trend of machine learning (ML) models moving
towards more complex, deep architectures, the amount of training data rarely
seems sufficient. Nevertheless, even in the case of a single modality, the collected
data is still largely unused: each year, hundreds of millions of electrocardiogram
(ECG) recordings are collected, but only a small fraction of them is ever used to
train a machine learning model. Wearable sensors further escalate the data flow
to an unprecedented level, but also mean an opportunity for the early detec-
tion of diseases expanding the clinical application of ML methods [1]. Auto-
mated, end-to-end solutions thus become more important. For the heartbeat
classification problem, a comprehensive study was conducted in [6]. For other
tasks that consider longer-term features, the challenge typically lies in handling
un-standardized data picked up by devices with various settings, and the typi-
cally poor signal-to-noise ratio of wearables. These issues often manifest in the
machine learning model having high false positive rate (FPR) [3] hindering the
clinical applicability of such ML-based alarm systems. The standardization of
ML data and sophisticated noise detection algorithms can help to remedy the
situation, which gives the motivation for this paper.

2 Methods

Following the agile, iterative methodology of the Team Data Science Process
proposed by Microsoft, we execute standard data science tasks to develop an
automated pipeline to load, transform and process long-term ECG data and train
a machine learning model without the need of an expert review of the data. The
challenge of such development is to make sure the ML model is always supplied
with proper input, i.e. processing of signals is robust to noise and the variability
of signal acquisition settings. In this paper, we focus on the methodology of
data exploration (Data acquisition and understanding) and feature engineering
(Modeling), depicted in Fig. 1.

2.1 Data Acquisition and Understanding

Data for this paper was collected from several sources, including public databases
available for internet download and synthetic data as can be seen in Fig. 2.

The frequently used ML training set of the MIT-BIH Arrhythmia detection
database [10] was firstly considered for the development and evaluation of our
algorithms. The database contains 48 half-hour recordings of ambulatory ECG
recordings, digitized at the frequency of 360 Hz. The database contains expert
annotation of heartbeats, usually used to train an ML model for a heartbeat
classification task. Within our perspective, since we are motivated in learning
long-term features, R-peak locations were the only annotations we used from this
dataset. These annotations, however, could not be identified in noisy segments
of the signal, as the curation protocol was to exclude such segments where anno-
tations could have been uncertain. Thus for noise detection tests, this particular
dataset is not ideal.
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Fig. 1. Overview of the Team Data Science Process (Microsoft) methodology used in
the broader context of our research/development. The scope of this work lies in the
area of data exploration (Data acquisition and understanding) and feature engineering
(Modeling)

To assess the performance of noise detectors, the MIT-BIH noise stress test
database [12] was considered. The dataset contains 12 half-hour ECG recordings
and 3 half-hour recordings of noise typical in ambulatory ECGs: baseline wander,
muscle artifact and electrode motion artifact. Noises were added to two clean
signals leaving two-minute clean intervals between two-minute noisy segments
while also varying the amplitude of added noise, yielding 6 records with different
signal-to-noise ratio for each of the two clean recordings.

By generating normal sinus rhythms and various noises, we created a syn-
thetic database, containing 15× 5-minute recordings each with 1000 samples
per second. The recordings were created by adding noise to 3 records: one clean
record with constant beat-to-beat intervals and two with different amplitude of
respiratory sinus arrhythmia (RSA) of 0.2 Hz. 5 type of noises were simulated
including baseline wander, motion artifact, random noise (with two different
amplitudes) and powerline noise.

2.2 Modeling

The concept for an automated processing of ECG signals consists of 5 steps
depicted in Fig. 3. First, measurement data goes through an extract, transform,
and load (ETL) pipeline which yields a database of collected signal data and
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Fig. 2. ECG databases used in this paper

other metadata. The database is then queried to retrieve raw measurement data
to be analyzed, based on query conditions. The preprocessing of raw signals
standardizes and filters the data, removes noises that can not be resolved when
extracting features. This step ensures that the captured features are indepen-
dent of the acquisition settings and noises. Feature extraction step is where
long-term features are extracted, meaning that, in general, the filtered and stan-
dardized ECG signal is transformed into a lower dimensional feature space. A
typical example is when the signal is transformed to a time-series of beat-to-
beat-intervals called a tachogram, and parameters such as the heart rate are
extracted. In the scope of this paper, we only deal with the preprocessing and
feature extraction step of the processing pipeline, highlighted in the figure.

Fig. 3. The automated ECG data processing pipeline, highlighting the preprocessing
and feature extraction steps addressed in this paper
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Preprocessing - Noise Reduction/Removal. For noise removal, we con-
sider global and local filters. Global filters affect the whole signal, while local
filters leave most of the signal intact, but mark/remove part of the signal where
noise can not be resolved by the global filters. Among globally acting filters we
implemented powerline and baseline filters in the frequency domain by design-
ing a notch filter of 50/60 Hz critical frequency, and a Butterworth low-pass
filter with 0.5 Hz critical frequency, respectively. Time domain filters such as
moving average (with window size typically set between 5 and 50 ms) and mov-
ing median detrending filters (with window size typically set between 100 and
300 ms) were also implemented, the first to remove high-frequency noises, the
second to further reduce baseline wander.

Local filters are based on decomposing the signal in a few seconds long seg-
ments. The idea is that with a proper measure, noisy and clean segments can be
distinguished. One favorable measure based on [9], is the distance of autocorrela-
tion functions of the segments. The autocorrelation function (ACF) of segments
exhibit a unique shape if the segment has good signal-to-noise ratio and this
shape is invariant to the scaling of the waveform, but is particularly sensitive to
noise. In other words, the ACF can be a good discriminator between clean and
noisy segments, demonstrated in Fig. 4.

First, the signal is decomposed into (typically) 5 s long segments, which are
then transformed by taking the ACF of segments. The detection is initialized by
finding some segments that are sure to be clean based on the stability of R-peak
detections. All other segments are initially assumed to be noisy. The detection
then analyzes each segment’s ACF and compare to the average of clean ACFs
by taking the L2 distance between the ACFs. If the difference is within the
preset threshold, the segment is classified as clean and the average clean ACF is
updated. This is repeated until convergence (no new clean segment is found).

Feature Extraction. For machine learning tasks targeted by our research,
long-term features were derived from the ECG signal. Without the loss of gen-
erality, specific parameters were not considered and our analysis only relies on
transforming the signal to the time series of beat-to-beat intervals. The time
series can be constructed by detecting R-peaks in the signal, for that, several
methods exist, summarized by Table 1. From R-peak detections, beat-to-beat
intervals are calculated by simply taking the time difference of consecutive R-
peak locations.

3 Results and Discussion

Having long-term ambulatory ECG data, machine learning methods can be
trained for various tasks. While in general, our algorithms could contribute to
other ML models (such as heartbeat classification models), the results shown here
are valuable in the context of ML tasks where the learning process focuses on
long-term features rather than the morphology of heartbeats. Our results show-
case the evaluation of preprocessing and feature extraction algorithms, includ-
ing the performance assessment of several algorithms that identify R-peaks in
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Fig. 4. An example of distinguishing clean and noisy segments of an ECG record based
on the autocorrelation function of segments. Figure shows a 2 × 5 s long part of the
signal (top) and the autocorrelation function of 5 s long segments (bottom). The ACF
of a clean segment exhibits a unique shape which is extremely sensitive to noise (but
is invariant to dilation and translation) giving the opportunity to classify segments.

the signal, evaluating global noise reduction algorithms and demonstrating the
applicability of an autocorrelation-based noise detection method.

3.1 R-Peak Detection Performance Benchmark

Long-term features having clinical significance include parameters that can
be derived from the time series of beat-to-beat intervals, i.e. the evolution
of the elapsed time between consecutive heartbeats. Such time-series can be
constructed by detecting R-peaks in the signal and taking the time difference
between consecutive detections. We evaluated some common R-peak detectors
with respect to their sensitivity and their robustness to noise. Table 1 shows
7 R-peak detectors, including the filtering, detection and post-detection algo-
rithms applied by the detectors. In some cases, the detector does not in fact
mark the R-peak in the signal (due to a consistent delay caused by the filters),
but this does not impact the evaluation since we are only interested in the time
difference of detections. Two benchmark tests were designed to measure the
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performance and robustness of R-peak detectors: the first, entitled ‘noise stress
test’ in Table 1, is a binary measure of noise tolerance indicating whether the
detector trends to break down (detection accuracy below 50%) under poor sig-
nal quality conditions. This test was carried out by applying the detectors on
the synthetic dataset described in Sect. 2.1. The second measure is the sensitiv-
ity of detectors assuming good signal quality, but employing a strict tolerance
(under 5 ms) for detection precision. This is to ensure that the uncertainty of
features extracted from beat-to-beat interval series are minimal. This test was
carried out on a record from the MIT-BIH Arrhythmia Detection dataset. In
both cases, to account for the delay of detections when the detector does not
mark the R-peak, the median delay (with respect to the ground truth R-peak
locations) was subtracted from the actual detections. Other than the intrinsic
filters of R-peak detectors, no filters/pre-processing were applied.

From Table 1, we see that most of the detectors break down under poor sig-
nal quality conditions, meaning that the detection accuracy fell below 50%. The
test signal chosen from the synthetic dataset contained a wide spectrum of noises
including motion artifacts, powerline noise, baseline wander and gaussian ran-
dom noise. Two of the detectors, WFDB and Christov however, proved to have
a high tolerance against these types of noises, suggesting that these detectors
would be strong candidates to be considered to move on with, regarding real
world wearable ECG data. Figure 5 shows detections of the WFDB detector. We
see that the test signal is indeed of a very bad quality, unsurprisingly breaking
down most of the detectors, but we also note that the human eye would identify
all R-peaks without difficulties.

Fig. 5. A sample from the synthetic stress test data testing the R-peak detectors, with
detections of the best performing WFDB detector. The synthetic data contains a wide
range of noises: RSA, baseline wander, motion artifact, random (gaussian) noise and
powerline noise.

The sensitivity of detectors were obtained by calculating the true positive
rate of detections on one of the clean record (containing only normal sinus beats)
of the MIT-BIH Arrhythmia Detection database (Sect. 2.1). Positive detections
were identified if the detection was within the 5 ms range of the true R-peak
location given by the annotation of the record. We found that WFDB and EngZee
detectors exhibited excellent performance, while other detectors were evaluated
as unacceptable, due to the amount of uncertainty propagated to the ML task
of learning long-term features derived from the detections.
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Table 1. The benchmark of common R-peak detectors.

Long name Filtering Detection Post detection Marks
R-peak?

Passed
noise stress
test?

MIT-BIH
sensitivity
(tolerance of
5 ms)

WFDB [11] Waveform
database

Second order
Butterworth IIR
filter with a
passband of 5–20,
moving wave
integration with
ricker wavelet

Maximum
search,
adaptive
threshold
(with learning
to initialize
thresholds)

Missed beat
backsearch,
refractory
period
rejection

Yes Yes 100%

2avg [4] Two moving
averages

Second order
Butterworth IIR
filter with a
passband of 8–20,
120 and 600 ms
moving average
windows

First MA
amplitude >
second MA
amplitude.
Maximum
search

Refractory
period
rejection

No No 93%

SWT [7] Stationary
wavelet
transform

Bandpass 5–15
Hz, Daubechies 3
wavelet, squared

Adaptive
threshold

No No 94%

EngZee [8] Englese and
Zeelenberg

50 Hz powerline,
differentiate, five
tap FIR
windowed
smoothing filter

Adaptive
threshold

Peak
correction on
the unfiltered
signal

Yes No 99.80%

Christov [2] Christov’s
adaptive
threshold

20, 28 ms moving
average,
differentiate,
rectify, 40 ms
moving average

Combination
of adaptive
thresholds

No Yes 86%

Hamilton [5] Hamilton First order
Butterworth IIR
bandpass 8–16
Hz, differentiate,
rectify, 80 ms
moving average

Adaptive
threshold

Refractory
period
rejection

No No 74%

Tompkins [13] Pan-Tompkins First order
Butterworth IIR
bandpass 5–15
Hz, differentiate,
square, 150 ms
moving average

Adaptive
threshold

Missed beat
backsearch,
refractory
period
rejection

No No 69%

3.2 Noise Stress Test of Global Filters

Testing the global filters, the synthetic dataset was systematically evaluated
with respect to the ability of filters to resolve noises. The constant and RSA
records, contaminated by noises of different types, were filtered with global fil-
ters of both frequency-domain (baseline and powerline filters) and time-domain
(moving average and moving median de-trend). We evaluated the performance
of global filtering by measuring the accuracy of beat-to-beat intervals that can
be generated from detections of the best performing R-peak detector (WFDB
detector) on the filtered signal. The accuracy was calculated by taking the abso-
lute error of beat-to-beat intervals with respect to ground truth. The errors
were also calculated in the case of detecting peaks on the unfiltered (raw) data.
Results are shown in Table 2. As we see, motion artefact and baseline wander did
not cause any issue for the R-peak detector, also, unsurprisingly, powerline noise
was easily resolved by the global filters, since one of them is designed to cut out
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50 Hz frequency band. We found random noise to be the most difficult for the
detector to handle, due to spikes on the signal which can be falsely detected as
peaks and confusing the detection threshold. These noises were also successfully
resolved by the global filters, presumably by the moving average filters. Figure 6
shows an 8 s long segment of the original clean record, and the detection on the
noisy, unfiltered data as well as on the filtered data.

We conclude that the global filters were able to resolve all types of noises that
were generated within acceptable tolerance. Based on R-peak detection tolerance
of 5 ms, the tolerance for the difference of consecutive R-peak locations should
be

√
2 times 5 ms, which is an upper bound for the global filtered errors in

Table 2.

Table 2. Testing the global filters with synthetic data. The table shows the absolute
error of beat-to-beat interval calculations from R-peak detections on raw and filtered
data in the presence of various noises. Errors are in the unit of milliseconds.

Constant rhythm Respiratory sinus arrhythmia (RSA)

With raw data With global filters With raw data With global filters

Motion artefact 0 0 1 1

Random noise 36 5 92 6

Baseline wander 0 0 1 1

Powerline noise 6 0 7 1

Fig. 6. Clean synthetic data (top), synthetic data with random noise (middle), filtered
data (bottom) and R-peak detections of the WFDB detector.
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3.3 Signal Quality Assessment and the Local Noise Filter

Signals picked up by wearable ECGs are exposed to noises that cause signal
distortion that can not be resolved by global filters. Most of the times however,
signal distortion is only local, as in the case of increased physical activity of the
wearer causing baseline jumps, heavy muscle artefacts and even signal losses.
Such localized noises should be cropped out from the signal before any feature
extraction can be made, since they would typically break down algorithms such
as R-peak detectors. To this end, we have developed a local noise filter that
can remove noisy segments from the signal while leaving clean segments intact,
described in Sect. 2.2. In this example, 5 s long segments were classified as either
noisy or clean. In the scope of this paper, we only show preliminary results,
while a more detailed analysis is on the way, featuring a larger validation set
of real world data with expert annotations. Demonstrating the application of
the method, Fig. 7 shows the detection of noisy segments on the dataset of the
MIT-BIH stress test database (cf. Sect. 2.1). A shorter segment of the data was
already shown in Fig. 4, where the signal can be observed from a closer view.
We found that noisy segments were indeed detected with a small number false
positives. A more extensive validation is however needed, both regarding quan-
titative assessment and testing different noise types. This will be targeted by
future research.

Fig. 7. Qualitative performance assessment of the local noise filter on the MIT-BIH
noise stress test dataset. A shorter segment of the data was already shown in Fig. 4,
where the signal can be observed from a closer view.

4 Conclusion and Future Work

With the exponentially growing amount of data obtained by wearable ECG
devices, automated pipelines to analyze and interpret the data are called for.
Machine learning solutions proved to be applicable even in the context of wear-
able devices, with a significant challenge of tackling poor signal quality scenarios.
We have shown that with a combination of global and local filters, typical noises
in wearable ECG signals can be reduced/removed in a way that the extracted
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features for machine learning tasks contain minimal uncertainty. Our findings
can help to build robust machine learning models with lower false positive rate,
paving the way towards clinical applications.

Next step in our research focuses on validation and testing on real world data.
Data is currently being collected by wearable devices acquiring single channel
ECGs. The proposed noise detection methodology is to be further improved in
the future by implementing an unsupervised learning method for the classifica-
tion of noisy and clean segments. A comprehensive validation analysis is also on
the way in this respect.
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Abstract. The presented paper is focused on possibility to evaluate
echogenicity grade on ultrasound B-images of the thyroid gland tumor.
We use our developed software tool which has been originally designed
for analysis of ultrasound B-images in neurology. Currently, the goal
of this research is to decide if this software is also useful for different
ultrasound B-images, in this case in endocrinology. To evaluate it, the
Echo-Index parameter is used. The core principle of the algorithm is
based on computing area and computed echogenicity index. The paper
has two main parts. The first one is focused on general assessment of the
reproducibility of computed Echo-Index between two independent, non-
experienced observers. The second part is concentrated on changes of the
echogenicity index (Echo-Index) in the case of malignant tumor and in
the case of benign tumor. The general reproducibility is almost perfect,
level of agreement based on correlation coefficient is higher than 0.98 and
the absolute average error does not exceeds 15% between two observers.
Subsequent analysis between malignant and benign tumor images evinces
the Echo-Index is different.
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1 Thyroid Gland, Its Role and Using Sonography
in Endocrinology

Many organs and structures and their normal functions inside the human body
are inseparable part of our everyday life. Brain, heart, liver, lungs, arteries and
veins, etc. The thyroid gland, a part of the endocrine system may be overlooked
sometimes. Nevertheless, the normal function of the thyroid gland and related
tissues is really important for our life.

Thyroid gland is one part of human endocrine system of glands that produce
endocrine secretions that help to control bodily metabolic activity, see Fig. 1
where the gland is located with its connected surrounding structures.

Fig. 1. Position of the thyroid gland and the surrounding structures (Source: https://
healthjade.com/wp-content/uploads/2017/10/thyroid-gland-anatomy.jpg)

It is located in the front of the neck, right below the larynx and next to
and around to the trachea. Thyroid gland has a butterfly shape consisting of
two lobes connected by a piece of tissue, called the isthmus. Its functions like
protein synthesis, long bones growth regulation, degrading of the cholesterol
and triglycerides, increasing metabolic rate, heart contraction stimulation and
another functions are essential in our life. More anatomic and function details,
information about diseases of the thyroid gland and related structures are stated
in [1]. Specific symptoms have hypothyroidism and hyperthyroidism. Thyroid
gland tumors, especially malignant carcinoma, pose a threat to anyone and their
number is increasing. Thus, early tumor diagnostics is really important.

https://healthjade.com/wp-content/uploads/2017/10/thyroid-gland-anatomy.jpg
https://healthjade.com/wp-content/uploads/2017/10/thyroid-gland-anatomy.jpg
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Fig. 2. Longitudinal (above) and transversal (below) section of thyroid gland tumor
in US B-images

In contemporary endocrinology, diagnostic ultrasound imaging is used as a
helpful tool to display thyroid gland and surrounding structures. Transversal
and longitudinal sections with visible grayscale and measuring scale are used in
our study, see an example in Fig. 2.
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To get more information about principles and using high-resolution thyroid
ultrasonography from the clinical point of view, you can read in [2]. In this study,
there are used B-imaging, color-coded doppler ultrasonography and ultrasound
elastography.

2 Input Image Data

Overall of 106 ultrasound B-images were analyzed within this study. In cooper-
ation with an experienced endocrinologist, two groups were determined; images
with malign tumor and images with benign tumor. In this image set, 46 images
represent benign tumor and in 60 images a malignant tumor is displayed in
marked ROI.

Firstly, the markers from taking of blood have been detected. The sonography
is the second phase for all patients. Subsequently, selected patients are observed
in long-time period. When a malignant tumor is detected, surgical intervention
is inevitable as soon as possible. For this purpose, we have no anamnestic and/or
demographic data about the patients; only information about tumor type within
the image set.

In Fig. 3, an example of benign and malignant thyroid gland in ultrasound
B-image, is displayed.

Fig. 3. A malignant tumor and a benign tumor of the thyroid gland in ultrasound
B-image in longitudinal section

At first sight, it seems the echogenicity grade is significantly different. This
idea is generally observed according to ultrasound examination of the thy-
roid tumors; generally hyperechoic are benign, commonly malignant tumors are
hypoechoic or isoechoic [3].
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In 2011, a study focused on segmentation and area measurement of the thy-
roid in ultrasound has been published [4]. This is a different approach to anal-
ysis thyroid tissue using ultrasound B-imaging including image enhancement
algorithms. On the website Ultrasoundcases.info, there are examples of differ-
ent benign and malignant thyroid tumors in ultrasound B-images [5] and much
more.

3 Echo-Index Principle and Computation

The principle of ultrasound B-imaging is based on different echogenicity grade
of the structures according to ultrasound beam reflection from the tissue. In our
software we have developed an idea of Echo-Index value which should correspond
with the echogenicity grade of the selected tissue. The idea of the Echo-Index is
to express echogenicity grade of the structure by one numeric value.

Our software is based on computation of the area given by binary threshold-
ing algorithm. More details about this core processing, see [6] and [7]. The Echo-
Index was firstly used to analyze echogenicity grade of atherosclerotic plaques
using B-MODE ultrasound imaging [7].

We have designed our algorithm which was first used in 2012. The first version
has been developed to analysis of the echogenicity grade of the substantia nigra
to predict probability of Parkinson’s Disease according to increased echogenicity
[8,9] what is considered as one of the visual markers in ultrasound B-images to
Parkinson’s Disease progress. Later, the algorithm has been improved with new
features, e.g. using free-hand draw ROI.

The principle of the algorithm is based on binary thresholding in a selectable
ROI. In US B-image, each pixel has an intensity value H ∈ 〈0; 255〉. Thus,
the processing is based on thresholding for each H value and computing the
remaining area after each thresholding step. Finally, all computed areas are
summated and divided by 100 to obtain echogenicity index, called Echo-Index
in our study.

In the software, to obtain Echo-Index, there are the following steps:

1. Loading an input image in native DICOM file or in bitmap format (like JPEG
or PNG)

2. Select a window in which the examined ROI is visible (examined tissue; in
this case, whole image size is selected)

3. Draw a free-hand closed ROI as in Fig. 3
4. Inside the ROI the area AT is computed according to the threshold T :

(a) The area is computed as the number of remaining pixels after binary
thresholding

(b) For each threshold T in the range of 0 to 255. The number of pixels is
computed and finally is converted into real mm2 according to displayed
scale, i.e. the window size in step 2

5. Output values of the area for all 256 thresholds are represented in a graphical
form (256 isolated values) as in Fig. 4.
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Fig. 4. Graphical representation of the descending area and computed Echo-Index

This is basic core algorithm designed originally for substantia nigra echogen-
ity grade analysis using binary thresholding principle.

Let H is the brightness value of a pixel and T to be the threshold then AT is
the computed area for each threshold T in the range of 0 ≤ T ≤ 255. The sum
AREASUM is computed as

AREASUM =
255∑

T=0

AT (1)

and this number is divided by 100 to obtain Echo-Index value

Echo − Index =
AREASUM

100
(2)

Due to the principle of binary thresholding, for lower echogenicity grade, the
Echo-Index should be lower and for higher echogenicity the Echo-Index should
be higher. This is an assumption by the principle of binary thresholding. Thus,
in the case of low echogenicity, for low T threshold the computed area should
be very low and vice versa. In consequence of this principle, the sum for low
echogenicity should be low and for high echogenic ROI the sum should be higher.

4 Analysis of Echo-Index Reproducibility and Changing
According to Tumor Type

There are two main parts of this research; reproducibility assessment and analysis
of Echo-Index changing in malignant and benign tumor.

4.1 General Reproducibility Assessment

In our last research, the reproducibility of the Echo-Index has been judged in US
B-images of the atherosclerotic plaques [10,11], in which the plaques have been
analyzed classified into 4 classes according to visual assessment in comparison
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with computer analysis. Unfortunately, no reliable correlation between Echo-
Index and visual evaluation has been found. However, general reproducibility
between two independent observers has been evaluated as highly correlated so the
level of agreement is satisfied. In this study focused on thyroid gland US images,
the same reproducibility assessment is necessary for future clinical studies. In
this part, all images were analyzed with no distinguishing malignant tumor and
benign tumor.

In accordance with achieved results, Echo-Index can be considered as well
reproducible parameter in general; similarly as for atherosclerotic plaques. The
following Table 1 shows a sample of Echo-Index values for 35 randomly selected
images.

To reproducibility assessment, achieved results shown that Echo-Index can
be considered as well reproducible in general. One of the main descriptors is
average absolute error between observers. The absolute error has been computed
from difference between measurements in absolute value as difference between
observers; there is not important if the difference is negative or positive, only
absolute value is crucial. The absolute error in percent is given by

ERRabs = |[(EIO1 − EIO2/EIO1)] × 100| (3)

where EIO1 and EIO2 are Echo-Index values from the first and from the second
observer. The maximum error of 41.26% and the minimum error < 0.5% have
been detected. The average absolute error of 14.88% has been detected from all
106 analyzed images.

Although in some measurements the error exceeds 35%, average absolute
error does not exceed 15%. Also the correlation coefficient r = 0.98 can be
considered as almost perfect level of agreement between observers.

4.2 Differences Between Malignant and Benign Tumor

Based on the results obtained, we can state that there is in principle a significant
difference between Echo-Index values for benign tumor and for malignant tumor.
It seems that Echo-Index could be useful tool to classify tumor type. However,
to evaluate this assumption, more images should be analyzed by an experienced
sonographer in endocrinology.

In the case of benign tumors, the average value of Echo-Index is 207.85 and
in the case of malignant tumor images, average Echo-Index is 87.54, so 2.3×
higher. In Fig. 5 there are six tumors with their computed Echo-Index.

In Table 2 there are 15 randomly selected Echo-Index values for benign
tumors and 15 randomly selected Echo-Index values for malignant tumors. It
seems, the values for malignant cases are lower in general.
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Table 1. Randomly selected Echo-Index values obtained between two observers

Echo-Index 1 Echo-Index 2 Absolute difference in %

212.69 169.68 20.22

202.91 179.3 11.64

313.45 263.93 15.80

99.03 75.45 23.81

113.3 81.40 28.16

137.94 96.68 29.91

116.46 98.02 15.83

174.46 161.27 7.56

140.54 117.48 16.41

80.00 78.58 1.78

78.28 59.35 24.18

69.66 58.28 16.34

59.58 48.61 18.41

326.12 357.42 9.60

315.89 339.63 7.52

57.53 73.87 28.40

63.51 48.62 23.45

55.59 52.13 6.22

62.14 63.55 2.27

83.11 71.89 13.50

50.14 52.72 5.15

54.09 56.53 4.51

55.43 60.07 8.37

61.82 60.95 1.41

79.85 66.16 17.14

66.07 67.02 1.44

149.88 159.55 6.45

92.54 100.23 8.31

115.42 90.03 22.00

86.52 76.02 12.14

72.70 51.68 28.91

55.66 50.98 8.41

53.38 51.42 3.67

53.78 41.67 22.52

76.16 66.98 12.05
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Fig. 5. Echo-Index for 3 benign tumors (BET) and 3 malignant tumors (MAT) in B
in US B-images

Table 2. Example of 17 Echo-Index values for benign tumor (BET) and for malignant
tumor (MAT)

BET Echo-Index MAT Echo-Index

164.29 52.72

169.68 56.53

179.30 60.07

263.93 60.95

213.25 66.16

75.45 67.02

81.40 90.03

96.68 76.02

98.02 51.68

161.27 50.98

117.48 51.42

78.58 57.56

59.35 53.61

58.28 120.69

100.61 80.62

137.94 55.43

110.82 83.31
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4.3 Known Limitations

Although the results meet idea about Echo-Index changing in accordance with
tumor type, there are two key limitation. ROI is selected by a free-hand shape
and the area is different for each image. Due to this limitation, a larger ROI
but with low echogenicity could has higher Echo-Index than smaller ROI with
higher echogenicity grade. Thus, Echo-Index in free-hand ROI is not simply
comparable; it is main difference in comparison with substantia nigra analysis,
in which the ROI has predefined shape and size so the initial value of the area
was equal in all images. The same limitation has been discussed in the case or
atherosclerotic plaques in our previous study, especially in our last paper, see
[12]. For example, in Fig. 6, two malignant tumors are displayed with different
Echo-Index values.

Fig. 6. Echo-Index difference for two malignant tumors with different ROI area

In the case of free-hand ROI, the size of the area is probably very important
factor to evaluate Echo-Index. In the case of static predefined ROI like for sub-
stantia nigra [4,5], the Echo-Index is better comparable because the initial area
of the ROI is equal in each image. The first clinical study using our algorithm
has been published in 2014 [7] to further development of the software including
new features like free-hand ROI using.

The second limitation is concerned about manual brightness enhancement.
Let consider when the brightness of the images is manually increased. To better
find the ROI the brightness adjustment could be helpful but the echogenicity
grade is visually higher so the Echo-Index should be higher too. Nevertheless,
if the brightness adjustment is constant for all images, Echo-Index should be
constantly higher. In other words, the boundary between malignant and benign
tumor will be constantly higher for all images.



Echo-Index Analysis of Thyroid Gland Tumors in Ultrasonography 293

4.4 A Tumor Rule-Based Classifier and Automatic ROI Detection

If the Echo-Index will be verified as reliable value to classification tumor types
with required reliability (probably ≤ 90%), a software classifier could be cre-
ated. In our previous study, a classifier for atherosclerotic plaques has been dis-
cussed, see [10,11]. Similarly, for the thyroid gland tumors, the classifier could
be designed as IF-THEN rule-based system according to the Echo-Index value
to estimate tumor type. The level of agreement of this conclusion with visual
assessment and real diagnosis is closely related with settings of Echo-Index value
ranges. Furthermore, this classifier could be adaptive (new and/or modified val-
ues). However, this system should be deeply tested by independent experienced
users on many different images. To create the classifier based on Echo-Index
IF-THEN rules, there is essential condition that all images must have the same
default brightness level. If not, a special functionality to set brightness level (+
or −) to avoid false results. Echo-Index of the images which have different default
brightness settings, should not be compared. In Fig. 7, there are two levels of the
brightness for the same image, the Echo-Index can be different.

Fig. 7. Echo-Index: Original image (left) and with increased brightness +50 (right)

In this recent paper focused on atherosclerotic plaques, we have also discussed
how to automatically select the plaque using a convolutional artificial neural
network [13] and also using Active Contour Model (ACM) algorithm to detect
border of the ROI. This experimental method has never been used in our software
but there is a way to simplify ROI selection. ROI could be automatically selected
instead of manual drawing the border. Within a discussion with an experienced
sonographer in endocrinology, the idea about automatic ROI selection could be
a useful solution to faster work. However, there is question about accuracy of
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the selection in comparison with manual drawing. Similarly as for atherosclerotic
plaques, we also have tried to apply ACM to detect tumor (ROI) border using
ACM. Unfortunately, current result is really not usable, see an example in Fig. 8.
To reliable results using ACM and/or convolutional neural network, long-term
learning to set optimal ACM parameters (number of iterations, threshold level).

Fig. 8. Selected window, manual ROI drawn and ROI using iterative ACM

Although the experienced sonographer has the idea to have semi-automatic
solution, this task is time-consuming due to complex structure of US B-images.
It is a hard question if the development of this automatic ROI selection is priority
for future work. Automatic segmentation techniques using artificial intelligence
approach is desired in modern diagnostics. For inspiration, a study from 2019
shows how to use ACM with convolutional neural network to automatic finding
breast tumor in ultrasound images, look at [15]. Recently, many papers focused
on using automatic segmentation processing in modern radiology have been pub-
lished.

5 Conclusions and Future Studies

Diagnostic ultrasound in contemporary endocrinology has an important role for
early diagnostics, differential diagnostics and peri-operative using. Our paper
is focused on using B-MODE ultrasound imaging based on our developed soft-
ware tool. We have designed the Echo-Index value which should correlate with
echogenicity grade of the tissue. This research is focused on analysis on echogenic-
ity of thyroid gland tumors. Totally of 106 images were processed in our software
and output numerical data were analyzed in a spreadsheet.

There are two main parts of this study. In the first one, the reproducibility of
Echo-Index is judged according to results from two independent, in sonography
non-experienced observers. In this phase, the level of agreement is almost perfect;
correlation coefficient r = 0.98 and average difference (error) does not exceed
15%.
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The second part is focused on analysis if the Echo-Index is different according
to visual assessment of the echogenicity grade. We have analyzed 46 images with
benign tumor and 60 images with malignant tumor. In general, average Echo-
Index for benign tumors is 2.3× lower than for malignant tumors. So, the Echo-
index could be useful to distinguish benign and malignant tumors. However,
there is one important limitation. To Echo-Index computation, the free-hand
ROI is used and small highly echogenic area can has lower Echo-Index than
larger ROI with low echogenic (or hypoechoic) echogenicity grade.

This is an experimental study focused on Echo-Index analysis from technical
point of view. The echogenicity grade should be different between malignant
and benign tumors on the basis on of experience in sonography. It seems, the
Echo-Index could correlates with the echogenicity according to tumor class.

To publish future clinical studies, an experienced sonographer in endocrinol-
ogy must prove that the Echo-Index really correlate with echogenicity grade to
distinguish malignant from benign tumors. If the level of agreement exceeds 90%,
the Echo-Index could be useful parameter in early diagnostic of thyroid gland
tumors using ultrasound B-imaging.

Finally, two questions arose. The first one about future development sim-
ple IF-THEN classifier based on Echo-Index values. The classifier could classify
tumors based on Echo-Index value. The second question has been asked by the
experienced sonographer to create a semi-automatic solution including auto-
matic ROI selection; finding the boundary of the tumor. In our previous study
devoted to atherosclerotic plaques, we have discussed using a convolutional neu-
ral network and Active Contour Algorithm. Unfortunately, learning is really
time-consuming task and optimal settings of ACM parameters must be found
due to complexity US B-images. Athough, it could be one part of the future
development to speedup using software.
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informatiky Slezské univerzity v Opavě.
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Abstract. Even though cancer is one of the most common diseases in
the 21st century, early detection tests are still expensive and invasive. In
this work, a initial stool monitoring prototype for the early detection of
this disease is proposed. The emerging and growing concept of Internet of
Things has been considered for the implementation of this prototype. So,
MOX (Metal OXide, metal-oxide-semiconductor type) sensors to detect
volatile organic compounds (VOCs) and a thermal camera are integrated
into different development boards, which send the collected data of stool
to monitoring it by means of an IoT platform. With the result of this
initial prototype, a proof of concept has been obtained for testing with
cancer experts.

Keywords: Stool monitoring system · Volatile organic compounds
(VOCs) · MOX sensors · Thermal camera · Internet of Things

1 Introduction

Colorectal cancer (CRC) is the third most common tumour worldwide (1.93
million cases) and was the second most common cause of death in 2020 (935,000
deaths). Early detection and early treatment have been shown to reduce cancer
mortality. To achieve this, population-based screening is carried out to identify
people who may have the disease on the basis of age and risk factors. Some
of these risk factors include unhealthy diet, smoking, physical inactivity and
obesity [24].

However, the most common screening tests currently available for CRC pose
significant disadvantages, as they are invasive, painful, costly for the healthcare
system and, in some cases, require patient preparation and sedation [23,25].

Scientific evidence has shown the power of canine olfactory systems to detect
volatile organic compounds (VOCs), which differ in patients suffering from CRC
and healthy patients [19]. Due to dogs’ ability to identify VOCs, they can detect
tumours with a high degree of accuracy and even at early stages. These VOCs
differ in each person, making up their olfactory fingerprint. They can be detected
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through breath or intestinal gas and have been analysed and found to be a tool
of great potential, not only for the diagnosis of CRC but also for diabetes or
Alzheimer’s disease, among others [4,5].

Therefore, the analysis of gases from both the breath and the stool or changes
in stool temperature can provide evidence to help to design a system capable of
early detection of diseases such as CRC, with many advantages over the early
detection tests which have been used to date [16].

An analysis of the low-cost systems currently available for population screen-
ing has shown that the main methods for early detection are fecal occult blood
test (FOBT), colonoscopy, sigmoidoscopy, faecal immunochemical test (FIT),
stool DNA testing and computed tomography colonography [3]. FOBT is the test
of choice because of its lower cost compared to other screening tests. However,
it requires good infrastructure, a large amount of material and human resources
(administrative staff, nurses, digestive tract specialists, anaesthesia, preventive
medicine, etc.). All this has a high cost for the healthcare system [18]. In recent
years, the Internet of Things (IoT) has emerged as a new paradigm which can
overcome these limitations and which has been of great use to the healthcare
sector [1,12,13,20]. Among the many benefits that this paradigm brings to the
healthcare sector are cost reduction and real-time monitoring.

This work proposes an initial system prototype based on the IoT paradigm
to monitor the stool of patients at home with the aim of being the first prototype
to detect anomalies. The initial system prototype will be composed of different
development boards, sensors and actuators which will be placed on the toilet lid
to collect data of interest related to gases and thermal images. The data collected
by the sensors will be sent by wireless means to a central sink node which will
store the information in a cloud server for persistence and send the information
to an IoT platform for display. The main advantages of the proposal are that it
is small scale, low-cost and non-invasive, with low power consumption.

The structure of this paper is as follows. Section 2 reviews the works related
to gas and temperature monitoring for the early detection of diseases and low-
cost monitoring systems for disease prevention or diagnosis. Section 3 presents
the architecture of the system, describing all its components and the information
flows within the system. Section 4 sets out the information processing proposed
for the collection of sensor data, persistence in the cloud server and data display
on the IoT platform. Finally, Sect. 5 presents the conclusions drawn and future
lines of work.

2 Related Works

This section reviews the literature on the use of devices, sensors and intelligent
systems to monitor gases and temperature for the early detection or diagnosis
of diseases. To this end, firstly, we will review works related to devices with
gas and temperature monitoring sensors for the early detection of diseases and,
subsequently, systems which use sensors of this nature.
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2.1 Gas and Temperature Sensor Devices for Early Detection
of Diseases

The literature has shown the importance of gas sampling and stool temperature
monitoring as fundamental functions to be implemented in our IoT system.

Regarding devices that monitor gases, the work presented by Malagú et al.
[11] gives clues on the detection of VOCs. They use a series of MOX (Metal
OXide, metal-oxide-semiconductor type) sensors which can detect VOCs even in
conditions of low and high humidity and in low concentrations.

Benara et al. [2] show the first steps taken to manufacture a sensor capable
of detecting methane (CH4) at low concentrations. Analysis of this gas could be
useful for identifying patients suffering from CRC. One disadvantage would be
related to breath samples, which may require previous drying.

Movilla-Quesada et al. and Hofstetter et al. [7,14] present the use of MQ
sensors for the collection of measurements of different types of gases in different
projects such as the analysis of greenhouse gas emissions in asphalt mixtures
with recycled materials or for the analysis of ammonia concentrations in the
environment and its possible effects on poultry.

In terms of temperature monitoring, thermal cameras are an excellent option
for the detection of a multitude of health-related problems [8,9], as well as being
a good low-cost option [17]. Kaczmarek et al. [8] review the use of thermal
cameras in medical applications such as analysing the severity of a body burn
and its healing or the healing of a wound after cardiac surgery. All this has been
validated by obtaining thermal camera images in different clinical studies.

Lahiri et al. [9] review medical applications where the successful use of ther-
mal cameras has been proven for the diagnosis of breast cancer or diabetes
related to vascular disorders as well as applications in dentistry, for example, for
the determination of the common cracked tooth syndrome, which is very com-
plicated to diagnose. Another use is the detection of fever, the most common
symptom of COVID-19, with the aim of preventing massive spread of the virus.

2.2 Low-Cost Monitoring Systems for Prevention or Diagnosis
of Diseases

In view of the type of commercial sensors which could be compatible with our
purpose, a review of the corresponding literature has been carried out. Some of
the most prominent examples are shown below.

In the literature, it is quite common to find the use of E-Nose technology
for the design of disease prevention or diagnosis systems. This type of E-Nose
technology simply consists of an array of sensors, usually MOX type sensors,
with the ability to detect different types of VOCs. Liu et al. [10] designed a
diabetes diagnosis system, from which the breath of participants was analysed
to decide whether they were suffering from diabetes.

The analysis of VOCs for the early detection of cancer has also been studied
by Thriumani et al. [21] to try to detected lung cancer based on an already
marketed E-Nose and using classifiers for machine learning. To do this, samples
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of cancerous cells from both breast and lung cancer were cultivated and analysed
by the E-Nose together with healthy cells, showing that it is capable of identifying
a high percentage of healthy or cancerous cell tissue.

Finally, given the recent coronavirus disease 2019 (COVID-19), work has been
carried out on monitoring systems in this highly topical area. Ullah et al. [22]
try to monitor the state of health of a patient with COVID-19 and also check
whether their quarantine is being carried out correctly. This is done through
electrocardiograms (ECG), blood oxygen measurements (SpO2), body temper-
ature, respiration sensors, accelerometers and gyroscopes. The collected data is
sent to a cloud server where it is analysed using machine learning techniques and
previous historical data. In addition, through a web application, they displayed
the data analysed by their system and showed it to professionals and even to
the patients themselves.

Thanks to the literature, it was possible to gain insights such as what type
of VOCs are related to CRC, that MOX-type sensors are the most suitable
for detecting VOCs and that VOCs from the intestine do not need a previous
preparation phase, which are fundamental aspects for the design of our IoT
system.

3 Architecture of the System

In this section, first of all, the architecture of our initial system prototype is
presented, which will be composed of the different development boards, sensors
and actuators in charge of collecting the key data (gases and thermal images)
of the depositions from the toilet lid. Subsequently, we show how this data has
been serialised and transmitted wirelessly to a central sink node, which will store
the data in a cloud server for data persistence while sending the information to
the IoT platform for visualisation.

In this overview in Fig. 1, it can be seen that the initial system prototype is
made up of two very different parts: hardware and software. Both are responsible
for ensuring that the system meets our key objectives.

The hardware is made up of the following elements:

– Lolin32 Lite (ESP32) development board: The main function of this
board is to be the master of the NodeMcu V3 and to send the signal which
interrupts the sleep mode (deep sleep mode) of the NodeMcu V3, thus reduc-
ing consumption considerably, as well as to process the alarm signal of the
passive buzzer. This module already incorporates Wi-Fi, which will be very
useful for transmitting the data collected (referring to user interaction with
respect to the start and end of sample collection) without the need to purchase
an external module, simplifying the process of building the initial system pro-
totype. Another advantage is its Serial-USB converter, which allows the board
to be connected directly to the computer for programming.

– NodeMcu V3 (ESP8266) development board: The slave. This devel-
opment board model was chosen due to the need to supply 5 V to the gas
sensor and it has a 5V output pin. As well as its small size, like the previous



Initial Prototype of Low-Cost Stool Monitoring System 301

Fig. 1. Initial system prototype diagram

board, it incorporates Wi-Fi and a Serial-USB converter which allows it to be
powered and programmed. The Wi-Fi feature has been a determining factor
in our decision to choose this model among all the possibilities offered by the
market.

– Raspberry Pi 3 Model B+ development board: Its main advantage
is its significant computational capacity for its small size. Its purpose is to
manage the data flow between the ESP32 and ESP8266 boards (the so-called
central sink node).

– Adafruit AMG8833 IR thermal camera sensor: This sensor is formed
by an 8× 8 matrix of infrared thermal sensors, providing a low-resolution
image of the deposition made by the monitored person. Its low resolution
(8× 8 pixels for a total of 64 pixels) could be thought to be a limiting factor;
however, in our initial system prototype, given the nature of the images to be
captured, it is actually an advantage as it provides anonymity, protecting the
privacy of the monitored individual. Additionally, this type of infrared image
capture device currently has a high cost, which tends to increase proportion-
ally as the resolution increases. Given its limited resolution, the price of this
sensor has been significantly reduced.

– Accelerometer sensor MMA8451: This sensor detects movement, tilt
and orientation. It was included in the initial system prototype to determine
when the person to be monitored is ready to use the toilet. Its purpose is
to determine the start and end of the action in order to increase sample
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collection and determine the time elapsed, giving the alarm signal with the
passive buzzer.

– MQ2 gas sensor: It measures the concentration of different gases present in
the air. It is a MOX sensor and can detect Liquefied Petroleum Gas (LPG),
smoke, alcohol, propane, hydrogen, methane and carbon monoxide, making
it useful for collecting gas samples in depositions. One of the major disad-
vantages of using this sensor was its power consumption, which is 150 mAh.
Although this may seem small considering that it is a battery-powered sys-
tem, this is a factor to be taken into account.

– MQ135 gas sensor: Allows detection of ammonia, benzene and alcohol gas,
but is also sensitive to smoke and other toxic gases.

– Passive buzzer: This actuator, which transforms electrical signals into
sound waves, has been used to alert the monitored person that the data
collection is complete and the toilet can now be flushed.

The software is made up of the following elements:

– Visual Studio Code: This is the chosen environment to program the ESP32
and ESP8266 development boards, as it offers more advanced functionalities
than the common Arduino IDE and can be complemented by adding exten-
sions. In our case, we have added C++, Python and PlatformIO IDE.

– MongoDB: This NoQSL database is usually used for IoT data management,
the different entities have been stored in it. This database provides a number
of advantages: it allows the creation of indexes to speed up searches, which
is very useful when the volume of data is significantly large, it has tools for
automatic data analysis, due to its focus on IoT, and thanks to the fact that
it is a document-based data model, it allows the definition of structures that
group different fields.

– Thinger.io: IoT platform used to display the data collection in real time,
through visual elements such as line graphs, among others. Although it is a
commercial tool for which we must purchase a licence, the free version that
allows us to connect up to two devices (gas sensor MQ2 and MQ135) has
been more than enough in this prototype.

3.1 Data Transmission

The protocol used is the Message Queuing Telemetry Transport (MQTT), a
network protocol based on publication and subscription that is ideal for low-
resource devices such as our development boards. To implement this protocol in
our initial system prototype we have used a library developed for that purpose
[15]. However, it has disadvantages such as not allowing the configuration of
access control to the server through certificates or the Quality of Service (QoS)
of the messages. The format of the data packets exchanged via MQTT contains:

– An initial part found in all types, called fixed header. Among the information
it can provide is the QoS, the type of message or the number of bytes of the
remaining packet.
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– A variable header only present in some MQTT packets.
– A payload, also optional, of variable length and with all the information to

be sent.

Using this protocol, the development boards publish the data collected by the
sensors and the Raspberry Pi is in charge of subscribing to access this data.

3.2 Data Serialisation

The device will have to transmit the collected data to an external platform via
Wi-Fi connection. By serialising the objects within the memory to convert com-
plex structures into text strings, it is possible to send all the data in a single
message, considerably reducing the subsequent processing of the data and there-
fore reducing the load on the MQTT server. The Java Script Object Notation
(JSON) text format has been used, which provides multiple advantages: it is
easy to understand, lighter in transmissions, and has high processing speed.

4 Information Processing

This section presents the proposal for processing the information in our initial
system prototype. For this, firstly, the data collection process is described, fol-
lowed by how this data is stored for persistence, and finally, how it is displayed
using an IoT platform.

4.1 Data Collection

Having broadly discussed the protocols, connections and data format, the steps
to be followed in collecting the data are:

– When the monitored person opens the toilet lid, the ESP32 (master) sends
a signal to the ESP8266 (slave) for connection to the Wi-Fi network, the
MQTT server and the Thinger platform.

– Data from the gas sensor is collected and sent until the ESP32 sends an end
of action signal to the ESP8266 when the monitored person lowers the toilet
lid.

– The ESP8266 disconnects and enters deep sleep mode until the ESP32 restarts
the cycle, returning to step one.

Another mode of operation with programmed data collection regardless of the
person to be monitored has also been implemented. This operating mode starts
when a predetermined time is reached, as long as the ESP8266 board is in deep
sleep mode. Then, an image of the values detected by the gas sensor is captured.
This sample collection is performed every 60 s, although this parameter can be
modified in the configuration file. This mode of operation is required to regularly
monitor the values under “normal” and “abnormal” conditions. An “abnormal”
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Fig. 2. Final prototype

condition could be the use of cleaning agents in the toilet, whose gases could
persist after use and thus significantly alter the actual values (Fig. 2).

The sensors used (MQ2 and MQ135) have required the use of a library for
their implementation [6] to find out which gases play the most relevant role in
this type of detection. Obtaining measurements from this type of sensor is very
simple, but obtaining accurate measurements requires preparation, taking into
account the preheating time, which can range from minutes to hours.

Concerning the MQ135 sensor, it must be taken into account that the CO2
measurements in normal conditions are 400 parts per million (ppm) and this
is the baseline for our reading value collected in the ADC (Analog-to-Digital
Converter) of the ESP8266, so in the library it is always increased by 400 to
produce the real value.

To avoid applying any type of formula, the sensor data can be read in raw
values. This is what we have done in this project, carrying out a study to identify
the threshold that detects whether the user is making a deposition or not.

These collected values require further processing, taking into account that
the ESP8266 has a resolution of 10 bits, and that the voltage provided by the
sensor will be a value between 0–1024. If we want to obtain the number of ppm,
a simple conversion is carried out, as the minimum to be detected is 300 ppm
and the maximum is 10000 ppm.

Regarding the number of samples to be collected with the sensor, intervals
of one second have been estimated to be the most appropriate. However, this
parameter can be modified in the configuration file. It should also be taken into
account that measurements are collected every second even if the user is not
using the toilet.

The temperature data obtained from the thermal camera, on an 8× 8 matrix,
was used to perform the analysis. It was then transformed into images for debug-
ging to check that the camera was working correctly. To transform tempera-
ture data into images, a simple procedure has been followed whereby the min-
imum temperature value is associated with a colour value and the maximum
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temperature value is associated with another colour, along with an intermediate
colour scale for intermediate temperatures.

4.2 Database

As mentioned previously, the database chosen is MongoDB. Four unrelated enti-
ties were used to store the information. As for the entities, we have selected
thermal data, data for the opening of the lid, values obtained by the gas sensor
(raw readings) and finally, test results with the MQ135 and MQ2 sensors. These
are sent using JSON format and each data collection will have its own structure.
However, they will all have the following fields in common in the structure: an
identifier (id), the name of the sensor, the measurement and the date of collec-
tion. Table 1 shows some of them.

Table 1. Data collection for the entity THERMAL DATA and USE DATA.

Thermal data Description Variable type

Id Unique identifier ObjectId

Sensor Sensor identifier String

Thermal array List of temperature values collected by the sensor Array

Img id Image sequence number Integer

Control data Indicates whether the data is a control sample Boolean

Date Date and time in international format ISODate

Use data Description Variable type

Id Unique identifier ObjectId

Sensor Sensor identifier String

Toilet id Indicates whether the toilet lid has been opened or closed String

Minutes Number of minutes the lid has been open Integer

Seconds Number of seconds remaining Integer

Date Date and time in international format ISODate

4.3 Data Visualisation as Decision Support for Detection

As discussed in previous sections, the IoT platform that has been chosen
is Thinger.io. Figure 3 shows the dashboard created to display the data on
Thinger.io. This dashboard is composed of three line graphs: the first one shows
the history of maximum and minimum temperatures recorded by the thermal
camera, the second one shows the history of values collected by the gas sen-
sor and a third one represents the toilet usage log. Two meters have also been
included, one to show the last raw value obtained by the gas sensor and the
other to show it in ppm units.
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Fig. 3. Dashboard

5 Conclusions

In this work, we have proposed a first prototype of a system to monitor from
home the stool of patients with the aim of creating a first prototype to detect
anomalies. To do this, firstly, the architecture of the system has been presented,
consisting of the development boards, ESP32 and ESP8266 (both located on
the lid of the toilet and responsible for collecting data), as well as Raspberry
Pi 3 (the central sink node), the MQ2 and MQ135 sensors, the thermal camera
and the passive buzzer actuator. Subsequently, the protocol for wireless data
transmission was presented, where limitations were found as the ESP32 has
random wireless connection losses due to an error in the libraries to establish
the connection and the MQTT broker slows down if the time between sample
collection decreases. Finally, the processing carried out from the data collection
has been proposed for its subsequent storage in the MongoDB database, which
provides data persistence, and visualisation on the IoT platform Thinger.io.

This prototype stool gas and temperature monitoring system aims to be a
first step in the early detection of cancer. It is clear that the creation of such
low-cost IoT systems to monitor VOCs not only in stool but also in exhaled air
samples is a great step forward in this area and could reduce the mortality rate
of this type of tumours, which, if detected early, are more likely to be treated
successfully. In addition, it is an example of the benefits of bringing IoT and
health together. Our future work focuses, on the one hand, on testing the initial
prototype with cancer experts with the aim of a clinical trial, taking into account
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the variability of the population (control group) and the different places where
it will be performed (clinic, laboratory or home), and on the other hand, on
the challenge of finding sensors with greater range, sensitivity and accuracy to
improve the current prototype.
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Abstract. Background: Developmental coordination disorder (DCD) is a neu-
rodevelopmental disorder encountered in about 6% of children at school age.
DCDmostly affectsmotor task automatization and it persists in adulthood. Several
brain structures were supposed to be involved in DCD pathophysiology. Quanti-
tative imaging techniques have the potential to investigate these connected brain
regions associatedwithmotor tasks.Methods: In the presentwork,we studiedwith
18F-fluorodeoxyglucose (18F-FDG) and positron emission tomography imaging
(PET) brain metabolism in subjects with DCD versus control in resting state and
during repetitive and standardized finger movements of the left non-dominant
hand. We analyzed 42 brain structures in the right and left hemispheres and the
data were statistically assessed by the Ward clustering approach to detect the
activated/non-activated/deactivated brain regions. Results: The images obtained
with PET clearly showed different uptake of 18F-FDG in subjects with DCD
with respect to control subjects. The statistics showed less brain regions acti-
vated and more deactivated in subjects with DCD than in control. Among other
differences, the right thalamus was activated in DCD subjects as both caudate
nuclei were deactivated for a possible compensation for basal ganglia dysfunction
or deficit. Conclusions: This first PET study of DCD found significant thala-
mus activation as previous studies on finger movement tasks comparing PET and
fMRI in normal subjects. The Ward clustering in DCD images allowed to identify
activated/non-activated/deactivated brain structures in subjects with DCD versus
control.

Keywords: Developmental coordination disorder ·Movement disorder · Brain
development · Cerebral activation · PET imaging

1 Introduction

Developmental coordination disorder (DCD) concerns 6% of the population of children.
It affects mostly boys [1], and it implies a lack for tasks automatization. This neu-
rodevelopmental anomaly persists in adulthood [2]. Many clinical observations to date
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hypothesize that neural networks between frontal cortex, striatum and cerebellum might
be involved in DCD pathophysiology [3]. The cerebellum is thought to be implicated,
among other tasks, in motor timing, in motor coordination and in emotional regula-
tion [4]. Many other authors reported the involvement of a connection of several brain
regions depending on the executed task, e.g. in the performance of visual tasks, such as
the parietal-occipital lobe, the frontal lobe, the cerebellum, the basal ganglia, the brain-
stem, or during overt movement execution involving the parietal, premotor cortices, the
basal ganglia and the cerebellum [5]. Licari et al. reported results on cortical function-
ing with functional magnetic resonance imaging (fMRI) during finger tapping and hand
clenching, and concluded that there was no activation deficit in the DCD group, while
they reported decreased activation in left superior and inferior frontal gyrus, and noticed
increased activation in the right postcentral gyrus [6].

Studies implying fingermovements reported that contralateral motor and somatosen-
sory cortices were activated and that supplementary motor area was implicated in each
hand movement in right-handed participants [7]. For the supplementary motor area
implication, the importance of activation depends on the difficulty of the tasks: the more
complicated is the task to accomplish, the more activation is seen in supplementary
motor area [8]. Basal ganglia are also implicated in finger movements: the putamen is
activated in finger movement execution of unusual self-initiated tasks [9]. The cerebel-
lum was found having no activation when the participant initiated finger movements in
a positron emission tomography (PET) study of 7 participants [10], but another study
found ipsilateral activation of two cerebellar regions during passive and active finger
movements [11]. More interestingly, Zeng et al. reported that activation intensity in the
left motor area is reduced with right hand finger movement [12], andWu et al. found that
the ipsilateral primary motor cortex was deactivated for the non-dominant hand finger
movement [13].

A recent review paper reported works on DCD imaging with MRI, single photon
emission computed tomography (SPECT) and electroencephalography/evoked potential
(EEG/EP) [14]. There was no PET imaging among these works.

In the present work we investigated the cerebral brain structures involved in DCD.
We performed a PET study comparing DCD and non-DCD young adult participants, at
rest and during brain activation consisting of determined and repetitive finger movement
sequences. Prior to the PET study, we focused on DCD clinical signs in order to possibly
select homogeneous participants with DCD. Unfortunately, since DCD is a spectral
disorder, each participant with DCD presents his own symptomatology, and although
statistics are available, signs and consequences differ from one participant to another
due to familial and personal background and individual compensation strategies [15].
We mention also, as DCD persisting in adulthood, that we measured in this study young
adults with DCD in comparison to young normal adults to avoid exposing children,
and specifically control children, to radiation during computed tomography (CT) and
PET measurements. We assure that the participants with DCD were clinically assessed
for DCD without comorbidity prior to this study based on our clinical procedures and
on questionnaire [16]. These participants were also diagnosed for DCD earlier in their
childhood.
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2 Materials and Methods

2.1 Participants

Four male volunteers participated in this study, two DCD and two controls, aged 21
to 27 years (24.5 ± 3 years). They were all right-handed according to the Edinburgh
Handedness Inventory [17]. They had no history of neurological pathology and no dia-
betes; they had no intellectual deficit (IQ over 85).Written consent was obtained from all
participants and the study was approved by the clinical research center’s ethic commit-
tee, Faculty of Medicine and Health Sciences, University of Sherbrooke, Canada, under
number 13–148. Both participants were clinically confirmed for DCD prior to imaging.
The control participants were both university students with a Master degree. They had
both IQ over 85, and were in good health, with no history of neurological or psychiatric
diseases and no ADHD.

2.2 Experimental Procedures

All participants were fasting for 8 h prior to PET acquisition. Since neuronal activ-
ity fully relies on brain glucose metabolism, we designed the experiment to use 18F-
fluorodeoxyglucose (18F-FDG). Two PET measurements were performed for each par-
ticipant: the first one in resting state, and the second, on a separate day, while tapping
their fingers of the left non-dominant hand. The scans were performed on two days to
avoid contamination of remnant radiotracer from the first to the second acquisition, and
to avoid discomfort to the participants for a longer scanning time which could affect the
data, while optimally maintaining the two-day scans in similar environments. We men-
tion also that the participants did not previously know about the task in order to prevent
any learning or practicing before imaging. The use of the non-dominant hand for finger
tapping was expected to add planning and motor difficulties. All PET acquisitions were
done at the same moment of the day in order to have the same conditions for all images,
without nyctohemeral interaction.

PET scans were obtained with a PET/CT (Philips TF 16). The participants were
injected with a 5 mCi (185 MBq) of 18F-FDG bolus and PET was initiated in dynamic
mode for 42.5 min. The rate of glucose in blood plasma was obtained in each participant.
The dynamic scans were reconstructed with OSEM algorithm in 28 image frames of 1
× 30 s; 12 × 10 s; 6 × 30 s; 4 × 180 s; 5 × 300 s.

2.3 Data Analysis

Regions of interest (ROIs) were manually drawn on several brain image transaxial slices
by reference to an electronic anatomic brain atlas (imaios.com) producing 42 volumes,
extending on several slices, of 42 brain structures (Table 1). All regions were paired left
and right relative to brain hemispheres. Time-activity curves (TAC) were obtained for
each brain structure and glucose metabolism was assessed by the standard uptake value
(SUV) [18]:

SUV = ROI
[
Bq/mg of tissue

]

Injected activity
[
Bq

]
/patient weight

[
kg

] (1)
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and participant weight was replaced by the body surface area (BSA) as [19]:

BSA = √
weight × height/3600 (2)

The ROI value in (1) was evaluated as the average of the last five image frames of
the brain structure, i.e. at the 5 frames of 300 s, and the SUV was multiplied by the rate
of plasma glucose.

In order to compare the behavior of each brain structure to each other, and between
rest and activation measurements, we normalized each structure SUV by the total SUV
over all brain structures in each measurement. Moreover, and in order to compare the
relative response to the activation, we evaluated the relative difference (SUVr) as:

SUVr = (SUVactivation − SUVrest)/SUVrest (3)

2.4 Statistics

We used the Bartlett’s test for variance differences between rest and activation and
between subjects with DCD and control. We used the t-test for mean differences of
the groups, and by clustering with Ward linkage method. We hypothesized that there
could be brain structures which metabolize more glucose during activation (positive
SUVr), others could be deactivated (negative SUVr), and some structures could remain
unaffected by the activation (SUVr around 0), and hence we decided to partition the data
into three clusters.

Table 1. List of the 21 brain structures. These structures were identified on both left and right
brain hemispheres. The abbreviations between parentheses were appendedwith L for left and R for
right brain hemispheres in the results section. Ant for anterior, inf for inferior, post for posterior,
med for medium

Brain structure Brain structure Brain structure

1. corona radiata (cr) 8. precentral (pc) 15. putamen (put)

2. superior frontal gyrus (sfg) 9. cuneus (cun) 16. inf occipital lobe (iol)

3. frontal mesial gyrus (fmg) 10. ant frontal pole (afp) 17. ant temporal pole (atp)

4. inferior frontal gyrus (fig) 11. med frontal pole (mfp) 18. med temporal pole (mtp)

5. angular gyrus (ag) 12. post frontal pole (pfp) 19. post temporal pole (ptp)

6. postcentral gyrus (pcg) 13. thalamus (thal) 20. superior cerebellum (sc)

7. superior parietal lobe (psl) 14. caudate nucleus (cn) 21. cerebellum (cer)

3 Results

Figure 1 shows a set of brain image slices extracted from the 90 image slices of the whole
brain at the last frame time during the activation state (i.e. at 37.5 min after radiotracer
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injection, duration of the frame 300 s). Figures 1a (DCD) and 1b (Control) were selected
through the mid brain to show the differences in the cortices and nuclei, and Figs. 1c
(DCD) and 1d (Control) depict the comparison in the slices including the cerebellum.
The intensity of the signal in the structures clearly varied between the participant with
DCD and the control. Glucose metabolism across the structures was spatially differently
distributed in the participant with DCD than in the normal participant, where in the
participant with DCD there was less uptake of 18F-FDG in the posterior brain than in
the front.

TheBartlett test for variance difference in SUVr (3) is reported in Fig. 2where the par-
ticipants with DCD showed larger variance but this variance was not found statistically
different from the control (p = 0.057).

Using SUVr (3) we calculated three clusters with Ward clustering approach to deter-
mine the activated, non-activated and deactivated brain structures (Fig. 3). We identified
the three clusters in the two groups and the results are grouped in Table 2. Knowing that
the left hand was used for finger tapping, the data did not significantly demonstrate dif-
ferences in activated or deactivated structures relative to left and right brain hemispheres
in either the participants with DCD or the control.

Fig. 1. A set of 18F-FDGPET images through themid-brain (a and b) and through the cerebellum
(c and d) for participants with DCD (a and c) and control (b and d) during the activation state.
Images from the participant with DCD showed less intense uptake of 18F-FDG in comparison to
the control. The right side of the participant is on the left side of the reader.
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Fig. 2. Variance in the relative difference between rest-activation in the two groups of participants.
The variance was not significantly different between the two groups (p = 0.057). The mid-line
and marker “o” represent respectively the median and mean of the data in each group.

Fig. 3. Clustering of relative values of SUVr in participants with DCD (a) and in control (b). The
three clusters can be assumed as activated brain structures (+), not activated (o) and deactivated
(*). These clusters were identified to corresponding brain structures and were reported in Table 2.
The list of brain structures with numbers were listed in Table 1.

Table 2. Clusters of brain structures classified as activated, not activated and deactivated in the
two groups of participants. The symbol+ indicates common state of activation in both groups for
that structure.

Participants with DCD Control

Activated Not
activated

Deactivated Activated Not
activated

Deactivated

fmgL + sfgR + sfgL sfgL sfgR + agL +
fmgR + pcgL agL + fmgL + agR pslL +
figL + pcgR + agR fmgR + pcgR + pslR +

(continued)
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Table 2. (continued)

Participants with DCD Control

Activated Not
activated

Deactivated Activated Not
activated

Deactivated

figR + pcR pslL + figL + afpR cunL

pcL + cunL pslR + figR + mfpR + cunR +
afpR afpL cunR + pcgL pfpL thalR

thalL + mfpL pfpL pcL + pfpR atpR

thalR mfpR + cnL pcR cnR mtpL +
putR + pfpR + cnR afpL iolL + mtpR +
cerL + putL atpL mfpL iolR + ptpL

iolL + mtpL + thalL + atpL ptpR +
iolR + mtpR + cnL scL +
atpR ptpR + putL scR

ptpL putR +
scL + cerL +
scR + cerR

cerR

4 Discussion

Our study revealed differences in activation of brain structures comparing participants
withDCDagainst controls. ParticipantswithDCD showed activation of the right anterior
frontal pole and the right thalamus during activation task. These participants showed
deactivation of the left superior frontal gyrus, right angular gyrus, left posterior frontal
lobe, bilateral caudate nuclei and left anterior temporal pole. They had no activation of
many regions such as left precentral gyrus, left cuneus, left anterior and medium frontal
poles, right anterior and left posterior temporal poles, left putamen and left cerebellum.
Participants with DCD presented overall less activated regions than control participants
but more deactivated regions.

The frontal region (right anterior frontal pole) is implicated with planning and initiat-
ingmovements of left limbs and body parts and it was not activated in control participants
while it was activated in participants with DCD. A potential valid explanation is that
participants with DCD showed less automatization and therefore needed to plan and
execute movements with attention control [20, 21], as if they could not learn it before
and were always in learning process, explaining part of their cognitive surcharge.

Activation of the right thalamus in participants with DCD was fitting with a deficit
of corticostriatal pathway [3, 20], and with the need for participants with DCD to keep
conscious attention on their movements even they were repetitive. Another explanation
could be a cognitive surcharge noticed in participants with DCD.
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The left superior frontal gyruswas deactivated in participantswithDCDand suggests
a key deficit of activation that was significant between DCD and control participants and
might be considered as a key difference between the 2 groups. Movements of the non-
dominant hand should activate more cognitive areas for novel action planning as frontal
lobe, as it is noticed with control participants.

These findings were expected as pathophysiology hypothesis for DCD corticostriatal
and corticocerebellar deficits or dysfunction [3, 20, 22, 23].

In control participants, the right cerebellum was activated compared to participants
with DCDwhere the right cerebellumwas not activated. This is what was found in previ-
ous studies ofDCDand infingermovement studies performedwith “normal participants”
[7, 22, 24].

The main limitation in this study was the limited number of participants. If the acti-
vation in the control participants can be confirmed from several reports in the literature
either by PET or MRI for some brain structures, those obtained in participants with
DCD certainly remains questionable. However, knowing that DCD is a wide spectrum,
it becomes difficult to screen several participants from whom homogeneous participants
with comparable DCD effects can be selected for imaging.

5 Conclusions

This study of repetitive finger movements with the non-dominant hand during PET
acquisition found differences between DCD and control participants: less brain areas
were activated in participants with DCD and more areas were not activated. Right tha-
lamus was activated in participants with DCD as both caudate nuclei were deactivated
for a possible compensation for basal ganglia dysfunction or deficit. More areas usually
implicated in finger movements in control participants were deactivated in participants
with DCD. This first PET study of DCD found significant thalamus activation as previ-
ous studies on finger movement tasks comparing PET and fMRI in normal participants.
A study with more homogeneous participants with DCD would allow drawing more
formal conclusions.
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Abstract. In the last few years, eXplainable Artificial Intelligence
(XAI) has been attracting attention in data analytics, as it shows great
potential in interpreting the results of complex machine learning models
in the application of medical problems. The nutshell is that the outcome
of the machine learning-based applications should be understood by end
users, specially in medical data context where decisions have to be care-
fully taken. As such, many efforts have been carried out to explain the
outcome of a deep learning complex model in processes where image
recognition and classification are involved, as in the case of Melanoma
cancer. This paper represents a first attempt (to the best of our knowl-
edge) to experimentally and technically investigate the explainability of
modern XAI methods Local Interpretable Model-Agnostic Explanations
(LIME) and Shapley Additive exPlanations (SHAP), in terms of repro-
ducibility of results and execution time on a Melanoma image classifica-
tion data set. This paper shows that XAI methods provide advantages
on model result interpretation in Melanoma image classification. Con-
cretely, LIME performs better than SHAP gradient explainer in terms
of reproducibility and execution time.

Keywords: eXplainable Artificial Intelligence · Melanoma medical
image classification · LIME · SHAP · Deep Learning

1 Introduction

Explainable AI (XAI) is an artificial intelligence approach oriented to explain the
results of complex machine learning algorithms [2]. Generally, it is believed that
as the complexity of a machine learning algorithm increases, the understandabil-
ity of the results become harder [3]. Previously, the robustness of a classification
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algorithm was evaluated using well-known criteria such as accuracy, precision,
recall, Fscore, and etc. However, in real-world scenarios, human experts usually
prefer the use of understandable algorithms, even though they usually have mod-
erate, sometimes limited, performance that other complex black-box techniques,
such as deep learners. In fact, explainability besides accuracy are two important
factors to assess the output of any machine learning algorithms [9]. One of the
main categories of explainers are post hoc model-agnostic. Post hoc refers to
those methods that are applied after training the model and not at the middle
of the model training process. Model-agnostic refers to the group of explainers
that are not specifically designed for a certain machine learning algorithm. XAI
specifically well-adapted to provide explanation ability to deep learning output
on medical datasets [5], where Melanoma cancer is not an exception.

Melanoma is the most aggressive skin tumour, with a 5-year survival rate
of 93% if diagnosed in early stages, but only 27% if diagnosed at an advanced
stage with the presence of metastatic disease1. In Spain, 6,108 cases of melanoma
were estimated in 2021 (2,480 men and 3,678 women), being the fifth most
frequent cancer in men and women2. Diagnosis in the early stages is what allows
better survival rates, although it entails the difficulty of differentiating it from
other pigmented skin lesions (nevus and seborrheic keratosis, mainly), which are
followed up. The inclusion of artificial intelligence in the diagnosis would allow
a more accurate diagnosis. In concrete, there are many efforts to melanoma
diagnosis using deep learning [1,7]. In order to realize trustworthy AI, XAI can
be used as a technical method to ensure transparency of deep learning by helping
better understand the neural network’s underlying mechanisms and explaining
system behaviours to users (in our case clinicians).

This paper is, to the best of our knowledge, a first attempt to evaluate
two well-known post hoc model-agnostic methods in XAI, namely: Local Inter-
pretable Model-Agnostic Explanations (LIME) [8] and SHapley Additive ex-
Planations (SHAP) [6], on explaining the deep learning prediction on Melanoma
image dataset technically. Reproducibility and execution time are introduced
as two major criteria for comparing LIME and SHAP. This paper finally con-
cludes which of the aforementioned method is most suitable for explanation of
Melanoma detection from an engineering point of view. The rest of this paper is
organized as follow. Section 2 provides related information for LIME and SHAP.
Section 3 demonstrates the methodology and the results achieved. Finally, Sect. 4
concludes the paper by summarizing the findings.

2 Preliminaries

This research focuses on the model-agnostic AI explainers, which provide post-
hoc interpretability i.e. why the prediction model predicted its output through

1 Melanoma Cancer statistics approved by the Cancer.Net Editorial Board, 01/2021
https://www.cancer.net/cancer-types/melanoma/statistics.

2 https://seom.org/images/Cifras del cancer en Espnaha 2021.pdf.

https://www.cancer.net/cancer-types/melanoma/statistics
https://seom.org/images/Cifras_del_cancer_en_Espnaha_2021.pdf
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providing after-the-fact evidence for the outputs. These explainers are prob-
ably the most popular ones in the current literature, which consist in Local
Interpretable Model-Agnnostic Explanations (LIME) [8] and SHapley Additive
exPlanations (SHAP), both comprising a group of techniques that help humans
visualize what an already-trained model thinks is important.

LIME uses Eq. 1 to minimize ξ(x) so that f is the prediction model which is
assumed as black box, g is a model in G as a class of potentially interpretable
models that tries to approximate f, Πx is used to define the locality around
the sample to be explained ξ (perturbations from x ), and Ω(g) represents the
complexity of explanation that should be minimized as well as L(f, g,Πx).

ξ(x) = argming∈GL(f, g,Πx) + Ω(g) (1)

SHAP values are concepts coming from game theory [6]. Shapely quantifies to
what extent each player (features) contributes to the game (output of prediction
model). Shapely creates a power set of features firstly. The cardinality of power
set is 2n where n is the total number of features. Likewise, SHAP also requires
to train 2n models with different set of features according to the power set. It
is obvious that as the number of features is higher the number of models to be
trained increases exponentially, which is treated by Lundberg et al.[6] through
some approximations and samplings. Basically, calculating SHAP values has two
steps, namely calculating marginal contributions of each feature and weighing
the marginal contributions which can be shown in general in Eq. 2, so that F is
the entire number of (f) features and set = 1, ..., F .

SHAPf (x) =
∑

f∈set

[|set| ×
(

F

|set|
)

]−1[Predictset(x) − Predictset/f (x)] (2)

Figure 1 illustrates the difference between SHAP and LIME in general.
According to this figure, LIME initially perturbs the sample to explain x to
create the set Z = z1, z2, ..., zm. Next, it selects an interpretable model (such as
linear regression) to calculate the importance of features (calculating the coeffi-
cients related to each feature) via g(Z). LIME finally selects the most effective
features (through sorting coefficients if g is linear regression). However, SHAP
build SHAP values by calculating the marginal contribution of features and
weighing them. Effective features are those with greater SHAP values. More-
over, summing the SHAP values gives exactly the difference between the output
of full model and null model, which shows the additive explanations of SHAP.

While SHAP explainers are model agnostic, there exists two variations that
could be used for deep learning, namely deep explainer and gradient explainer.
Deep explainer approximates the conditional expectations of SHAP values using
a selection of background samples, while gradient explainer explains a model
using expected gradients which reformulates the integral as an expectation and
combines that expectation with sampling reference values from the background
dataset.



322 S. Hurtado et al.

Fig. 1. General workflow of SHAP and LIME

3 Methodology

The methodology of the paper is illustrated using a pipeline in Fig. 2. The image
dataset is online available in Kaggle Skin Lesion Images for Melanoma Clas-
sification (ISIC2019) repository3. It comprises more than 25,000 images with
imbalanced classes (the majority of training data is nevus) which could cause an
erroneous accuracy and incorrect predictions. There are many methods to bal-
ance training data including undersampling the majority class, oversampling the
minority classes, applying SMOTE, and etc. depending on the dataset. However,
our experiments reveal that the best technique for image datasets like Melanoma
is the combination of random oversampling the minority classes following by
applying data augmentation.

Fig. 2. Proposed methodology.

Thus, in the preprocessing step, the distribution of classes were equalized
using random oversampling initially. Oversampling solely can lead to overopti-
mism in prediction. Assuming the training data is split into train and validation
sets. It is expected that some images in the training data appear in the validation
set, since there exist multiple replicated images as a result of random oversam-
pling the minority classes. As such overfitting could happen where the model
prediction will be high in training data, but very low in unseen data. Here data
augmentation could alleviate overfitting. The data augmentation in this study
is done through rescaling, rotating, width-shift, height-shift, and horizontal-flip
3 In URL https://www.kaggle.com/andrewmvd/isic-2019.

https://www.kaggle.com/andrewmvd/isic-2019
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augmentation. The pipeline in Fig. 2 follows by applying pre-trained ResNet [4]
convolutional Deep Learning model and saving the best weights. Then, model
agnostic post hoc explainers (SHAP with Deep and Gradient explainers, LIME
with three well-known segmentation algorithms) are used to evaluate the results
based on reproducibility of the results and execution time.

Reproducibility means the ability of the method to successfully reproduce
same explanations in multiple runs. Likewise, execution time refers to the elapsed
time starting from creating the explainer until calculating the explanation and
generating the pictorial results. Table 1 also shows the main characteristics of the
Melanoma dataset prior to oversampling and augmentation. After oversampling
the distribution of each class in training set is equal to 1,372 so that the the
entire training set contains 4,116 observations.

Table 1. Melanoma dataset description after oversampling class imbalance

Data #Observations Distribution of observations

Train 2000 374/Melanoma, 1372/Nevus, 254/Seborrheic-keratosis

Validation 150 30/Melanoma, 78/Nevus, 42/Seborrheic-keratosis

Test 600 117/Melanoma, 393/Nevus, 90/Seborrheic-keratosis

Table 2. Description of four selected samples for experimentation

Test observation Real label Melanoma Nevus Seborrheic-keratosis

Sample 1 Nevus 0.31 0.57 0.12

Sample 2 Melanoma 1.00 0.00 0.00

Sample 3 Nevus 0.00 1.00 0.00

Sample 4 Seborrheic-keratosis 0.00 0.00 1.00

3.1 Evaluation

This section provides related information for calculated metrics. All the experi-
ments have been conducted in a virtualization environment running on a private
high-performance cluster computing platform. This infrastructure is located at
the Ada Byron Research Center at the University of Málaga (Spain), and com-
prises a number of IBM hosting racks for storage, units of virtualization, server
compounds and backup services. Our virtualization platform is hosted in this
computational environment. Concretely, this platform is made up of a CPU with
Intel(R) Xeon(R) Gold 6130 @ 2.10 GHz, maximum 2 TB of HDD, maximum
64 GB of RAM, and Ubuntu 20.04.3 LTS(GNU/Linux 5.4.0-1049-kvm x86 64).

Since it is impossible to illustrate the entire test samples four test samples
were selected to investigate the reproducibility and execution time analysis as
explained in Table 2, so that for each sample the real labeling and the prediction
of deep learning are shown.
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3.2 Evaluation of LIME

Figure 3 illustrates the reproducibility of LIME using three well-known segmen-
tation algorithm namely, quick shift, Simple Linear Iterative Clustering (SLIC)
and felzenswalb. Quick shift uses approximation of kernelized mean-shift and
it belongs to the family of local mode-seeking algorithms. SLIC uses k-means
which is a simpler clustering method in comparison with the clustering method
in quick shift. In contrast, felzenswalb uses a graph-based approach for image
segmentation.

Figure 3 is the result of 5 multiple runs of LIME algorithm for 5 top features
with different number of perturbations regarding each of the four images in
Table 2. The original segmentation is illustrated for each image using quick shift,
SLIC, and felzenswalb in Fig. 3 initially, so that the segmentation algorithms
are tuned to contain roughly same number of segments for each algorithm, to
have a fair comparison between them. Under each image is a fraction that shows
how many times LIME is able to generate exactly same 5 top features in 5
multiple runs using each segmentation algorithm. For example, 4/5 for sample
1 with quick shift algorithm and 5,000 perturbations means the result of LIME
in 4 runs from 5 runs are exactly same. As such, sample 1 achieves 1/5 for 100
perturbations using quick shift algorithm, which means that there are five unique
results so that one of them is selected randomly.

It is noteworthy mentioning that, quick shift and SLIC have relatively same
segmentation trend in comparison with felzenswalb so that this last sometimes
results in segments with sizes that vary greatly as in sample 2 and sample 3.
This may affect the reproducibility of LIME either positively in sample 3 or
negatively in sample 2.

While Fig. 3 analyzes reproducibility strictly, Fig. 4 checks the reproducibility
of LIME more gently by calculating the number of features in each perturbation
(100, 500, and 1,000) that have also been observed when the perturbation is
5,000. Figure 4 shows that as the number of perturbation increases from 100 to
1,000, more features from that perturbation are observed within 5,000 pertur-
bation. If two superpixels are equally good at explaining, LIME may pick an
arbitrary one which sometimes result in not reproducible explanations. Figure 4
shows that by increasing the number of perturbation, LIME converges to repro-
ducibility.

Recalling that good segmentation often depends on the application, illustra-
tions in Figs. 3 and 4 show that the reproducibility in LIME mostly increases
while the number of perturbation increases from 500 to 5,000 using any seg-
mentation algorithm (the default number of perturbation in LIME is 1,000).
While increasing number of perturbations has a positive effect in reproducibility
of LIME, another approach is to fix the random seed to initialize the random
number generator. This way, using any number of perturbations the explain-
ability results are same. Nonetheless, greater number of perturbations together
with fixed random seed result in better accuracy as well. Nonetheless, Fig. 5
shows how successfully LIME recognizes regions contributed to target label by
increasing the number of perturbations and using fixed random seed. This last
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Fig. 3. Strict analysis of LIME reproducibility by increasing number of perturbations

Fig. 4. Gentle analysis of LIME reproducibility by increasing number of perturbations
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figure also reveals that LIME intelligently did not recognize mm scale and hair
as effective features, but considers the stain in sample 3 within 5 most important
superpixels.

Fig. 5. Reproducibility analysis of LIME using fixed random seed and variable number
of perturbations

3.3 Evaluation of SHAP

As commented before, there exists two variations of SHAP optimized for deep
learning, namely gradient explainer and deep explainer. The SHAP kernel
explainer could also be used because it works for all models, but is slower than
the other model type-specific algorithms, as it makes no assumptions about the
model type. Thus, to avoid redundancy of figures with same results and for the
sake of hardware limitation (passing more than 100 background data was unrea-
sonably expensive), the reproducibility of SHAP has been tested using solely
with gradient explainer, shown in Fig. 6. Generally, pink pixels contribute to the
model output and blue pixels contribute not being of that class. The intensity
of color shows the intensity of contribution. Since gradient and deep explainer
explains the prediction using pixels and not superpixels, it is difficult to trace
the reproducibility numerically as it was done for LIME.

The nsamples parameter in gradient explainer (by default = 200) indicates
the number of samples are taken to compute the expectation and shows accuracy
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of explanation. This gives better estimates of SHAP values as the nsamples
increases, which leads to low variate estimation of the SHAP values, however
the execution time increases. Figure 6 shows that as the nsamples increases from
100 to 5,000 the explainability becomes a bit more reproducible, which is less
obvious in sample 1 because the deep learning model is not completely sure
about its prediction. Figure 6 also shows that gradient explainer considers the
stain in sample 3 same as LIME in Fig. 5. The gradient explainer in Fig. 6 uses
the entire 4,116 images in train set as a background data (the random seed in
calculation of SHAP values is set to 42).

Fig. 6. Visual reproducibility analysis of SHAP gradient explainer

3.4 Computational Effort

From the point of view of the computational effort, Fig. 7 compares LIME (using
quick shift) and SHAP gradient explainer in terms of execution time, so that N is
the number of perturbation and nsamples for LIME and SHAP, respectively. It
is clear that LIME spends less amount of time for explainability as N increases,
while SHAP gradient explainer is almost three times slower than LIME. It is
noteworthy mentioning that changing the segmentation algorithm does not have
a considerable difference in execution time of LIME. SLIC is very competitively
faster than quick shift and also quick shift is very closely faster than felzenswalb.
Thus, Fig. 7 the better performance in terms of execution time of LIME using
quick shift as a moderate segmentation algorithm. Technically speaking, LIME
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has more reproducibility power and is almost much faster than SHAP gradient
on melanoma dataset. Thus, there are sufficient engineering justifications to
use LIME for explanability of deep learning on melanoma dataset for a single
prediction rather than SHAP gradient explainer.

Fig. 7. Efficiency of LIME Vs SHAP

4 Conclusion

This paper investigated the explainability of Local Interpretable Model-Agnostic
Explanations (LIME) and SHapley Additive exPlanations (SHAP) in order to
help in the differential diagnosis of pigmented skin lesions. The evaluation cri-
teria focuses on the reproducibility of the results, as well as the execution time.
Three variations of LIME (using three well-known segmentation algorithms) are
used and gradient explainer is selected for SHAP. From the engineering point of
view, LIME was faster than SHAP. The idea is that while acceptable results are
achieved by LIME in the case of differential diagnosis of pigmented skin lesions,
there is no need to use SHAP because of its expensive efficiency. LIME works
with super pixels and the reproducibility of results were more controllable than
SHAP gradient explainer. Thus, it can be concluded that XAI methods show
potentials in providing interpretable results for the specific case of pigmented
skin lesions classification, in the context of Melanoma cancer diagnosis. Specif-
ically, LIME shows better performance than SHAP gradient explainer in terms
of reproducibility and execution time.

The general idea for future work is to approach explainability of deep learning
on melanoma data set through improving LIME, as well as to tacking with other
different kind of medical image datasets.
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Abstract. In this work, we propose the use of thermal vision sensors
to estimate the frontal body landmarks of an inhabitant. The use of
thermal sensors is being promoted to collect human patterns while pro-
tecting inhabitants’ privacy in smart environments. On the other hand,
deep learning approaches have provided encouraging results in estimat-
ing body, hand and facial landmarks. Here, we present a residual neural
network which produces body landmarks from images collected by a low
cost thermal sensor. In order to solve the problems of capturing and
labeling data, which hinder learning in deep learning models, we pro-
pose an auto-labeling approach with dual visible-spectrum and thermal
cameras, including the recognition of keypoints by the OpenPose model.
A case study developed with four inhabitants in different poses shows
encouraging results.

Keywords: Thermal sensor · Residual neural network · Body
landmark

1 Introduction

Smart environments enable monitoring of human activities in an increasingly less
invasive way [2]. They have the potential to improve the quality of healthcare and
social services whilst allowing people to live independently at home and social
centres in a secure and controlled way [7]. Smart environments are supported by
the integration of sensors in the related field of Internet of Things (IoT) [1]. First,
binary sensors were deployed as low-cost devices to collect human interactions
in spaces and with objects within smart environment settings [20]. Next, wear-
able devices were applied to provide a first-person perspective of human activity,
enabling recognition of activities and gestures in Activity Recognition [22] using
mainly inertial sensors. New trends have incorporated vision sensors, which have
been proposed together with computer vision models to analyse visual observa-
tions for pattern recognition in inhabitants [34]. More recently, thermal vision
sensors have been proposed because they offer a degree of privacy not provided
c© Springer Nature Switzerland AG 2022
I. Rojas et al. (Eds.): IWBBIO 2022, LNBI 13346, pp. 330–342, 2022.
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by traditional camera methods, as occupants cannot be identified. This app-
roach has the potential for a more positive acceptance than standard vision
cameras [28].

The proliferation of deep learning approaches has enabled state-of-the-art
sensor processing in activity recognition [31]. In the context of computer vision,
deep learning drives the most prominent cases and results [30]. In this work,
real-time multi-person 2D estimation of body landmarks has been achieved using
complex structure models in the visible spectrum combining deep learning and
affinity part methods [4]. The results have been promising.

Additionally, residual networks [10,32] have been successfully applied in
many computer vision and natural language processing tasks, achieving state-of-
the-art performance with deeper and wider architectures and with a low number
of configuration parameters based on the creation of residual blocks with pre-
defined inner-layers.

Moreover, in order to avoid learning from scratch, we propose combining
learning from visible spectrum models for landmark estimation. To this end,
domain adaptation methods are proposed to map between the source and tar-
get data distribution [24]. This approach has been proposed in several visual
applications [6] and IoT sensors in smart environments [25].

The aim of this work is to compute the 2D estimation of frontal body land-
marks from thermal sensors using the labeling of a different domain, which is
thermal vision frames. We propose using a lighter Neural Network which can
be deployed in IoT boards. The extension of this initial approach will serve as
base for solving complex deployments in real-time conditions with occlusions,
identifications of partial body parts and individual segmentation.

In order to reach this outcome, our approach is based on following key points:

– To collect a straightforward dataset, a pair of vision devices is proposed,
integrating a thermal and visible-spectrum sensor. An IoT board is embedded
with the dual vision devices to store paired images from both domains.

– OpenPose model is applied over the frames from the visible-spectrum sensor
to obtain the body landmarks. The body landmarks proposed are MPI key-
points which describe the body’s pose using 15 keypoints. These keypoints
of body landmarks generated by OpenPose provide an automatic labelling of
images representing the ground truth to be learned by the neural network
model.

– A Residual Neural Network designed for this work is proposed to develop a
regression of the body landmarks. The input of the model is composed of
thermal vision images and the labeling is represented by 30 values of MPI
keypoints computed by OpenPose, respectively.

The remainder of the paper is organised as follows: In Sect. 2, we review
related works and methodologies; in Sect. 3, we describe the devices, architecture,
and methodology of the approach; in Sect. 4, we present the results of a case
study; in Sect. 5, we detail our conclusions and ongoing work.
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2 Related Works

The emergence of thermal vision sensors is an excellent non-invasive and privacy-
friendly approach to monitor people in their homes [8]; [21]. However, most
work in the scientific literature makes use of visible-spectrum sensors, due to
the encouraging performance of deep learning in multimedia data analysis using
IoT [12]. However, many concerns around privacy have been raised by their
deployment indoors [26].

For the acceptance of such technologies to be possible, it is essential to present
the user with a scenario where they feel safe [16]. In this work, we have opted
for an IoT device that integrates a dual vision/thermal sensor that offers greater
guarantees regarding the user’s privacy, depending on the context and sensitiv-
ity. Moreover, thermal sensors almost completely solve the problems related to
light and shadows presented by visible-spectrum cameras [9]. In fact, numerous
proposals have recently appeared where these devices stand out for their perfor-
mance, mainly in fall detection [20] and activity and pose classification [18].

If we delve into landmark estimation, in the scientific literature we can find
multiple examples of their use with visible-spectrum sensors such as Kinect [14].
Estimating these landmarks in the human body is very tedious, as existing
datasets include incomplete annotations, leading to the assembly of different
deep models trained independently on different datasets [15]. This reality is
compounded by differences in the patterns collected between visible-spectrum
images and thermal images, which means that visible-spectrum models cannot
be applied to thermal images with great results. This makes it even more diffi-
cult to find scientific proposals that make use of thermal vision sensors for pose
estimation.

The use of deep learning models is the best-performing method for this pur-
pose, mostly with the use of lightweight and fast CNNs [19]. In fact, OpenPose
has been the first real-time multi-person system to jointly detect human body,
hand, facial, and foot keypoints (in total 135 keypoints) in single images, and has
been used in numerous proposals with excellent results [3]. Such is the impor-
tance and impact of lightweight models such as OpenPose for IoT and real-time
devices, that networks have already been proposed that improve its performance
by estimating all points of the body simultaneously [11] or that have been opti-
mised to be lighter [23].

3 Materials and Methods

This section presents a novel method to estimate the landmarks of a body using
a thermal camera. The estimation of landmarks or points of interest has been
covered extensively in the scientific literature on visible-spectrum vision sensors.
The reason for including a landmark estimation method based on thermal cam-
era images is to address privacy concerns. Such concerns are especially relevant
when it comes to vision sensors deployed in hygienic environments and in domes-
tic environments in general, where they should not capture as much sharpness
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or resolution. However, due to differences in the patterns collected, models for
estimating landmarks based on the visible spectrum have not achieved robust
results when applied to the thermal domain.

3.1 IoT Device with Dual-Vision Thermal and Visible-Spectrum
Sensors

To carry out the data collection and paring of images from the visible spectrum
and the thermal domain, we have designed an IoT device consisting of a thermal
vision sensor and a visible-spectrum sensor directly connected to a Raspberry
Pi 4. It is described below:

– The visible-spectrum sensor selected is Raspberry Pi NoIR Camera
Module V2. It is a low-cost sensor (around e30) that is able to take images
in the dark because it does not use an infrared sensor (NoIr = No InfraRed)
(Fig. 1).

Fig. 1. Raspberry Pi NoIR Camera Module V2

– The thermal vision sensor selected is FLIR Lepton 3.5, integrated with
the PureThermal 2 Smart IO Module (see Fig. 2), which is a hackable
USB thermal webcam for the FLIR Lepton thermal imaging camera core. It
is a Long Wavelength Infra-Red camera that captures accurate, calibrated,
non-contact temperature data at every pixel of every image and is priced at
around e350.
Both cameras collect 160 × 120 pixel images through a Python application
that has been implemented, so the data collection is performed simultaneously
on both devices. Figure 3 shows the final configuration of the devices with a
case modeled for a 3D printer.
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Fig. 2. PureThermal 2 Smart I/O Module + FLIR Lepton 3.5

Fig. 3. (Left) Raspberry Pi NoIR Camera Module V2 (Right) PureThermal 2 Smart
I/O Module + FLIR Lepton 3.5 (Back) Raspberry Pi 4

3.2 OpenPose Auto-Labelling, Homography Calibration, Data
Augmentation and Data Pre-processing

The use of deep learning models to perform this estimation of landmarks is the
method with the best performance [5]. One problem with deep learning models is
that they need a large amount of data for learning. This required a huge data set
where each thermal image would also have to be labeled by a human observer.
To solve this problem, we propose a novel self-labeling system in the learning
phase (not in the final deployment phase):

– IoT device with dual-vision thermal and visible-spectrum sensors collect
paired images. A fuzzy membership function µN(xi) is applied on the pix-
els xi of the thermal data: i) to normalize data between [0,1], and ii) to
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remove background noise (Fig. 4). This pre-processing step outperforms the
learning of the network using raw thermal images. The membership function
is defined by a left trapezoidal shape to normalize and remove background
context from raw thermal pixels:

µN(x) = TL(x)[l1, l2] =

⎧
⎪⎨

⎪⎩

0 x ≤ l1

(x − l1)/(l2 − l1) l1 ≤ x ≤ l2

1 l2 ≤ x
– Labeling of the visible-spectrum image is included using stable deep learning

models: OpenPose [4].
– Labeling of the visible spectrum is related to the thermal camera using homog-

raphy H.
– The process is repeated collecting samples in a domestic environment auto-

matically in real time (with various poses and the user).

Fig. 4. Background segmentation

First, OpenPose developed an estimation of body landmarks from the visible-
spectrum sensor images using the 15 keypoints approach developed in MPI.
Specifically, we used the MPI model with 4 stages: a variation of the MPI model
with the number of CNN stages reduced to 4, which is faster but less accurate for
real-time purposes. This automatic labeling represents the ground truth which
will be learned by the residual neural network.

Second, homography estimation between thermal and spectrum visible
images was computed using the Ransac method [17]. So, from paired thermal
and visible-spectrum images, we selected 10 related keypoints in the image which
correspond to the same location. The homography between both cameras was
performed with a manual selection of related points. Next, the Ransac method
computed the homography which was applied from visible spectrum to thermal
to obtain an accurate relation of keypoints.

Third, a data augmentation method [27] allowed us to solve the problem of
learning with large volumes of labeled data. In this case, we carried out a data
augmentation process, where each original image was transformed to generate sev-
eral synthetic images. The method consisted of scaling, horizontal and vertical flip,
rotation and translation of points of the original image. These rotation, transla-
tion, and scaling processes are performed in random parameters and must applied
to the final homography for the labeling and source images to be correlated.



336 A. Polo-Rodŕıguez et al.

Figure 5 shows an example of data augmentation for the same image:

Fig. 5. Original image and synthetic image generated by data augmentation along with
related landmarks

3.3 Residual Neural Network Configuration

In this section we describe the modeling of the residual neural network which has
been developed and optimized for this work. The following key points are high-
lighted: i) it is a lighter model to be deployed in non-deep design IoT boards. ii) it
includes a dropout layer in residual blocks to avoid overfitting. iii) a progressive
multi-layer regressor has been developed from flatten layer to 30 values which
represents the coordinates x, y of 15 MPI keypoints from the body landmarks.

The estimation of the landmark points is computed as a regression (15 points
of x, y coordinates) on an output of 30 values. For this purpose, a residual net-
work model has been proposed [10]. A residual neural network, also well know as
ResNet, is an artificial neural network that is based on pyramidal cell constructs
similar to that of the cerebral cortex. Residual neural networks develop their
architecture by using jump connections or shortcuts to jump over some layers.
Typical ResNet models are implemented with layer breaks that contain value
normalization and filtering. In our case, it was key to provide the dropout layer
in ResNet blocks. Dropout was first introduced in [29] and was then adopted
by many successful architectures, such as [33], in broad models that had a large
number of parameters to prevent feature coadaptation and overfitting.

The creation of the residual networks is done by means of blocks that encap-
sulate the filters and reductions of classic filters. These networks have been some
of the best-performing in pattern recognition. The blocks are built with 2–3 lay-
ers where the final one establishes links (or escapes) between the inputs or the
outputs. In Fig. 6, we describe the block model design for this network.

From these basic building blocks, a multi-block network model can be
straightforwardly designed. In our case we have defined 10 blocks which con-
figure a non-deep network which can be deployed in smart boards in an efficient
way.

In this design, the inputs are 120× 160 images. We designed two models
(A,B) in the configuration of the residual blocks:
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– 2 Conv-2D are applied in model (A) and 3 Conv-2D are applied in model (B).
– Stride is the number of pixels shifts over the input in Conv2D. It is set to

stride = 1 in A) and stride = 2 in the block B). Stride = 2 provides a down-
sampling of the original input size.

– Kernels determine the dimensions of the kernel in the convolution. They are
set to size = 3.

– The number of filters define the number of output channels created after the
kernel is convolved over the input. They are increased from 32 to double size
progressively in blocks.

The creation of the 10 residual blocks are interleaved between models A,B in
the shape A,B, ·, A,B. In Fig. 6, we describe the configuration of residual blocks
A and B.

At the end, the output of the last layer, sized (8, 10, 512), is finally inte-
grated into a normalization layer by an average mean layer (instead of applying
the maximum, like in traditional neural networks). The unrolling of the blocks
generates 17 layers for the creation of final network.

To relate the final abstract output of the last layer with the output, a neural
network which is composed of 3 dense layers has been created. It reduces the
abstract patterns using 2048, 512, 128 neurons up to 30 values of the regression
estimation, which finally configures the values of the positions of the landmarks
(x and y). The total model requires more than 40 million parameters to estimate.

The residual neural network performs learning in a iterative way using mean
square error for rectification and the Adam method as an adaptive learning rate
optimizer [13]. The final configuration of the network is shown in Fig. 6.

Fig. 6. Models (A) and (B) design of residual blocks. Model B develops a downsampling
of input size. (C) Residual neural network based on configuration of blocks A and B
with final optimization layers.
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4 Case Study

In this section, we present the results obtained from the evaluation of keypoints
of an inhabitant’s body landmarks from thermal images. The case study involves
4 participants.

First of all, we have to highlight that a very rapid data collection has been
carried out with the approach proposed in the work. 120 samples were collected
for each participant (a total of 480) performing different frontal poses with ther-
mal vision and visible-spectrum cameras. The participants performed tai chi
exercises over 6 min while the IoT device collected the images at 3-second inter-
vals.

For noise removal, normalization and body highlighting in the thermal
images, a membership function, whose values are l1 = 122, L2 = 255 respec-
tively, was applied on the values of the thermal matrix. The thermal data were
augmented (K = 10 times) and processed with OpenPose to automatically label
the thermal images using the MPI body landmarks format.

A leave-one-out cross-validation was applied to perform the evaluation using
data not observed in the training set. So, the training dataset was collected from
3 participants (360 original frames), which was augmented (K = 10) to obtain
3600 synthetic training frames. The test dataset is composed by the left out
participant (120 original frames).

The residual network model proposed for the keypoints regression has been
compiled for learning in a batch of 64 images, which are loaded in this size of
block and whose weights are optimized at the end of the batch. Learning was
done for a total number of 50 epochs on a computer with a seventh-generation
Intel i7 processor and 16 GB of RAM. It took 12 and a half hours.

The root mean square error (RMSE) measures the deviation of the landmark
values obtained from the ground truth. In Fig. 7, we describe the evolution of
the RMSE in training and testing regarding learning in the residual network
epochs. We can see how the test evaluation error is significantly greater than the
training error, being estimated at RMSE(test) = 2.46 and RMSE(train) = 9.80
in the last epoch.

As the RMSE value is not descriptive enough with respect to the quality of
the visual results, in the Fig. 8 we include some images of the generated model
and the model’s validation of several thermal images to estimate the 15 landmark
points. Classic poses have high accuracy; however, poses with foreshortening are
not well estimated in all the parts of the body.

We note that the testing images were not integrated into the learning process
and the results are very encouraging, especially considering the small number of
images used in the data collection. In future works, data collection from more
users will allow us to establish a more precise model for pose recognition.
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Fig. 7. Evolution of RMSE in training and testing regarding learning in residual net-
work epochs.

Fig. 8. Results

5 Conclusions, Limitations and Ongoing Work

In this work we have presented a residual neural network developed to com-
pute the keypoints of body landmarks of inhabitants. In this approach, for auto
labeling: i) an IoT device with dual-vision thermal and visible-spectrum sen-
sors collect paired images, ii) OpenPose computes MPI landmarks to generate
the ground truth from visible-spectrum images. So, the residual neural network
learns in the new thermal vision domain from the knowledge of the trained
visible-spectrum Open Pose neural network.
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The results are encouraging, achieving high quality estimation; however,
some poses with foreshortening require deep training with additional wider data,
including balancing of poses. We mainly highlight the importance of including
dual-vision sensors in an IoT board and a data augmentation method to col-
lect a significant amount of high-quality data in a few minutes. This could be
expanded further by collecting a larger dataset with different users and poses in
heterogeneous contexts.

Finally, in order to obtain a model as robust as OpenPose for thermal vision,
some limitations of the work have to be worked on in future works. First, poses
are frontal, without being affected by occlusion or segmentation of the inhab-
itant’s image. Second, multi-occupancy is not supported. These shortcomings
will need to be addressed with several models developed over different stages:
detection of users by bounding box or estimation of visible/non-visible land-
marks. In addition, in pre-processing data, automatic estimation of homography
between cameras and an automatic background remover would be necessary for
the approach to be robust in different deployment and heat conditions.
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Hospital Cĺınic de Barcelona, Barcelona, Spain
6 August Pi i Sunyer Biomedical Research Institute (IDIBAPS), Barcelona, Spain

Abstract. In current ophthalmology, images of the vascular system in
the human retina are used as exploratory proxies for pathologies affecting
different organs. In this brief paper, we use multi-modal retinal images
for assisting diagnostic decision making in diabetes mellitus and dia-
betic retinopathy. We report the use of matrix factorization-based source
extraction techniques to pre-process the images as a data quality control
step prior to their classification. Through this quality control, we unveil
some relevant sources of bias in the data. After correcting for them,
promising pathology classification results are still obtained, which merit
further exploration.

Keywords: Retinal imaging · Non-negative matrix factorization ·
Source extraction · Medical data quality control · Diabetes mellitus ·
Diabetic retinopathy

1 Introduction

Diabetic Retinopathy (DR) is the leading cause of human blindness in Type 1
Diabetes Mellitus (DM) patients. It is a serious and lifelong condition, estimated
to constitute just between 5 to 10% of all diabetes cases [4] and characterized by
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Fig. 1. Fundus retinography. Fig. 2. Optical coherence tomography.

Fig. 3. Optical coherence tomography angiography images at two resolution levels.

the pancreas inability to generate enough insulin. When related complications
affect the blood vessels in the retina, it can develop in what its known as DR,
which may cause several vision difficulties [12].

In its early stages, DR may cause no symptoms, making it hard to detect and
diagnose, as the differences between a healthy eye and an eye with early-stage
DR are not obvious. Consequently, detecting DR early on after onset is key to
slow its advancement, or even prevent the vision complications which can lead
to blindness if left untreated.

Different non-invasive imaging techniques can be applied to the study of
retinal diseases in general, and DR in particular, such as fundus retinography
(FR, Fig. 1), structural Optical Coherence Tomography (OCT, Fig. 2), or Optical
Coherence Tomography Angiography (OCTA, Fig. 3).

Standard DR screening systems use FR [8] due to its widespread availability.
For this reason, the vast majority of computational science applications in oph-
thalmology have been applied to FR images and, far more rarely, to OCT scans,
which are not so readily available. Recently, the advent of the more advanced
(and still scarcely used) OCTA technology allows for direct visualization of flow
in the retinal vessels, easing the evaluation of these patients.

We analyze a high-quality multi-modal image dataset gathered in previous
ophthalmology research projects [1–3,14]. The ultimate goal of its analysis is
diagnostic classification to be provided to the expert for decision-making assis-
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tance. In this study, though, we focus on image quality control prior to classifi-
cation, using source extraction techniques, namely non-negative matrix factor-
ization (NMF) and some of its variants. This quality control is a necessary step
to guarantee the robustness of the diagnostic assistance tool.

2 Materials and Methods

There are three image modalities in the analyzed dataset, namely FR, OCT and
OCTA. For the OCTA images there are, in turn, four sub-modalities: 3 × 3mm
superficial, 3×3mm deep, 6×6mm superficial and 6×6mm deep. Here superficial
and deep refer to the perifoveal superficial capillary plexus (SCP) and perifoveal
deep capillary plexus (DSP), respectively.

This dataset is quite unique in that it only includes patients with Type 1
diabetes and that it also includes a subset of controls with no diabetes.

The DR scale is redefined to include such controls as class 0 and, therefore,
we have classes 0: Controls, 1: No DR, 2: Mild Non-proliferative DR, 3: Moderate
Non-proliferative DR, 4: Severe Non-proliferative DR, and 5: Proliferative DR.

The original dataset includes 599 people in total. The retinal images acquired
with the three imaging techniques (FR, OCT, OCTA) are available for both the
left and right eye (whenever possible).

For a variety of reasons some of the images (and related clinical information)
were missing in the original dataset. Therefore, the data needs some preliminary
filtering. Also, some of the OCT, OCTA, FR scans are corrupted. Some examples
of this can be seen in Fig. 4.

Fig. 4. Examples of corrupted OCT, OCTA and FR images.

Besides, some of the eyes on the dataset have other eye pathologies or pre-
vious treatments. To avoid biasing the models, only people with good enough
quality OCT and OCTA were included. Also, patients that underwent treatment
or surgery that can affect the captured features were filtered out.

The pre-filtering process for the OCT and OCTA was performed as specified
in a previous study [2]. The FR images do not have any quality information and
so they are all included in this filter.
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Total evaluated eyes

  Medical exclusion criteria

Macular edema
Previous ocular surgery
Previous ocular treatment
Previous macular laser
Concomitant ocular pathology

Glaucoma
Amblyopia
Myopia
Retinal Vein Occlusions
Uveitis
Others

Total included eyes

  Quality exclusion criteria
    • Artifacts
    • Signal Strength Index < 7
    • Incorrect FAZ

Fig. 5. Diagram showing the exclusion criteria [2].

DR
scale

No. eyes before
filter

No. eyes after
filter

0 228 136
1 610 445
2 245 162
3 42 25
4 5 2
5 44 1

Fig. 6. DR class counts. Fig. 7. Distribution of exclusion by class
labels.

After applying the exclusion criteria, as graphically described in Fig. 5, we
are left with 771 eyes.

Inspecting the distribution of the instances in the dataset (See Fig. 6) and
their distribution of exclusion (See Fig. 7), too few class 3, class 4 and class 5
eyes are found to remain after filtering. Thus, from a classification viewpoint,
it makes more sense to aggregate them into three classes: class 0, class 1 and
class {2,3,4,5}, representing Controls, Type 1 diabetic with no DR and Type 1
diabetic with DR, respectively.

The ultimate goal of this investigation is the assessment of the capabilities
of discrimination in the following two binary classification problems:

– classification task 0-15: Discrimination between the eyes of non-diabetics
(controls) and of Type 1 diabetics, which corresponds to class {0} versus class
{1,2,3,4,5}.

– classification task 1-25: Discrimination between no DR eyes and clinical
DR eyes, corresponding to class {1} versus class {2,3,4,5}.

We will start by building small standard NMF models for a first exploration of
the quality of the extracted image sources, removing those which are artefactual
and reconstructing the target image through a linear combination of the relevant
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ones. In this setting, we prefer sources to capture sparse localized features so that
the parts-based representation is easier to interpret for medical experts.

After this pre-processing, several models of the NMF family, namely standard
NMF [10], Sparse NMF [9], Separable NMF [6] and Convex NMF [5] will be built
for each of the six types of image. The rank r (number of extracted sources) will
be estimated by inspecting the decay of the SVD eigenvalues. We will retain a
relatively large number of components so as not to restrict too much the features
the models can learn.

For each combination of image type, model and parametrization, the data
matrix decomposition obtained consists of sources and weights (encoding). Fol-
lowing similar approaches [13] that used NMF as the basis for subsequent classifi-
cation, the encoding matrices of all NMF variants will be used as input variables
in preliminary feature selection and classification models.

3 Exploratory Pre-processing

The first exploratory step consists on experimenting with small standard NMF
models for each type of image and inspecting the extracted sources. The result
of this step reveal some issues that should be fixed before using the encoding
matrices of NMF for classification.

3.1 Retinography

Some small standard NMF models were built from the FR photographs, where
images were initially modeled in a RGB (Red, Green, Blue) colour space. From
Fig. 8, we see that the extracted sources only separate the colour channels, the
shades and illuminations, instead of intrinsic anatomical differences. Therefore,
we will need to normalize the illumination in order to learn more effective fea-
tures. This can be achieved with local adaptive filters. Here, we make use of the
FR image pre-processing method made public by the winner of the Kaggle 2015
FR images competition [7].

Fig. 8. Six sources of the FR exploratory model
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3.2 OCT

Looking at the sorces reported in Fig. 9, it seems clear that the NMF model is
actually learning different translations and rotations of the OCT scans, which,
again, is not what we sought. Moreover, the strange-looking last source is actually
the result of some OCT scans being in a grayscale colour space instead of RGB.

An expert ophthalmologist confirmed that OCT scans were originally
grayscale and that the colour in the image is extraneous. Therefore, they were
all transformed to grayscale.

Fig. 9. Nine OCT sources of the exploratory model

To learn more intrinsic features instead, we developed a pre-processing step
to isolate the regions of interest (ROI).

The existence of a legend and symbol on the bottom-left of the OCT scan was
also noticed. This recurrent feature was being isolated in its own source by NMF.
Interestingly, the artefactual patterns present in the OCT scans (a magenta bar
and the legend) where not identified as completely individual sources until setting
the models to extract 13 sources (rank r = 13).

3.3 OCTA

OCTA images were found to be mostly fine to be used as they are. In Fig. 10,
some of the extracted sources are shown. Nevertheless, we still used noise reduc-
tion filters such as a median filter, bilateral filter and different types of image
thresholding to improve the images.

The model still identified artefacts in some of the images. For example, one
source helped identifying six images (see Fig. 11) containing the camera model
watermark on the bottom right. It also identified the eye of a patient with a
very unusual path of the eye nerve through the FAZ area, as seen in Fig. 12. All
these edge cases were fixed or filtered out.
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Fig. 10. Top row: OCTA deep sources. Bottom row: OCTA superficial sources.

Fig. 11. OCTA images with a watermark on the bottom right corner.

Fig. 12. Eye with unusual vessel pathing. Left: 3 × 3 mm Right: 6 × 6mm

4 Learning Unsupervised Part-Based Representations

Once the pre-processing of the images was carried out, a definitive extraction
was implemented with all the models. Each NMF variant was run with different
initializations (random, NNDSVD and NNDSVDa).

Regarding the number of components or sources to extract in the factoriza-
tion models, since the ultimate goal is using the transformed data as the basis
for a classification problem, a cross-validation (CV) scheme could be used for
its choice. However, it would have to be tuned for each model and initialization.
This is a rather cumbersome procedure and, therefore, we opted for a different
strategy: a sensible range of values was found by inspecting the decay of the SVD
eigenvalues (tantamount to looking at the retained variance of PCA) and was run
for different numbers of sources. Supervised feature selection was then applied
and used to decide which decomposition was best in terms of classification.

We tried to use the images at full resolution, but, for computational expedi-
ency, and given that preliminary results were not significantly different, image
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sizes were reduced (for FR, to 256×256; for OCT, to 100×500; and for OCTA, to
256×256). With these, the SVD explained variance was calculated (see Fig. 13).

Fig. 13. SVD cumulative percentage of variance explained, for all image modalities.

It is noteworthy that OCT images show a “better” curve than the rest, as a
low number of components already explain much variance. A possible reason for
that could be that the factorization method does not agree well with the vessel
variability present on the FR and OCTA images.

Based on the plot, we decided to run the models for r ∈ {64, 128, 256, 384}.
Going beyond that for most models would result in learning specific cases, instead
of features. For the sparse models though, it could make sense to have a larger
number of features, but we do not expect to have a large amount of relevant
sparse and localized features in the data.

The resulting encoding matrices were subsequently used as input features
in classification designs. Then a feature selection and double CV scheme was
performed to train and test the models.

4.1 Feature Selection and Classifier Training

A supervised feature selection approach based on mutual information (MI) was
applied and a stratified double-cross CV scheme was used to robustly train and
test the classification models.

Feature selection was carried for each of the classification tasks (diabetic or
non-diabetic and presence of DR) and for each subset of features (FR, OCT,
OCTA and all of them). The following ML/statistical classifiers were used: LR,
LDA, Linear SVM and RBF-SVM.

Each selected subset of features was ordered from highest to lowest MI with
the target class and the first 32 features were selected. This procedure uses a
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10-fold CV; thus, the MI of each variable is computed for each CV split, resulting
on 10 MI estimates for each variable that are then averaged.

Then, using a double CV scheme, the hyper-parameters of the classification
models were optimized and the generalization error estimated. Specifically, the
inner CV was used to select the best hyper-parameters according to the averaged
validation AUC metric. Once the parameters of the models have been defined,
a (optional) backward elimination wrapper method was applied to remove the
irrelevant or less useful features for the model. In order to check if a feature
can be safely removed, the hyper-parameters are re-optimized on the same cor-
responding inner CV to see if there is a decrease on the averaged AUC metric.
Once the features and hyper-parameters are selected, a model is re-trained for
each inner CV train split and are tested on the corresponding outer test CV
fold.

The stratified double CV is defined with 5 splits on the outer CV and 4 splits
of the inner CV (a total of 20 iterations). Using this scheme, 20 test estimates
are obtained, which are displayed in the study as a boxplot.

The grid search for the classifier hyper-parameters is shown in Table 1.

Table 1. Grid search values for the hyper-parameters of the classification methods.
The notation x : y denotes all the integers in the range [x, y].

Method Hyper-parameters

Logistic regression C = 10−3:3

LDA None

Linear SVM C = 101:4

RBF-SVM C = 101:4, γ = 10−4:1

5 Results and Discussion

5.1 Useful Sources Learnt

After executing the models, we take a look at the learnt components. We show
some of the relevant learnt standard NMF sources for each type of image when
initialized with NNDSVD. Here, the NMF variants components are not shown
because they are less intuitive to interpret and not always parts-based represen-
tations.

Some of the learnt NMF components for the FR images are represented in
Fig. 14. The sources mostly seem to capture the thickest vessels. Like in the
OCTA sources, there is variability on the positioning of the vessels which ends
captured in different sources.

Figure 15 shows some of the sources learnt by NMF for OCT images. We can
see that the sources are a localized parts-based representation.

Looking at the learnt NMF components for the deep OCTA images (Fig. 16)
reveals that they capture the different patterns around the FAZ area.
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Fig. 14. Some NMF sources from FR images when initialized with NNDSVD

Fig. 15. Some NMF sources from OCT retinal images (initialized with NNDSVD)

Fig. 16. Some NMF sources from OCTA deep images (initialized with NNDSVD)

The learnt NMF features for the superficial OCTA images can bee seen in
Fig. 17. A sparse representation is learnt. We notice that the bottom vessel is
being captured by different components depending of its position.

Fig. 17. Some NMF sources from OCTA superficial (initialized with NNDSVD)

5.2 Classification Results

For comparison, a Dummy Classifier that generates predictions by following the
training set class distribution is included. It will have an average AUC of 0.5.

We note that if the pre-processing explained on Sect. 3 is not applied, the
classification results are no better than random.

Discriminating DR. For classification task 1-25 (see Sect. 2), we obtain the
results shown in Fig. 18. OCT features yield the best results. The FR and OCTA
features produce more or less similar results. The best results are obtained for
logistic regression and LDA. We hypothesize that the reason SVM classifiers
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work worse is because the hyper-parameter search was not exhaustive enough,
but this should be further investigated (Fig. 19).

Fig. 18. Boxplot of AUC results for classification task 1-25.

Discriminating DM. For classification task 0-15, we obtain the results shown
on Fig. 19(a). It can again be seen that the OCT features yield the best per-
formance. The FR features work better than random, while the OCTA features
are all over the place. At this point, we inspected the sources yielding the best
results and found a bias in the data: that the range of images from 388 to 420
have OCT scans with an unexpected noise and level of gray. Some examples can
be observed in Figs. 20 and 21.

This, in itself, would not be necessarily a problem if it was not because that
range of images has more controls than the other classes. In the filtered data,
those are 32 individuals of class 0, 4 of class 1 and 1 of class 2.

According to the ophthalmologist, a possible explanation for this could be
that the lens of the camera equipment was dirty when those images were taken,
or an artefact in the export from the camera equipment software. We decided
to test how the model performs when removing those instances. This change
means reducing the number of class 0 eyes from 136 to 104. By doing so, the
results shown in Fig. 19(b) are obtained. They worsen slightly for OCT and have
higher variance. Oddly enough, the results for retinography marginally improved.
Since there is no quality filter for the FR images, it could be that the removed
instances were difficult ones where the models previously failed. Also, we notice
that, although the OCTA results worsen slightly on average, they exhibit lower
variance.



354 A. Benali et al.

a b

Fig. 19. Boxplots of the results when discriminating DM from controls. (a) Boxplot of
task 0-15. (b) Boxplot of task 0-15 (without bias)

Fig. 20. Example of the found bias in the preprocessed data

Fig. 21. Example of the found bias on the original images

Discriminating Controls from DR. For completeness, we perform the clas-
sification task class 0 versus {2,3,4,5}. Hence, we remove class 1 (the majority
class), emphasizing the importance of the detected bias of class 0. We call this
classification task 0-25. Experiments were run with and without the biased data.
The results are reported in Figs. 22(a) and (b), respectively.

The results are consistently better and with less variability when including
the biased image range: all the models perform similarly (even SVM, which
yielded worse results in the other tasks). Removing the biased range decreases
the performance and increases the variability of the results, but it is still far
better than the dummy classifier. Worth stressing that the use of all the features
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a b

Fig. 22. (a) AUC boxplot for task 0-25. (b) AUC boxplot for task 0-25 (without bias).

(FR, OCT, OCTA) gives consistently the best results, with and without bias.
This task showcases the importance of having found the bias on the image data
and exemplifies the potential of NMF as a quality control tool.

6 Summary and Conclusion

In this brief paper, we have shown how a matrix decomposition method for
feature extraction, namely NMF, can successfully be used for quality control
in a medical imaging problem, by detecting data artefacts and biases. These
methods can also provide further insight into the images themselves, increasing
the interpretability of the results, a requisite for the application of ML models
to medical problems [11].

The results reported in the previous section indicate that the NMF descrip-
tion of the image data is capable of discriminating in the tasks posed, albeit
with varied results. OCT with logistic regression yields the best results in task
0-15 (between 0.6 and 0.65 average AUC) and, most interestingly, for the more
difficult problem of task 1-25 (between 0.65 and 0.70), which opens the door
to early DR warnings for patients already with Type I DM. Encouragingly, the
discrimination between controls and DR patients consistently reaches average
AUC values over 0.70 with the use of all modalities. Logistic regression is a tried
and trusted model in the medical domain, which could provide an extra push to
the practical implementation of the NMF based analytical pipeline.

With the experiments for task 0-25 we have shown how a significant bias
found using NMF-based feature extraction affects the results. This exemplifies
how important is quality control and how NMF can help to identify data issues
given the right settings. Overall, these promising results warrant further inves-
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tigation and comparison with alternative feature extraction methods and data
representations.
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Abstract. Radiomics is a systematic approach to characterize objects in terms
of their radiological appearance. We used radiomic features of 5027 objects of 6
classes and trained a binary classifier with 79% accuracy. Features were obtained
by using our novel preprocessing pipeline for object segmentation from the lung
tissue in a low-dose Computed Tomography (LDCT) imaging technique. Our
results show that radiomic features prove effective in distinguishing between sus-
picious and benign objects located in the lung tissue. Our data shows that there is
vast space for improvement from both model- as well as a data-centric approach
to developing Computer-aided detection (CAD) systems based on radiomics for
early lung cancer detection. We show our results in the paper.

Keywords: Lung cancer ·Machine learning · Classification · CT

1 Introduction

Although the number of new cases is steadily declining in recent years [1], lung cancer
is still one of the 4 leading cancers across the globe. [2] showed that the 5-year survival
rate for patients between 2003–2009 was 54% for the localized stage of the disease and
dropped to as low as 4% for the distant stage. On the other hand, recent data [1] shows
that survival rate for lung cancer increased over the past years thanks to reductions in
smoking and improvements in early detection and treatment. Data [3] shows that lung
cancer mostly affects heavy smokers, or patients with a long history of smoking, aged 55
or more. For that group of patients, well-defined procedures [4] such as periodical low-
dose Computed Tomography (LDCT) screenings increase chances of early diagnosis.
Thanks to those programmes, lung cancer is now detected more frequently in the early
stage of the disease.

Standard dose computed tomography technique provides significant radiation dose
to the patient during screening. According to guidelines [4] annual screening for high
risk groups is recommended, such frequency of screening puts patients at the risk of
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over-radiation and radiation-related diseases, including cancer [5]. Therefore, screening
programmes most often focus on low-dose computed tomography imaging technique,
as it proved to reduce cancer mortality among patients [6]. In comparison with standard
computed tomography, the radiation dose applied to the patient is much lower, but
provides comparable diagnostic value to the standard dose [7] in case of lung lesion.
This makes LDCT more suitable for frequent, annual screenings for high risk groups of
patients.

During screening, the radiologist searches for any object present in the lung tissue.
Besides lung nodules, there are more objects present in the lung tissue with their own
radiological characteristics. The most common include fibrosis, lymph node, nodule,
calcification, suspicious nodule, inflammation. The task of a radiologist is to assess
each object found in the lung tissue in terms of its malignancy risk. If the object seems
suspicious, the patient is either scheduled for another CT screening in a short period of
time, or the biopsy is taken to validate the nodule’s malignancy.

Lung screening programmes more often than not are adopted only partially [5].
Annual screening for a group of long-time smokers at the age of 55 or higher puts
pressure on the current radiological staffing across the world. Time spent on one screen-
ing is approximately 5–15 min. Lack of radiologists causes extended waiting time for
the results, and is often impossible due to short staffing among hospitals. In this case,
performing such frequent screening trials is difficult or sometimes impossible.

For cost reduction and time optimization purposes, automatic or semi-automatic sys-
tems supporting radiologists are being developed. Detection and segmentation systems
of the objects present in lung tissue are already being used [8]. Nodule classification
systems built directly, or on top of such systems can further reduce the time spent on
a single volume, which increases the throughput of the volumes validated by radiolo-
gists. [9] showed that the adoption of computed-aided detection (CAD) for chest CT
can reduce reading time by 7%–44% with respect to standard approach. Moreover, AI
classification systems may act as a secondary check for the radiologist and provide the
valuable interpretation of the radiological features. [10] showed that usingAI as a second
reader increased sensitivity of lung cancer detection compared to the setup of double
reading of two radiologists. Finally, thanks to explainability it may be used as a training
programme for novice radiologists [11].

Currently, Machine Learning systems designed for medical imaging are criticized
due to lack of explainability. Deep learning models being the most performant tools in
Artificial Intelligence are often called black boxes due to their high complexity and lack
of interpretability. If the deepneural network stands behindprediction, it is hard to explain
the exact reason for the diagnosis.Many approacheswere developed to enhance, or create
a level of explainability, such as GradCAM [12]. However, the level of explainability
and insight is insufficient for the purpose of medical diagnosis.

Radiomics is a potential approach to solving explainability issues inMachine Learn-
ing for medical imaging. Radiomics is designed to systematically transform object seg-
mentations into a set of features used for diagnostic purposes [13]. Each radiomic feature
is strictly defined and calculated using a given formula. Such an approach provides a
sufficient explainability for the radiologist [14].
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We created a radiomics pipeline based on the segmentation masks of objects, which
transforms the input segmentation into a set of radiomic features, which are used for risk
assessment of the object in terms of potential malignancy.

2 Materials and Methods

Data consists of 928 low-dose computed tomography screenings collected during a
public screening programme in Medical University of Gdansk. Patients were aged 50–
75 years old and had a smoking history of at least 20 pack-years.

For each object found in the lung tissue, a single point in 3D space constituting
the part of the object was provided as an annotation by radiologists. For that point,
a class of the whole object was also assigned. The 3D point will be used to create a
segmentation map of the whole object in an unsupervised manner. By performing the
following procedure, an annotated dataset of 5027 objects was created. Classes defined
during the procedure were: fibrosis, lymph node, benign nodule, calcification, suspicious
nodule, inflammation (Table 1).

Table 1. Object type counts in the dataset.

The classes were additionally divided into two groups: benign and suspicious nod-
ules. Inflammatory objects as well as suspicious nodules were merged together due to
suspicious appearance of the inflammation without a global context of the lung tissue
itself, which would indicate ongoing infection. This way we increased the count of
the positive class, which is highly imbalanced in comparison with the negative class.
Positivive class is called suspicious as malignancy of the nodule is only confirmed by
performing biopsy on a suspicious object (Table 2).
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Table 2. Training and validation set counts.

3 Methods

As a preliminary step for the radiomic approach, segmentation masks of objects present
in lung tissue are required. The masks are used to extract voxels containing the object
and based on those voxels, the radiomic feature values are calculated.

For each object found during screening, a segmentation map is usually created either
manually by radiologist, or by using automatic, or semi-automatic CAD software [15].
We created a CT volume processing pipeline, which semi-automatically extracts masks
of the marked object based on a single voxel coordinate of an object provided by the
radiologist.

We first segment the lungs out of the entire CT volume. We use [16] to segment
lung regions from each axial slice. The method is based on the U-Net convolutional
network [17] trained on a diversified set of thoracic CT scans. The network is composed
of contracting and expansive paths, used for extending the spatial information flow in
the network. The network accepts a 2D axial slice of the CT volume, and returns a binary
mask, with lung pixels set as a positive class, and background as negative class. Next,
2D segmentation maps are merged to create a 3D lung mask.

We then perform Gaussian Mixture Modelling on a segmented lung tissue extracted
with the use of 3D lung mask as an approach to cluster voxels of similar intensity into
masks. We model the voxel intensity distribution with the use of 3 components. The
first component groups the low intensity voxels, constituting the airways in the lungs,
whereas the second component contains the range of voxels spanning the lung tissue.
The third component contains blood vessels, bronchovascular bundle as well as objects
found in the lung tissue. We cluster the voxels into objects using connectivity criterion
in the 3D space. We then find object segmentation maps by searching for the overlapped
segmentation maps with provided 3D point annotations.

We run a radiomic pipeline on segmented objects using the PyRadiomics package
presented in [18]. The method takes the input volume together with a binary mask of an
object and calculates the radiomic features. Python implementation for feature calcula-
tion was presented in [19] and was used widely in many medical imaging applications.
Calculated radiomic features are scalar values, with the computation formulas described
and explained previously in [19]. The script produces 107 radiomic features.

We used Logistic Regression as the classification model for our system to be trained
on resulting radiomic features. We first standardized each radiomic feature in the dataset
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to unit variance and used them to train themodel. Feature weights will be used for assess-
ing the importance of each radiomic feature in the diagnostic decision in an Explainable
AI (XAI) manner. Using a diagnostic description of the radiomic feature, the follow-
ing setup provides a high explainability level for the radiological expert. We trained a
Logistic Regression classifier in a binary setup explained earlier, with class weights set
to mitigate the class imbalance of the training set.

4 Results

In order to explore the discriminative value of the radiomic features, we used Kruskal-
Wallis test on each feature with classes assigned previously by radiologists. For Kruskal-
Wallis test results, we computed effect size for the radiomic features and ranked them
in terms of the strength of the effect. We observed that the majority of features provide
strong discriminative value among classes (Fig. 1).

Fig. 1. Radiomic features were sorted in a descending order by their respective Effect Size values.
Horizontal line marks the strong Effect Size threshold of 0.14. 61 features obtained a strong effect
size for the gathered classes proving significant discriminative value of the radiomic features.

We obtained following results for the trained Logistic Regression classifier (Table 3).

Table 3. Classification metrics for the validation set for the trained Logistic Regression model.
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5 Conclusions

Our study shows that radiomics is a promising approach for systematic assessment
of potential malignancy of objects found in the lung tissue in low-dose Computed
Tomography.

We have created a classifier, which uses radiomic features obtained by using our
novel CT volume preprocessing technique. The classifier contains feature importance
weights, which can be used for XAI. Each diagnostic decision is explained by the set of
ranked radiomic feature weights. This experiment proves the value of using radiomics
as a reliable tool for assessing malignancy of lung cancer tumors. Presented results show
promising opportunities for creating supporting malignancy assessment systems trained
on larger datasets.

Acknowledgment. WP benefits from the European Union scholarship through the European
Social Fund (grant POWR.03.05.00-00-Z305) and from OPUS grant no. 2017/27/B/NZ7/01833.
JP was financed by 02/070/BK_22/0033 project and by OPUS grant no. 2017/27/B/NZ7/01833.
Calculations were carried out using GeCONiI infrastructure funded by NCBiR project no.
POIG.02.03.01-24-099/13.

References

1. Siegel, R.L., Miller, K.D., Fuchs, H.E., Jemal, A.: Cancer statistics, 2021. CA. Cancer J. Clin.
71(1), 7–33 (2021). https://doi.org/10.3322/caac.21654

2. Torre, L.A., Siegel, R.L., Jemal, A.: Lung cancer statistics. In: Ahmad, A., Gadgeel, S. (eds.)
Lung Cancer and PersonalizedMedicine. AEMB, vol. 893, pp. 1–19. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-24223-1_1

3. Dela Cruz, C.S., Tanoue, L.T., Matthay, R.A.: Lung cancer: epidemiology, etiology, and
prevention. Clin. Chest Med. 32(4), 605–644 (2011). https://doi.org/10.1016/j.ccm.2011.
09.001

4. Jaklitsch, M.T., et al.: The American Association for Thoracic Surgery guidelines for lung
cancer screening using low-dose computed tomography scans for lung cancer survivors and
other high-risk groups. J. Thorac. Cardiovasc. Surg. 144(1), 33–38 (2012). https://doi.org/10.
1016/j.jtcvs.2012.05.060

5. Sands, J., et al.: Lung screening benefits and challenges: a review of the data and outline for
implementation. J. Thorac. Oncol. 16(1), 37–53 (2021). https://doi.org/10.1016/j.jtho.2020.
10.127

6. Rampinelli, C., Origgi, D., Bellomi, M.: Low-dose CT: technique, reading methods and
image interpretation. Cancer Imaging 12(3), 548–556 (2012). https://doi.org/10.1102/1470-
7330.2012.0049

7. Kubo, T., Ohno, Y., Takenaka, D., Nishino, M., Gautam, S.: Standard-dose vs. low-dose
CT protocols in the evaluation of localized lung lesions: capability for lesion characteri-
zation—iLEAD study. Eur. J. Radiol. Open 3, 67–73 (2016). https://doi.org/10.1016/j.ejro.
2016.03.002

8. Shariaty, F., Mousavi, M.: Application of CAD systems for the automatic detection of lung
nodules. Inf. Med. Unlocked 15, 100173 (2019). https://doi.org/10.1016/j.imu.2019.100173

9. Brown, M., et al.: Integration of chest CT CAD into the clinical workflow and impact on
radiologist efficiency. Acad. Radiol. 26(5), 626–631 (2019). https://doi.org/10.1016/j.acra.
2018.07.006

https://doi.org/10.3322/caac.21654
https://doi.org/10.1007/978-3-319-24223-1_1
https://doi.org/10.1016/j.ccm.2011.09.001
https://doi.org/10.1016/j.jtcvs.2012.05.060
https://doi.org/10.1016/j.jtho.2020.10.127
https://doi.org/10.1102/1470-7330.2012.0049
https://doi.org/10.1016/j.ejro.2016.03.002
https://doi.org/10.1016/j.imu.2019.100173
https://doi.org/10.1016/j.acra.2018.07.006


Radiomic-Based Lung Nodule Classification 363

10. Schreuder,A., Scholten,E.T., vanGinneken,B., Jacobs,C.:Artificial intelligence for detection
and characterization of pulmonary nodules in lung cancer CT screening: ready for practice?
Transl. LungCancerRes. 10(5), 2378–2388 (2021). https://doi.org/10.21037/tlcr-2020-lcs-06

11. Suarez-Ortega, C., Franco-Valiente, J.M.: Using CAD systems and e-Learning in radiolo-
gists training. In: 2013 IEEE 15th International Conference on e-Health Networking, Appli-
cations and Services, Healthcom 2013, pp. 172–176 (2013). https://doi.org/10.1109/Health
Com.2013.6720661

12. Selvaraju, R.R., Cogswell, M., Das, A., Vedantam, R., Parikh, D., Batra, D.: Grad-CAM:
visual explanations from deep networks via gradient-based localization. Int. J. Comput. Vis.
128(2), 336–359 (2019). https://doi.org/10.1007/s11263-019-01228-7

13. Gillies, R.J., Kinahan, P.E., Hricak, H.: Radiomics: images are more than pictures, they are
data. Radiology 278(2), 563–577 (2016). https://doi.org/10.1148/radiol.2015151169

14. van Timmeren, J.E., Cester, D., Tanadini-Lang, S., Alkadhi, H., Baessler, B.: Radiomics in
medical imaging—“how-to” guide and critical reflection. Insights Imaging 11(1), 91 (2020).
https://doi.org/10.1186/s13244-020-00887-2

15. Shaukat, F., Raja, G., Frangi, A.F.: Computer-aided detection of lung nodules: a review. J.
Med. Imaging 6(02), 1 (2019). https://doi.org/10.1117/1.JMI.6.2.020901

16. Hofmanninger, J., Prayer, F., Pan, J., Röhrich, S., Prosch, H., Langs, G.: Automatic lung
segmentation in routine imaging is primarily a data diversity problem, not a methodology
problem. Eur. Radiol. Exp. 4(1), 1–13 (2020). https://doi.org/10.1186/s41747-020-00173-2

17. Ronneberger, O., Fischer, P., Brox, T.: U-Net: convolutional networks for biomedical image
segmentation. In: Navab, N., Hornegger, J., Wells, W.M., Frangi, A.F. (eds.) MICCAI 2015.
LNCS, vol. 9351, pp. 234–241. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
24574-4_28

18. Van Griethuysen, J.J.M., et al.: Computational radiomics system to decode the radiographic
phenotype. Cancer Res. 77(21), e104–e107 (2017). https://doi.org/10.1158/0008-5472.CAN-
17-0339

19. Zwanenburg, A., et al.: The image biomarker standardization initiative: Standardized quanti-
tative radiomics for high-throughput image-based phenotyping. Radiology 295(2), 328–338
(2020). https://doi.org/10.1148/radiol.2020191145

https://doi.org/10.21037/tlcr-2020-lcs-06
https://doi.org/10.1109/HealthCom.2013.6720661
https://doi.org/10.1007/s11263-019-01228-7
https://doi.org/10.1148/radiol.2015151169
https://doi.org/10.1186/s13244-020-00887-2
https://doi.org/10.1117/1.JMI.6.2.020901
https://doi.org/10.1186/s41747-020-00173-2
https://doi.org/10.1007/978-3-319-24574-4_28
https://doi.org/10.1158/0008-5472.CAN-17-0339
https://doi.org/10.1148/radiol.2020191145


Segmentation of Brain MR Images Using
Quantum Inspired Firefly Algorithm

with Mutation

Alokeparna Choudhury, Sourav Samanta, Sanjoy Pratihar(B),
and Oishila Bandyopadhyay

Computer Science and Engineering, Indian Institute of Information Technology,
Kalyani 741235, India

sanjoy@iiitkalyani.ac.in

Abstract. Segmentation of brain images generated by magnetic res-
onance imaging (MRI) is an important part of clinical medicine as it
enables three-dimensional reconstruction and downstream analysis of
normal and pathological regions. Segmenting white matter (WM), grey
matter (GM), and cerebrospinal fluid (CSF) automatically are challeng-
ing tasks. In this paper, a clustering-based segmentation of MR images
is performed using a modified quantum-inspired firefly algorithm with
mutation operation. In the proposed method, a mutation operation based
on the X-gate has overcome the restriction on initial centroids trapped in
local optima. The objective function is chosen to be the minimum intra-
cluster distance. The suggested approach has been tested on several sec-
tions of human brain images with differing cluster numbers. Correlation,
SSIM, entropy, and PSNR have been used to evaluate the outputs of the
method. The evaluation metrics indicate that the proposed clustering-
based algorithm successfully segmented the MR images.

Keywords: MR image clustering · Quantum inspired firefly
algorithm · Quantum mutation

1 Introduction

MRI is considered an effective diagnostic tool for fast diagnosis of stroke cases
among patients [1]. A stroke happens due to some significant abnormal changes
in the brain, such as lack of blood flow, formation of a blood clot in the Mid-
dle Cerebral Artery (MCA), etc. Magnetic Resonance (MR) images show a clear
view of brain tissues and the presence of any lesions or other abnormalities in the
brain tissue [2–6]. These abnormalities can be easily detected by automated anal-
ysis of such images. MRI is one of the effective diagnosis methods for intracranial
pathology, and it is used for the analysis of various diseases, including glioma,
meningiomas and neurocytoma [3,4]. Automated segmentation of gray matter,
white matter, and CSF from brain MRI can be used for abnormality detection
and disease diagnosis. Image segmentation is applied to extract the anatomi-
cal regions of interest in the medical domain. Further, the segmented section
c© Springer Nature Switzerland AG 2022
I. Rojas et al. (Eds.): IWBBIO 2022, LNBI 13346, pp. 364–377, 2022.
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of the MR image is utilized to diagnose abnormalities in the brain like lesions,
blockages, clots, etc. This work proposes a modified Quantum Inspired Firefly
Algorithm (QIFA) with quantum mutation to segment the different components
of brain MR images.

The overall contributions of this work can be summarized as follows:

1. The modified QIFA with the quantum mutation has been proposed for clus-
tering.

2. The quantum mutation operation has been proposed using X-gate.
3. The proposed clustering has been applied to segment the various cross-

sections of brain MRI.
4. The result proves that the proposed algorithm efficiently segments the differ-

ent areas of the human brain.
5. The result has been analyzed using various metrics, e.g., correlation, SSIM,

entropy, and PSNR.

The organization of the paper is as follows. Section 1 discusses the neces-
sity of segmentation of MR images, i.e., the motivation of the work. Section 2
presents the state of the art. The fundamentals of quantum computing and the
classical firefly algorithm are discussed in Sect. 3. In Sect. 4, a modified quantum-
inspired firefly method with mutation operation is proposed for cluster genera-
tion. Section 5 discusses on data set, objective function and evaluation metrics.
Finally, Sect. 6 analyzes the results and Sect. 7 presents concluding remarks.

2 Related Works

Different research groups have applied the firefly algorithm and other nature-
inspired computing techniques for image segmentation in recent years. Masang-
cap et al. [7] improved the notion of brightness and movement of fireflies. They
have experimented on enhanced K-means and expectation-maximization algo-
rithms based on various performance evaluation criteria. The results indicate
that using a modified initialization strategy of the firefly algorithm prior to clus-
tering increases intra-cluster similarity and decreases inter-cluster homogeneity.
Xie et al. [8] introduced some variants of the firefly algorithm focusing on inward
intensified exploration and compound intensified exploration. The main objec-
tives of the modifications were to solve the initialization sensitivity problem and
overcome the local optima traps found in K-means clustering. The statistical
study demonstrates a considerable improvement over K-means clustering and
other firefly method versions. Khrissi et al. [9] proposed image segmentation by
combining cuckoo search with Fuzzy C-means (FCM). Here, the cuckoo search
was used to establish the cluster centers randomly, and subsequently, the centers
were adjusted according to cuckoo search criteria by minimizing the objective
function. The results show good quality of segmentation. Pal et al. [10] utilized
a genetic algorithm to implement a weighted clustering technique for wireless
sensor networks with a modified objective function. The approach is incredibly
efficient in terms of energy use. Zhao et al. [11] proposed a firefly algorithm
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based on an improved density peaks clustering method. It combines the cut-off
kernel with the Gaussian kernel defined by the density peaks clustering tech-
nique and then uses a weighting factor to balance the impacts of the two ker-
nels. Dey et al. [12] implemented a group of quantum-inspired versions of known
metaheuristic algorithms, e.g., particle swarm optimization and spider monkey
optimization, where the objective was to find the optimal number of clusters. A
comparison has been made between quantum-inspired algorithms and their clas-
sical counterparts. Quantum-inspired algorithms have been more efficient than
their classical equivalents in terms of fitness, mean, standard deviation, standard
errors of fitness, convergence curves, and computing time. Das et al. [13] devel-
oped brain MR image segmentation using quantum-inspired modified genetic
algorithm based FRCM algorithm. Compared to the classic FRCM algorithm,
the proposed technique segmented the brain image into distinct regions with
high accuracy. Dhal et al. [14] presented a fuzzy clustering technique using fire-
fly algorithm. Verma et al. [15] utilized particle swarm optimization to over-
come the problem of being trapped into local minima when working with the
fuzzy c-means clustering algorithm. Dey et al. [16] proposed two variations of
quantum-inspired crow search optimization algorithm for automatic clustering
of color images.

It has been observed that most of the recent works have adopted a hybrid
approach for clustering. In particular, when compared to its classical form,
quantum-inspired clustering algorithms show great promise. The research pre-
sented by Choudhury et al. [17] confirmed the relevance of a quantum-inspired
firefly algorithm method in the segmentation of microscopic hippocampal images.
The objective of this work is to judge the applicability of the quantum-inspired
firefly algorithm presented by [17] in clustering-based image segmentation of
human brain MR images. As the method focuses on the clustering problem, one
mutation operator is introduced with the quantum-inspired firefly algorithm to
accommodate the limitation of a traditional clustering algorithm.

3 Preliminaries of Quantum Computing and Firefly
Algorithm

The quantum computer is regulated by the laws of quantum physics, which
distinguishes it from the classical computer. In contrast to conventional com-
puters, quantum computers operate on the smallest unit of information called
qubits [18]. Researchers explored several quantum computing aspects that can
be implemented in a classical computer to enhance the performance of classi-
cal algorithms. The quantum inspired evolutionary algorithm, proposed by Han
and Kim [19], combined the features of quantum computing and evolutionary
algorithm.

Qubit. The qubit is expressed using two basic states, normal state and excited
state, and located in the 2-D Hilbert space. These two states, normal state and
excited state, can be considered as 0 and 1 respectively. Equation 1 represents
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the qubit. In Eq. 1, α0 and α1 represent probabilistic position of the state |0〉
and |1〉. This equation shows that the qubit is in the linear superposition form
of the two basic states. The necessary and sufficient condition for every qubit
to be in the linear superposition is shown in Eq. 2. The probabilistic amplitudes
are defined as 1√

2
, which is consistent with Eq. 2 and Eq. 3.

|ψ〉 = α0 |0〉 + α1 |1〉 (1)

|α0|2 + |α1|2 = 1 (2)

|ψ〉 =
1√
2
|0〉 +

1√
2
|1〉 (3)

Quantum Gate. In the literature on quantum computing, various quantum gates
are used to operate on the qubit. The Hadamard gate, Rotation gate, and X-
gates have been utilized in this work. The Hadamard gate (H) is represented by
the Eq. 4. It prepares the superposition of qubit states.

H =
1√
2

[
1 1
1 −1

]
(4)

The Quantum rotation gate is widely used in the field of quantum-inspired meta-
heuristic algorithms because of its role in the convergence of the algorithm. A
qubit is updated by rotation gate as shown in Eq. 5. Qubit update is done by
multiplying the original qubit by the rotation gate U(Δθi). The rotation gate
U(Δθi) is shown in the Eq. 6. Here, Δθi is the rotation angle. The Quantum NOT
or X-gate is a single qubit gate that is a quantum version of the classical NOT
gate. It flips the probability amplitudes of |0〉 and |1〉. The X-gate is represented
in Eq. 7.

[
α′
0i

α′
1i

]
= U(Δθi) ∗

[
α0i

α1i

]
(5)

U(Δθi) =
[

cos (Δθi) − sin (Δθi)
sin (Δθi) cos (Δθi)

]
(6)

X =
[

0 1
1 0

]
(7)

3.1 The Firefly Algorithm (FA)

In 2008, Yang [20] proposed the firefly algorithm. Firefly algorithm works on
the flashing behavior of firefly [20]. The algorithm was devolved by imposing the
following rules on the flashing and movement pattern of firefly [21,22].

1. There is no concept of gender. So, a firefly Fi may be attracted to a firefly
Fj , disregarding the gender of Fj .
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Fi.Brightness< Fj.Brightness
NO YES

Update QFi

(according to the global best
quantum firefly GQF)

Apply the firefly movement
on QFi

Modify QFi

(for mutation using X-gate)

Max Iteration?

NO

YES

Start

End

Init block

Evaluation
block

Fig. 1. Flow diagram of the proposed QIFAM.

2. The degree of attraction, i.e., attractiveness shown by the firefly Fi is in
accordance with the brightness of firefly Fj . As a result, the firefly with lower
brightness will move toward the firefly with higher brightness. When the
distance between two fireflies increases, both the attractiveness and brightness
of the fireflies decrease. Fireflies will move randomly in the absence of a
brighter neighbor.

3. Brightness of the firefly will depend on the search surface of the objective
function.

The firefly algorithm uses two key concepts: measuring the difference in bright-
ness between two fireflies and defining attractiveness. The brightness intensity
I of a firefly, is linked with the firefly’s search landscape information x, and the
connection is formulated as: I (x) ∝ f (x), where f (x) is some fitness function.
The attractiveness, β, is formulated in Eq. 8 and 9. Here, the light intensity I(r)
is inversely proportional to distance r. Here, I0 signifies the light intensity at zero
distance, and γr signifies the light absorption coefficient. Here, β0 signifies the
attractiveness at r = 0. Finally, the movement of a firefly with lower intensity
towards a higher one is given by Eq. 10.
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I = I0e
−γr (8)

β = β−γr2

0 (9)

xi = xi + β0e
−γ2

ij (xj − xi) + αεi (10)

Algorithm 1: Quantum-Mutation-Using-X-gate.

1 i ←− Iteration;
2 ck ←− Number of cluster;
3 l ←−Length of binary value of centroid;
4 L ←− ck × l;
5 nmp ←− (

1
i × ck × l

)
+ 1; /* number of mutation points */

6 for t ← 1 to nmp do
7 mp = rand () × L; /* mutation point */
8 if (QF bin (mp) �= QF g

bin (mp)) then
9 α = QF quantum (1,mp) ;

10 β = QF quantum (2,mp) ;

11

[
α′

β′

]
= X ×

[
α
β

]

12 QFquantum (1,mp) = ά ;
13 QFquantum (2,mp) = β́ ;
14 end
15 t ← t + 1;
16 end

4 Quantum Inspired Firefly Algorithm with Quantum
Mutation (QIFAM)

This proposed method for the clustering-based segmentation of MR images uti-
lizes the modified quantum-inspired firefly algorithm with mutation operation.
The population of quantum fireflies is initialized using the Hadamard gate. By
two successive operation measurements and decimal to binary conversion, the
initial c cluster points are produced. Input images are segmented by the initial
cluster points and segmentation quality by the objective function. Once each
firefly’s fitness is evaluated and ranked, the best firefly alone with binary and
quantum firefly are preserved as per the previously modified quantum-inspired
firefly algorithm. The movement of firefly is the primary update strategy for the
next iteration. Here, two kinds of update strategies have been considered. When
the fitness Fi < Fj , conventional firefly fly movement is applied; in other cases,
the quantum update followed by quantum mutation operation will be applied
to update the firefly for the next iteration. After completing one iteration, the
exact measurement, binary to decimal conversion, fitness evaluation, and rank-
ing is done. Subsequently, the global best quantum firefly (GQF) is updated in
accordance with the ranked firefly population. This process executes up to the
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maximum number of iterations. The mutation operation is introduced to avoid
the problem of trapping initial cluster points in the local optimum. The concept
of mutation is from the Genetic Algorithm, which makes small random changes
in the chromosome to introduce diversity in the population. Here, the muta-
tion on the quantum firefly has been implemented using X-gate. The number
of mutation points is calculated based on the iteration, the number of clusters,
and the length of the binary value of the centroid. Since our work focuses on
grayscale images, the length of the binary value of the centroid is 8.

The flow diagram of the proposed quantum inspired firefly algorithm with
quantum mutation (QIFAM) is shown in Fig. 1. The Init block does the fol-
lowing in order: initializes the initial cluster centers by quantum firefly using
Hadamard gate, prepares binary firefly using quantum measurement, converts
binary firefly to decimal firefly, clusters the image using decimal firefly, evaluates
the rank of the fireflies using values of objective functions and stores the current
global best quantum firefly.

The Evaluation block does the following in order as stated below: prepares
binary firefly using quantum measurement, converts binary firefly to decimal
firefly, clusters the image using decimal firefly, evaluates the rank of the fireflies
using values of objective functions and updates the current global best quantum
firefly.

The proposed mutation method has been shown in Algorithm 1. The current
quantum firefly is denoted by QFquantum and the corresponding binary form
is represented by QFbin. The QF g

bin is the best quantum firefly found so far.
Though the total number of mutation points is nmp, X-gate will not modify all
mutation points. When the bit value of QFbin and QF g

bin are different at the
mutation point, then only the values of the value of α and β of QFquantum
will be flipped at the mutation point by the X-gate. The details of the mutation
process are demonstrated in Fig. 2. The variation of the number of mutation
points with the number of clusters is plotted in Fig. 3.

Fig. 2. Mutation using X-gate.
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Fig. 3. Variation of number of mutation points with number of clusters.

5 Experimental Setup

All the human brain MR images used for this experiment have been taken from
eHealth Lab, Department of Computer Science, University of Cyprus [23]. In
this experiment, 24 cross-section images of two persons have been considered.

Objective Function. The sum of squares of distances within a cluster determines
the clustering quality. It considers the Euclidean distance to measure the distance
between two points in the clusters. A cluster with a small sum of squares value
is considered more compact than one with a large sum of squares value. At
this point, it is necessary to utilize the average distance from the centroid to
compare the within-cluster variabilities of distinct clusters. Hence, we consider
the objective function as given in Eq. 11.

F =
k∑

j=1

n∑
i=1

∣∣∣
∣∣∣xj

i − cj

∣∣∣
∣∣∣2 (11)

Evaluation Measures. Four parameters have been considered to measure the
segmentation outcome: correlation, SSIM, entropy, and PSNR. Correlation is the
measurement of conformity level between the original (A) and segmented image(
Â

)
and expressed by Eq. 12. The structural similarity between (A) and

(
Â

)
by SSIM which is expressed by Eq. 13. Entropy implies the image information
measure of

(
Â

)
using Eq. 14. Peak signal to noise ratio of

(
Â

)
is measured using
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Sample-1 c = 4 c = 6

c = 8 c = 10 c = 12

Sample-2 c = 4 c = 6

c = 8 c = 10 c = 12

Fig. 4. Sample images and segmentation for various number of clusters; Sample-1: top
two rows; Sample-2: bottom two rows.

Eq. 15. In addition, the convergence and the execution time have been utilized
to assess the quality of the segmentation obtained.

Correlation
(
A, Â

)
=

∑
m

∑
n(Amn−Aι)(Âmn−Âι)

√

(∑
m

∑
n(Amn−Aι)

2)
(∑

m

∑
n(Âmn−Âι)2

) (12)

SSIM
(
A, Â

)
=

(
2μAμÂ + c1

) (
2σAÂ + c2

)
(
μ2

A + μ2
Â

+ c1

)(
σ2

A + σ2
Â

+ c2

) (13)
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Sample-1 c = 4 c = 6

c = 8 c = 10 c = 12

Sample-2 c = 4 c = 6

c = 8 c = 10 c = 12

Fig. 5. Histograms (Gray Level vs Frequency) of original samples and segmented
images (shown in Fig. 4) for various number of clusters; Sample-1: top two rows;
Sample-2: bottom two rows.
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Entropy = −
n∑

i=1

pilog2pi (14)

PSNR = 20log10

(
maxf√
MSE

)
(15)

Fig. 6. Convergence curves for various cluster number c, corresponding to the samples
shown in Fig. 4: left: Sample-1, right: Sample-2.

Fig. 7. Average execution time for various cluster number c: QIFA vs QIFAM.

6 Results and Analysis

This section will analyze the results obtained using the proposed QIFAM. The
proposed algorithm segmented various cross-sectional MR images of the human
brain. The algorithm is used to determine which cluster points are optimal for
segmentation. Any conventional clustering approach has the disadvantage of
confining the initial centroid in local optima. X-gate-based quantum mutation



Segmentation of Brain MR Images Using QIFAM 375

Table 1. Segmentation evaluation metrics: QIFA vs QIFAM.

Sample # Cluster QIFA QIFAM

Corr. SSIM Entropy PSNR Corr. SSIM Entropy PSNR

Sample-1 4 0.9764 0.8901 1.4251 27.7166 0.9758 0.8921 1.4575 27.994

6 0.9678 0.8981 1.6263 26.7359 0.9885 0.9323 1.7637 31.209

8 0.9898 0.8997 2.4719 31.7035 0.9914 0.9536 2.4191 32.4774

10 0.9657 0.9244 2.5091 26.3327 0.9937 0.9629 2.6002 33.8175

12 0.9956 0.9733 2.8041 34.5215 0.9952 0.9736 3.0717 34.9959

Sample-2 4 0.9763 0.8896 1.3207 26.9984 0.9762 0.8903 1.3231 26.9783

6 0.9887 0.9277 1.6628 29.3609 0.9887 0.9331 1.7277 30.2115

8 0.9798 0.8608 2.4464 27.7073 0.9915 0.9531 2.3775 31.4568

10 0.9896 0.9448 2.4735 30.3227 0.9938 0.9545 2.4248 32.809

12 0.9964 0.9716 2.965 35.2232 0.9965 0.9758 3.0137 35.3281

Sample-3 4 0.9665 0.8776 1.3715 24.9338 0.9732 0.8851 1.4348 27.2574

6 0.9387 0.8274 1.8455 23.6785 0.9862 0.9272 1.7966 29.7603

8 0.9784 0.8876 2.5579 27.9504 0.9880 0.9495 2.5384 30.6500

10 0.9236 0.8055 2.5164 22.7149 0.9905 0.9577 2.8902 31.6575

12 0.995 0.9686 2.788 34.1547 0.995 0.9705 2.8097 34.4285

Sample-4 4 0.9729 0.8718 1.4006 27.3156 0.9752 0.8753 1.3948 27.7925

6 0.9865 0.9139 1.8969 30.4205 0.9876 0.9193 1.7361 30.7293

8 0.9921 0.9401 2.0068 32.7121 0.9901 0.9471 2.4944 31.6606

10 0.9918 0.9545 2.7930 32.3861 0.9918 0.9578 2.8853 32.4443

12 0.9858 0.9540 2.8835 30.2210 0.9946 0.9699 2.9015 34.2695

Sample-5 4 0.9689 0.8537 1.3861 25.1727 0.9697 0.8623 1.3880 25.7135

6 0.9147 0.4427 2.1207 21.0374 0.9841 0.8871 1.8283 27.5708

8 0.8750 0.6789 1.936 19.6386 0.9926 0.9279 2.4387 31.7476

10 0.9905 0.8914 2.3516 30.5575 0.9951 0.9498 2.7041 33.5534

12 0.9893 0.9377 2.8099 29.9451 0.9969 0.9578 2.8947 35.4906

Sample-6 4 0.9139 0.6927 1.4997 20.9961 0.9728 0.8485 1.4579 25.9062

6 0.9873 0.8964 1.9028 29.1773 0.9849 0.8953 1.9083 28.5095

8 0.9919 0.9229 2.5357 31.1398 0.9922 0.9223 2.4540 31.3274

10 0.9948 0.9219 2.3725 32.4571 0.9942 0.9445 2.9412 32.5973

12 0.9959 0.9556 3.0303 34.1690 0.9960 0.9564 3.0881 34.1137

has been used in this case to address this issue. This mutation rate was initially
relatively high at the start of the iterations but has gradually decreased. The
algorithm has been applied for a different number of clusters c. In the experiment,
clustering of 12 cross-sections images with the different value of c = 4, 6, 8, 10,
12 have been carried out. Two sample images and their segmentation outputs for
different c values have been shown in Fig. 4. Histograms of corresponding images
are also shown in Fig. 5. Correlation, SSIM, entropy, and PSNR evaluated the
segmentation quality. All the evaluation metrics are shown in Table 1 for some
of the samples, including Sample-1 and Sample-2.
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It is observed that the correlation value of the segmented output is close to
1 in case of c = 8, 10, 12. Similarly, the SSIM value of clustered images is close
to 1 in most cross-section images with c = 10 and 12. The observation is that
we obtained good entropy and PSNR value at a higher value of c than the lower
value of c. Convergence graphs for two sample images of Fig. 4 are shown in Fig. 6
considering various values of c. The graphs in Fig. 6 signify the minimization of
the sum of the within-cluster distances. It is clear from the graphs that the
proposed algorithm has obtained convergence for all values of c. The algorithm
executed 200 iterations and found the optimal value within 100 iterations in
most cases. The average execution time, on twelve samples, for various cluster
numbers (c = 4, 6, 8, 10, 12) is shown in Fig. 7. The plot shows a comparison
between QIFA and QIFAM also. When the number of clusters is increased, the
execution time of the algorithm does not change much, and this is observed from
Fig. 7.

7 Conclusion

A novel quantum-inspired firefly algorithm with quantum mutation is presented
in this paper with the objective of cluster finding based segmentation of human
brain MR images. The presented work’s contribution lies with the proposal that
the inclusion of quantum mutation operation can avoid the local optima finding
of cluster centroids. The effectiveness of the proposed algorithm has been checked
using convergence tests. The work can be further extended to color images and
auto-selection of optimal cluster points.

References

1. Jeena, R.S., Kumar, S.: A comparative analysis of MRI and CT brain images for
stroke diagnosis. In: 2013 Annual International Conference on Emerging Research
Areas and 2013 International Conference on Microelectronics, Communications
and Renewable Energy, pp. 1–5 (2013)

2. Kloska, S.P., Wintermark, M., Engelhorn, T., Fiebach, J.B.: Acute stroke magnetic
resonance imaging: current status and future perspective. Neuroradiology 52(3),
189–201 (2009)

3. Mamelak, A.N., Jacoby, D.B.: Targeted delivery of antitumoral therapy to glioma
and other malignancies with synthetic chlorotoxin (TM-601). Expert Opin. Drug
Deliv. 4(2), 175–186 (2007)

4. Ostrom, Q.T., et al.: The epidemiology of glioma in adults: a “state of the science”
review. Neuro-Oncol. 16(7), 896–913 (2014)

5. Olivero, W.C., Lister, J.R., Elwood, P.W.: The natural history and growth rate of
asymptomatic meningiomas: a review of 60 patients. J. Neurosurg. 83(2), 222–224
(1995)

6. Lee, W., et al.: MR imaging features of clear-cell meningioma with diffuse lep-
tomeningeal seeding. AJNR Am. J. Neuroradiol. 21(1), 130–132 (2000)

7. Masangcap, M.L.G., Sison, A.M., Medina, R.P.: An improved initialization method
using firefly movement and light intensity for better clustering performance. In:
Proceedings of the 2nd International Conference on Software Engineering and
Information Management, pp. 30–34 (2019)



Segmentation of Brain MR Images Using QIFAM 377

8. Xie, H., et al.: Improving k-means clustering with enhanced firefly algorithms.
Appl. Soft Comput. 84, 105763 (2019)

9. Khrissi, L., Akkad, N.E., Satori, H., Satori, K.: Simple and efficient clustering app-
roach based on cuckoo search algorithm. In: 2020 Fourth International Conference
on Intelligent Computing in Data Sciences (ICDS), pp. 1–6 (2020)

10. Pal, R., Yadav, S., Karnwal, R., Aarti: EEWC: energy-efficient weighted clustering
method based on genetic algorithm for HWSNs. Complex Intell. Syst. 6(2), 391–
400 (2020). https://doi.org/10.1007/s40747-020-00137-4

11. Zhao, J., Tang, J., Shi, A., Fan, T., Xu, L.: Improved density peaks clustering
based on firefly algorithm. Int. J. Bio-Inspir. Comput. 15(1), 24 (2020)

12. Dey, A., Dey, S., Bhattacharyya, S., Platos, J., Snasel, V.: Novel quantum inspired
approaches for automatic clustering of gray level images using particle swarm opti-
mization, spider monkey optimization and ageist spider monkey optimization algo-
rithms. Appl. Soft Comput. 88, 106040 (2020)

13. Das, S., De, S., Dey, S., Bhattacharyya, S.: Magnetic resonance image segmentation
using a quantum-inspired modified genetic algorithm (QIANA) based on FRCM
(2020)

14. Dhal, K.G., Das, A., Ray, S., Gálvez, J.: Randomly attracted rough firefly algo-
rithm for histogram based fuzzy image clustering. Knowl.-Based Syst. 216, 106814
(2021)

15. Verma, H., Verma, D., Tiwari, P.K.: A population based hybrid FCM-PSO algo-
rithm for clustering analysis and segmentation of brain image. Expert Syst. Appl.
167, 114121 (2021)

16. Dey, A., Dey, S., Bhattacharyya, S., Platos, J., Snasel, V.: Quantum inspired meta-
heuristic approaches for automatic clustering of colour images. Int. J. Intell. Syst.
36(9), 4852–4901 (2021)

17. Choudhury, A., Samanta, S., Pratihar, S., Bandyopadhyay, O.: Multilevel segmen-
tation of Hippocampus images using global steered quantum inspired firefly algo-
rithm. Appl. Intell. 52, 7339–7372 (2021). https://doi.org/10.1007/s10489-021-
02688-6

18. Deutsch, D.: Quantum theory, the church-turing principle and the universal quan-
tum computer. Proc. R. Soc. London A Math. Phys. Sci. 400(1818), 97–117 (1985)

19. Han, K.H., Kim, J.H.: Quantum-inspired evolutionary algorithm for a class of
combinatorial optimization. IEEE Trans. Evol. Comput. 6(6), 580–593 (2002)

20. Yang, X.-S.: Firefly algorithms for multimodal optimization. In: Watanabe, O.,
Zeugmann, T. (eds.) SAGA 2009. LNCS, vol. 5792, pp. 169–178. Springer, Heidel-
berg (2009). https://doi.org/10.1007/978-3-642-04944-6 14

21. Yang, X.S.: Nature-Inspired Metaheuristic Algorithms. Luniver Press (2010)
22. Dey, N. (ed.): Applications of Firefly Algorithm and its Variants. STNC, Springer,

Singapore (2020). https://doi.org/10.1007/978-981-15-0306-1
23. eHealth Lab, Department of Computer Science, U.O.C.: Dataset: http://www.

medinfo.cs.ucy.ac.cy/index.php/facilities/32-software/218-datasets. Accessed 10
Mar 2022

https://doi.org/10.1007/s40747-020-00137-4
https://doi.org/10.1007/s10489-021-02688-6
https://doi.org/10.1007/s10489-021-02688-6
https://doi.org/10.1007/978-3-642-04944-6_14
https://doi.org/10.1007/978-981-15-0306-1
http://www.medinfo.cs.ucy.ac.cy/index.php/facilities/32-software/218-datasets
http://www.medinfo.cs.ucy.ac.cy/index.php/facilities/32-software/218-datasets


Computational Support for Clinical
Decisions



Single-Channel EEG Detection of REM
Sleep Behaviour Disorder: The Influence

of REM and Slow Wave Sleep

Irene Rechichi1(B) , Federica Amato1 , Alessandro Cicolin2 ,
and Gabriella Olmo1

1 Department of Control and Computer Engineering, Politecnico di Torino,
Turin, Italy

{irene.rechichi,federica.amato,gabriella.olmo}@polito.it
2 Department of Neuroscience, Sleep Disorders Centre, University of Turin,

Turin, Italy
alessandro.cicolin@unito.it

Abstract. Sleep Disorders have received much attention in recent years,
as they are related to the risk and pathogenesis of neurodegenerative dis-
eases. Notably, REM Sleep Behaviour Disorder (RBD) is considered an
early symptom of α-synucleinopathies, with a conversion rate to Parkin-
son’s Disease (PD) up to 90%. Recent studies also highlighted the role
of disturbed Non-REM Slow Wave Sleep (SWS) in neurodegenerative dis-
eases pathogenesis and its link to cognitive outcomes in PD and Dementia.
However, the diagnosis of sleep disorders is a long and cumbersome pro-
cess. This study proposes a method for automatically detecting RBD from
single-channel EEG data, by analysing segments recorded during both
REM sleep and SWS. This paper inspects the underlying microstructure
of the two stages and includes a comparison of their performance to dis-
cuss their potential as markers for RBD. Machine Learning models were
employed in the binary classification between healthy and RBD subjects,
with an 86% averaged accuracy on a 5-fold cross-validation when consider-
ing both stages. Besides, SWS features alone proved promising in detect-
ing RBD, scoring a 91% sensitivity (RBD class). These findings suggest
the applicability of an EEG-based, low-cost, automatic detection of RBD,
leading to potential use in the early diagnosis of neurodegeneration, thus
allowing for disease-modifying interventions.

Keywords: EEG · Machine learning · Sleep disorders · RBD · REM
sleep behaviour disorder · Automatic classification

1 Introduction

Sleep is a transient state of altered consciousness opposed to wake, and provides
a restorative function to the human organism. Given its complex nature, it is a
reservoir of significant clinical data. Human sleep cyclically alternates between
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two different states – which also entail two different kinds of brain activity:
rapid-eye movement sleep (REM) and non-REM sleep (NREM). The latter,
according to the American Academy of Sleep Medicine (AASM) guidelines, is
further divided into three stages, from light to deep: N1, N2 and Slow Wave
Sleep (SWS) [1]. REM Sleep, on the contrary, exhibits mixed features and is
often referred to as paradoxical sleep; it supports memory consolidation and
is characterised by skeletal muscle atonia, as well as electrical brain activity
resembling wake [21].

It has been demonstrated that the quality of both REM and SWS contributes
to neurological outcomes in older adults [20], and their disruption not only leads
to sleep disorders, but plays a role in the pathogenesis of neurodegenerative
diseases.

Recent studies highlighted the role of sleep in clearing toxic metabolites –
such as Amyloid-β – from the brain [14]. This occurs primarily during SWS
through the glymphatic system, which is instead inhibited throughout wakeful-
ness [28]. Consequently, poor sleep is associated to a variety of Sleep Disorders,
which, in turn, entail a lower Quality of Life (QoL) [15], as well as an increased
risk for neurodegeneration.

Sleep disorders may manifest in different ways. Among these, REM Sleep
Behaviour Disorder (RBD), a REM parasomnia characterised by lack of physi-
ological muscle atonia during REM Sleep [18], features a prevalence of approxi-
mately 2% in the elderly population worldwide [9]. RBD in its isolated phenotype
is considered an early prodrome of α-synucleinopathy – e.g., Parkinson’s Disease
(PD), Dementia with Lewy Bodies (DLB) and multiple system atrophy [10,23];
indeed, the phenoconversion rate to PD is around 90% [7].

Polysomnography (PSG) is the gold standard to diagnose sleep disorders.
It consists in recording various biosignals during sleep; including the electroen-
cephalogram (EEG), pivotal to assess sleep stages, the electromyogram (EMG),
and the electrooculogram (EOG). However, a PSG exam is costly and cum-
bersome; besides, the recordings are manually scored by a sleep technologist,
thus significantly hindering the diagnostic process. Different studies undertook
the automatic classification of sleep disorders through Machine Learning (ML)
algorithms, in an attempt to accelerate and support the diagnosis [12]. They
either employed PSG features [27] – i.e., clinical variables descriptive of the
quality of sleep – or PSG biosignals [26]. Automatic RBD detection has also
been addressed, primarily through EMG features [4,5], but also relying on EEG
data only [3]. This study aims at performing an automatic classification between
healthy and RBD subjects, based on single-channel EEG. Features extracted
from the REM and SWS segments are input to ML models, in order to explore
their applicability and determine which of the two stages is more relevant to the
application at hand. To this end, in this work the feature sets derived from the
two stages are analysed both separately and collectively.
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2 Materials and Methods

2.1 Subjects and Data

For the purpose of this work, both a public and a private datasets were employed.
The public dataset is the CAP Sleep Database [25], available on PhysioNet [8].
It includes PSG recordings of 22 subjects affected by RBD (19 males, aged 70
± 6 years) and 16 healthy subjects (9 males, aged 32 ± 5 years). The record-
ings were studied along with the provided manual annotations of sleep stages,
scored according to the AASM standards [1]. The additional data for this study
were taken from a private dataset – the Turin Sleep Disorders Database (TuSDi
Database) – encompassing PSG recordings of 10 healthy subjects (6 males, aged
37 ± 16 years) and 10 RBD subjects (8 males, aged 62 ± 6 years). Data were col-
lected at the Center for Sleep Disorders at Molinette Hospital (Turin, Italy); the
procedure has been conducted in accordance with the Declaration of Helsinki and
approved by the Ethics Committee of A.O.U. Città della Salute e della Scienza di
Torino (approval No. 00384/2020). Informed consent for observational study was
obtained from the participants. Inclusion criteria were suspected or diagnosed
RBD, with polysomnographic evidence of REM Sleep Without Atonia; exclusion
criteria included dementia or other psychiatric conditions that could affect the
correct execution of the PSG exam. All participants received detailed informa-
tion on the study purpose and execution, and informed consent was obtained.

PSG recordings in the TuSDi Database were manually scored and annotated
by a sleep technologist, according to the AASM standards. To sum up, this work
considered for the analysis 26 healthy and 32 RBD subjects.

Being a single-channel EEG classification, only the recordings from the cen-
tral EEG channel have been employed. Therefore, the C3-A2 channel (or C4-A1,
if the former was not available) was selected for the subsequent analysis. Given
the aim of the study, only sleep segments related to the REM stage and SWS
were taken into account for the feature extraction step, detailed in Sect. 2.3.

2.2 Data Pre-processing

First of all, the sleep segments’ duration was inspected; all subjects presented
with at least 5 min of REM episodes and SWS and were therefore included in
the study. The majority of EEG signals were collected at a sampling frequency
512 Hz; signals presenting with a different sampling frequency were resampled
512 Hz. This work relies on raw EEG data, meaning that the analysis did not
require additional processing such as artefact removal or spatial filtering. How-
ever, in order to decrease high-frequency noise, all recordings have been pre-
processed through a low-pass, zero-phase Chebyschev Type 1 Filter (cut-off fre-
quency: 40 Hz). To prevent the acquisition conditions from affecting the analysis,
the signals amplitude was converted to μV .
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2.3 Feature Extraction

In this work, a total of 367 features were extracted. The features comprised both
polysomnographic features – i.e., clinical parameters that describe the overall
sleep structure – and features extracted from the EEG during REM and SWS
segments. The feature extraction procedure is detailed in the following para-
graphs.

Polysomnographic Features. As previously introduced, a first set of
polysomnographic variables was computationally extracted from the hypno-
gram – i.e., the sleep scoring array. This set consists of variables that are com-
monly employed by sleep experts to assess overall sleep structure and quality –
e.g., Sleep Onset Latency (SOL), Sleep Efficiency (SE); other parameters that
describe the architecture of sleep stages – e.g., the proportion of each stage per
sleep time, Minutes of REM Sleep (MREM), Minutes of SWS (MSWS) – and,
lastly, variables that describe the variability within sleep stages and the sleep
fragmentation – e.g., Arousal Index (ARI), Sleep Transition Index (STI). The
complete set of employed polysomnographic features is presented in Table 1, and
a detailed definition is provided for each parameter.

Electroencephalographic Features. Electroencephalographic features were
extracted from the available central EEG channel (C3-A2 or C4-A1) from both
REM and SWS segments, respectively. The features were extracted in three
domains: Time, Frequency and Non-Linear. Given the fact that the AASM crite-
ria score sleep by inspecting the EEG signal in 30 s epochs, the data in this study
were analysed accordingly. Therefore, each sleep segment (i.e., REM or SWS)
was divided into 30 s epochs, and time-domain features were extracted from each
epoch. Spectral (i.e., frequency-domain) and Non-Linear features were extracted
on 2 s sub-epochs and then averaged across the corresponding 30 s macro-epoch,
thus ensuring stationarity for the EEG signal as well as a reasonable spectral
resolution. At the end of the feature extraction process, for each variable, the
values corresponding to the 30 s epochs were assembled into one feature array,
and three statistics were computed – i.e., mean value, standard deviation (STD)
and 75th percentile. A list of the employed EEG features is provided in Table 2,
grouped according to their domain – i.e., Time, Frequency or Non-Linear.

Temporal features mainly account for the information provided by the ampli-
tude of the signal or its waveform. For the purpose of this work, the latter is
evaluated through the Form (FF), Crest (CF) and Impact factors (IF), defined
in Eqs. (1), (2), (3) – where x is the considered signal.

FF =
xRMS

|x|mean
(1)

CF =
xpeak

xRMS
(2)
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Table 1. Polysomnographic features employed in the study, along with their acronym
and description.

Feature (Acronym) Description

Sleep Onset Latency (SOL) The amount of time required to fall asleep
(min)

Wake After Sleep Onset (WASO) The amount of time the subject is awake
during the night (min)

Total Sleep Time (TST) Total hours of sleep

Time in bed (TIB) Lights-off to lights-on interval (h)

Sleep Efficiency (SE) The percentage of time spent asleep while in
bed (%)

Arousal Index (ARI) Frequency of occurrence of arousals

Minutes of REM Sleep (MREM) Total duration of REM Sleep (min)

Minutes of SWS Sleep (MSWS) Total duration of SWS (min)

Proportion of N1 Sleep (PN1) N1 Sleep per TST (%)

Proportion of N2 Sleep (PN2) N2 Sleep per TST (%)

Proportion of SWS Sleep (PN3) SWS Sleep per TST (%)

Proportion of REM Sleep (PNR) REM Sleep per TST (%)

NREM Fragmentation Index (NFI) A measure of the number of transitions from
NREM to any other NREM stage per hour of
NREM sleep

REM Fragmentation Index (RFI) A measure of the number of transitions from
REM to any other sleep stage per hour of REM

Wake Proportion (WP) Awake time during the night (%)

Sleep Transition Index (STI) A measure of the number of transitions from
REM to NREM (and vice versa) per hours of
sleep

Average Length N1 (ALN1) Average length of N1 segments (min)

Average Length N2 (ALN2) Average length of N2 segments (min)

Average Length SWS (ALN3) Average length of SWS segments (min)

Average Length REM (ALREM) Average length of REM segments (min)

IF =
xpeak

|x|mean
(3)

The Hjorth Parameters – i.e., Activity, Mobility, Complexity – were also
computed on the EEG signal and its first- and second-order derivatives. They
are defined in Eqs. (4), (5), (6).

Activity = var(x) (4)
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Mobility =

√
var(dxdt )
var(x)

(5)

Complexity =
Mobility(dxdt )
Mobility(x)

(6)

As regards the spectral features, the Power Spectral Density (PSD) was
estimated on each mini-epoch through the Welch Periodogram (50% overlap,
1 s Hamming Window). Then, statistics on the power spectrum density (PSD)
were computed, the mean and median frequencies were retrieved, as well as the
absolute and relative powers for each clinically relevant EEG band and entropy
measures. The Teager-Kaiser Energy Operator was also computed on the mini-
epochs, for the whole available spectrum (0–40 Hz), as previously introduced
in [17].

Sleep Substructure Features. Though previously introduced as homoge-
neous states, both the REM Sleep and SWS stages are characterised by an
underlying substructure. In particular, the REM stage features two micro-states:
the tonic stage (TREM) and the phasic stage (FREM) [22]. In further detail,
aside from the diversity regarding the morphology of the signal, the two afore-
said micro-states significantly differ from a spectral point of view. In fact, as
also presented in [17], the FREM and TREM micro-states lie in the frequency
ranges 2–8 Hz and 7–16 Hz, respectively; these two sub-bands are noteworthy
for feature extraction purposes. Likewise, deep sleep – i.e., SWS – presents with
an underlying substructure, with 1 Hz threshold being particularly significant.
While commonly and clinically located in the δ-band (0.5–4 Hz), SWS is indeed
further divided into two sub-bands: slow oscillations (SOs) and slow-wave activ-
ity (SWA). From a spectral point of view, SOs are the slowest waves of deep sleep
(<1 Hz), whereas SWA lies in the 1–4 Hz range [2]. Recent works highlighted the
significance of this dychotomy in relation to Amyloid-β aggregation [14]. In par-
ticular, the latter shows positive correlation with the SWA frequency range;
thus proving its significance in the neurodegeneration process. In accordance
with these statements, additional features regarding the spectral substructure of
the REM and SWS stages were extracted, and are listed in Table 3.
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Table 2. Employed features, along with the domain and proper reference. �: adapted
from the cited study, †: first proposed in this study.

Category Feature (Name and description) Reference

Time Amplitude metrics: mean, standard deviation, skewness,
kurtosis, range, maximum and minimum value

Various

Zero Crossing Rate [24]

Hjorth Parameters [13]

Percentiles (25th, 75th, 95th) Various

Form, Crest and Impact Factors Various

Coastline [29]

Frequency Fast Fourier Transform: numerical and statistical measures
(mean and median frequencies, total power, ...)

Various

Spectral Edge Frequencies (SEF25, SEF75, SEF95) �[17]

Spectral Edge Frequencies differentials (75− 25, 95− 25, 95− 50) †
Absolute Power for each clinically relevant band (δ, θ, α, β, γ) Various

Relative Power for each clinically relevant band (δ, θ, α, β, γ) Various

Entropy measures �[17]

Non-Linear Teager-Kaiser Energy Operator: numerical and statistical
measures

�[11]

Table 3. Additional spectral features, extracted according to sleep sub-structure. �:
adapted from the cited study, †: first proposed in this study.

Sleep Stage Feature Reference

REM stage Absolute and Relative Power in TREM, FREM �[17]

Mean, Median Frequencies and Spectral Percentiles
(SEFx) in TREM, FREM

�[17]

Total Power Ratio TREM/FREM �[17]

Slow Wave Sleep Absolute and Relative Power in SOs, SWA �[19]

Mean, Median Frequencies, Spectral percentiles (SEFx),
statistical measures in SOs, SWA

†

2.4 Data Post-processing and Feature Sets

Section 2.3 described the steps employed in the feature extraction process. Owing
to the fact that the extracted features belong to diverse domains – e.g., clinical
scores and computational parameters – Z-score normalization was applied to the
whole feature set (367 features), thus transforming the features to the continu-
ous range [0, 1]. This procedure allowed the feature arrays to follow a normal
distribution, easing the subsequent implementation of distance-based measures
and classifiers.
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At the end of the post-processing steps, three feature sets (FeatSeti) are
obtained:

– FeatSet1: Polysomnographic + REM Sleep features;
– FeatSet2: Polysomnographic + Slow Wave Sleep features;
– FeatSet3: Polysomnographic + REM Sleep + Slow Wave Sleep features.

The three feature sets are then used for binary classification purposes, in an
attempt to discriminate between healthy and RBD subjects.

2.5 Feature Selection

As regards Feature Selection, a minimal-optimal approach was adopted, which
aims at selecting the set of features that, once grouped, have the highest predic-
tive power. The employed feature selection method is the Minimum Redundancy
Maximum Relevance (mRMR) [16], based on Pearson Correlation and F-test,
which maximises the mutual information provided by the features in spite of
their redundancy. This method ranks the features according to their relevance
to the target variable. The resulting top-5 features for each subset are shown in
Table 4. As appreciable, when considering FeatSet3 (i.e., REM, SWS + PSG),
three features out of five belong to SWS.

2.6 Classification

The aim of this work was to perform an automatic binary classification between
healthy and RBD subjects. To this end, supervised Machine Learning meth-
ods were applied to the three feature sets presented in Sect. 2.4. Four different
models were tested, namely: Support Vector Machine (SVM), K-Nearest Neigh-
bour (KNN), Naive-Bayes (NB), Decision Tree (DT), along with an ensemble
method, Bootstrap Aggregating (BAG). The latter is a meta-algorithm specifi-
cally designed to reduce variance within the dataset, thus preventing overfitting.
The model randomly samples the original dataset, creating from such different
sub-sets; it then parallel-trains the sub-sets separately and finally yields pre-
diction scores based on majority voting. As regards the other models, a brief
description follows:

– SVM: it aims at finding the hyperplane which best separates data of the two
classes, while maximising the margin – i.e., the distance between the data
points (support vectors) and the hyperplane.

– KNN: it is a non-parametric method that classifies observations based on
their similarity to its closest data-points in the datasets (i.e., neighbours).

– NB: it is a probabilistic classifier based on the Naive-Bayes theorem.
– DT: this model is based on decision rules; it starts from a root-node and clas-

sifies observations by testing them at each decision node, eventually leading
to the terminal node – i.e., the label.
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Table 4. Top-5 ranked features with the mRMR feature selection method, in all three
employed feature sets. For FeatSet3: � REM features, ◦ SWS features

FeatSet Top-5 Features

FeatSet1 (PSG + REM) Relative Power (α)

Minutes in REM Sleep

WASO

Mobility (2nd order)

SEF75

FeatSet2 (PSG + SWS) Relative Power SWA (75th pctl)

Relative Power (θ), STD

Relative Power (α), STD

Minimum Amplitude

Median (75th pctl)

FeatSet3 (PSG + SWS + REM) Relative Power SWA (75th pctl), ◦
Relative Power (θ), STD, ◦
Mobility (2nd order), �

Relative Power (α), �

Minimum Amplitude, ◦

Hyperparameters optimisation (Bayesian approach) was applied to each
model. Finally, to prevent overfitting k-fold cross-validation (CV) (k = 5) was
applied. This technique samples the dataset into k different sub-sets; it performs
training on k−1 subsets and tests the model on the remaining one. Considering
the random sampling adopted by the CV, and to prevent the classification per-
formance from being affected by weak generalization capability, this procedure
was iterated 10 times.

3 Results

As introduced earlier, the models presented in Sect. 2.6 were employed in a binary
classification task, with the aim of discriminating healthy from RBD subjects,
(CAP Sleep Database and TuSDi Database). This Section presents the classifi-
cation performance, for each considered Feature Set (cf. Sect. 2.4).

3.1 Classification Performance: REM Features

The first Feature Set considered for the analysis (FeatSet1) comprised PSG fea-
tures and features extracted from the REM segments. The classification perfor-
mance of the five models tested is displayed in Table 5; the values refer to a 5-fold
CV, averaged over 10 iterations. The macro-averaged accuracy (across all tested
classifiers) is 80.29% ± 0.03. The best overall performance was attained through
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the KNN classifier (Accuracy: 83.91% ± 0.81, Sensitivity: 86.46% ± 2.95). As
regards the KNN model optimisation, the searched parameters were: K (number
of neighbours, 1 to 29) and distance metrics, resulting in the optimised param-
eters K = 3 and Chebyshev Distance.

Table 5. Classification performance (%) of the employed classifiers as regards FeatSet1
(PSG + REM features).

SVM KNN NB DT BAG

Accuracy 81.03 ± 0.5 83.91 ± 0.81 74.14 ± 1.72 82.18 ± 0.81 80.17 ± 0.86

Sensitivity 84.38 ± 3.13 86.46 ± 2.95 73.44 ± 1.56 85.42 ± 5.31 82.81 ± 1.56

Specificity 76.92 ± 3.85 80.77 ± 3.14 75 ± 1.92 78.21 ± 7.2 76.92 ± 0.1

Precision 81.94 ± 1.94 84.78 ± 1.75 78.33 ± 1.67 83.28 ± 4.25 82.16 ± 0.91

F1 83.06 ± 0.52 85.55 ± 0.9 75.81 ± 1.61 84.07 ± 0.87 82.16 ± 0.91

AUC 0.87 ± 0.05 0.87 ± 0.01 0.76 ± 0.02 0.83 ± 0.03 0.89 ± 0.02

3.2 Classification Performance: REM + SWS Features

Secondly, the classifiers were tested on FeatSet3, which adds to the previous one
the features extracted from the SWS stage. The classification performance con-
sistently increases for all classifiers (Table 6). This feature set, indeed, presents
with an overall macro-averaged accuracy of 85.70% ± 0.04 (+6% with respect
to FeatSet1), and a 8.3% increase for the AUC metric. The best classification
performance is achieved through the DT (Accuracy: 90.80% ± 0.8, Sensitivity:
95.83% ± 2.95). As for best model optimisation, the searched hyperparameters
were Split Criterion (method) and N (maximum number of splits, range: 1–57);
the resulting optimised parameters were cross entropy as Split Criterion and
N = 4.

Table 6. Classification performance (%) of the employed classifiers as regards FeatSet3
(PSG + REM + SWS features).

SVM KNN NB DT BAG

Accuracy 89.08 ± 1.63 85.34 ± 2.59 79.31 ± 1.72 90.80 ± 0.8 83.62 ± 0.86

Sensitivity 92.71 ± 2.95 93.75 ± 0.4 82.81 ± 4.69 95.83 ± 2.95 85.94 ± 1.56

Specificity 86.42 75 ± 5.77 75 ± 1.92 84.62 ± 3.14 80.77

Precision 88.11 ± 0.33 82.33 ± 3.38 80.32 ± 0.32 88.54 ± 1.82 84.61 ± 0.24

F1 90.33 ± 1.56 87.63 ± 1.92 81.47 ± 2.11 91.99 ± 0.79 85.26 ± 0.89

AUC 0.98 ± 0.01 0.92 ± 0.03 0.82 ± 0.03 0.92 ± 0.02 0.93 ± 0.05



Single-Channel EEG Detection of RBD 391

3.3 Classification Performance: SWS Features

Finally, given the final aim of the study – i.e., determine which stage (REM
vs SWS) is more informative in the automatic detection of RBD – the clas-
sifiers were tested also on the remaining feature set (FeatSet2), encompassing
PSG features and variables extracted from the SWS stage alone. The perfor-
mance metrics are displayed in Table 7. As appreciable, the classifiers achieved
reasonably good results, with an overall macro-averaged accuracy of 81.10% ±
0.03. Though the average accuracy (across classifiers) only shows a slight overall
increase with respect to the REM Subset, the SVM classifier clearly outperforms
the performances of the classifiers on FeatSet1. In fact, it achieved an Accuracy
of 86.21% ± 2.11 and Sensitivity of 91.23% ± 5.24, as well as an AUC value
of 0.94 ± 0.02. As regards SVM, the searched parameters were Kernel Function
and Maximum Penalty; the optimised model featured a cubic Kernel Function
and a Maximum Penalty of 2.56 (search range: 0.001–1000).

Table 7. Classification performance (%) of the employed classifiers as regards FeatSet2
(PSG + SWS features only).

SVM KNN NB DT BAG

Accuracy 86.21 ± 2.11 80.46 ± 4.94 78.74 ± 4.30 79.52 ± 7.21 80.60 ± 3.31

Sensitivity 91.23 ± 5.24 83.71 ± 12.26 76.67 ± 6.73 80.83 ± 9.78 79.13 ± 5.58

Specificity 83.36 ± 1.57 80.83 ± 2.94 81.16 ± 3.15 79.06 ± 6.25 82.19 ± 1.92

Precision 76.92 ± 2.72 74.36 ± 7.90 76.92 ± 5.44 74.04 ± 6.72 77.88 ± 3.19

F1 83.36 ± 2.38 77.58 ± 3.58 76.50 ± 4.14 77.04 ± 7.31 78.34 ± 2.98

AUC 0.94 ± 0.02 0.85 ± 0.02 0.81 ± 0.02 0.77 ± 0.09 0.9 ± 0.02

4 Discussion

As described above (cf. Sects. 3.1–3.3), the employed classifiers generally
achieved a good global performance on all tested feature sets. Indeed, the best
classifier for the REM subset scored an overall Accuracy of 84%, with 86.5%
sensitivity to the RBD class. As appreciable from the data presented in Table 6,
the classification performance significantly increases when including the SWS
features into the analysis, yielding a 91% Accuracy and 96% Sensitivity (best
score). Furthermore, the SWS features alone proved efficient in addressing the
binary classification task, achieving an overall 86% Accuracy and 91% Sensitivity
(SVM classifier).

As displayed in Fig. 1, that compares the best models on each tested fea-
ture set, FeatSet2 (SWS features) outperforms the REM subset, suggesting its
applicability and relevance in the automatic detection of RBD.

This consideration is in line with the results presented in [3], which per-
formed a stage-agnostic feature extraction, and highlighted the δ-range – and in
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Fig. 1. Performance comparison of the best model for each analysed feature set.

particular the 1.5–2 Hz sub-band – as the most important in a healthy vs RBD
classification approach. In addition, the classification performance was compared
to the cited study, which addressed the task employing the same publicly avail-
able data (CAP Sleep Database) [3]. Therefore, the cited study analysed the
EEG recordings across the whole spectrum (0.5–50 Hz), with no stage distinc-
tion; our results outperform their metrics when considering features from both
SWS and EEG (FeatSet3), with a balanced accuracy (averaged across all mod-
els) of 86% versus 83%, as well as a 26% improvement on Specificity, and +2% on
Sensitivity. When considering the metrics on the SWS feature set only, the SVM
classifier yielded comparable performances as regards Accuracy and Sensitivity,
and achieved a 22% increase on Specificity with respect to [3].

5 Conclusion and Future Work

The clinical diagnosis of RBD involves a overnight full-PSG exam and additional
anamnestic interviews. Though being the gold standard for the detection and
monitoring of sleep disorders, PSG is invasive and impractical. Indeed, not only
it entails a high number of recording electrodes, but the manual and visual
scoring process is labourious, thus significantly hindering the diagnosis. Given
that RBD itself foreruns the onset of α-synucleinopathy up to 14 years, there is
the need to accelerate the detection process, providing accurate and lightweight
alternatives to manual scoring.

This paper proposed a method for the automatic detection of RBD from
single-channel EEG data. Data were extracted from the recordings during REM
Sleep and SWS. The implemented ML methods achieved high performance, sug-
gesting the applicability of single-channel electroencephalography in detecting
RBD subjects.

Moreover, the performance attained by the SWS features alone is quite
promising, therefore implying its applicability to the study of RBD and the
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related neurodegenerative process. These findings indicate the feasibility of a
lightweight screening tool, thus easing the scoring and diagnostic process. Fur-
thermore, automatic classification would reasonably facilitate follow-up proce-
dures, and allow for early detection and early disease-modifying interventions
which would have beneficial impact on the QoL of patients [6].

Future work will address a larger dataset to further investigate the SWS
dychotomy and its role in the development of RBD, and will combine the inves-
tigation of the breathing frequency patterns during both REM Sleep and SWS.
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Abstract. Alzheimer disease (AD) is the most common form of senile
brain disorder. AD is not reversible, but its neuropathology can be
detected several years before severe clinical manifestations. AD diagnosis
is carried out relying on several clinical data, such as MRI structural and
functional data, PET and DTI imaging, neuropsychological tests’ scores,
genetic data, and others. Approaches that use complementary informa-
tion and heterogeneous sources of data might have a decisive impact
on the ability to early identify and consequently treat those subjects
with a higher probability of conversion. We propose an on-going work
on a Deep Learning framework that integrates different sources of data
such as imaging data, clinical data, neuropsychological tests’ scores, and
the temporal information related to the last medical evaluation of the
subject, with the aim of estimating the probability of conversion from
mild-cognitive-impairment (MCI) to AD or from a stable clinical pro-
file to MCI in a period of time that varies from 6months to 18months.
The possibility of predicting disease conversion is an open problem in this
field, and wants to answer to a specific need of clinicians. The ADNI pub-
lic data-set represents the reference data-set: an extensive and detailed
analysis of ADNI has been performed to assess the sample size available
for the training and testing of the network, that is now under construc-
tion, and the first results will be soon available. The network will also be
tested with clinical data of the Fondazione Santa Lucia, Rome (Italy),
and results will be discussed with the neurologists, neuropsychologists,
and physics that are actively working with us.

Keywords: Alzheimer disease · Deep Learning · Prediction ·
Biomarkers identification

1 Introduction

1.1 Alzheimer Disease

Alzheimer disease (AD) is the most common form of senile brain disorder which
is caused by the β-amyloid peptide deposition [1]. AD is not reversible and
there is no existing cure, but the neuropathology related to AD can be detected
several years before severe AD clinical manifestations. The disease generally
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starts with a light deterioration of cognitive reserves and gradually worsens into
a more severe form of dementia. The initial phase of the disease is identified as
Mild Cognitive Impairment (MCI) and has a wide spectrum that varies from
cognitive difficulties that are challenging to detect to more evident cognitive
deficits. Around the 10% and 15% of MCI patients per-year tend to convert to
AD [2]. Given the nature of its long, progressive, and variable prodromal phase,
early discrimination of those patients that develop Alzheimer disease from those
who manifest a stable MCI is fundamental. Therefore, administering a treatment
prior to AD conversion can efficiently decelerate AD evolution.

AD diagnosis is carried out relying on several clinical data, such as MRI
structural and functional data, PET and DTI imaging, neuropsychological tests’
scores, genetic data, and others. Recent literature proposes various methods for
AD detection that rely on Deep Learning principles. Some of them are focused
on the classification of AD, MCI and control subjects using fMRI or structural
MRI data, others are based on multi-modality imaging data [3]. Not only AD
detection is needed, but also the ability of algorithms to predict the probability
of conversion from MCI to AD is required. Given the variegated nature of AD,
approaches that use complementary information and heterogeneous sources of
data might have a decisive impact on the ability to early identify and conse-
quently treat those subjects with a higher probability of conversion to AD.

2 Materials and Methods

2.1 The ADNI Dataset

The ADNI dataset [4,5] was selected as it is, at present, the most used dataset
which is public available and referred to an on-going initiative. ADNI was
launched more than a decade ago, and participants are recruited across North
America during each phase of the study and agree to complete a variety of
imaging and clinical assessments: participants are followed and reassessed over
time to track the pathology of the disease as it progresses. Results are shared by
ADNI through the USC Laboratory of Neuro Imaging’s Image and Data Archive
(IDA) [6]. The goals of the ADNI study are:

– To detect AD at the earliest possible stage and identify AD’s biomarkers;
– to support advances in AD intervention;
– to administer ADNI’s data-access policy.

The ADNI data-set was analyzed so as to quantifying the amount and the typol-
ogy of data that could be used for the purposes of our research, starting from
the information summarized in the file ADNI Merge, which contains a sum-up
of almost all the information available in ADNI. ADNI Merge contains 85 vari-
ables and a total of 15754 time-points when it was analysed for this study. At
present, 2380 subjects are part of the ADNI data-set, and each subject has been
screened for a variable number of time-points, depending on the ADNI phase he
or she had been enrolled in. Figure 1 shows the distribution of the RIDs (Roster
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Fig. 1. Distribution of RIDs and the number of time-points per RID in each ADNI
phase.

Ids) (horizontal axis), which uniquely identifies each subject, and the number of
time-points per RID (vertical axis).

The following is the distribution of the RIDs with respect to the ADNI’s
phase:

– ADNI1: RID from 0 to 1999;
– ADNIGO: RID from 2000 to 3999;
– ADNI2: RID from 4000 to 5999;
– ADNI3: RID >= 6000.

The data-set is characterized by a high degree of variability in the informa-
tion it contains, and this variability needs to be handled for the purposes of our
analysis. To give an idea, Fig. 2 shows the numerosity of the several clinical vari-
ables summarised in ADNI Merge: we can notice that some are always present,
some others are rarely acquired. This depends on the differences between the
phases of ADNI (ADNI1, ADNIGO, ADNI2 and ADNI3).

Fig. 2. Numerosity for clinical variables contained in ADNI Merge.

2.2 State-of-the-Art

Several works in the recent Literature focus on the problem of predicting conver-
sion to AD. So far, most of the papers focus on the classification of AD, healthy
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control, and MCI using imaging data [8–11]. However, there are few relevant
papers (see of example Spasov et al. [7]) that combine the necessity of predict-
ing the conversion to MCI or AD in time with the importance of using different
sources of data, as we propose in this paper. In addition, we propose a method
that predicts the conversion from CN to MCI and from MCI to AD in a time
window that is not fixed, but varies between 6, 12 and 18 months (see Sect. 2.4).

2.3 ADNI Analysis

For each subject in ADNI Merge it is possible to obtain several details, for
example the diagnosis that is made during the first visit (baseline visit) and
the diagnosis carried out during the following monitoring visits. It is relevant
to notice that, during the baseline visit, subjects are categorized as Controls
(CN), AD (Alzheimer), LMCI and EMCI (Late Mild Cognitive Impairment and
Early Mild Cognitive Impairment), and SMC (Significant Memory Concern):
during the monitoring visits subject are classified as CN, AD or MCI (loosing
the distinction between LMCI and EMCI). All the analyses that follow were
performed with the Pandas Python library. The analyses proposed in this study
are rare in literature, and we believe it was fundamental to share these results.
Our choices have been driven by the numeracy of the ADNI data, that does not
allow at this stage to extend the analysis to other phases of the pathology such
as the SMC, or the LMCI and EMCI, but our approach does not exclude such
extension in the future.

Table 1 summarises the number of time-points with the respective labels.

Table 1. Time-points and labels at baseline.

Number of time-points

Total time-points 15754

Time-points classified at baseline as SMC 1246 (8%)

Time-points classified at baseline as LMCI 5158 (33%)

Time-points classified at baseline as EMCI 2881 (18%)

Time-points classified at baseline as AD 1713 (11%)

Time-points classified at baseline as CN 4728 (30%)

2.4 Selection Criteria and Data-Set Creation

The goal of the presented Deep Learning framework is to integrate different
sources of data such as imaging data, clinical data, neuropsychological tests’
scores, and the temporal information related to the last medical evaluation of the
subject to estimate the probability of conversion from mild-cognitive-impairment
(MCI) to AD or from a stable clinical profile to MCI in a period of time that
varies from 6 months to 18 months.
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Because of this, we are interested in those subject that happen to have more
than one time-point, and that present a switch of the diagnosis in time: Table 2
exemplifies what we mean with the conversion of the diagnosis.

Table 2. Example of a subject that is diagnosed as MCI after 18 months.

Visit (months from baseline) Diagnose

0 (baseline) CN

06 CN

12 CN

18 MCI

Consequently, selection criteria were defined to create the data-set for the
network, starting from ADNI:

– 253 single-time-points were not considered;
– those time-points for which no diagnosis is given were not considered, as none

of them corresponded to a switch point;
– each time-point has been further labelled as shown in Table 3

We labelled all the time-points for which there had been a change in the
diagnosis during the subsequent clinical examination, as we are interested in
predicting the conversion during time, and clinical data referred to the exam
previous to conversion are considered to be informative.

Table 3. Example of a subject that is diagnosed as MCI after 18 months.

Visit (months from baseline) Diagnose Switch

0 (baseline) CN CN-CN

06 CN CN-MCI

12 MCI MCI-MCI

18 MCI Last time-point

It was further noticed that 151 time-points showed reversion, as exemplified
in Table 4: this might be due to errors in the data-set or to the difficulty in
detecting MCI, as the majority of reversions is a MCI-CN reversion. It will be
decided how to treat those points later on: these will be excluded or included as
a particular class of reversion.
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Table 4. Example of a subject with a reversion in the diagnosis

Visit (months from baseline) Diagnose Reversion

0 (baseline) CN CN-CN

06 CN CN-MCI

12 MCI CN-CN

18 MCI Last time-point

Table 5 reports the numerosity of the time-points for each switch, those that
belong to the control group, MCI group or AD group, and those that revert the
diagnosis.

Table 5. Number of time-points with a switch of the diagnosis.

CN MCI AD

CN 2822 175 6

MCI 121 3531 411

AD 1 29 1567

2.5 Data for the Deep Learning Framework Training

As we are interested in giving as input to the network a time reference along
with clinical data, we focused on computing the distribution of the time-points of
each switch in time. In order to compute the interval of time between different
points, we based on the EXAMDATE parameter, and not on the VISCODE
variable present in ADNI Merge: the ADNI documentation1 highlight that the
EXAMDATE is more reliable. The VISCODE was used to match the time-
point in ADNI Merge with the corresponding images to download them from
the ADNI repository. As shown in Table 5, the size of the classes of interest (i.e.
those time-points that show a switch in the diagnosis), is not so consistent as
only 175 time-points switch from CN to MCI, and only 411 switch from MCI to
AD. We will test the possibility of expanding the size of classes by considering
not only the time-point that precede the switch of the diagnosis (see Table 4),
but also all the previous time-points and labelling them by adding, for each
time-point, the distance from the conversion (see Table 6).

As shown in Table 7, the majority of switches is condensed between 3 and 36
months. The time-points after the 100th month do not show switches. Moreover,
the CN-AD conversion class is almost non-existing: this is why the Deep Learning
architecture will be trained to predict the conversion in 12, 24, 36 months from
CN to MCI and from MCI to AD.

1 https://adni.loni.usc.edu/support/.

https://adni.loni.usc.edu/support/
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Table 6. Example of data selection that takes into consideration all the time-points
before the switch.

Visit (months from baseline) Diagnose Reversion Modified reversion

0 (baseline) CN CN-CN CN-MCI - 12 m

06 CN CN-CN CN-MCI - 6 m

12 MCI CN-MCI CN-MCI - 0 m

18 MCI Last time-point –

This task has a particular importance from a clinical point of view, as no
bio-marker exists for the prediction of the conversion from a stable clinical pro-
file to a MCI profile, nor for the prediction of the conversion from the MCI
profile to the AD profile. The possibility of predicting Alzheimer disease and its
prodrome, mild-cognitive-impairment, can have a real impact on the readiness
of administering the right treatment and assistance to the patient.

Table 7. Distribution of the interval of time (months).

Interval (months) CN-MCI CN-AD MCI-AD

3–12 106 2 406

12–24 120 12 359

24–36 366 18 390

36–100 407 141 588

100–180 55 28 14

The data that will be used as input for the deep learning architecture are both
clinical data, such as neuropsychological tests scores (MMSE, RAVLT, CDRSB,
ADAS etc.), and imaging data (depending on the numerosity, sMRI or fMRI),
along with the information about the time elapsed from the baseline visit, since
the clinical profile of a patient that convert to MCI from CN after 6 months is
different from the one of a patient that converts after 18 months.

Some patients show multiple conversions (see Table 8), and those patients are
of particular interest, especially for testing the performances of the deep learning
architecture.
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Table 8. Example of multiple conversions.

Visit (months from baseline) Rev. CN-MCI Rev. MCI-AD

0 (baseline) CN-MCI - 10 m MCI-AD - 12 m

06 CN-MCI - 4 m MCI-AD - 6 m

10 CN-MCI - 0 m MCI-AD - 2 m

12 MCI-AD - 0m MCI-AD - 0 m

18 AD AD

2.6 The Deep Learning Architecture

We propose a Deep Learning framework that integrates different sources of data,
with the aim of estimating a probability index of conversion from CN to MCI
and from MCI to AD in 12, 24, and 36 months. The Deep Learning framework
is now under construction and the first results will be available soon.

The data-set that is public available and that is mostly used is the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) database, and it was chosen as a start-
ing point, but the system will also be tested with real clinical data of the Fon-
dazione Santa Lucia (Rome, IT), and discussed with the neurologists and neu-
rospychologists that work with us. The architecture will merge different type of
data, giving as output the prediction of conversion to MCI or AD in a window
of time that varies between 6 and 18 months. Beyond this, the results of the
framework will be used to identify a subset of relevant clinical features that can
serve as bio-markers for the AD disease.

3 Discussion and Conclusions

The Deep Learning framework proposed in this paper whose results will be
available soon refers to a specific clinical need related to the importance of
providing a tool which is capable of predicting the conversion to MCI and to
AD, to guide clinicians in choosing the best treatment for a patient. Furthermore,
ad extensive analysis has been performed on ADNI and its main results were
presented in this paper: literature lacks of such analysis, and we believed it was
relevant to share its main points, as well as devote the right amount of time to
such analysis.

Results will be compared with state-of-the-art methods. Lin et al. [13] pro-
pose a prediction of conversion MCI-AD in 3 years that rely on MRI features,
FDG-PET features, CSF biomarkers, and one gene feature of ADNI, giving the
multi-modal data as input to an Extreme Learning Machine (ELM) algorithm.
Platero et al. [12] propose as well to predict the conversion MCI-AD with MRI
markers and neuropsychological tests in 3 years time. These two recent papers
rely on machine learning approaches, and focus on the conversion from MCI
to AD: our proposed method, on the contrary, is based on Deep Learning and
focuses both on the conversion from CN-MCI, and MCI-AD, in a variable period
of time.
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The Deep Learning framework will be also tested with real clinical data
provided by the Fondazione Santa Lucia, Rome (IT), and we will discuss along
with clinicians to ensure the best performances and making the best adjustments,
with the aim of creating a tool that can be used during the real clinical practice,
identifying reliable bio-markers for monitoring the Alzheimer disease.
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Abstract. The precision and personalized medicine is declared as the
next revolutionary paradigm in the current health outlook. With this
assumption, many challenges must be faced to achieve that paradigm
shift. One of these important challenges is the creation and develop-
ment of tools with the capability of exploiting biological data to infer or
extract new and relevant knowledge. In this sense, these tools must ful-
fill a set of requirements such as scalability, security and a user-friendly
design. That is the way to change the users scope from technicians to
all type of researchers, physicians and other non-technical users. Along
this article, a review of several gene expression analysis tools has been
addressed, with the aim of studying their pros and cons. Then, two differ-
ent implementations are proposed taking into account the current state
of KnowSeq R/Bioc package, with the purpose of showing different use
cases to migrate one concrete tool to a web application.

Keywords: RNA-Seq · Gene Expression Tools · Web platform

1 Introduction

Since the last decade, omics-data have suffered an exponential growth due to
the technological advances and the decrease of the data extraction costs as well.
Thanks to this fact, the number of researchers and physicians who have access to
that type of data has grown too, provoking a paradigm shift from the current strati-
fied medicine to the precision and personalized medicine. One of the main purposes
of this new paradigm relies on the creation and design of Clinical-Decision Support
Systems (CDSS) and tools as a service, which could help to treat each patient in a
c© Springer Nature Switzerland AG 2022
I. Rojas et al. (Eds.): IWBBIO 2022, LNBI 13346, pp. 404–414, 2022.
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personalized way, taking into account biological information from different omics,
e.g. genomics, transcriptomics, proteomics or radiomics [3,12].

In this sense, and in order to successfully achieve this paradigm transition, it
is important to develop tools which may serve the research community in the dis-
covery of novel and relevant biological knowledge and interrelations. Moreover,
it is also crucial to offer user-friendly tools, specially when there in an important
number of heterogeneous steps involved in biological analyses needed. With the
previous ideas in mind, KnowSeq was developed to solve complex gene expression
analyses by covering all the essential steps. KnowSeq was one of the first tools
that integrate under the same programming language (R), the required func-
tionalities to carry out gene expression analysis from RAW data up to machine
learning assessment and functional enrichment. In addition, KnowSeq counts
with an intelligent HTML report for those scientists and researchers far from a
technical background [4].

The current state of KnowSeq package includes a Docker container which
deploys in a web browser an R studio server to work with our tool (https://hub.
docker.com/r/casedugr/knowseq). However, from a wider perspective, KnowSeq
could be more useful for the community if the current technical constraints are
completely removed by implementing a web service, in an open manner and
deployed using a web framework. This paper performs a comparative of the
different software tools providing omics-data processing features and focuses on
those which provide the service on-line. Afterwards, it proposes an architecture
for adapting the KnowSeq software to be deployed in this web environment,
facilitating the use from the scientific community.

Along this manuscript, many tools have been studied in-depth, keeping only
those that cover a wide range of RNA-seq analysis steps. Nevertheless, it is
important to mention other tools which are focused on specific steps and that
operate in a powerful and useful manner, and that might be integrated in new
pipelines:

– HTSeq by Anders, S et al. [2].
– Sparta by Johnson, B. K. et al. [15].
– MeV by Howe, E. A. et al. [13].
– BioWDL by Vorderman, R. [24].
– MyRNA by Lagmead, B.et al. [19].
– RSeqFlow by Wang, Y. et al. [29].
– RNA123 by Law, C. W. [20].

2 RNA-Seq Workflow Tools for Different Languages
and Platforms

2.1 Non Web Platform Based Pipelines

GEO2RNAseq is an RNA-seq pipeline codified in R language mainly focused
on RAW data pre-processing [26]. This pipeline allows the NCBI/GEO RNA-
seq series automatic download. Then, it uses the FASTQ files to align them by

https://hub.docker.com/r/casedugr/knowseq
https://hub.docker.com/r/casedugr/knowseq
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using TopHat2 or Hisat2 aligners [16,17]. Once the aligned files are obtained,
GEO2RNAseq implements a feature count and a Differential Expressed Genes
(DEGs) extraction step, choosing among 8 differential expression analysis tools.
Moreover, the package counts with visualization module to plot the results.

Although GEO2RNAseq does not count with further steps beyond DEGs
selection, it allows integrating its functionality with other pipelines thanks to its
modular design.

GEO2RNAseq R package is available at Anaconda repository [1], but only
for UNIX systems and Mac OS.

SARTools is a RNA-seq pipeline codified in R which has the aim of providing
an automatized way of extracting DEGs [27]. For that, SARTools allows for
choosing between two well-known DEGs extraction methods, by offering the
users different templates depending on the selected tool. In addition, SARTools
relies on HTML reports to check and validate in a more user-friendly manner
the quality of the DEGs extraction process.

SARTools R package is available at the Bioconductor repository and at Ana-
conda [11]. In addition, it is offered under Windows, Mac OS and UNIX systems.

RobiNA is a gene expression tool codified in Java which allows the users to per-
form Microarray and RNA-seq DEGs extraction under a Graphic User Interface
(GUI) [21]. In the background, this tool makes use of R and Bioconductor pack-
ages to get away the users from any technical difficulties. It is available under
Windows, Mac OS and UNIX systems, and comprehends the steps of Quality
analysis, DEGs extraction and visualization.

At this moment, RobiNA seems to be under no support from the original
developers as there are no updates since 2012 or 2013. However, the installation
file can be found at http://mapman.gabipd.org/web/guest/robin.

RNAseqR is a RNA-seq pipeline in R with a total of 6 steps which include qual-
ity assessment, read alignment and transcript quantification, differential expres-
sion analysis, and functional analysis [6]. This tool proposes a pipeline with only
6 functions, one per step, in order to try to minimizes the user interaction. The
package counts with an important number of plot types to assess the study qual-
ity. The pipeline can be launched from different points and not only from the
fastq files.

RNAseqR R package is available at Bioconductor repository, but only for
UNIX systems and Mac OS.

DEWE counts with a containerized Java GUI, containing also the most impor-
tant tools and R packages to perform RNA-seq analysis [22]. Concretely, this
pipeline comprehends all the steps between the RAW data pre-processing and
DEGs extraction, plus a posterior pathway analysis step. This tool is very attrac-
tive for users as it is easy to install thanks to its containerization.

http://mapman.gabipd.org/web/guest/robin
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DEWE installers are freely available at the website of their own creators:
https://www.sing-group.org/dewe. Moreover, DEWE is available for Windows,
Mac OS and UNIX systems.

RNA-Seq Pipe is a very complete RNA-seq pipeline codified in Python which
implements the following steps: raw pre-processing, visualization, DEGs extrac-
tion, GOs enrichment, KEGG pathways and related diseases [30]. Although
RNA-Seq Pipe is more like a general tutorial instead of a tool, we consider
that it covers all the necessary steps to be considered as a pipeline.

RNA-Seq Pipe is publicly available at https://github.com/MaayanLab/Zika-
RNAseq-Pipeline. Furthermore, this pipeline was encapsulated into a container
with the aim of providing a way of launching it no matter the OS. The container
can be found at https://hub.docker.com/r/maayanlab/zika/.

TCGAbiolinks allows the users to automatically retrieve TCGA data or to
load their own data as well. Furthermore, this pipeline implements methods for
pre-processing, analysing and visualizing not only RNA-seq data but also other
omics data such as CNV, miRNA methylation, i.e. [7]. Although TCGAbiolinks
is a R package, there is also a GUI version named TCGAbiolinksGUI. The
GUI version is available as Docker image https://hub.docker.com/r/tiagochst/
tcgabiolinksgui/.

TCGAbiolinks is available at Bioconductor. Both TCGAbiolinks and
TCGAbiolinksGUI are available under Windows, Mac OS and UNIX systems.

HppRNA is written in a variety of programming languages such as Perl, R and
Python, and it cover the steps from RAW pre-processing up to DEGs extrac-
tion and visualization [28]. Moreover, this pipeline proposes processes to analyze
mRNAs, lncRNAs and circRNAs, dealing with the detection of sequence vari-
ations such as fusion genes and SNPs from RNA-seq data. To connect all the
functionalities, HppRNA uses Snakemake framework [18] which is a workflow
engine.

HppRNA is publicly available following the next link: https://sourceforge.
net/projects/hpprna/. Some of the alignment tools are not available to be run
in Windows, but all of them can run in Mac OS and UNIX systems.

VIPER is based on Snakemake framework, and implements a complete RNA-
seq pipeline with alignment, quality control, differential gene expression and
pathway analyses steps [8]. Thanks to the workflow engine, VIPER uses tools
from different languages and technology.

Viper can be found at https://bitbucket.org/cfce/viper/src/master/ and it
is available for Mac OS and UNIX systems.

https://www.sing-group.org/dewe
https://github.com/MaayanLab/Zika-RNAseq-Pipeline
https://github.com/MaayanLab/Zika-RNAseq-Pipeline
https://hub.docker.com/r/maayanlab/zika/
https://hub.docker.com/r/tiagochst/tcgabiolinksgui/
https://hub.docker.com/r/tiagochst/tcgabiolinksgui/
https://sourceforge.net/projects/hpprna/
https://sourceforge.net/projects/hpprna/
https://bitbucket.org/cfce/viper/src/master/
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2.2 Web Platform Based Pipelines

DEAR-O. The DEAR-O platform [31] was a web platform for performance
evaluation of differential expression analysis based on high-throughput RNA
sequencing data.

No technical aspects about implementation are provided in the paper. The
authors indicate one URL for the software and another one for a discussion
group. However, up to the date, it is not possible to reach any of the links.

Although this fact could lead to a null analysis, it is possible to think about
the causes of this unavailability: technical debt and cybersecurity incident could
be the easiest answers. Therefore, valuable information can be extracted from
this fact in order to propose a new software architecture.

Degust D. Powell developed Degust (https://degust.erc.monash.edu/) [23]
which allows researchers to upload RNA-seq files to explore, analyse and visualise
them.

The implementation is available at Github so the results should be easily
replicated. The welcome page is clear with for main sections or attention ele-
ments: citation, video showing functionality, demo to try the software and the
possibility to upload a dataset and start working.

It also has the possibility to sign in using several platforms.
From the technical point of view, by looking at the source code, it is clear

that the design pattern chosen is model, view, controller.
Other element is that the institution provides support by signing the certifi-

cate providing a secure connection using TLS 1.2 with 128 bits keys.
Analysing the headers from the petition it is possible to see that the server

is based on Linux (Ubuntu) and that it runs the Apache software.
The demo page performs one request to the backend and the rest of interac-

tions are made in the client by means of javascript.
The source files use the coffee syntax for javascript generation as well as the

vue.js library. Everything packed with webpack.

ARMT. This tool is a recent RNA-seq analysis pipeline codified in R language
which implements the needed steps to process RNA-seq data from count files
up to differential expression analysis and functional enrichment [14]. In addi-
tion, ARMT add some extra steps which are very interesting: survival analysis,
differential analysis for mutation and GSVA score and mutant mapping. This
package also has a GUI designed in Shiny with the aim of helping the user to
use it in an easy and comfortable manner.

ARMT is available at https://github.com/Dulab2020/ARMT and for all the
OS which support R (Windows, Mac OS and UNIX systems).

RAP. As stated by D’Antonio in [9] “...RAP (RNA-Seq Analysis Pipeline) is
a web application implementing a fully automated analysis workflow, designed

https://degust.erc.monash.edu/
https://github.com/Dulab2020/ARMT
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to integrate in-house developed scripts as well as open source analysis tools into
one pipeline...”.

The software is available at: https://bioinformatics.cineca.it/rap/. However,
by the time of writing this paper the following statement is on the top header:

“Analysis service closed. We would like to inform all users that due to the
obsolescence of the analysis workflow, this service is now officially discontinued
and no longer available for new analyses. Previous analyses will be kept available
in read-only mode for already registered users, but new registrations will not be
accepted. We apologise for any inconvenience this may cause.” Therefore, far
from the hypothesis thrown in the DEAR-O case, here, we have the certain of
the cause for the service to be stopped: technical debt.

The source code is not available, but from a superficial analysis it is possible
to deduce that there is a backend running in PHP and the front-end is based
on HTML and Javascript using the charts provided by the tool https://nvd3.
org/, probably, in combination with the Foundation5 front-end framework which
has been usually used in combination with the WordPress content management
system.

As with the previous tool, the service is running in a Linux (Ubuntu) machine
with the Apache server.

The communication is authenticated using a Let’s encrypt certificate using
TLS 1.3.

3 Proposed Architecture Web KnowSeq

From previous developments it is possible to devise several paths to design a
possible architecture. Besides the fate of previous developments, there are several
technologies that could drive the deployment toward several directions. In the
following sections we will describe two possibilities.

3.1 Using the Shiny Package

This first approach is thought from considering the lessons learnt from having a
complex software that could incur into a high technical debt during development
and reach a point where it is not feasible to be maintained. Starting from an R
development, to keep all the code with the same technology, there is the chance
to use the Shiny package https://shiny.rstudio.com/. This tool allows developers
to provide a web deployment with a few lines of code, in a simple way [5].

The development must include a server file and a user interface both written
in R as well as a CSS file. Then the main application file contains the ShinyApp,
which, in this case, is the previously developed KnowSeq.

Once the interface is loaded, it is possible to have the following actions from
the menu:

– Data loading: presents two input fields to upload csv files, one for the labels
(i.e.x. “solid tissue” vs “tumor”) and another for the DEGs matrix. In addi-
tion, it is possible to choose the training and test partition percentages for
the posterior Machine Learning process.

https://bioinformatics.cineca.it/rap/
https://nvd3.org/
https://nvd3.org/
https://shiny.rstudio.com/
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– Genes selection: Selects the number of genes to be used afterwards.
– Model training: Allows to choose between several algorithms for feature selec-

tion as well as among several classification paradigms. Beside, it allows to
select the number of folds performed during cross-validation.

– Model validation: The previously trained model is validated against test data
set.

– Gene ontologies: the GO terms for the final selected DEGs are retrieved.
– KEGG pathways: the KEGG pathways terms for the final selected DEGs are

acquired.
– Related diseases: the related diseases for each of the final selected DEGs are

obtained.

A prototype implementation is available at https://github.com/CasedUgr/
KnowSeq-ShiVer and the deployed version can be accessed following the next
link: https://knowseqshiver.shinyapps.io/KnowSeq-ShiVer/. The app could be
accessed as soon as possible through the following link: https://bioapp.ugr.es/
knowseq-shiver.

App Deployment Discussion. When deploying the app programmed using
the shiny tool, there are three possibilities regarding its deployment:

– On premises with Shiny Server
– On premises with Rstudio Connect
– Through Shinyapps.io

There is a table comparing each of the previous approaches although it might
be biased by the fact that RStudio is the commercial alternative to the open
source solution Shiny Server.

There would be other possibilities which would require third party elements
like cloud providers: set up a container or a virtual machine. Moreover, this dis-
cussion is presented in https://aws.amazon.com/es/blogs/architecture/scaling-
rstudio-shiny-using-serverless-architecture-and-aws-fargate/ which allows appli-
cations to easy escalate and to keep a small budget when no use is done. This
fact could be very interesting for a service with low demand or few users.

3.2 Using a Framework Stack

Although this approach is very simple and effective, it lacks from useful aspects
that could be tackled using an alternative approach.

By using frameworks, the software bill of materials increases significantly but
so it does the features available. Another advantage is that the maintenance cost
is distributed through the community.

One of the main benefits is the integration for user authentication so an user
or a group of them can access to their uploaded datasets and models trained.

Thinking on getting reproducibility and more control over the models, which
also has the benefit of saving re-training constantly and could help saving cloud

https://github.com/CasedUgr/KnowSeq-ShiVer
https://github.com/CasedUgr/KnowSeq-ShiVer
https://knowseqshiver.shinyapps.io/KnowSeq-ShiVer/
https://bioapp.ugr.es/knowseq-shiver
https://bioapp.ugr.es/knowseq-shiver
https://aws.amazon.com/es/blogs/architecture/scaling-rstudio-shiny-using-serverless-architecture-and-aws-fargate/
https://aws.amazon.com/es/blogs/architecture/scaling-rstudio-shiny-using-serverless-architecture-and-aws-fargate/
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costs, it is worth mention SnapperML https://github.com/SnapperML [10]. By
using this tools we have at once the integration of ml-flow1, Optuna2 and Ray 3.

In the case of using a cloud deployment, instead of configuring these stacks
(which is possible) we could think of using some of the tools the cloud providers
already offer. The main drawback of using these tools is that it makes really
hard, if not impossible, to change the provider afterwards.

On the Use of Microservices and App Deployment. The R web framework
ecosystem is increasing in number of alternatives, but these are mostly focused
in minimal functionality (see plumber [25], beakr 4, fiery 5, ambiorix 6 and the
already commented Shiny). While this approach makes sense for certain contexts,
it might not support enough features. To solve this issue and to adequate the
integration between other web-frameworks and languages like Python, Node.js,
PHP, the most advisable approach would be the microservices solution. Figure 1
shows a diagram of the architecture.

In this scenario, we would have different services running in containers and
communicating each other using efficient messaging software like Redis 7 or
RabbitMQ 8.

A possible list of services could be:

– Data storage: data base for the gene data and users information. The choice
of NoSQL vs classic SQL approaches should be done in terms of efficiency
and RAM requirements. However, if no clear solution is available, it would
be possible to define a schema for user data and other app requirements in
NoSQL and user the classical approach for the Gene dataset. Other alterna-
tives could go through configuring an storage service like an S3 AWS bucket
or Azure Blobs to read and upload the Gene datasets.

– Backend service: running the framework for the user administration, API
implementation and other features. The choices available are quite numer-
ous but the most popular technologies nowadays are between python (with
Django, Fast API, Flask as possible frameworks) and node.js (with express.js
or meteor.js as the most popular frameworks). Any of these tools could pro-
vide a Restful API to communicate the web front-end with the other services.

– App service: which would run the R application encapsulated and digesting
data through the Data storage service and the messaging services that could
run in the same service than the backend.

1 https://mlflow.org/.
2 https://optuna.org/.
3 https://www.ray.io/.
4 https://mazamascience.github.io/beakr/.
5 https://rdocumentation.org/packages/fiery/versions/0.2.3.
6 https://cran.r-project.org/web/packages/ambiorix/readme/README.html.
7 https://redis.io/.
8 https://www.rabbitmq.com/.

https://github.com/SnapperML
https://mlflow.org/
https://optuna.org/
https://www.ray.io/
https://mazamascience.github.io/beakr/
https://rdocumentation.org/packages/fiery/versions/0.2.3
https://cran.r-project.org/web/packages/ambiorix/readme/README.html
https://redis.io/
https://www.rabbitmq.com/
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Fig. 1. Diagram for the framework stack implementation. Communication between
users is made through the web front end or using a specific application that invoques
the Restful API. Microservices communicate between each other using queue systems/
through libraries or even using the Restful API.

4 Conclusions

In this paper we have reviewed the current solutions to carry out DEGs anal-
ysis, comparing those which provide an online service. From this review, and
considering the elements that have led to service discontinuation from some
providers, two approaches for the deployment of the KnowSeq ecosystem have
been presented. The first one relies on a keep-it-simple solution to provide basic
functionality avoiding maintenance overhead. The other one proposes a solution
stack where microservices allow to have a compromise between functionality and
complexity. Both approaches are compatible and, as long as possible, both are
recommended. The simple one allows for quick disemination and feature testing
meanwhile the second is more recommended for providing a commercial service
due to deploy scalability and security.
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Abstract. The coronavirus disease (COVID-19) pandemic has challenged mul-
tiple aspects of our lives. Social distancing among other preventive measures for
reducing the contagion probability have supposed a significant challenge for many
establishments. Restaurants, schools, conferences are establishments founded by
the congregation of participants, distributed in tables or chairs over a certain sce-
nario. These enterprises now face an optimization problem in their daily routine,
where they seek to maximize the interpersonal distance while also allocating the
maximum number of assistants. The optimization of these distribution paradigms,
such as theCLP (ChairLocationProblem), has beendefined asNP-Hard, therefore,
the use of metaheuristic techniques, such as Genetic Algorithms is recommended
for obtaining an optimal solution within a polynomial time. In this paper, a GA
is proposed for solving the CLP, attaining an optimal solution that maximizes
the interpersonal distance among assistants while also guaranteeing a minimum
distance separation for reducing the contagion probability. Results of the pro-
posed methodology and multiple fitness evaluation strategies prove its viability
for attaining a valid distribution for these establishments, thus satisfying the main
objectives of this research.

Keywords: CLP · COVID-19 · Genetic algorithm · Maximum diversity problem

1 Introduction

COVID-19 pandemic is supposing a major challenge for society. The appearance of an
airborne-transmitted virus with great infection capacity and the possibility of causing
potential severe effects in infected patients has forced the different governments around
the world to act looking for a reduction of the propagation of the disease among their
citizens.

Initially, the lack of knowledge about the transmission of the virus and the unpre-
dictable effects of letting the virus propagate without limitations, promoted the declara-
tion of strict lockdowns forcing people to stay at home in order to reduce the contagion
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probability of the disease. These methods were effective to contain the virus after several
weeks of promoting telework and the closure of non-essential facilities.

Meanwhile, studies of the disease were conducted by the scientific community
around the world for better understanding this novel virus. These studies proved the
infection capacity of the virus [1], the primary airborne transmission [2], the differ-
ences between outdoor and indoor environments for the contagion probability [3] or the
weather conditions that promote the propagation [4].

This knowledge acquired through experimentation allowed the definition of a series
of rules for progressively reducing the strict measures for controlling the disease such
as interpersonal distance [5], wearing facemasks [6], ventilation [7], the use of hydroal-
coholic gels [8], the isolation of closed contacts [9] or the reduction of the capacity in
public places [10]. All these rules started a new period looking for living with the virus
reducing the economic impact of strict measures.

This period has been extended until now, where limitations are starting to be reduced
due to the rollout of vaccines for reducing the severe effects of the disease. However,
although the vaccines are proving their effectiveness, still, the appearance of novel virus
variants with more propagation capabilities are supposing a concern [11].

In this sense, maintaining some of the restrictions, especially those that apply to
conditions where the risk of contagion is greatest, is critical to reducing the impact
of the COVID-19 pandemic. Among these high-risk conditions, keeping the interper-
sonal distance in indoor environments represent one of the most affordable measures in
determined activities. This fact has proven an effective effect in reducing the contagion
probability while wearing facemasks in indoor spaces [12].

However, maintaining the social distancing has been demonstrated to be especially
harsh in dynamic dense environments where people is moving around [13]. This is not
the case for environments in which people remain seated or localized in a particular
location such as schools, cinemas, weddings or conferences.

In these cases, the use of space to place separate tables or chairs, contributes to
increase the capacity or reduce the contagion probability in those conditions. For address-
ing the table arrangement, some methods following regular patterns (e.g. rectangular o
triangular) have been proposed in the literature [14]. These methods attain competitive
results in geometric rooms without obstacles. However, rough spaces with obstacles and
furniture represent a considerable challenge for achieving optimal table distributions.

In these cases, we previously proposed a methodology for optimally locating student
tables in a primary school through the employment of Genetic Algorithms (GA) [15].
This entailed the definition of the Table Location Problem (TLP) which consists of
finding the optimal subset of Cartesian coordinates for each of the tables displayed
among every potential table location in the room in such a way that allows the maximal
distance among the tables.

We later improved this technique for hostelry applications through the finding of
the optimal deployment of the tables addressing particular hostelry conditions such as
keeping enough space for the waiters to complete an affordable service to the client or
enabling the location of all the potential clients around the tables [16, 17].

In this paper, we continue this research line by locating seats in conference rooms
enough spaced to reduce the contagion probability during the pandemic. This requires
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the definition of a novel problem, the Chair Location Problem (CLP), which is a novel
definition of the well-known Maximum Diversity Problem (MDP) [18] particularized
for this problem context. The MDP looks for finding the optimal subset of elements
which maximizes the differences among their individuals. This means in this context
that, the maximum distance among the seats in the conference room can be achieved
through the application of this problem.

The NP-Hard definition of this problem [19] suggests the implementation in this
paper of a GA to address it and attain competitive results in acceptable time. For these
reasons, we present in this paper, the binary codification of the individuals, the mating,
selection, mutation and elitism techniques to perform the evolutionary process to find
an optimal chair allocation to reduce the contagion probability in conference rooms.

The remainder of the paper is organized as follows: we define and particularized the
MDP to the chair allocation optimization presented defining the novel CLP in Sect. 2;
the GA implementation to address the CLP is presented in Sect. 3; the characterization
of a conference room scenario, the hyperparameters of the optimization and the results
obtained are introduced in Sect. 4 while Sect. 5 concludes and presents the benefits of
the proposal of this paper.

2 Problem Definition

The CLP seeks to find the optimal coordinates of each chair position for maximizing the
interpersonal distance for a given scenario, thus reducing the contagion probability of the
COVID-19 pandemic. Consequently, the decision variables of the proposed optimization
are the Cartesian coordinates of each chair (〈ti〉 = 〈xi, yi〉).

Furthermore, the optimal distribution of chairs (i.e., the chair distribution that
achieves the interpersonal distance among other criteria) is constituted of the optimal
Cartesian coordinates of each chair, being represented as the subset (Ti). This subset
is contained within the set of possible solutions (T ), where each solution represents a
certain chair distribution. The number of possible solutions within the set (T ) can be
derived from the following expression:

P =
nc−1∏

i=0

(nCLE − i) (1)

where P is the number of potential distributions of nc chairs and nCLE is the number of
points that are possible locations for each chair over the given scenario.

The presented optimization can be described through the following mathematical
model:

Maximize Z = ff (ffk(Ti), ffobs(Ti)) (2)

Subject to:

xlim1 ≤ xi ≤ xlim2 ∀xi ∈ ti; ti ∈ Ti; ti /∈ U (3)

ylim1 ≤ yi ≤ ylim2 ∀yi ∈ ti; ti ∈ Ti; ti /∈ U (4)
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dmin ≥ dsd ∀i, j ∈ 1, . . . , nc; i �= j (5)

where ffk and ffobs are the main fitness estimators of the proposed methodology, evalu-
ating the distancing among chairs and the presence of obstacles respectively; xlim1, xlim2
and ylim1, ylim2 are the lower and upper bounds for the location of chairs within the
proposed scenario; U represents the subset that contains each forbidden region for the
location of any chair due to the presence of obstacles or irregularities; dmin is the min-
imum interpersonal distance of the resulting distribution, which must superior to the
standard distance dsd , fixed as 1.5 m, following the Spanish legislation.

However, the interpersonal distance evaluation that constitutes the fitness function
ffk may undergo different optimization strategies. MDP such as the CLP commonly
employ two different optimization strategies. The first strategy entails the maximization
of the minimum distance (i.e., min-max), while the second strategy relies on the maxi-
mization of the sum of all values (i.e., max-sum). The implementation of both strategies
is discussed and described in the following Section.

3 GA Implementation

Genetic Algorithms (GA) are a field of evolutionary algorithms that apply the Darwinian
theory for attaining the optimal solution. These optimization algorithms define a set
of individuals, encoded with the main decision variables, as well as an environment,
also dependent of those variables. Through multiple genetic operators, such as elitism,
mutation and selection, the most fitted individuals to the proposed environment prevail,
passing their genetic information (i.e., the adopted solution) to the following generations.
Over the course of multiple iterations of fitness evaluation and individual crossover, the
algorithm may converge to the optimal solution, an individual who carries the values of
the decision variables that optimize the fitness function and fulfills all given constraints.

GA are widely used throughout the literature, especially for multimodal problems
(i.e., problems with several valid solutions) with a search space of considerable mag-
nitude or even unlimited [20]. GA are also commonly implemented for optimizations
problems of elevated complexity, such is the case of the (Maximum Diversity Prob-
lem) MDP, or problems where the cost function in non-derivable [21]. These algorithms
have been implemented into multiple fields, mainly for static optimizations, including
wing design [22], charging times of electric vehicle routing [23], and node location
optimizations [24, 25].

The CLP (Chair Location Problem) is characterized by the number of possible solu-
tions derived from its combinatorial nature. The resulting complexity along the depen-
dency among chair locations compromises the implementation of exact methodologies.
Therefore, an evolutionary optimization approach proves favorable for obtaining a valid
solution in a polynomial time.

The GA implementation for the CLP starts by defining the codification of the indi-
viduals, the environment, and the interaction among them. Each individual must carry all
the required information for defining a certain solution, in our case a given chair distri-
bution. Following theMDP definition of the optimal solution (i.e., the subset of elements
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inside a greater set that maximize the diversity among elements), each individual could
carry the subset of the selected chair locations that results in a valid solution.

As shown in Fig. 1, the genetic information of each individual contains the complete
set of possible chair locations. Each location is represented as a binary variable, where a
value of 0 represents a non-selected positionwhile a value of 1 is a selected chair location.
We can also define a correlation between each binary variable and its corresponding
cartesian coordinates, which result vital for the individual evaluation. Furthermore, in
order to preserve the viability of this codification wemust ensure that the number of ones
contained in each individual genetic information is preserved throughout the multiple
genetic operators. This supposes a significant transition from previous works.

Fig. 1. Codification of the population and its interaction with the selected scenario.

Once defined the genetic information of each individual, the GA implementation
requires the definition of a fitness function for evaluating the suitability of each chair
distribution. This function is the main guidance of the optimization, therefore, the def-
inition of this function and its dependency of the individuals encoded variables results
critical for the optimization.

MDP optimization methodologies are commonly based on two different cost func-
tions. The first optimization function, usually referred as max-sum, seeks to find the
optimal solution to the MDP by maximizing the sum or mean of the distances among
elements. On the other hand, a second approach, referred asmin-max, pursue the optimal
solution by imposing that the minimum distance of each distribution is to be maximized.

Both methodologies result valid for the proposed problem, where a set of chairs are
to be located inside certain limits in a way that maximizes both the interpersonal distance
and the minimum distance separation of each chair.
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Consequently, the fitness function of our proposedGA optimization can be described
as:

ffmin|max = λ + ffobs + min

(√(
xi − xj

)2 + (
yi − yj

)2
)a

(6)

ffmax|sum = λ + ffobs + 1

l

⎡

⎣
n∑

i=1

⎛

⎝
n∑

j=1

√(
xi − xj

)2 + (
yi − yj

)2
⎞

⎠

⎤

⎦
b

(7)

ffobs = −Jκ (8)

∀ i, j :
√(

xi − xj
)2 + (

yi − yj
)2 ≤ ρ; i �= j, (9)

where J is the number of chairs located inside obstacles; xi, yi are the cartesian coor-
dinates of the chair i; n is the number of chairs; l represents the number of computed
distances (i.e., n2 − n); ρ is the maximum distance calculation delimiter and λ, κ, a, b
are weight hyperparameters for the fitness function evaluation.

Once defined the individual codification and the fitness function evaluation, the GA
optimization takes place. This optimization, described in Fig. 2, starts by randomly
generating the population while also guaranteeing that the number of disposed chairs is
valid.

Fig. 2. Pseudocode for the GA optimization of the CLP.

The algorithm then evaluates the initial population, assigning a fitness value to all
individuals according to the fitness function expression previously discussed. This fitness
value is later on utilized for the elitism and selection operators. Through elitism, a
certain percentage of the individuals of the optimization is preserved for the following
generations, replacing those worst fitted.
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Once the elitism operator takes place, all individuals are arranged by the selection
operator. The resulting order of this arrangement is crucial for the following step of the
algorithm, the crossover,which produces the offspring and thus the individuals of the next
generation. This arrangement is based on the fitness value, and selection methodologies
(e.g., roulette, tournament) usually favor the most suited individuals, nevertheless, these
arrangements always carry some stochastic component.

GA optimizations are based on two principle evolutionary principles. Selection pres-
sure results vital for enforcing an adaptation to a given scenario, a higher percentage of
elitism and selection methodologies which further reward the fitness of each individual
result in an increase of the selection pressure, which favors a faster convergence to a
solution. However, an excessively accelerated convergence may induce the optimization
into a local maximum. In order to compensate this selection pressure, GA introduce
entropy into the optimization for enhancing the exploration of the space of solutions,
avoiding local maximums.

This entropy can be introduced by applying selection methodologies that introduce
a random component into the population arrangement as well as the mutation operator.
In this step of the optimization, certain individuals endure a random mutation of their
genetic information, this introduces entropy into the optimization which avoids a pre-
mature stagnation of the optimization. Nevertheless, introducing an excessive degree of
entropy into the optimization may lead to an unstable convergence to any solution, ren-
dering the optimization unproductive. Therefore, the balance between exploration and
intensification of the final solution is critical for ensuring an acceptable optimization
performance.

4 Results

In order to test the performance of the proposed methodology, a common conference
room scenario have been designed, shown in Fig. 3. This scenario includes varying
obstacles where no chair should be located. Figure 3 also displays a square pattern
distribution of chairs over the proposed scenario, which is one of the most applied
techniques to real distributions [14].

Due to the high obstacle density of the proposed scenario, its resulting irregularity
and the form factor of the room, the displayed regular pattern is not capable of exploiting
all the available space for properly distancing the chairs.

On the other hand, the proposed GA is capable of exploring the complete space of
solutions, obtaining optimal chair distributions for each possible scenario of application.

All simulations of the GA were coded and executed in the Python software environ-
ment and performed with an Intel® i7 2.4 GHz of CPU and 16 Gb of RAM. Moreover,
the selected hyperparameters for the GA optimization are presented in Table 1.

In order to evaluate the performance of the min-max and max-sum fitness functions,
multiple GA optimizations were performed with both methodologies for a varying num-
ber of chairs to be allocated. A comparison of the obtained results of both GA techniques
as well as the regular pattern approach are presented in Table 2.

The obtained results indicate an increase in performance for the 19 chairs GA min-
max strategy optimization from the regular pattern distribution. This strategy optimized
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Fig. 3. Chair distribution obtained from a regular square pattern distribution for 19 chairs over
the CLE (Chair Location Environment). Obstacles are denoted as red rectangles, representing the
PLE (Prohibited Location Environment)

Table 1. Values of all hyperparameters implemented into the GA optimization. The parameter
adjustment was based on the methodology presented in [15, 16, 26].

Parameter Value

Number of individuals 200

Selection methodology Tournament 2

Elitism percentage 15%

Mutation percentage 10% Population 10% Mutation Rate

Stop criteria 300 Generations or 90% Population Equal

a 5

b 2

λ 1

κ 100 m

ρ 2.0 m

Number of points 12100

Number of possible solutions for 19/20 chair
distributions

3.68 · 1077/4.45 · 1081
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Table 2. Comparison of the obtained chair distributions of the regular pattern and the implemented
GA for 19 and 20 chairs.

Optimization Min distance Mean distance Standard deviation

19 Chairs - Pattern 1.5 m 1.5 m 0 m

19 Chairs - MaxSum 0.14 m 1.72 m 0.81 m

19 Chairs - MinMax 1.51 m 1.68 m 0.15 m

20 Chairs - MinMax 1.41 m 1.61 m 1.69 m

the available space obtaining a chair distribution that allocated the same number of chairs
yet with a greater distancing among them. However, the max-sum strategy although it
achieved a superior mean distancing, the resulting minimum distance is unacceptable,
failing the optimization restriction of 1.5 m of minimum separation. This strategy has
proven unfeasible as it does not represent the need of a minimum separation in its fitness
evaluation, which proves the importance of this step.

Furthermore, the min-max GA optimization is capable of allocating a greater num-
ber of chairs than the regular pattern distributions, sacrificing both mean and mini-
mum distance in the process. Nevertheless, the obtained solution achieved an acceptable
minimum distancing, proving the flexibility of this methodology.

Fig. 4. Achieved chair distribution from the GA min-max strategy for 20 chairs. No other tested
methodology attained a viable distribution for this number of chairs.
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Finally, Fig. 4 shows the attained distributions for 20 chairs from the min-max strat-
egy, the only tested methodology that achieved a viable solution for this number of
chairs.

5 Conclusions

The arrival of the COVID-19 pandemic has reshaped in multiple ways our way of life.
The spread capability of this disease has challenged the continuity of social interaction
events. Multiple measures have been deployed with a common objective, reducing the
contagion probability, including facemasks, active ventilation and guaranteeing a certain
interpersonal distance.

In static environments, such as schools, hostelry establishments and conferencemeet-
ings, the chair distribution is directly correlated with the resulting interpersonal distance,
and consequently, the contagion probability.

The distribution of a given number of chairs over a scenario in a way that optimizes
the distancing among assistants without severely impacting the event capacity is a com-
binatorial NP-Hard problem, thus a direct resolution remains unfeasible. Consequently,
the event managers usually tend for distributing the chair following a regular pattern that
guarantees the minimum distance, however, the performance of this solution is depen-
dent of the scenario geometry and the presence of obstacles, as it may not exploit all the
available space in certain scenarios.

Therefore, in this paper a GA optimization is proposed for solving the chair location
problem. The CLP definition have been attained accordingly to the maximum diversity
problem, implementing multiple strategies common in these optimization paradigms
(i.e., min-max, and max-sum strategies). Results show that the min-max proposal out-
performs both the regular pattern and the max-sum approaches, proving as a valuable
alternative for irregular scenarios with a high obstacle density and for applications with
a high flexibility requirement, thus fulfilling the main objectives of this paper.

Funding. The research conducted in this paper has been funded by the Spanish Ministry of
Science and Innovation grant number PID2019-108277GB-C21.
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Abstract. Established text mining approaches can be used to identify
miRNAs mentioned in published papers and preprints. Here, we apply
such a targeted approach to the LitCovid literature collection in order to
find viral miRNAs published in connection to SARS-CoV-2. As LitCovid
aims at being a comprehensive collection of literature on new findings
on SARS-CoV-2 and the COVID-19 pandemic, it is perfectly suited for
our goal of finding all reported SARS-CoV-2 miRNAs. The identified
miRNAs provide an up-to-date and quite comprehensive collection of
potential viral miRNAs, which is a useful resource for further research
to fight the current pandemic.

We identified 564 putative SARS-CoV-2 miRNAs together with the
respective evidences, i.e. the original publications, and collect them for
critical review. The text mining method and the corresponding synonym
list are optimized for finding viral miRNAs and the results are manually
curated. Since not all miRNAs were experimentally verified, the collec-
tion might contain false positives, but it is highly sensitive. Moreover,
the text mining approach and resulting collection of miRNA candidates
can be useful resources for further SARS-CoV-2 research and for exper-
imental validation.

Keywords: SARS-CoV-2 · COVID-19 · svRNAs · Viral miRNAs ·
miRNAs · Text-mining · Literature search

1 Introduction

The Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) is the
causative agent behind the ongoing novel coronavirus disease (COVID-19) pan-
demic. As of March 17, 2022, SARS-CoV-2 has infected over 460 million people
worldwide [5], and has heavily impacted our health, our social lives and the
economy. While COVID-19 is a systemic disease, targeting various organs, it is
known that a successful containment of SARS-CoV-2 infection is characterized
by a strong interferon stimulated gene signature [23]. Indeed, the severe COVID-
19 disease progression is driven by a derailment of both adaptive and innate
immunity [10,14,21,32]. But as the pathological mechanisms are still not fully
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understood, it is important to gain more insights into the interactions between
SARS-CoV-2 and the infected host cell. It has been shown that both human and
viral miRNAs target the gene expression, possibly also contributing to immune
evasion [18]. While this has mostly been observed for DNA viruses, there is
accumulating evidence that also RNA viruses are capable of utilizing miRNAs:
Morales et al. [19] discovered three SARS-encoded svRNAs and showed that
their expression was dependent on the level of viral replication, indicating that
they contribute to pathogenesis. They concluded, that antagonizing those svR-
NAs could be a promising therapeutic approach. Therefore, information about
SARS-CoV-2 encoded miRNAs and RNA-RNA interactions between virus and
the host cell could not only lead to further understanding of pathogenesis, but
also aid in finding novel therapeutic approaches.

2 The Need for a SARS-CoV-2 miRNA Collection

Human miRNAs have been intensively studied, many are characterized and
experimentally validated, and many more are predicted and annotated with high
confidence levels [13]. There are online databases for both miRNAs and their tar-
gets. Additional tools can be used for target prediction or finding homologs of
miRNA sequences.

One of the most popular databases for human miRNAs, miRBase, contains
a comprehensive and authoritative collection of the names, sequences, targets
and annotation of published miRNAs [13]. In addition, the miRBase database
is not limited to human miRNAs, but also contains miRNAs from several other
organisms, including viruses. Another database, VIRmiRNA [24], specializes in
viral miRNAs, but unfortunately, both databases still lack entries of SARS-CoV-
2 encoded miRNAs at the time of writing. Thus, there is a need for a systematic
collection of SARS-CoV-2 miRNA candidates.

The most recent source for gathering information on SARS-CoV-2 miRNAs
are the scientific publications and preprints, which describe recent coronavirus
miRNA candidates, sometimes also their potential targets and miRNA-RNA
interactions. Chen et al. reports that almost 10.000 new articles related to SARS-
CoV-2 were published each month in 2021 [3]. Therefore, a lot of information on
viral miRNAs might be available, which can be extracted from relevant articles.
Automated text mining of literature hubs with curated articles about COVID-19
like LitCovid [2] provide more or less complete and comprehensive collections
on SARS-CoV-2 publications. Since the metadata is available from the LitCovid
FTP page, LitCovid serves as an excellent source for a systematic text min-
ing approach to extract recent miRNA information. Thus, an up-to-date and
complete collection of SARS-CoV-2 miRNAs can be made available including
references to the supporting (literature) evidence. The comprehensive, but man-
ageable size of the collection allows to assess the sensitivity and specificity and
the overall usefulness of a text mining approach for information extraction and
the identification of useful evidence for viral miRNAs. This might also extend
FAIR principles to recent findings on miRNAs relevant to the ongoing pandemic.
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3 Text Mining on Literature Servers

In July 2021, we downloaded the LitCovid database in BioC format contain-
ing full-texts and abstracts of COVID-19-related articles. Since LitCovid is
a collection of COVID-19 related articles from PubMed, preprint articles are
not included. First, sentences for both abstracts and full-texts were extracted.
Sentence splitting was done using the spaCy [7] and scispaCy [20] model
“en core sci lg” model version 0.4.0. The model recognizes the structure of sen-
tences and can be used to classify the kind of relation the terms have with each
other in the text.

Table 1. miRNA “ontology” for our text mining run. The first column shows the
categories, the following columns show an example of synonyms we searched for. We
looked for the co-occurrences of synonyms taken from either category state or state vir
and mir form. The initial run was done using only the categories in row 1–3. After
finding our first hits, we added the third category, which includes the names given to
the miRNAs by the authors. This table only shows an excerpt of the names, for the
mir form category, all terms were also added in their plural form.

MIR STATE: Predicted Putative Potential In-silico Computed

MIR STATE VIR: viral SC2V SARS-
CoV-2-
encoded

COV2 Virus-encoded SARS

MIR FORM: miR mature
miRNA

mature
Transcript

vmiRNA mature micro-RNA pre-miR ...

MIR NAME: SC2V-mir-M MD19 SCoV-2-
miR

SARS-
CoV-2-
pre-miR

COV2 MR SARS-CoV-2-miR ...

The sentences are extracted from the XML file into an output file where
each sentence is written into a new line and marked with an identifier. The
identifier (for instance 7754930.3.85) includes information about the source arti-
cle and position in the text: the first digits represent the article ID (e.g. PMC
or PMID), the digit in the middle is a paragraph ID (title = 1, abstract = 2,
text = 3, table = figure = supplement = 4) and the last digits show the position
in the paragraph.

We created an “ontology” and resulting synonym list of terms we wanted to
scan the literature for, splitting the terms into three categories: miRNA state
(putative, potential, predicted,...), viral miRNA state (virus encoded, viral, ...)
and miRNA form (miR, mature miRNA, pre-miR, ...). This list is shown in
Table 1. Since this was done to ensure all different combinations of terms from
the mentioned categories are considered during the search process. Text mining
is performed using a named-entity recognition (NER) approach. The named-
entities are supplied as synonym lists and searched in the input sentences using
an Aho-Corasick trie (see [8] for detailed description of miRExplore text mining
system). We scanned each document to identify sentences in which the synonyms
were mentioned in a combination of one of both “states” and the “form” cat-
egory. Matches in sentences were only eligible if the terms are found at most
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50 characters apart, e.g. “viral” and “miRNA” have to be in the 50 character
proximity in order to be recognized as a valid co-occurrence. We then checked
the content of every identified sentence manually to evaluate the relevance of
the detected occurrence. To increase the pool of publications to search from, we
performed a second text mining run on the articles from EuropePMC which also
covers preprints. Including preprints might include articles that have not yet
been peer-reviewed, but increases the sensitivity of the overall search. We follow
the same protocol described above, with the difference that we now included the
names of viral miRNAs, which we manually retrieved from the articles we have
previously found in literature from LitCovid. Since both text mining runs were
done in July 2021, we repeated our text mining search in April 2022 to update
our miRNA and miRNA paper collection. An overview of the text mining pro-
cess can also be seen in Fig. 1. The source code required for the text mining is
available online, please see Sect. 6 for details.

Table 2. Example rows from the miRNA synonym list, the whole list contains 564
entries. The entries start with the miRNA name, given by the authors, and are then
followed by synonym names. When adding a new miRNA to the list, it is checked for
similarities with previously collected miRNAs and if they have the same sequence, the
names are treated as synonyms. The amount of columns, i.e. synonyms is variable, but
the last two entries for each miRNA are the sequence, in both U and T version, since
both versions are found in the literature. For clarity, the sequences are shown on top
of instead of next to each other. The full miRNA synonym list can be found online, for
details see Sect. 6.

SARS-CoV-2-pre-miR-R6 SARS-CoV-2-MR304 3P COV2 MR304 UUUAUAUAGCCCAUCUGCCUUG

TTTATATAGCCCATCTGCCTTG

SARS-CoV-2-pre-miR-R5 AGAUGAAACAUCUGUUGUCACU

AGATGAAACATCTGTTGTCACT

SARS-CoV-2-pre-miR-R5 UCUGUUGUCACUUACUGUACAA

TCTGTTGTCACTTACTGTACAA

SARS-CoV-2-pre-miR-R4 SARS-CoV-2-miR-079 AUCAACAAUUUUAUUGUAGAUG

ATCAACAATTTTATTGTAGATG

SarsCov2-mir1 1 AACAAAAGCUAGCUCUUGGAGGU

AACAAAAGCTAGCTCTTGGAGGT

SarsCov2-mir1 2 AGCUAGCUCUUGGAGGUUCCGUG

AGCTAGCTCTTGGAGGTTCCGTG

SarsCov2-mir1 3 UCCGUGGCUAUAAAGAUAACAGA

TCCGTGGCTATAAAGATAACAGA

SCoV-2-miR-3 SCoV-2-miR-4 CGCGACGUGCUCGUACGUGGCU

CGCGACGTGCTCGTACGTGGCT

SCoV-2-miR-5 3’stem-miRNA 41 GGCUACUAACAAUCUAGUUGUA

GGCTACTAACAATCTAGTTGTA

SCoV-2-miR-6 AAACUCAAACCCGUCCUUGAUU

AAACTCAAACCCGTCCTTGATT
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4 Results of the Text Mining Runs

In the first text mining run in July 2021 on the LitCovid text corpus, we found
a total of 111 articles matching our search terms. As mentioned before, LitCovid
is growing fast. Therefore, we performed a new repeat text mining run in April
2022, resulting in additional 130 articles. We will indicate the additional results
from April 2022 in parentheses. In Fig. 1 the differences between the two runs
are shown: in red July 2021 and in yellow the new additions between July 2021
and April 2022.

The LitCovid articles include a range of publication types, such as reviews or
conference proceedings, but no preprints. After checking the hits manually, we
found that for 30 (2022: 52) articles, the text mining approach found sentences
which roughly matched the topic of the role of miRNAs in SARS-CoV-2 infection.
13 (2022: 31) of them, while generally matching our topic (human miRNAs,
miRNA binding sites, therapeutic approaches with miRNAs) did not deal with
novel viral miRNAs. The remaining 17 (2022: 21) articles actually included very
relevant information for the field of viral miRNAs, e.g. literature reviews, and 12
(2022: 6) of them published predicted viral miRNAs. We did a manual search on
the LitCovid website after both (July 2021 and April 2022) text mining runs to
check whether we missed relevant articles. This did not yield any further results.
However, we found a preprint about predicted viral miRNAs on bioRxiv which
we included in our selection, resulting in a total of 19 (in 2021: 12 + 1, 2022: 6)
articles about SARS-CoV-2 encoded miRNAs. An overview of all articles and
information about the protocols used to find or predict the miRNAs is given in
Table 3 and Table 4.

For the 111 relevant LitCovid articles we also checked the accessibility and
comprehensiveness of the downloaded data. Every article was listed with meta-
data like authors, journal, publication date and PubMed or PMC ID. For 24
(2022: 21) articles, however, only the abstracts, but no full-texts were avail-
able (for details see Fig. 1). Since those articles were sourced from PubMed, the
metadata included the PubMed-IDs (PMID). 20 (2022: 20) of those 24 (2022:
21) articles with PMIDs did have a link (PMCID) to a PubMedCentral full-text,
which was not directly linked in the LitCovid metadata, but could be retrieved
through the PubMed website. For those 20 (2022: 20) articles, full-texts are avail-
able, but may only be retrieved manually. Such cases will always appear, as the
synchronization between the literature hubs has delays. Moreover, for 4 (2022:
1) articles, there was no link to PMC at the time the text mining run was per-
formed, and the full-text was not available without subscribing to a publishers
content. Since then, at least two of those articles were added to PMC, making
it possible to view the full-text without subscription.

In the follow up text mining run, which was done on EuropePMC, we found
two articles with predicted viral miRNAs, which we also found before in our
LitCovid search. Moreover, comprehensive SARS-CoV-2 infected cell RNA-seq
datasets became available (e.g. by Wyler [33]) as well as 9 other articles with
topics that are relevant for human and viral miRNA interactions.
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Fig. 1. Overview of the CoV2Collect approach (left) and its implementation (right).
The goal of the CoV2Collect approach is to collect relevant information about putative
miRNAs in the SARS Coronavirus 2 (SARS-CoV-2). The CoV-2 miRNA syn (synonym
list) collects identifiers, common names and the putative mature miRNA sequences.
Currently CoV-2 miRNA syn contains 564 entries. The approach also collects the
available evidence for those miRNAs by the list of papers describing the evidence
for the respective miRNAs (“miRNA paper”, currently 19 entries). CoV2Collect uses
the comprehensive LitCovid literature collection of the NIH/NCBI to both collect and
refine the synonym list and then uses the list for comprehensive text mining on LitCovid
and EuropePMC abstracts and full-texts. Moreover, the supplementary material (lists,
tables and figures) are used in a semi-automated approach to collect more information
and miRNA annotation into the synonym list CoV-2 miRNA syn (e.g. complement the
names or add the sequences of identified miRNA candidates). The numbers depicted
are the numbers of articles at each place, red representing the text mining run done in
July 2021 and yellow the additions until April 2022. For the miRNA paper, the (+1)
indicates the paper found in bioRxiv by text mining the EuropePMC articles. (Color
figure online)

Furthermore, Fig. 1 exemplifies the structure of our workflow and how it may
be applied iteratively: On the right a Petri net sketches the implementation of
the CoV2Collect pipeline including the used input data and the resulting col-
lections (miRNA paper and CoV-2 miRNA syn, see Table 3 and 4, and Table 2
respectively). Central is a sensitive text mining approach (TM), which uses the
synonym list and a concise miRNA “ontology” (CoV-2 miRNA ont, see Table 1)
to identify articles, miRNA occurrences, and miRNA sequences in supplements
and tables. The red and yellow boxes indicate the number of respective entries
identified in the first (July 2021 run, red) and second (April 2022 version, yel-
low) text mining run. Essentially, TM and TM’ use an Aho-Corasick keyword
tree approach to identify all co-occurrences of miRNA synonyms, and miRNA
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names or sequences in extracted sentences. This is described in more detail in
Sect. 3. The ontology (CoV-2 miRNA ont, overview in Table 1) is used to classify
the type of the miRNA mentioning (evidence: predicted/experimental/. . . , and
form: mature/pri-/pre-miRNA) if possible. The input data, as available from
the respective sources, is converted (text to sentences: T2S, text to chapter sen-
tences: T2CS) into collections of sentences with unique sentence identifiers, if
available in full-texts also with chapter information (C-sentences). Supplemen-
tal material (e.g. excel tables) is also extracted into sentences (‘Sen’) typically
from table rows containing sequence information. Abstracts pointing to papers
with relevant information on miRNAs are manually curated and associated full-
text papers are identified (FT?). Information on synonym names and sequences
are collected (extract+curate) and extend the synonym list. The full-texts and
supplements for the identified abstracts are retrieved from EuropePMC. The full
papers are manually checked (Context?) to collect the final list (miRNA paper)
of papers containing the evidence for all identified (putative) miRNAs in CoV-2
miRNA syn. Supplements come in even more diverse formats, Supp2S tries to
extract sentences (‘Sen’) from this material in order to extend, in particular,
sequence information in the final CoV-2 miRNA syn.

5 Limitations and Outlook on Text Mining in Research
Questions

In our analysis of SARS-CoV-2 miRNAs in LitCovid we could assess some
options and limitations of using text mining tools on published articles with
respect of extracting relevant evidence. Since research about SARS-CoV-2 only
started in late 2019, the literature about SARS-CoV-2 is a set of manageable
size. Therefore, it seems that if scientists are interested in a certain aspect of
SARS-CoV-2 research, one would be able to use text mining to go through every
published paper. Similar to an approach that was done on atherosclerosis [9], it
should be possible to collect all available information on miRNAs, interactions
and targets related to COVID-19. This could then be used to build a database
of viral miRNAs relevant in SARS-CoV-2 infection, which again can be a foun-
dation for any integrative database building upon viral miRNAs, e.g. for human
target-gene detection. Collecting this kind of information could help understand
the pathology of infection and also lead to quicker exploration of therapeutic
possibilities.

Via text mining, we were able to collect a set of relevant, viral miRNA related
articles, but the approach still required manual screening of the hits, especially
since a lot of the nomenclature used in those articles is not consistent across
articles. Manual intervention is also still needed for the correct extraction of
information on the viral miRNAs, since some articles present names, sequences
and other details in figures or non-machine-readable tables. One problem are
missing full-texts: while many preprint and literature servers allow to download
the whole corpus and the respective metadata, the availability of full-texts and
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supplemental material is not guaranteed. For the set of 111 articles from Lit-
Covid with text mining hits, only 87 articles were available with full-texts. This
was the state for the text mining run performed during July 2021. Repeating
the text mining in April 2022, the number of identified articles increased to 241
(containing all 111 previously identified articles). Six of the newly found 130 arti-
cles contained viral miRNAs. The ratio of full-texts to only abstracts remained
similar: From those 130 new articles, 109 were available with full-text, i.e. 84%
in April 2022, compared to 78% in July 2021.

Additionally, the extraction of the information about the predicted miRNAs,
like sequences or interactions was difficult: relevant miRNAs and their sequences
are often found in figures, tables or supplementary data. For information in this
form, retrieving the miRNAs or targets from literature without manual interven-
tion is very challenging. On EuropePMC, we were able to automatically extract
tables from the supplementary data from the full-text articles. For a small set of
articles, this yielded miRNA related information, e.g. names and sequences, but
the structure of the information was not sufficient to fully automate the extrac-
tion without human intervention. Therefore, for the time being, manual search
and curation by human experts still outperforms text mining based approaches
for miRNA (sequence) extraction. At the time of our search, three articles with
predicted viral miRNAs were not open access and therefore might not be avail-
able to everyone. Nonetheless, at the time of submission, all articles were avail-
able on PMC.

The text mining based literature search is a useful resource for future
research. The scientific community can be able to get an overview of the current
literature and ongoing research and it would be possible to summarize the avail-
able data about SARS-CoV-2 encoded miRNAs in one collection. This would
also allow for frequent updates. But as stated before, there are some obsta-
cles for our approach: inconsistent nomenclature of miRNAs and the limited
availability of full-texts. Moreover, accessing information in figures, tables and
supplemental material, e.g. in various table formats and Excel sheets, is difficult.
Some current publishing servers do not provide efficient means to access arti-
cles, their full texts, including tables, figures, and supplemental data for large
scale analyses. Non open access journals pose another difficulty for this app-
roach, therefore making all information available for the public quickly would be
another important step to take. Making information more easily accessible and
machine readable could aid the scientific community to build their research on
each other’s findings and save time and resources, especially in situations where
time is an important factor, like the ongoing pandemic. Our search yielded 564
viral miRNA candidates and the collection of miRNAs and the related publica-
tions can be a promising source for further review of the field and could serve as
the base for experimental validation. As the result of this project we provide the
identified articles (miRNA paper, see Table 3 and 4) and the collected putative
miRNAs (CoV-2 miRNA syn). For availability see Sect. 6.
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6 Availability

The CoV-2 miRNA syn (synonym list), as well as all miRNAs in FASTA format
can be downloaded from our website https://www.bio.ifi.lmu.de/software/cov2
mirna/index.html.

Source code and scripts for performing the text mining are available on GitHub:
https://github.com/mjoppich/sarscov2 mirna tm.
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Abstract. One of the most important situations in recent years has
been originated by the 2019 Coronavirus disease (COVID-19). Nowadays
this disease continues to cause a large number of deaths and remains one
of the main diseases in the world. In this disease is very important the
early detection to avoid the spread, as well as to monitor the progress
of the disease in patients, and techniques of artificial intelligence (AI)
is very useful for this. This is where this work comes from, trying to
contribute in the study to detect infected patients. Drawing inspiration
from previous work, we studied the use of deep learning models to detect
COVID-19 and classify the patients with this disease. The work was
divided into three phases to detect, evaluate the percentage of infection
and classify patients of COVID-19. The initial stage use CNN Densenet-
161 models pre-trained to detects the COVID-19 using multi-class X-Ray
images (COVID-19 vs. No-Findings vs. Pneumonia), obtaining 88.00%
in accuracy, 91.3% in precision, 87.33% in recall, and 89.00% in F1-
score. The next stage also use CNN Densenet-161 models pre-trained
to evidenced the percentage of infection COVID-19 in the different CT-
scans slices belonging to a patient, obtaining in the evaluation metrics
a result of 0.95 in PC, 5.14 in MAE and 8.47 in RMSE. The last stage
creates a database of histograms of different patients using their lung
infections and classifies them into different degrees of severity using K-
Means unsupervised learning algorithms with PCA.

Keywords: Deep learning · COVID-19 · Predicting severity · X-Ray
and CT-scans

1 Introduction

The appearance of coronavirus disease 2019 (COVID-19) has been one of the
most important points in recent years in the world. The coronavirus appeared
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in the city of Wuhan, Hubei province, China in late 2019. This disease is causing
millions of deaths since it spread throughout the world. This pneumonia causes
significant damage to people’s lungs and respiratory system [1]. The mainly
symptoms in the patients are essentially fever, cough or shortness of breath.
One of the most critical points is the easy transmission, spreading from person
to person quickly, and therefore early detection is essential to avoid accelerated
contagion.

This is one of the points where thousands of people from different fields
work against the rapid detection of this disease. The main method for detect
COVID-19 is reverse transcription polymerase chain reaction (RT-PCR) [2], but
it reported false negative rates, this being his major problem in detecting the
disease [3]. For this reason, and as it is done to detect other respiratory diseases,
the images of the lungs of the patients can be used as a complement for the
specialists.

The medical imaging and deep Learning (DL) is a excellent option to study
and detect the COVID-19, giving the experts a great potential to improve the
diagnosis [4]. Two types of medical images are used for this task, X-rays and com-
puted tomography (CT) images [5]. Chest X-ray images have a short acquisition
time and low cost, which is why they are used more frequently. [6] This imaging
have a lot of pros but have high limitation in detection the infection COVID-19.
For these reasons, CT-scans are used as an alternative of chest x-rays to study
the patients infection and to evaluate cases of COVID-19 with more sensibil-
ity. Nevertheless, the CT-scans acquisition is more difficult and more complex,
resulting in higher costs and acquisition times [7].

Deep learning have the ability to perform automatic feature extraction from
raw data, also called feature learning. Its structure is made up of artificial neu-
rons and multiple data processing layers in a deep architecture called the Deep
Neural Network. Convolutional neural networks (CNN) are a peculiarity of this
networks and it have demonstrated to be favourable in image processing [3].
Artificial Intelligence (AI) can have the solution to make this process automatic
and restrict the need of the radiology specialist to detect the COVID-19 infection
in patients.

2 Process Description

The work realized can be divided in three stages, where from the detection of
COVID-19 in a patient, the severity of this is determined and classified. The
first stage detects COVID-19 in chest X-ray images, using a CNN Densenet-161.
The detection is carried out by multi-class images (COVID vs. Pneumonia vs.
No-Findings). The second stage resolved the percentage of infection in the lungs
of the patients, by using their CT-scans slices through another Densenet-161.
Finally the last stage classify patients according to their percentage infection
histograms. For this phase is used unsupervised learning algorithms KNN with
PCA (Figs. 1 and 2).
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Fig. 1. Process description

3 Material and Methods

3.1 Dataset

Two different datasets is used to detect COVID-19 and predict the infection
percentage. The first data set is made up of X-ray images and the second is
made up of CT scans lungs.

– Dataset 1: This first database that is raised for this study was collected [8] and
is composed by X-ray images. Three types of images make up this database,
images of patients with COVID-19, images of patients with pneumonia and
images of people without findings. We use 127 X-ray images with COVID-19,
43 belong to female and 82 to male with positive diagnosis, 500 no-findings
and 500 pneumonia.

– Dataset 2: The second dataset is composed by CT scans with positive COVID-
19 diagnosis. In this dataset each slice of CT scans have associated its COVID-
19 infection percentage, percentage that was fixed by two experienced thoracic
radiologists. This dataset has been collected by [7].

3.2 Methods

1) CNN’s Densenet
In order to realized the process above-mentioned, Convolutional Neural Net-

work architectures are used. The convolutional neural network has an important
aspect due to the reduction the number of parameters in Artificial Neural Net-
works. These structures convolve the input with filters or kernels to extract
functionalities and for this reason they are known by this name [11]. The CNN
chosen for this study is Densenet-161. Traditional CNNs, give the output of the
lth layer using a nonlinear transformation H to the previous layer’s output xl−1,

xl = Hl(xl−1) (1)
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Fig. 2. Sample X-ray images from dataset1 and CT scan images from dataset2

However DenseNet (Dense Convolutional Network) layers are densely con-
nected to each other

xl = Hl(x0, x1, ..., xl−1) (2)

where [x0, x1, ..., xl−1] is a tensor constructed by concatenation of the previous
layers’ output feature maps. For this reason, this structure allows one layer to
receive all inputs from previous layers, and in the same way transmit your feature
maps to all subsequent layers [9].

2) K-Means
K-Means is an unsupervised clustering algorithm for data classification, with-

out labeling. The M-clustering aim is partitioning a data set X = X1, ...XN into
M disjoint subsets, C1, C2...CM named clusters and defined by one point called
centroid, such as the data set are divided depending on similar characteristics.
Initially, the k centroids (k-number of clusters), are randomly selected. The most
used clustering criterion is the sum of the squared Euclidean distances between
each observation of data base xi and the centroid mk [12]. The process can be
defined in two step. The first step is called ‘Data Mapping Step’, where each
observation is assigned to the closest centroid based in squared Euclidean dis-
tances.

arg min
C

||xi − mk||2 (3)
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The second step is called ’Centroid update step’, where the centroids of each
group are recalculated. This is done by taking the average of all the points
assigned to this cluster in the previous step.

3) PCA
PCA is a mathematical procedure that allows to rotate the axes of the data

space on the lines of maximum variation, thus allowing to minimize the complex-
ity of spaces with high dimensional vectors without deleting much information.
The axes of greatest variation are called principal components [13]. Having the
characteristics of each subject, normalized and stored in the following way X =
[X1,X2, ...,XN ] where N is the total number of subjects, the co-variance matrix
of matrix X is calculated:

C = cov(X,X) =
1
N

∗ XXt (4)

Once this co-variance matrix is calculated, we will obtain the eigenvalues λ
and the associated eigenvectors γ. The next step is performed on the eigenvec-
tors, on all or on the most important. The eigenvectors are unitary and perpen-
dicular to each other and they provide us with information about the patterns
in the data.

4) Loss function
the Loss function is used in the CNN to calculate the gradients, these being

the ones in charge of updating the weights of the Neural [10].
Mean squared error (MSE): estimates the mean of the squared differences

between true and predicted values. The equation is:

LMSE =
1
N

N∑

i=1

(xi − x̂i) (5)

where xi is the ground-truth percentages and x̂i is the predicted percentages for
each input.

Cross-entropy: the purpose is minimize the distance between the predicted
probability scores and the label truth probabilities:

LCE = −
N∑

i=1

pilogqi (6)

where pi is the ground-truth percentages, and qi is the predicted percentages for
each images. Stochastic gradient descent is used to minimized this loss function.

5) Evaluation metrics
We use the overall classification Accuracy, precision, recall, f1-score, mean

absolute error (MAE), root mean squared error (RMSE) and Pearson correlation
coefficient (PC) .

Accuracy =
TP + TN

TP + FP + FN + TN
(7)

Precision =
TP

TP + FP
(8)
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Recall =
TP

TP + FN
(9)

F1Score =
2 ∗ (Recall ∗ Precision)
(Recall + Precision)

(10)

F1 is very useful especially when the dataset have an uneven class distribu-
tion.

MAE =
1
n

N∑

i=1

|yi − ŷi| (11)

RMSE =

√√√√ 1
n

N∑

i=1

(yi − ŷi)2 (12)

where yi is the ground-truth percentages and ŷi is the predicted percentages for
each input. Pearson

PC =
∑N

i=1(yi − yi)(ŷi − ŷi)√∑N
i=1(Yi − Y i)2

√∑N
i=1(ŷi − ŷi)2

(13)

4 Results

Densenet-161 is the CNN used in the first two stage. In model training, the
parameter settings are 20 in batch and 50 in the number of epochs. The learning
rate varies from 1e−3 to 1e−6 in the first 3 decades and continuing with 1e−6
until the end. In addition, to improve performance, cross-validation (K-fold) is
used. This consists of dividing the original dataset into k equal subsets, where
k − 1 sets will be used for training and 1 set for evaluating performance. Images
are pre-rendered, resized to 224 × 224, and have two data augmentation tech-
niques applied to them: random cropping and rotation. This procedure is applied
to them before they are sent to the neural network.

4.1 COVID-19 Prediction Results

The Densenet-161 model is trained with the X-ray images in dataset 1. The
optimizer used is RMSprop with momentum equal to 0.9 and the loss function
is Cross-entropy.

The confusion matrixes (CM) about the result of Densenet-161 with
RMSprop optimizer to detect COVID-19 through X-Ray are shown in Fig. 3.
The figures shows 5-fold confusion matrix validation and the summary confusion
matrix, obtaining an average precision of 86.7%.
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Fig. 3. 5-fold confusion matrixes validation and the summary confusion matrix, from
Densenet-161 trained with X-ray imaging and RMSprop optimizer.

Besides this it is important other parameters to evaluated the results and
for this more detailed analysis of the model with the RMSprop optimizer. The
Table 1 collect the results, being these 88.00% in accuracy, 91.3% in precision,
87.33% in recall, and 89.00% in F1-score.

Table 1. Results of 5 folds in the stage 1 with Densenet-161 and RMSprop optimizer.

Fold-1 Precision Recall F1-score Images Fold-2 Precision Recall F1-score Images

COVID-19 96 93 95 28 COVID-19 100 75 86 28

No-findings 78 94 85 97 No-findings 83 96 89 90

Pneumonia 90 74 81 100 Pneumonia 91 86 88 107

Accuracy 85 225 Accuracy 88 225

Fold-3 Precision Recall F1-score Images Fold-4 Precision Recall F1-score Images

COVID-19 100 74 85 31 COVID-19 100 89 94 18

No-findings 91 87 89 102 No-findings 81 94 87 108

Pneumonia 80 90 85 92 Pneumonia 93 78 85 99

Accuracy 87 225 Accuracy 87 225

Fold-5 Precision Recall F1-score Images Summary Precision Recall F1-score Images

COVID-19 100 85 92 20 COVID-19 99 83 90 125

No-findings 85 93 89 103 No-findings 84 93 88 500

Pneumonia 89 83 86 102 Pneumonia 87 82 85 500

Accuracy 88 225 Accuracy 87 1125
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4.2 Results of the Estimation of the Percentage of Infection
in the Lungs

Another Densenet-161 is used to estimate the percentage of infection in the
lungs. This CNN is training by CT-Scans images and the loss functions used is
Mean squared error. For this stage, RMSprop optimizer is used with momentum
equal to 0.9 as in the previous stage.

The RMSprop optimizer results are 0.95 PC, 4.87 MAE and 8.10 RMSE.
The Fig. 4 represent the summary of the 5 folds results of the three evaluation
metrics, where we can highlight the best results in the Folds 4 and the worst
result respectively in the Fold 3. This aspect can probably be produced by the
variability and imbalance of the data in the different folds.

4.3 Results of Classify a Patient Within Different Degrees
of Severity

This stage classifies a patient into different degrees of severity based on the
histogram of infection of the different slices of the lungs. For this, it was made
up a gravity histogram database of using the CT-scans. Due to the number of
slices on each patient it not the same, a normalization by the number of slices
must be performed to prevent this parameter from influencing the comparison
of the histograms

The distributions of each histogram is defined by 100 characteristics, one
for each possible degree of COVID-19 infection. To visualize some patients in
depending on others it is necessary reduced data dimensions and PCA is used
for this.

After the creation of the histogram’s dataset, the K-Means clustering algo-
rithm divide it in different classes. To know which is the number of the cluster
that divided the most convenient dataset, using the elbow curve that explains
the variation of the data as a function of the number of clusters.

Fig. 4. Summary of evaluation metrics in the stage2. Results of Densenet-161 with
optimizer RMSprop in the different 5 folds (testing phase). The best performing fold
is the market with the red star. (Color figure online)
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The histogram dataset are not labeled in depending on COVID-19 gravity
and for this it is utilized K-Means as an unsupervised clustering algorithm for
data classification. This algorithm first self-discovers any naturally occurring
patterns in that training dataset and then assigns a labels to an input data in
the stage of test.

Fig. 5. Representation of the different clusters of the severity COVID-19 degree. (Color
figure online)

The Fig. 5 shows the five clusters where have been split our dataset. Every
single different colour refers to a COVID-19 degree of severity, and as the colour
bar indicates, the colour blue refers to the lowest degree and the red to the highest
degree. The grades are labeled from the very mild stage to the severe stage. The
black points in the representation are the position of centroids calculated for
K-Means and the points that define the clusters. The four first cluster indicates
mild or mild-moderate degrees of the disease, and the last group represented in
red refers to moderate or severe degree where the patients have more infection
in the lungs. In order to ensure that the classification provided by K-Means is
correct and the patients are labeled with a good diagnosis, the histograms of
the labeled classes are checked. In the Fig. 6, we can see the representation of
different histograms of the data set.
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Fig. 6. Representation of the histograms belonging to the different groups obtained.

5 Conclusion

The purpose of this study is to detect and classify COVID patients based on the
infection of their lungs. For this two database with imaging X-ray images and
CT-scans is used. For the detection of COVID and percentage of infection, pre-
trained CNN Densenet-161 models are used with RMSprop optimizers. In the
last stage of patient classification, unsupervised techniques are used that detect
characteristics of the infection histograms. For the detection of COVID-19 the
results achieved has been 91.3% in precision, 87.33% in recall, 89.00% in F1-score
and 88.00% in accuracy. In the other hand the COVID-19 infection by computed
tomography give a results 0.95 in PC, 5.14 in MAE and 8.47 in RMSE. Giving
these results an encouraging proposal both in the detection of COVID and in the
detection of the percentage of infection. Finally, the infection histograms allow us
to evaluate and classify patients through unsupervised methods, in addition to
observing the contribution of infection in a very visual way. In short, through this
research it is intended to contribute as much as possible in the study, detection
and support against COVID-19.
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Abstract. The aim of this studywas to check the role of information sources, trust
in information sources and COVID-19 related conspiracy in the compliance with
COVID-19 related measures at the beginning of the pandemics and at the moment
in which study was conducted, on Serbian and German sample. Previous studies
have found that information and conspiracy theories are important variables in
predicting compliance with COVID-19 related measures, and that Serbian and
German culture differ in these behaviors. Instruments used were questions regard-
ing Information sources, questions regarding Trust in information sources (both
separated into Formal and Informal), question measuring belief that COVID-19
was created in the laboratory, and two question measuring self-assessed compli-
ance with COVID-19 related measures. Data was analyzed with moderated path
analysis through structural equation modeling. The results of this study show that
Trust in formal sources negatively predicted belief that COVID-19 was created
in the laboratory and positively compliance with COVID-19 related measures, on
both samples. On Serbian sample Informal sources also negatively predicted belief
that COVID-19 was created in the laboratory, while this belief predicted (nega-
tively) compliance with COVID-19 measures at the beginning of pandemics. We
can conclude that there are some cultural differences, and that COVID-19 related
conspiracy is more important on Serbian than on the German sample.

Keywords: Information sources · Trust in Information sources · COVID-19
conspiracies · Compliance with anti-covid measures · Germany and Serbia

1 Introduction

Previous studies regarding compliance with COVID-19 related measures explored var-
ious roles of COVID-19 related information. One study shows that feeling distressed
by information can lead to better compliance with COVID-19 preventive measures [1],
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but only if individual does not recur to information avoidance [1]. Further, feeling dis-
informed lowers compliance with COVID-19 preventive measures [2]. Previous stud-
ies also suggest that information sources are important in predicting compliance with
COVID-19 relatedmeasured [3]. Trust is also an important variable in predicting compli-
ance with COVID-19 related measures. Namely, one study showed that trust in science
can predict compliance with the above-mentioned measures [4]. In this study Trust in
information sources was a form of trust which was studies separately from information
sources [5]. Further, previous studies also suggest that Information sources and Trust in
information sources can be separated into Formal and Informal ones [6]. Formal sources
include sources like government, doctors giving interviews on TV, whereas Informal
sources include forums, friends, web pages and similar. Formal sources are the ones
which can increase the adaptation of protective health behavior [7]. Proper information
is also relevant in terms of willingness to get vaccinated [8]. With regards to Trust in
information sources, previous studies suggest that it is an important variable in vaccina-
tion intention [9]. Conspiracy theories have also proven to be important variable when
it comes to compliance with anti-covid measures [3]. Connection between information
and conspiracy has also been found in previous studies. Namely, Informal sources, like
social networks are the field where conspiracy theories arise [10].

Previous studies have also found cultural differences in COVID-19 related psycho-
logical reactions [11] including mental health outcomes [12]. Among others, differences
were found between Serbian and Latin-American [3] and between Serbian and German
culture [13].

These findings lead to conclusion that there are studies suggesting that information
awareness is important for both vaccination intention and compliance with anti-covid
measures; that trust in information sources is important for vaccination intention; that
conspiracy theories are important variable when predicting compliance with anti-covid
measures, and that Serbian and German culture differ in COVID-19 related behaviors.
However, there is a lack of studies examining both Information sources and Trust in these
sources, separating them into dimensions,while taking into consideration conspiracy that
hinder compliance with COVID-19 related measures. Also, there is a lack of research
examining differences between compliancewithmeasures at the beginning of pandemics
and later on. The afore-mentioned findings motivate this study to examine differences
between Serbian and German culture in regards to the role of Information sources, Trust
in information sources and conspiracy theories in compliance with anti-covid measures
at the beginning of the pandemic and later on during the pandemic.

2 Method

Sample
We used convenience sample, from Serbia (N = 115; Females = 88.6%; Age: M =
31.37; SD = 11.33), and Germany (N = 101; Females = 65.3%; Age: M = 28.74; SD
= 8.52). In Serbian sample there were .9% respondents with elementary school, 38.6%
with high school, 4.4%with college, 37.7%with university degree, 13.2%with master’s
degree, and 5.3% with Ph.D. or specialization. In German sample there were 17.8%
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without vocational training qualification, 7.9% with a recognized vocational training,
5%with technical college degree, 41.6%with a bachelor’s degree, 24.8%with amaster’s
degree, and 3% with Ph.D.

Weused these two samples due to large differences between these cultures (according
to Hofstede’s dimensions1). We aimed to examine the relation between these variables
on two different cultures. Both from experience and from previous studies [1], it is well
known that different countries reacted differently on the COVID-19 threat.

Instruments
Instruments used in this study were:

1. Questions regarding Information sources [3] Internal consistency reliability was
adequate (α = .832, α = .647, for formal and informal sources, respectively).

2. Questions regarding Trust in information sources [3]. Internal consistency reliability
was adequate (α = .912, α = .640, for formal and informal sources, respectively).

3. One question measuring belief that COVID-19 was created in laboratory [3].
4. Twoquestionsmeasuring self-assessed compliancewithCOVID-19measures.Ques-

tion for compliance with measures during the examination [13] and question for
compliance at the beginning of pandemics created for the purposes of this study.
For scales containing three questions or less previous authors recommend using
average inter-item correlation as a method of assessing reliability [14, 15]. Due to
this we calculated inter-item correlation for these two items (.22). Previous authors
[15] suggest that we can consider that the instrument has adequate reliability if the
intercorrelations of items are between .15 and 50. According to this, we consider
our items regarding compliance with COVID-19 measures to be reliable.

All questions were rated on Likert-type 5-point scale

Data Analysis
The data was analyzed using JASP and AMOS.

Nationality was a moderator variable, informal and formal sources of information
as well as trust in these sources were predictor variables, conspiracy about COVID-19
was a mediator and compliance with COVID-19 related measures was the dependent
variable. Moderation path SEM analysis was used.

Full model is presented in the Fig. 1. Nationality was a moderator between all paths
in the model.

3 Results

First, we have conducted measurement invariance testing in JASP in order to examine
whether we can compare Serbian and German sample on the selected variables.

For information sources the results show that two groups are comparable. Fit indices
were relatively adequate (CFI= .960, TLI= .944,NNFI= .944, RMSEA= .065, SRMR

1 Retrieved from https://www.hofstede-insights.com/product/compare-countries/.

https://www.hofstede-insights.com/product/compare-countries/
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Note. Compliance1 - Compliance with anti-covid measures at the beginning of pandemics; 
Compliance2 – Compliance with anti-covid measures at the moment in which the research was 
conducted;  

Fig. 1. Model of the relation between information sources, covid-conspiracy and compliancewith
anti-covid measures. Note. Compliance1 – Compliance with anti-covid measures at the beginning
of pandemics; Compliance2 – Compliance with anti-covid measures at the moment in which the
research was conducted;

= .087, GFI = .927). Metric invariance is achieved. When it comes to comparison of
trust in information sources in these two countries, configural measurement invariance is
fully achieved, butmetric is partially achievedwhen trust in healthweb pages is excluded
from the analysis (CFI = .964, TLI = .949, NNFI = .949, RMSEA = .079, SRMR =
.081, GFI = .930). Metric invariance could not be checked for the other variables since
they are comprised of only one question. Previous authors suggest that partial metric
invariance is sufficient for group comparison [16, 17], so we can proceed to further
analyses.

After this, moderated mediation was conducted in AMOS. Model showed adequate
fit indices (CFI = .997, TLI = .965, NFI = .986, RMSEA = .035, SRMR = .029, GFI
= .993).

On the Serbian sample Informal sources (Estimate = −.247) and Trust in Formal
sources (Estimate = −.460) predicted belief that COVID-19 was created in laboratory,
both negatively. Trust in formal sources further predicts compliance with COVID-19
measured at themoment of research (Estimate= .269) and at the beginning of pandemics
(Estimate= .484) positively. Finally, belief that COVID-19was created in the laboratory
predicted only compliance with measures at the beginning of pandemics (Estimate=−
.18).

On the German sample Trust in Formal sources (Estimate=−.358) predicted belief
that COVID-19 was created in laboratory negatively, and compliance with COVID-19
measured at the moment of research (Estimate = .3) and at the beginning of pandemics
(Estimate = .256) positively.
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4 Conclusions

The results are in accordance with previous studies since they show that information
awareness is important for compliance with anti-covid measures [3, 6]. They are also
in accordance with results regarding the important role of Formal information sources
[7]. They are partially in accordance with previous studies regarding the role of con-
spiracy theories [3], since this was only confirmed on Serbian sample. Also, the results
are partially in accordance with the studies suggesting connection between Informal
sources and conspiracy [10], since this was only confirmed on Serbian sample. With
this study we demonstrate that Trust in information sources is more important than the
Information sources themselves. Further, Trust in Formal sources leads to more ade-
quate COVID-19 related behavior in both samples. Trust in formal sources is the only
significant predictor in the German sample. This can be understood through previous
studies which show that German sample shows more adaptive mechanisms in COVID-
19 situation [9] since the Formal sources are the sources which share most appropriate
information regarding COVID-19. Conspiracy was shown to be significant for compli-
ance with measures only at the beginning of pandemics on Serbian sample. These results
also confirm cross-cultural differences between Serbia and Germany in the context of
the current pandemics. Differences can be accounted by Hofstede’s cultural dimension
Individualism. Namely, previous studies have linked low Individualism (meaning Col-
lectivistic cultures) with higher belief in conspiracy theories [18]. Serbia has low score
on Individuals as dimension, meaning it represents a collectivistic culture [18]. Previous
studies also show that on Serbian sample obtaining COVID-19 related information from
Informal sources can have an impact on conspiracy theories [3], which was confirmed in
this study here. So, when it comes to Informal sources and conspiracy theories there are
some cross-cultural differences. On the other hand, Trust in formal sources was found
to be a variable leading to adaptive behavior in both cultures.

Practical implication of this finding could be that Trust in formal sources of infor-
mation is something that should be further addressed to in the attempts to contain the
spread of COVID-19. Theoretical implication of these results are a deeper understand-
ing of the role sources of information and trust in those sources have in the compliance
with COVID-19 related measures, by taking into account conspiracy theories about
COVID-19.

Limitations
Limitations of this study include a sample size. For the future studies we suggest using
a larger and more representative sample. Second limitation is the usage of only two
cultures – for the future studies we suggest including other cultures also. Finally, for the
future studies we suggest adding more questions regarding conspiracy theories – so that
we could examine in a more profound way cultural differences of COVID-19 related
conspiracy and their effect on compliance with COVID-19 related measures.
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13. Jovančević, A., Cvetković, I., Milićević, N.: Information sources and conspiracy theories as
predictors of vaccination intention [Conference Poster Presentation]. In: 49th Meeting of the
European Brain and Behaviour Society (EBBS), 3–8 September 2021 (2021). https://www.
ebbs2021.org

14. Briggs, S.R., Cheek, J.M.: The role of factor analysis in the development and evaluation of
personality scales. J. Pers. 54(1), 106–148 (1986)

15. Clark, L.A., Watson, D.: Constructing validity: basic issues in objective scale development.
Psychol. Assess. 7(3), 309–319 (1995)

16. Steenkamp, J.-B.E.M., Baumgartner, H.: Assessing measurement invariance in crossnational
consumer research. J. Consum. Res. 25, 78–90 (1998)

17. Sinkovics, R.R., Henseler, J., Ringle, C.M., Sarstedt, M.: Testing measurement invariance of
composites using partial least squares. Int. Market. Rev. (2016). https://www.researchgate.
net/profile/Marko_Sarstedt/publication/274196136_Testing_Measurement_Invariance_of_
Composites_Using_Partial_Least_Squares/links/59fd8381a6fdcca1f29962d1/Testing-Mea
surement-Invariance-of-Composites-Using-Partial-Least-Squares.pdf

18. Adam-Troian, J., et al.: Investigating the links between cultural values and belief in conspiracy
theories: the key roles of collectivism and masculinity. Polit. Psychol. 42(4), 597–618 (2021)

https://doi.org/10.37016/mr-2020-023
https://www.medrxiv.org/content/medrxiv/early/2020/12/04/2020.12.02.20242982.full.pdf
https://doi.org/10.3389/fpsyg.2021.636062
https://www.ebbs2021.org
https://www.researchgate.net/profile/Marko_Sarstedt/publication/274196136_Testing_Measurement_Invariance_of_Composites_Using_Partial_Least_Squares/links/59fd8381a6fdcca1f29962d1/Testing-Measurement-Invariance-of-Composites-Using-Partial-Least-Squares.pdf


Author Index

Abramov, Vladislav I-205
Aguilera, Concepción María I-42, II-359
Alcalá, Rafael II-359
Alcalá-Fdez, Jesús I-42, II-359
Alé, Anibal I-343
Al-enezi, Mamdouh S. I-184
Alija-Pérez, José-Manuel I-417
Alió, Jorge I-108, I-119
Álvarez, Rubén I-417
Amato, Federica I-381
Anderson, Paul II-249
Anguita-Ruiz, Augusto I-42, II-359
Aridhi, Sabeur II-153

Badie, Christophe II-450
Bakalova, Snezhana M. I-216
Bandyopadhyay, Oishila I-364
Bardini, Roberta II-18, II-179
Barraso, Marina I-343
Barton, Vojtech II-288
Benali, Anass I-343
Benes, Jakub II-319
Benso, Alfredo I-395
Bentourkia, M’hamed I-3, I-184, I-309
Berciano-Guerrero, Miguel-Ángel I-319
Bernal, Carolina I-343
Blahuta, Jiri I-283
Bohiniková, Alžbeta II-220
Bonizzoni, Paola II-436
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Cvetković, Izabel I-453

Damigos, Gerasimos I-135
Dario León Bueno de Camargo, Erick I-154
Davidson, Jean II-249
de Souza, Leozítor Floro I-241
Depuydt, Lore II-419
Devignes, Marie-Dominique II-153
Di Carlo, Stefano II-18, II-179
Díaz-Jiménez, David I-297
Díez-González, Javier I-417
Dobrovolny, Michal II-319
Dóczi, Tamás I-269
Domínguez, Enrique II-375
Doud, Andrew II-249
du Plessis-Burger, Nelita II-399
Durawa, Agata I-357
Dziadziuszko, Katarzyna I-357

Echenne, Bernard I-309
Efroni, Sol II-346
El Hage, Rawad I-90
Esmatjes, Enric I-343
Espinilla, Macarena I-297
Exarchos, T. II-83

Farmer, Marie I-309
Feng, James J. II-220
Ferrero-Guillén, Rubén I-417
Feu, Silvia I-343
Fostier, Jan II-419
Fuentes-Fino, Ricardo Javier II-375
Fulop, Tamas I-184

García-Nieto, José I-227, I-319
García-Sánchez, Carlos II-103
Garzón, Ester M. II-234
Gasparotti, Emanuele II-208
Georgieva, Milena I-216



460 Author Index

Georgieva, Olga II-389
Giannantoni, Leonardo II-179
Gimenez, Marga I-343
Glodek, Anna II-119
Gómez, Carmelo I-108, I-119
Gonçalves, Douglas S. II-142
Gorrab, Siwar I-171
Grønli, Tor-Morten I-256
Guillén, Alberto I-404
Gutiérrez-Mondragón, Mario A. II-275
Guyeux, Christophe II-300

Hadziahmetovic, Armin I-429
Hawblitzel, Grif II-249
Hejjel, László I-269
Hernandez, Teresa I-343
Hernandez-Vasquez, Marco A. II-375
Herrera, Luis Javier I-404, I-442
Herrero, Laura I-42
Hora, Sheena II-333
Hurtado, Sandro I-227, I-319

Iaione, Fábio I-241
Ivanov, Ivan II-57

Jakusovszky, Ava II-249
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