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Preface 

The chapters of this book address science and technology as potential solutions for 
some of the world’s major challenges, i.e., those related to energy, environment, 
and bioactivity. The twenty seven chapters (experimental, theoretical, reviews, and 
research) are written by groups of selected scientists that are teaching/researching on 
the forefront of their respective fields and thus able to clearly present an accessible 
introductory phase, basic fundamentals as well as new results, future trends and 
predictions, making reading/comprehension accessible for both early/non-workers 
as for advanced research scientists. 

The Part I (thirteen chapters) reports research and reviews of applications 
in ‘Energy, Materials and Environment’. The Chapter “Theory and Computa-
tion in Photo-Electro-Chemical Catalysis: Highlights, Challenges, and Prospects” 
addresses the challenges and prospects (computational modeling) of photo-electro-
chemical catalysis, materials, processes, and systems for efficient and cost-effective 
photo-electro-chemical conversions (PEC) of solar energy to fuels, one of the essen-
tial elements of broad strategies towards renewable energy. The Chapter “Emerging 
Metal-Halide Perovskite Materials for Enhanced Solar Cells and Light-Emitting 
Applications” presents the current state of the art of progress in understanding 
the structure-composition-property relationship of solar cells and light-emitting 
devices based on emerging metal-halide perovskite materials synthetized by spin-
coating techniques. In the Chapter “SrTi1-xSnxO3 Thin Films as Photocatalysts 
for Organic Dye Degradation: Influence of the Composition, Deposition Method, 
and Growth Orientation” the photocatalytic activity of SrTi1-xSnxO3 films for organic 
dye degradation is investigated. In the Chapter “SrSnO3 Applied in the Reduction 
of NO by CO: Influence of Transition Metal Doping on the Catalytic Activity” 
doped perovskite SrSnO3 is investigated for usage in the catalytic reduction of 
CO and NO. The Chapter “Advances in the Synthesis and Applications of Self-
-Activated Fluorescent Nano- and Micro-Hydroxyapatite” addresses hydroxyapatite 
(HA) with important applications including fluorescence imaging, biosensing, ther-
anostics, nanomedicine, and luminescent materials. The Chapter “Spintronic Prop-
erties in Complex Perovskites: A Concordance Between Experiments and Ab-I-
nitio Calculations” reports theoretical and experimental investigation of complex
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perovskite-type systems with a wide range of applications such as anode materials 
for solid oxide fuel cells, highly active catalysts in electrochemical energy conver-
sion reactions, substrates or high-efficiency solar cells, piezoelectric or dielectric 
sensors, magnetoelectric/magnetoresistive devices, magnetic and spintronic semi-
conductors with usage in dynamic random access memories (DRAM) or nonferro-
electric random access memories (NVFRAM), hard disk read-write heads for high 
capacity storage of information in magnetic media, devices for electron current polar-
ization and magnetic sensors among others. The Chapter “Graphenylene-Like Struc-
tures as a New Class of Multifunctional Materials Alternatives to Graphene” reviews  
an important class of graphene analog, namely, graphenylene, with interesting physic-
ochemical properties such as chemical and structural stability, an intrinsic gap, and 
the presence of periodic nanoscopic pores making it a promising candidate for various 
technological applications including gas separation, construction of semiconducting 
nanodevices, and Li (Na)-ion batteries. Chapter “Computer Simulations of MOF 
Systems: Key Applications” deals with Metal-Organic Frameworks (MOF) class of 
materials with attractive structural characteristics including a wide variety of pore 
arrangements, types, and volumes with more than 70,000 known crystallographic 
structures, which makes them very attractive for numerous applications. Chapter 
“Advanced DFT Atomistic Approaches for Electronic, Optical, and Structural Prop-
erties of Semiconductor Oxides” focuses on DFT simulations for electronic, optical, 
and structural properties elucidating mechanisms for technological applications. 
Chapter “Computational Simulations to Predict the Morphology of Nanostructures 
and Their Properties” presents studies of property/morphology relationships of mate-
rials including molybdates and tungstates from computational simulations of the most 
exposed surfaces that can be characterized via structural, electronic properties and 
relative stabilities for applications in photoluminescence, photocatalysis, sensors and 
storage devices. The Chapter “Unraveling the Surface Chemistry of the Heteroge-
neous Catalytic Decomposition of O3 for Selectivity Concerning O2 or HO• Forma-
tion” is of environmental interest since it investigates the O3 decomposition on 
heterogenous catalysts which is highly relevant for atmospheric applications and 
wastewater treatment. Chapter “NH3 Synthesis by Electrochemical Process Under 
Ambient Condition” promotes incentive for researchers to look for new carbon free 
emission possibilities to maintain the NH3 production minimizing the environmental 
and economic impact of the common synthesis route of this important fertilizer. In 
Chapter “Overview: Catalysts, Feedstocks in Biodiesel Production” authors make 
an overview of catalysts, feedstocks in biodiesel production emphasizing the search 
for alternative energy sources which are renewable, sustainable, and environmental 
friendly, emphasing the search for materials with potential for energetic applications 
such as those discussed in the previous chapters. 

The subsequent Chapters are dedicated to ‘Bioactivity’ with emphasis on drug 
discovery and medicinal applications. Chapter “In Silico Drug Design and in Vivo 
Acute Toxicity Assay of Chalcone Analogs with Biological Antiparkinsonian 
Activity” studies in silico drug design and evaluate the in vivo acute toxicity of 
molecules with the prediction of monoamine oxidase B (MAO-B) activity for the 
development of drugs that are candidates for the treatment of parkinson disease.
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Chapter “Electronic and Structural Insights of BCR-ABL Inhibitors Under LMC 
Treatment Perspective” aims to shed light on the development of new potential 
drugs (tyrosine kinase inhibitors) against neoplasms related to chronic myeloid 
leukemia using computational studies of the electronic structure and molecular 
docking of the drugs to better understand conformations of the protein active site. 
Chapter “Pathophysiology, Molecular Interaction Mechanism, Metabolism, Phar-
macotherapy and New Perspectives in the Pharmacological Treatment of Chem-
ical Dependence on the Main Illicit Drugs Consumed in the World” reviews chem-
ical dependence focusing on the mechanism of molecular interactions, metabolism, 
consequent symptomatology during drug withdrawal, current pharmacological treat-
ments and search to increase the pharmacotherapeutic arsenal against this pathology. 
Chapter “MAO Inhibitors from Natural Sources for Major Depression Treatment” 
describes the chemical features of the main active ingredients found in selected 
medicinal plants with antidepressant properties; comparing with pharmacophoric 
features of available MAO inhibitors drugs in order to validate promising antide-
pressants. Chapter “Lead Optimization in Drug Discovery” reviews the computa-
tional techniques used for the lead optimization stage to outline which paths can be 
followed and used for the rational discovery of new drugs. Chapter “Pulsed Elec-
tric Field and Ultrasound Applied to Proteins, Enzymes and Peptides” addresses 
protein substrates such as those used in food supplements, flavoring agents, culture 
media, antioxidants, antihypertensives, anti-inflammatory drugs, and polyphenol 
oxidase inhibitors. Chapter “Vaccine History: From Smallpox to Covid-19” makes 
a timely review of vaccines starting from smallpox to Covid-19. Chapter “Struc-
tural Aspects of Organic Compounds as Proteasome Inhibitors Addressed to Several 
Diseases” addreses the usage of proteasome inhibitors for treating different diseases, 
including pathogenesis of cancer cells, inflammatory responses, and some protozoan 
infections. Chapter “Phytotechnological and Pharmaceutical Potential of Eugenia 
Genus” discusses technological products obtained from species of the Eugenia 
genus emphasizing their biological potential as well as technology used for future 
development of products with commercial value. Chapter “How Basic Program-
ming Knowledge can Help the Drug Discovery Process” helps us understand the 
important support of programming knowledge for the drug discovery process. 
Chapter “Ligand-Based Drug Design for Selection of Molecules with Pharma-
cological Activity in Essential Tremor” presents research involving ligand-based 
drug design methods for selection of molecules with pharmacological activity in 
essential tremor. Chapter “Intramolecular Hydrogen Bonding Patterns and Confor-
mational Preferences of Ouabain—A Molecule with Cardiotonic and Antiviral 
Activities” investigates conformational preferences and intramolecular hydrogen 
bonding to better understand the cardiotonic and antiviral properties of ouabain. 
Chapter “Molecular Modeling of Acetylcholinesterase Inhibitors for the Treat-
ment of Alzheimer’s Disease” presents research using molecular modeling of 
acetylcholinesterase inhibitors to obtain drugs for the treatment of alzheimer’s 
disease. 

It is our expectation that this book will be helpful and will stimulate readers with 
a wide degree of scientific training/interests, offer at least for early/non-workers
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an overview of carefully selected fundamental concepts/research areas, and serve 
as a valuable source of information for scientists working on frontier line projects 
involving energy, materials, environment, and bioactivity. 

The editors would like to thank authors, colleagues, and collaborators for their 
participation in this Book Project. We look forward for you to obtain a copy of the 
Book. 

Rio de Janeiro, Brazil 
São Carlos, Brazil 

Carlton A. Taft 
Sergio R. de Lazaro
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Theory and Computation 
in Photo-Electro-Chemical Catalysis: 
Highlights, Challenges, and Prospects 

Taifeng Liu and Michel Dupuis 

Abstract Computation and simulation is a powerful approach to aid in character-
izing, understanding, and ultimately making predictions about materials, processes, 
and systems for efficient and cost-effective photo-electro-chemical (PEC) conver-
sions of solar energy to fuels, one of the essential elements of broad strategies toward 
renewable energy. Solar energy-driven water splitting using semi-conductor-based 
photo-catalysts is perceived as the most desirable opportunity. For robust PEC tech-
nologies, viable materials and systems must exhibit good visible light absorption 
and carrier generation, good carrier transport, and good carrier redox reactivity. 
Overall conversion efficiencies of systems have improved in recent years. Chal-
lenges remain to achieve the needed performance characteristics, including several 
fundamental science issues toward the discovery and development of semiconductor 
photo-electrode materials that permit high overall efficiency in devices. Modern first 
principles-based multi-scale approaches are proving extremely valuable in providing 
fundamental understanding of many experimental observations in PEC catalysis. 
Here we highlight illustrative examples of the application of theory and computa-
tion to study carrier transport and carrier utilization in semiconducting electrodes. 
The examples address strategies to enhance charge carrier separation and strategies to 
mitigate stability and high over-potentials in redox reactivity of carriers. The growing 
body of computational studies in these areas suggests a bright and impactful future 
of theory and computation in the field of renewable and sustainable energies.
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4 T. Liu and M. Dupuis

1 Introduction 

Computation and modeling is now playing a major role in essentially all areas of 
chemistry and materials sciences. Efficient and powerful theories have been devel-
oped and methods implemented in the past couple of decades that deal with the 
atomic, mesoscale, and macroscale levels of characterization and understanding of 
processes and systems. Beyond characterization and understanding, the ultimate 
objective of computation and modeling is to predict new molecules, new materials, 
new processes, and new chemistries that go beyond the current state of synthesis, 
efficiencies, and capabilities. Photo-electro-chemical conversions of solar energy 
to fuels comprise one of the essential elements of broad strategies toward renew-
able energy. In fact, solar energy-driven water splitting using semi-conductor-based 
photo-catalysts is perceived as the most attractive, challenging, and yet highest pay-
off opportunity. In this chapter we highlight from a computation and modeling-driven 
perspective where computation has become a powerful contributor and can emerge as 
a driver of progress in solar energy conversion technologies. In Sect. 1 of this chapter, 
we discuss the fundamentals of PEC and give an overview of where computation has 
a role. In Sect. 2, we highlight our research involvement in this field in collaborations 
with others. We end the chapter with an outlook, in particular mentioning areas of 
computational and theoretical limitations and challenges. 

2 Photo-Electro-Chemical Catalysis and the Role 
of Computation 

2.1 Fundamental Science Concepts 
for Photo-Electro-Chemical Conversions 

Efficient and cost-effective conversion of solar energy into electrical and chemical 
energy is widely accepted as an essential element of a broad strategy toward renew-
able energy [1–7]. In fact, solar energy-driven water splitting using semi-conductor-
based photo-catalysts is perceived as the most desirable opportunity [8–10]. An 
illustration of the science of photo-electro-chemical conversion, also referred often 
as photocatalysis, is seen in the schematics of PEC devices in Fig. 1 adapted from 
Sivula and van de Krol [11], and of the chemical processes taking place in such 
devices yielding water splitting in Fig. 2, reproduced from Yang et al.. [12] Sunlight 
absorbed by an anode semiconductor material excite the electrons in the material 
and create electron e− and hole h+ carriers that migrate to the electrode surface to 
split water through water oxidation at an anode and proton reduction at a cathode. 
The overall process converts essentially solar energy into chemical fuels. 

For robust photo-electro-chemical conversion technologies, viable materials and 
systems must exhibit good visible light absorption and carrier generation, good
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Fig. 1 Schematic of a PEC device for water splitting. Under the right circumstances, absorption of 
sunlight in a semiconductor anode electrode gives rise to catalytically active electrons e− and holes 
h+. Holes go on to oxidize water while electrons go on to the cathode where they reduce protons 
to evolve H2. The sunlight is the source of the energy required to split water. Illustration adapted 
from Sivula and van de Krol [11], with permission 

Fig. 2 Light absorption and 
charge carrier generation, 
carrier transport, and carrier 
redox reactivity are the three 
critical characteristics for 
viable photo-catalytic 
systems. The present 
proposal addresses issues on 
charge carrier structure, 
transport, and reactivity. 
Illustration from Yang et al. 
[12], with permission
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Fig. 3 Band structure and potentials of selected semiconductors positioned relative to the Normal 
Hydrogen Electrode (NHE) at pH = 7, with standard potentials for selected conversion chemistries 
also indicated (illustration from Zhang et al. [22], with permission 

carrier transport, and good carrier redox reactivity [9, 11], as depicted in Fig. 2. 
Overall conversion efficiencies of PEC systems have improved in recent years [13– 
17]. Challenges remain to achieve the needed performance characteristics [11, 16–21] 
including several fundamental science issues. Among those are (a) understanding and 
predicting material structure and properties, and their relationships to light absorp-
tion, carrier generation, transport, and reactivity efficiencies in single, multi-phase, 
and/or multi-materials systems; (b) tailoring and optimizing the composition, phase, 
microstructure, and integration of materials to achieve superior light harvesting, 
charge carrier transport, and overall energy conversion performance. The biggest 
challenge to enabling practical PEC science and technology is the discovery and 
development of semiconductor photo-electrode materials that permit high overall 
efficiency in devices.

The physical chemistry fundamentals and challenges that come into play in PEC’s 
are illustrated in Figs. 3 and 4[22]. Absorption of sunlight by the semiconductor 
electrode is the first step in the creation of charge carriers that ultimately get involved 
in the redox chemistries of water splitting at the electrode/electrolyte interface. For 
water oxidation at an anode electrode, the h+ charge carrier states at or near the 
maximum of the valence band need be below the O2/H2O potential, while, at a 
cathode, the e− carrier states at or near the conduction band minimum need be higher 
than the H2/H2O potential. These points make the thermodynamics requirements 
clearly. 

To create charge carriers, sunlight photons need have an energy greater than the 
band gap of the material. The sun radiation spectrum displayed in Fig. 4 shows that 
~42% of the light that reaches the earth is visible. Thus, to make good use of solar 
light on earth, the challenge is to have materials that absorb strongly in the visible 
region of light AND that have bands edges (valence and conduction bands) well 
positioned vs the standard redox potentials of the relevant chemistries.
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Fig. 4 Solar irradiance (Figure reproduced from https://www.fondriest.com). Visible light radiation 
makes up ~ 42% of light that reaches the earth, indicating that the best PEC’s will absorb light in 
the visible 

2.2 Fundamental Challenges in Photo-Electro-Chemical 
Conversions 

Based on the fundamentals enunciated above, it is possible to formulate broad 
strategies to improve PEC efficiency. Those include: a. band structure and band 
gap engineering of existing materials [15] for improved visible light absorption; b. 
surface engineering [16] and multi-phase or multi-material junction engineering [16] 
for improved charge separation; and c. hetero- and homo-junction engineering for 
improved light absorption, charge separation, and redox band alignment. Beyond 
engineering existing electrode materials for improved properties, much research is 
also devoted to the discovery of semiconductors materials with inherently better prop-
erties [11, 15] than current materials (TiO2, WO3, Fe2O3, CuWO4, and BiVO4—the 
highest performing oxide to date). 

Light absorption: Band structure and band gap engineering are widely pursued to 
extend material absorption into the visible region and enhance carrier generation [23– 
25]. Band structure engineering includes cation and anion doping and substitution 
to reduce the band gap, usually through up-shifting of the valence band edge and 
down-shifting of the conduction band edge. We note that band structure engineering 
is very conducive to data science-based discovery, and recent such computational 
investigations have been reported [23–27]. It must be realized that engineering the 
band gap shifts also the band edges, thus affecting the redox surface chemistry at the 
solid/electrolyte interfaces [11, 15]. 

Charge carrier structure: The generation and dynamics of charge carriers in 
early times following light absorption has been studied extensively in recent years

https://www.fondriest.com


8 T. Liu and M. Dupuis

because of the availability of time-resolved techniques. The impetus for this research 
arose from the thought that detailed knowledge of charge carrier characteristics 
(exciton generation and lifetime) would lead to the identification of design princi-
ples, and to the design and discovery of intrinsically better photocatalytic materials. 
The experimental techniques to generate this information are many. They include 
a variety of time-resolved techniques such as transient UV-vis spectroscopies to 
detect the changes in UV-vis spectra due carriers’ thermodynamic and structural 
features [28–30] and transient microwave conductivity (TRMC) measurements [31, 
32]. Other approaches include time-resolved photo-charge (TRPC) measurements 
for lifetime of charge carriers [33, 34] and for electron-hole separation distance [35]; 
and time-resolved terahertz THz spectroscopy (TRTS) for ultrafast carrier dynamics 
and conductivity mechanisms and measurements [36, 37]. Electron paramagnetic 
resonance (EPR) is also useful to get information about trapping of photogenerated 
electron [38]. Transient extreme—ultraviolet (XUV) spectroscopy is an emerging 
powerful capability. A notable point is that it yields descriptions of exciton and 
polaron structures and dynamics in terms of ‘localized’ atomistic and chemical 
concepts as the absorption is interpreted in terms of oxidation states of atoms [39– 
43]. Theoretical methods have emerged also recently that afford the characteriza-
tion of exciton structures and lifetimes, based on non-adiabatic molecular dynamics 
combined with density functional theory and other wavefunction types [44–47], with 
recent applications in photovoltaics [48–50]. 

Carrier transport: The overarching issue about ‘carrier transport’ is charge separa-
tion. Promoting charge separation means reducing charge recombination and making 
use of as many e− and h+ carriers as possible that were created by light absorption. 
This number is one of the quantifiers of conversion efficiency. Physical situations 
that promote charge separation include single phase facet selective materials [51, 52], 
multi-phase and/or multi-material junctions [53, 54], single-phase homo-junctions 
[55–57], and the use of cocatalysts [12, 58, 59]. Surface engineering [16] refers 
to utilization and manipulation of all these situations. Crystal facet engineering and 
interface engineering are emerging as promising approaches to enhance carrier sepa-
ration and overall water splitting efficiency, both for hydrogen evolution and oxygen 
evolution [51, 54, 60, 61]. Facet engineering deals with the growth of crystal facets 
that exhibit selectively either reduction or oxidation chemistry. Facet selectivity has 
been reported for a number of semiconductor materials, including bismuth vanadate 
BiVO4 (BVO) [51], strontium titanate SrTiO3, [62] copper oxide Cu2O [52, 63, 64], 
and titania TiO2, [61, 65, 66] for example. Other examples include tungsten oxide 
WO3, gallium oxide Ga2O3, tantalum nitrite Ta3N5, and several tantalates. Interface 
engineering is the design of mixed-phase interfaces such as in TiO2, [67–69] and 
gallium oxide Ga2O3, [53] or multi-materials interfaces such as BiVO4/ Cu2O [63], 
WO3/TiO2, [70] WO3/BiVO4, [71] and many other combinations, all interfaces that 
enhance charge separation. 

Redox chemistry at electrode/electrolyte interface: There are numerous studies 
about solar fuels [9, 17] (water splitting, CO2 and CO reduction and conversion, 
along with N2 reduction to NH3) but a relatively small number have focused on 
understanding the details of the chemical reactions at the surfaces in contrast to the
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more global and effective conversion efficiencies. From the perspective of overall 
solar conversion efficiency, detailed knowledge of surface reaction mechanisms and 
kinetics is needed, as importantly as details about light absorption, carrier generation, 
transport and separation [15]. For surface reaction kinetics, transient IR spectroscopy 
(TRIR) is playing an increasingly important role when attempting to identify and 
characterize the reactions intermediates [72–74]. It has been used for a number 
of materials, including BiVO4, TiO2, SrTiO3, and others. For water splitting, the 
emphasis has been on water oxidation as it is the more challenging process compared 
to proton reduction. [75]. 

Water oxidation with O2 evolution (OER) is most often discussed in terms of a 
four proton-coupled-electron transfer steps with *OH, *O, and *OOH intermediate 
species [76]. The design of better catalysts relies on Sabatier’s principle of bonding 
strength [77]. Still, not all cases fall into this framework. Nucleophilic attack of 
hole-carrying surface lattice oxygen sites have been proposed as mechanism [73]. 
Other proposals include O-O coupling in adsorbates (adsorbate evolution mechanism 
AEM) or direct O-O coupling to a lattice oxygen (lattice oxygen oxidation mechanism 
LOM) [78]. To date, to the best our understanding, it remains challenging to predict 
which mechanism applies to which class of materials. Even if volcano plots can be 
derived from universal scaling of binding energies of intermediates *OH and *O, 
there are large differences in binding strengths within classes of materials (oxide 
perovskites are an example) [79]. An increased understanding of the structure-redox 
activity of materials and of the chemical factors that govern the reaction mechanisms 
is highly desirable. 

2.3 Computation and Simulation 
for Photo-Electro-Chemical Catalysis 

The field of photo-electro-chemical catalysis is ripe for the application of existing 
computation and simulation methods, and the development of new methods for the 
characterization of the fundamental science in the three phases of PEC operations 
outlined earlier. The scientific challenges that can be addressed by computational 
means are summarized in Table 1. 

2.3.1 Computational Materials Screening and Discovery 

Characterization of processes in the phase of light absorption and carrier generation 
fall under the umbrella of ‘computational materials screening and discovery’, some 
aspects of it were mentioned earlier. The objective is to discover improved or new 
materials that absorb strongly in and near the visible range of light and generate 
e− and h+ charge carriers with a high degree of efficiency while exhibiting low 
recombination rates. Systematic calculations of material structure and stability, of



10 T. Liu and M. Dupuis

Table 1 Opportunities for theory and computation in photo-electro-chemical catalysis. HER = 
hydrogen evolution Reaction, OER= oxygen evolution reaction, CO2RR=CO2 reduction reaction, 
CORR = CO reduction reaction, N2RR = N2 reduction reaction 

• Light absorption and carrier generation: 
Computational materials screening & discovery 
– structure and stability and phonons 
– band structure and band gap engineering 
– doping and defects (vacancies) 
– work function 
– d-d transitions 
• Carrier transport and separation: 
Computational modeling of e−/h+ carrier dynamics in crystalline single-phase, multi-phase, 
and multi-materials systems 
– transport 
– trapping, defect-mediated recombination 
– enhanced charge separation 
ofacet selectivity 
ophase separation—multi-phase 
oe−/h+ transport layers—multi-material 
odoping—homojunctions 
• Redox alignment and reactivity: 
Computational modeling of e−/h+ catalytic utilization 
– HER, OER 
CO2RR, CORR, N2RR 

their phonons, of their band gaps and band structures, of the effects of doping and 
defects (such as vacancies), and of their work functions, are widely pursued and 
found in the literature [23–25]. They are aided by modern approaches of machine 
learning (ML) and artificial intelligence (AI) as extensive databases have become 
well established and widely used, such as from The Materials Project and from the 
AFLOW consortium [24–26, 80–83]. 

A challenge affecting selected transition metals semiconductors deals with d-d 
transitions. Such transitions occur in semiconductors with partially occupied d bands, 
such as hematite Fe2O3. Hematite absorbs light in the visible range, around ~2 eV, 
a range that is highly desirable in the quest for materials that are chemically photo-
active while absorbing a large fraction of solar radiation. However, excitations of d 
electrons within the d band occur in the same range of excitation energies, they are 
intra-band excitations and do not lead to e−/h+ separation because of the electronic 
structure of the resulting excited state, in contrast to valence-to-conduction band 
excitations that lead to carriers that are mobile within the separated bands. In these 
situations of d-d transitions, the materials are plagued with absorption that is not 
efficient for photocatalytic e−/h+ activity. The characterization, understanding, and 
control of d-d transition remains a challenging problem of computational modeling 
and design of efficient PEC devices.
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2.3.2 Computational Modeling of e−/h+ Carrier Dynamics 
in Crystalline Single-Phase, Multi-Phase, and Multi-Materials 
Systems 

Upon creation of charge carriers, the dynamics of carriers are the essential elements 
of the phenomena involved in carrier transport and separation. Their computa-
tional modeling falls under the umbrella of ‘computation modeling of e−/h+ carrier 
dynamics in crystalline single-phase, multi-phase, and multi-materials systems.’ 
Issues are the carrier transport proper, be it by band transport [84] or by polaron 
hopping with activation barriers [85–90]. Transport in crystalline semiconductors 
is affected by dopants and defects that may lead to trapping (thus reducing trans-
port efficiency) and defect-mediated recombination (thus eliminating e− and h+ and 
affecting overall efficiency). Trapping energies can be obtained from first-principles 
calculations. To the best of our knowledge, computational investigations of recom-
bination are not widely carried out. Both trapping (relatively ‘standard’ calculations) 
and recombination (challenging theoretical models) can be addressed with solid state 
quantum chemical calculations. 

The overarching objective here toward tailoring efficient PEC materials is to 
enhance charge separation to increase PEC overall efficiency (number of molecules 
of H2 and O2 that evolve per absorbed photon. Several strategies are being pursued, 
that fall in three main categories: 1. synthesis of electrodes with designed and tailored 
structures and that exhibit facet selectivity, whereby oxidation and reduction occur 
at specific facets; 2. phase separation in junctions of materials that exhibit more than 
one stable phases. Titania and gallium oxide are two examples mentioned above 
with experimental and computational evidence that e− carriers are more thermody-
namically stable in one phase and the h+ carriers in the other phase. Multi-material 
junctions and co-catalysts are other design features that are particularly conduc-
tive to enhanced charge separation, again owing to the different thermodynamic 
stability of e− and h+ among materials. Obvious examples are those of e−/h+ trans-
port layers, with junctions between materials enducing charge separation due to 
differential thermodynamic stability between electron and hole carriers. 

2.3.3 Computational Modeling of e−/h− Catalytic Utilization 

This domain of modeling encompasses all the aspects of chemical reactivity by the 
charge carriers e− and/or h+ at the semiconductor/electrolyte interfaces. In the context 
of water splitting, the hydrogen evolution reaction (HER) occurs at a cathode while 
the water oxidation reaction (oxygen evolution reaction OER) occurs at an anode. 
(In the chemical equations below, * represent an empty site for adsorption and H*, 
or OH*, or X* in general, denotes an H atom adsorbed at that site, or an OH or X 
group adsorbed at that site). 

The multi-step mechanism of HER has been the subject of much research, an 
informative review of which is given by Lasia [91]. The mechanism is a combination
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of the Volmer reaction and the Heyrovsky electrochemical reaction or the chemical 
hydrogen desorption reaction. 

In acidic conditions, the steps have the form: 

H+ + ∗ + e− ⇔ H∗ Volmer step (1) 

H∗ + H+ + e− ⇔ ∗ + H2 Heyrovsky step (2) 

2 H∗ ⇔  2 ∗ +H2 Tafel step (3) 

for an overall reaction: 

2 H+ + 2 e− ⇔ H2 (4) 

In alkaline conditions, the equivalent steps have the form: 

H2O + ∗ + e− ⇔ H∗ + OH− Volmer step (5) 

H∗ + H2O + e− ⇔ ∗ + OH− + H2 Heyrovsky step (6) 

2 H∗ ⇔ 2∗ + H2 Tafel step (7) 

for an overall reaction: 

2 H2O + 2 e− ⇔ H2 + 2 OH− (8) 

Similarly, the OER mechanism is written as a sequence of four coupled (proton 
+ electron) steps, popularized by the group of Norskov: [76] 

H2O + ∗ ⇔ HO∗ + H+ + e− (9) 

HO∗ ⇔ O∗ + H+ + e− (10) 

H2O + O∗ ⇔ HOO∗ + H+ + e− (11) 

HOO∗ ⇔ ∗ + O2 + H+ + e− (12) 

for an overall reaction: 

2 H2O + ∗ ⇔ O2 + 2 H2 (13)
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The computational modeling of the carrier utilization involves the determination 
of the reaction energy profiles associated with the formation of the intermediates as 
listed above. Knowing these profiles gives an indication of the ‘thermodynamic over-
potential’, the energy beyond the minimum energy required to dissociate H2O intoO2 

plus four (proton + electron) pairs (4.92 eV) in water oxidation. Note that, most often 
computational studies do not focus on determining transition states and activation 
barriers for the elementary steps, but simply on the thermodynamics stability of the 
intermediates, keeping in mind that activation energies and thermodynamics stability 
are connected by the Bell-Evans-Polanyi principle [92, 93]. 

3 Computation and Modeling of Carrier Structure, 
Dynamics, and Utilization 

In recent years our group has pursued a research program focused on the science 
of PEC from a computational focus strongly integrated with experimental investiga-
tions by collaborators. Our emphasis has been on theory and simulation of ‘carrier 
transport’ in PEC systems. We highlight below some of this work and the key find-
ings. We also point to new subjects of investigation as we view them timely and 
of fundamental importance considering current happenings in this field of research. 
However, ahead of this, we think it is important to make two significant observations 
that bring a stronger light of impact and timeliness to the research ideas. One is about 
‘facet selectivity’ and its potentially far-reaching impact beyond water oxidation and 
PEC’s. The second is about exciton structure and dynamics, and the far-reaching 
cross-validation between theory and experiment in this field. 

The first remark is about intrinsic facet selectivity. Many materials (as discussed) 
exhibit the property whereby, within a single crystal, some crystal facets are active in 
oxidation, and other facets are active in reduction. The property was discovered about 
water oxidation on BVO as reported in Nature Communications [51]. That report 
inspired our research. In a very recent paper entitled “Facet-dependent active sites 
of a single Cu2O particle photocatalyst for CO2 reduction to methanol” in Nature 
Energy [94], Wu et al. showed that facet (110) of a single Cu2O crystal is active 
for CO2 conversion to methanol as a photocatalyst, while facet (110) is inert. In 
addition, Cu2O oxidizes water as it reduces CO2. In other words, Cu2O performs 
the two functions, with water oxidation as the source of protons for the reduction 
of CO2. CO2 conversion is arguably the world’s greatest challenge in energy and 
environment. This report renders the research on facet selectivity in photocatalytic 
particles even more relevant and potentially impactful. 

The second remark is about the ‘chemical’ characterization of exciton structures 
from XUV spectroscopy [39–41]. In brief, the XUV technique permits the identifica-
tion of an element’s oxidation state in ultra-fast time-resolution. For hematite Fe2O3, 
[40] a ‘benchmark’ photo-electrode materials that has the merit of very favorable 
light absorption characteristics and natural abundance, the Baker group describes
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how charge localization and small polaron formation occur within ~660 fs, and that 
the electron-hole e−/h+ exciton, created within 100 fs, has a radius of a single Fe-
O bond length. For CuFeO2, an earth-abundant metal oxide that is attracting much 
interest as a photocathode [15, 41, 95] for proton reduction by photo-generated elec-
trons, the Baker group reported that O 2p holes thermalize within ~500 fs into Cu 
3d hybridized 3d holes. Beyond the novel insights that come from the ability to 
elucidate site-specific charge carrier dynamics in real time, the ‘localized chemical’ 
picture of excitons is particularly noteworthy and exciting for electronic structure 
theorists. Traditionally, electronic structure in the solid state is discussed in terms 
of band theory (valence band, conduction band, band gap, gap states, exciton, band 
bending) most often determined from density functional theory (DFT). The results 
are not easily translated into ‘localized’ concepts of chemistry. We view the Baker 
results as a unique opportunity to validate experiment by theory using advanced 
quantum chemical theories, and, conversely, validate the quantum chemical theories 
by experiment. We will come back to this point later in Sect. 3 of this chapter on 
‘Challenges and outlook’. 

3.1 Overview of Our Multiscale Modeling Framework 

As indicated above, the overall research ideas and directions about PEC’s deal with 
the timely societal challenges of renewable energy, specifically the efficient and cost-
effective conversion of solar energy to electrical and chemical energies. The scope of 
this use-inspired fundamental research program centers around fundamental charac-
terization of solar energy-to-fuels conversion systems, with theoretical studies in the 
three stages of photo-electro-chemical PEC conversion, mainly ‘light absorption’, 
‘carrier transport’, and ‘carrier reactivity’ as illustrated in Fig. 5. The research aims 
to advance fundamental knowledge and understanding in PEC to lead ultimately to 
the design of systems with enhanced overall conversion efficiencies. 

Among the three research thrusts elaborated earlier, one focuses on ‘carrier trans-
port’, with the aim to understand, characterize, and generate design principles to 
control the factors that lead to enhanced separation of photo-generated electron and 
holes toward higher solar energy-to-fuel conversion efficiency. To this end we view 
it as a powerful approach to model the space-charge distribution dynamics of charge 
carriers by combining first-principles atomistic computation and mesoscale kinetics 
simulation. The research relies on existing software tools DFT-based quantum 
mechanical (QM) modules as well as our group’s own developed QM tools and 
a powerful and versatile lattice based kinetic Monte-Carlo (KMC) capability. The 
early applications of these tools are starting to provide the theoretical foundations 
for strategies to enhance carrier transport and conversion efficiency. At the most 
fundamental level, the research addresses how the flow of charge carriers in complex 
crystalline environments of single phase, multi-phase, and multi-materials semicon-
ductor systems can be tailored to enhance redox reactivity in photo-electro-chemical
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Fig. 5 Combining first-principles computation and mesoscale kinetics modeling is critical for qual-
itative and quantitative understanding of the science and performance of photo-electro-chemical 
devices accounting for light absorption and carrier generation, carrier transport, and carrier redox 
reactivity. Initially the modeling will provide the foundation for crystal facet engineering and 
interface engineering as they pertain to the rational design of efficient solar energy conversion 
materials 

conversion. This research aligns well with broad themes addressing ‘charge transport 
and reactivity’ and ‘chemistry at complex interfaces.’ 

Our general modeling framework is depicted in Fig. 6. It starts with solid state 
DFT calculations of single polarons in a supercell, with their localized character 
and the localized lattice distortion associated with polarons. Then, site-to-site hops 
get identified and the energy profiles associated with the hops are determined via 
DFT calculations along a pathway whereby the polaron structure at the initial site is

Fig. 6 General framework of multiscale modeling of carrier transport in semiconductor electrodes 
of PEC systems: from left to right, DFT calculations of polaron structure and hopping via the 
Marcus/Holstein theory, to KMC modeling of the collective dynamics of multiple polarons at 
experimentally relevant concentrations of charge carriers. The diagram of the potential energy 
profile is reproduced from Rettie et al. [85] with permission
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morphed into the polaron structure at the final site. The calculated profile approxi-
mates closely the profile displayed in Fig. 6. The hopping rate is determined from 
Marcus / Holstein theory, based on the rate expression for diabatic hopping or for 
adiabatic hopping (thermal hopping assisted by phonons). The calculated rates serve 
as input to the lattice based larger scale model of a solid or particle using the kinetic 
Monte Carlo methodology to describe the spatial and temporal dynamic distribution 
of a set of polarons, the number of which can be chosen consistent with experimental 
concentration of charge carriers. This multiscale methodology has been used and 
described in many publications by our group and other groups as well [86, 87, 90, 
96–104].

About DFT for polarons: From a theoretical standpoint, the ability to obtain qual-
itatively correct descriptions of localized polarons hinges on overcoming the self-
interaction error that plagues current functionals of the density that are the foundation 
of DFT. Many current polaron calculations by us [87, 97, 105, 106] and others [107– 
112] use the DFT+U methodology to overcome the self-interaction error of DFT. 
Admittedly, the approach has an ad hoc aspect in the choice of the on-site Hubbard+U 
parameter, and some prefer the use of hybrid functionals [113–115]. Localization of 
the unpaired electron or hole is the essence of the Marcus/Holstein small polaron 
model. Practical experience shows that the activation barrier is not overly sensitive 
to the choice of +U value. Nonetheless, care must be applied. In the same vein, 
the amount of exact exchange in hybrid functionals varies from one functional to 
the other. Care must be applied here too. In any case, we note a broad similarity in 
results between DFT+U and the popular PBE0 and HSE06 hybrid functionals for a 
number of oxide perovskites (including strontium, barium, and lead titanates, STO, 
BTO, and PBO) [112]. Our use of a +U parameter on oxygen to ‘create’ localized 
holes on O atoms is less pervasive in the literature than +U on metal ions, but it is 
found [74, 101, 107]. While there are examples in the literature that +U on oxygen 
does not introduce significant artifacts in the DFT wavefunction [101], even with + 
U(oxygen) ~8 eV, a value used by us [101] and others [74], we recently demonstrated 
that, in the case of BVO, the +U vs hybrid is not a resolved issue, and that varying 
the fraction of exact exchange in hybrid functional leads to substantially different 
descriptions of h+ polarons in BVO [102]. This issue is elaborated upon further down 
in Sect. 3 of this chapter on ‘Challenges’. ‘Tricks of the trade’ to generate polaronic 
wavefunctions are described in a recent review [86]. 

About Lattice based KMC for charge carrier dynamics and transport: We use  
the kinetic Monte Carlo KMC methodology embodied in a new Python code to 
characterize the temporal and spatial carrier dynamics in semiconductor electrodes. 
A flowchart for the KMC code is shown in Fig. 7, as an object-oriented framework 
written in Python language that is hosted as a repository on GitHub. The code consists 
of three essential components, a ‘Model Engine’, a ‘KMC Engine’, and a ‘Analysis 
Engine’. The ‘Model Engine’ includes two object definitions, one called ‘Material’ 
with all physical parameters related to the material of interest, system size, atomic 
coordinates etc.; the other object is ‘Neighbors’ with the lists of hopping neighbors. 
The second component of the code, the ‘KMC Engine’, includes a collection of 
‘objects’ driving the execution of the stochastic ‘moves’ corresponding to processes
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Fig. 7 Flow chart of PyCT, a Python-based charge transport, cross-platform, object-oriented, lattice 
based KMC code for carrier transport [89] 

for which the rate constants are provided, and therefore treated in the model. The 
“Analysis Engine’ includes a collection of objects to analyze the KMC trajectories 
of the charge carrier distribution. 

A simulation starts with a random distribution of excess charges (−1 for electrons, 
+1 for holes) on lattice sites that are assigned the full oxidation state charges of the 
constituent ions of the material. The number of excess charges should be consistent 
with the charge carrier concentration resulting from the absorption of light. The 
‘Model Engine’ object includes the species locations and their associated hopping 
neighbors and generates a list of candidate hops and occupation states. The ‘KMC 
engine’ uses the variable step size method (VSSM) implementation [116] of KMC  
with the elementary rates coming from first-principle calculations (preferably) or 
from experiments. 

The interactions governing the system are electrostatic (long range) in nature and 
individual rates are affected at any given time ‘t’ by the distribution of charges at that 
time, requiring the evaluation of the change in energy upon a ‘move’. An ‘object’ 
calculates the change in energy and the concurrent change in the activation barrier 
and associated process rate (using the Bell-Evans-Polanyi principle [92, 93]), making 
use of the Ewald summation approach. For example, an electron involved in a set of 
possible hops (one of which gets randomly selected) will experience an increased 
hopping barrier (slower rate) when the hop brings the electron closer to other electrons 
(increased electrostatic repulsion) or a decreased hopping barrier (faster rate) when 
the hop takes the electron farther away from other electrons (decreased electrostatic 
repulsion i.e. electrostatic stabilization). The treatment of long-range electrostatics in 
these charge models for polaron transport required the use of the Ewald summation 
[100].
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Lattice based KMC simulation is particularly well suited [116–118] to describe 
the dynamics of space-charge distribution in complex systems such as those consid-
ered here. KMC is a stochastic approach to solving coupled kinetics equations for a 
set of processes with varied rates (see Fig. 5). Processes of interest here include all 
processes dealing of the fate of charge carriers: photon absorption, exciton creation, 
dynamics, and recombination, carrier separation, diffusion, and recombination, and 
carrier reactivity. They span many orders of magnitude in time scales: a. bulk exciton 
dynamics, charge carrier formation, carrier separation, carrier recombination, carrier 
trapping, with time scale from femtoseconds up to milliseconds; b. interfacial charge 
transfer with time scales from femtoseconds to nanoseconds; and c. surface reaction 
processes in the case of photocatalytic systems, with time scales from microsec-
onds to seconds. A lattice based KMC model allows also to account for local effects 
(near surface vs. bulk trapping, vacancy and doping defects at relevant concentra-
tions, phase boundaries, interfaces, and homo-junctions) as it provides a spatial and 
temporal resolution of space-charge distribution. Our recent KMC studies of BVO 
and W/Mo-doped BVO highlighted below illustrate the unique insights afforded by 
our (QM+KMC) model. It is worth noting that hopping barriers for the systems of 
interest here (BVO, STO, W-doped BVO, TiO2, and Ga2O3) are in the range of 
~0.1 eV up to ~0.5 eV, while thermodynamic junction potentials in mixed-phase 
systems due to band alignment (rutile-anatase mixed-phase TiO2, mixed-phase α-β 
Ga2O3) are in the range of ~0.2 to 0.4 eV [53, 119–122]. Accordingly, KMC modeling 
of mixed-phase interfaces makes sense and ought to provide a good description of 
space-charge separation dynamics induced by interfaces. 

The rate constants used in the KMC model may come from experiment or from 
theory. A complete characterization of transport and PEC conversions efficiency 
requires that KMC include all relevant processes, each described at an appropriate 
level of accuracy. Thus, comparison with experimental data is important. Through 
a sensitivity analysis, KMC can also reveal which processes affect the overall effi-
ciency most. With lattice based KMC, we can introduce inhomogeneity in the model, 
due for example to defects such as doping and vacancies. Defects can be readily 
introduced at concentrations relevant to experiment, including with a concentration 
gradient (homo-junction [57]). In these cases, it is necessary to calculate the rates 
for processes that occur in the vicinity of defects and to include them in the list of 
possible KMC ‘events’. If needed, defect migration could also be included among 
the KMC processes. Lattice based KMC model is also well suited to capture the 
spatial inhomogeneity in light absorption, whereby absorption is depth-dependent 
and strongest near the crystalline surface. 

We note that KMC simulations have been used to investigate thermal catalytic 
processes on surfaces [116] and also carrier transport in organic photo-voltaic systems 
[123, 124], both of which are distinctly different from transport in crystalline systems 
due to the nature of the crystalline network and the underlying interactions. To the best 
of our knowledge, very few studies have used lattice based KMC to study charge and 
ion transport in crystalline systems [118, 125]. Our objective has been to go beyond 
that work and build a set of tools that will allow us to increase understanding of photo-
electro-chemical conversion systems in all phases of absorption, transport, and redox
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reactivity. Lastly, we aspire to use ab initio data in preference over empirical data as 
much as possible to, ultimately, have predictive ability and gain new insights that are 
hard to extract from experiment. 

At present, we continue to address facet selectivity in BVO. We are at a stage 
where we need to include ‘surface reactions’ among the KMC events and e−/h+ 
separation in homo-junctions (W-doped BVO), a task that requires a 2D periodic 
KMC implementation to model gradient doping. Other systems to investigate could 
include facet-selective STO, and charge-separating mixed-phase interfaces (TiO2 

and Ga2O3). In all cases, we will determine the space-charge distribution dynamics 
of charge carriers in realistic computational models with shapes and sizes relevant 
to experiment (see Figs. 8 and 9). 

Fig. 8 Facet selectivity enhances charge separation and reactivity and promotes solar energy 
conversion efficiency [51, 60] 

Fig. 9 Selective spatial charge separation is observed for 18-facet STO (left panel) but not for 
6-facet STO (middle panel) [60]. Homo-junction from doping concentration gradient in W-BVO 
promotes charge separation (right panel) [57]. KMC can provide a fundamental characterization of 
these systems
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Considering the significance of the discovery of facet selectivity in Cu2O for  
photocatalytic water oxidation concurrently with CO2 reduction, we will want to 
investigate carrier transport in Cu2O. A number of DFT studies of Cu2O have  
appeared that discuss the nature and origin of carriers, but none have addressed trans-
port [64, 126–129]. Conduction in Cu2O is known to be polaronic [126]. Clearly, 
characterizing computationally h+ polarons in Cu2O is challenging in itself due to 
the electron-rich 3d states of Cu contributing strongly to the top of the valence band. 
Electron correlated electronic structure calculations beyond DFT are likely to be 
required as a prerequisite to periodic DFT calculations. 

Nanoparticle sizes in experiments are upward of ~500 nm in size. Our initial 

simulations dealt with cell sizes of ~50 Ǻ and up to 50 e− or h+ carriers. Parallel 
implementation and execution of the code should allow simulations up to ~100 to 
200 nm in size with ~100 electrons. Such sizes and carrier densities are in regimes 
relevant to experimental situations. Note that h+ mobility simulations are signifi-
cantly more demanding than e− mobility simulations owing to the larger number 
of anions (oxygens) compared to cations (metals). Two capabilities that ought to 
be implemented to model finite size particles and facet selectivity include the treat-
ment of free-space boundaries (in KMC configurational energy calculation by Ewald 
summation) and the inclusion of surface reaction events among the KMC events that 
carriers can undergo. 

Regarding surface reaction events, in our lattice based KMC model, carriers 
occupy lattice sites at any given time. Their next moves are stochastically deter-
mined among the possible events for these sites. To include surface reactions in 
the model, we need to append a new event, a ‘OER redox reaction event’, to the 
list of events available to carriers at surface exposed sites. We will need reaction 
rates for these ‘surface reaction events’, quantities that we can determine from the 
Marcus-Gerischer model for electron transfer at electrodes [130–133] following the 
protocol by the Bieberle-Hutter group for water oxidation on hematite Fe2O3, based 
on the four intermediates of the traditional PCET mechanism [134, 135]. Each step 
has a Gerisher rate determined from the DFT step free energy and the valence band 
maximum level. The needed data are available for the (010) and (011) facets of BVO 
[136], and can be easily determined for STO and other semi-conductors. To insure 
consistency of data from one surface to another, we can use the facet work function 
or the bismuth Bi or Vanadium V core levels to align the VB and CB energy levels 
across facets [101]. We should be able to extract a single effective OER rate from 
the four elementary rates to be used in the KMC model. 

An important question to address is accuracy in KMC modeling. By in large, 
mobility data extracted from KMC simulations are most sensitive to the activation 
barriers of the processes, owing to the exponential dependence of hopping rates, 
both in the non-adiabatic and in the adiabatic regimes. It is worth noting that kBT at 
300 °K is ~0.026 eV. Accordingly, a change in ΔG* by ~0.060 eV brings a factor of 
~10 change in mobility. Reaching this level of accuracy (nearly chemical accuracy 
in chemistry) is a tall order but it is not out of reach. DFT calculations mentioned 
earlier for BVO yielded activation barriers of ~0.37 eV for electron polarons (without
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the electronic coupling adjustment), compared to ~0.30 eV experimentally [100]. 
Previous calculations on Fe2O3 and TiO2 yielded similar or closer agreement [87, 
97, 105]. Nonetheless validation of this type is constantly useful and required. 

In a brief conclusion of where we are to date, we note that we have are able 
to model separately e− and h+ polarons and their dynamics in semiconductors like 
bismuth vanadate BiVO4. [89, 90] The methodology is however general and can be 
extended to more complex modeling that include other elementary processes, such 
as polaron generation, polaron recombination, and polaron surface redox reactivity, 
as long as we have rates. Extending the mesoscale modeling of the PEC systems, 
through combined QM and lattice based KMC studies has the potential to lead us to 
solid theoretical foundations of facet selectivity in nanoparticles. This effort will take 
us closer to a more global simulation model of PEC’s from the level of atomic-scale 
description, all the way to microscale description, for example in nanoparticles of 
BiVO4 and SrTiO3 for which experimental data is available. We should remark that 
there are a great many number of materials that are being evaluated, experimentally 
mostly, for use as anode and cathode materials [15]. There might be merit in inves-
tigating their transport properties systematically by computation and simulation. 
Nonetheless, resolving our understanding of the phenomenon of facet selectivity is 
likely to be uniquely impactful with great prospects in technology. 

3.2 Mesoscale Modeling in Photo-Electro-Catalysis 

As indicated earlier, our vision, depicted in Fig. 5 above, is to have the ability to 
simulate the overall efficiency of solar-to-fuel conversion in photo-electro-chemical 
devices [137]. The modeling starts from first-principle characterization of all essen-
tial elementary processes in light absorption, carrier transport, and redox reactivity 
(across several orders of magnitude in time scales). The modeling continues with the 
determination of the complex and collective kinetics of carrier transport and activity 
in mesoscale models [125, 138]. The ultimate outcome is the conversion efficiency, 
e.g. the number of product molecules per absorbed photons, a number which depends 
on the three phases of PEC conversion (absorption, transport, and redox reactivity). 
For a given system, one or more of these phases could be the limiting factor. 

Our initial efforts have been on ‘carrier transport’ broadly speaking, including 
the development of necessary tools to model ‘transport’ qualitatively and quantita-
tively. We stipulated that both quantum chemical tools and mesoscale kinetic tools 
would be required and that the ability to combine first-principles characterization with 
mesoscale kinetics modeling would prove to be critically important for both quali-
tative and quantitative understanding. Our BiVO4 studies to date bear this point [90, 
100]. The necessity to combine scales is likely to be pervasive due to the complexity 
of materials and device architectures for PEC conversion. 

With regard to ‘carrier transport’, physical situations that promote charge separa-
tion and, as a consequence, conversion efficiency include multi-phase and/or multi-
material junctions [53, 54], single-phase homo-junctions [55–57], and the use of
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cocatalysts [12, 58, 59]. Crystal facet engineering and interface engineering are 
emerging as highly promising approaches to enhance carrier separation and overall 
water splitting efficiency, both for hydrogen evolution and oxygen evolution [51, 54, 
60, 61]. At the present, synthesis efforts in this field appear Edisonian. We envision 
that our efforts with multi-scale computation and simulation will be an important 
contribution toward reaching rational design. 

Facet engineering (Fig. 8) involves the synthesis of crystals with exquisite control 
of facet growth, and a concomitant separation of photo-excited electrons and holes 
[51, 60]. For example, in bismuth vanadate BiVO4 (BVO) photo-generated elec-
trons accumulate mainly on (010) facets and holes on (110) facets as inferred from 
noble metals (Au, Ag, and Pt) depositing selectively on exposed (010) facets (reduc-
tion) and metal oxide (PbO2 and MnOx) particles on (110) facets (oxidation) [51]. 
Similar observations exist for several other semiconductors [61, 139]. Perhaps a most 
dramatic example is found in the observation of facet selectivity for 18-facet cubic 
strontium titanate SrTiO3 (STO) and the absence of facet selectivity for 6-facet cubic 
STO [60, 140] as illustrated in Fig. 9. 

Several explanations have been put forward to rationalize the observed selective 
photo-deposition: a. preferred migration of holes and electrons to specific crystal 
facets under photo-illumination [12]. b. preferred selective sorption of metal and 
oxides on surface sites [13]. c. different conduction band and valence band levels for 
different facets. d. different internal electric fields along particular directions [11]. 
In catalysis, corners, edges, kinks are often thought of as sites with higher activity 
because of the stronger electrostatic potentials and fields at these sites. While such 
an argument may apply here as well, it does not explain why deposition/precipitation 
from oxidation or reduction occurs all over the flat surfaces, including away from 
corners. 

Below, we will highlight progress we have made in addressing facet selectivity 
in BVO. To date we showed that there is no directional anisotropy in e− or h+ 

transport (no kinetic factor of facet selectivity). We established that h+ transport is 
bimodal, with a rattling mode that is not transport-efficient and a slower transport-
efficient mode [100]. We showed also that the near-surface thermodynamic stability 
of e− or h+ is qualitatively similar for different facets (no thermodynamic factors of 
facet selectivity) [101]. These findings point to the need to account for the kinetics 
of the interfacial redox reactions to ‘see’ facet selectivity in simulation. In addi-
tion, we considered sulfur-doped BVO and established that sulfur-to-sulfur hopping 
transport of h+ replaces the ineffective bimodal oxygen-to-oxygen transport. These 
observations are very significant with regards to modeling PEC systems. Indeed, they 
are a clear demonstration that mesoscale modeling is essential to characterize and 
understand the attributes of PEC systems. Mesoscale modeling captures the critical 
connection between elementary hopping rates and crystal structure and topology 
with regards to transport. Interpretations based on elementary hop characterization, 
even if at the quantum level of theory, have the potential to be misleading. 

Multi-phase junctions and homo-junctions: multi-phase junctions have long been 
thought as promoting redox activity. Indeed mixed-phase titania TiO2 is known to be 
more active than single phase titania [141–143]. It is also well established that the
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degree of interconnectivity between crystallites and the structure of grain boundaries 
affects transport of carriers in materials [144–150]. Characterizing, quantifying, and 
understanding the fundamental parameters that control the diffusive e−/h+ transport 
across structurally complex interfaces is essential for an overall assessment of trans-
port. Homo-junctions are ‘interfaces’ within a material that occur at the boundaries 
of layers with different levels of doping (more about homo-junctions below). While 
doping is generally used to increase the concentration of charge carriers and tune 
band edges, doping with a gradient concentration has been shown to enhance carrier 
separation by creating homo-junctions, and leading to increased overall catalytic effi-
ciency [55–57]. It is noteworthy that doping levels in homo-junctions are low and yet, 
they affect carrier transport, separation, and conversion efficiency at the larger scale. 
The characterization of these effects requires mesoscale modeling. Their physics are 
traditionally described in terms of band bending and carrier depletion regions. In 
our work, we like to give a chemistry-based, atomistic-derived description and char-
acterization at the mesoscale of carrier transport across multi-phase junctions and 
homo-junctions with doping levels relevant to experiment. 

In summary, both facet engineering and junction engineering share the common 
trait regarding carrier transport simulation: they require combined atomistic and 
mesoscale kinetic modeling to provide a fundamental understanding of the factors 
that create and affect space-charge distributions and their temporal evolutions. The 
combined modeling can give important insights on what the bottlenecks for ‘good’ 
transport are. The ability to characterize and predict these effects will ultimately 
enable the control of carrier transport, separation, and redox reactivity. 

3.3 Highlights 

The overarching theme of our PEC research is to characterize and model the transport 
of photo-generated electrons and holes in complex crystalline materials to establish 
the theoretical foundation for facet and interface engineering, two strategies used 
to tailor charge separation and to promote redox activity. The enabling elements 
of these strategies originate in the dynamics of charge carriers at the mesoscale. 
The leading factors that control charge separation can be several, thermodynamics, 
dynamics, or surface reactivity. Manipulating carrier separation in facet-selective, 
mixed-phase, and doped systems offers opportunities to control and enhance solar 
energy conversion efficiency. 

Describing the mesoscale behavior of carriers is a challenge that requires modeling 
beyond traditional ways of single species (e− or h+ polaron) and individual processes 
(polaron stability, trapping, and hopping), even if done at the quantum chemical (QM) 
level of theory. Our approach to investigating facet and phase selectivity has been to 
create lattice based kinetic Monte Carlo (KMC) models of space-charge distribution 
dynamics and reactivity based on individual processes characterized at first principles 
levels of theory (Fig. 6). Note that it is critically important to validate the models 
using relevant, available, computed and/or experimental data for well-characterized
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materials. To accomplish these tasks, we developed, as needed, selected original QM 
and KMC tools and methodologies. 

To date, we have made major progress toward this goal, to the point that we 
are getting closer to being able to use the model to formulate and predict design 
points for absorption, transport, and reactivity for enhanced overall photocatalytic 
performance. We are at a point where we need to include surface reaction processes 
in our mesoscale models. This is a major objective at present. In addition, we have 
identified selected other important fundamental contributions that we can make and 
that will advance the state-of-the-art in studies of condensed phase and interfacial 
molecular science in photo-electro-chemical conversions. 

3.3.1 Carrier Transport: The Case of Bismuth Vanadate BVO 

Our goal was to model e−/h+ transport in doped and undoped materials such as 
bismuth vanadate BiVO4 (BVO), tantalum nitrite Ta3N5, and other materials (like 
strontium titanate SrTiO3 (STO)) that exhibit the intriguing phenomenon of facet 
selectivity in oxidation and reduction chemistry (Fig. 8 above). Oxidation occurs 
on some facets, reduction on other facets. We aimed to establish the theoretical 
foundation for facet selectivity and other strategies to enhance carrier separation and 
improve solar energy conversion performance. The combined QM+KMC mesoscale 
approach that we used has proven essential to understand the nature of intrinsic carrier 
transport and the role of cation and anion doping in affecting transport. The insights 
from mesoscale modeling are a step toward screening of photo-active materials with 
superior photocatalytic performance. Structural and chemical descriptors of ‘good’ 
transport and carrier separation ability are starting to emerge. 

• Mesoscale transport dynamics in BiVO4: We recently completed a study of carrier 
transport in BVO. DFT calculations indicated that thermodynamic stability is not 
a factor in facet selectivity. A thorough characterization of e− and h+ hopping 
pathways in BVO yielded activation energies ~0.36 eV for electrons, and as low 
as ~0.17 eV for holes. Mesoscale KMC modeling revealed that hole transport is 
not nearly as efficient as the low barrier would suggest. Hole transport is bi-modal, 
with very fast but not transport-efficient hops (‘rattling’ motion) and slower but 
transport-efficient hops [100], as depicted in Fig. 10. It emerged from this work 
that strategies to eliminate hole ‘rattling’ will improve hole transport efficiency 
and water oxidation performance. 

This work illustrates how mesoscale modeling is critically important to reveal 
fundamental characteristics of carrier transport. KMC captures the connection 
between elementary hopping rates and material structure and topology. Interpre-
tations based on elementary hop characterization alone, even if at the quantum level 
of theory, have the potential to be misleading. 

Toward modeling facet selectivity in BVO, we have investigated the thermody-
namic stability of e−/h+ on ‘bulk’ sites compared to ‘near-surface’ or ‘surface’ sites 
[101]. A cursory look at the data plotted in Fig. 11 does not appear to reveal striking
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Fig. 10 Bimodal h+ transport in BVO. e− transport gates BVO conductivity [89] 

Fig. 11 Bulk versus surface stability of e−/h+ polaron in BVO [101] 

preferences in stability from one facet over the others. e− polarons prefer sub-surface 
sites over exposed surface sites and bulk sites. The stronger stability for the (011) 
surface may affect the space-charge distribution dynamics and, perhaps, the facet 
selectivity of e− polarons. New KMC simulations are in progress and are expected 
to reveal such effects. h+ polarons appear to have a more homogeneous behavior 
across facets. 

Cation and anion doping in BiVO4: cation doping of BVO with W/Mo has been 
shown to enhance conversion efficiency in BVO-based devices. We studied how 
W/Mo doping of BVO affects carrier mobility and electric conductivity [90]. W/Mo 
doping results in a small decrease in electron mobility. However, the increase in 
carrier density upon doping overshadows the marginal decrease in electron mobility,
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resulting into an increased electronic conductivity. Work in progress deals with 
modeling homo-junctions, layered systems with a gradient of W-doping concentra-
tion and anion-doped BVO with ~25% level of sulfur doping, that have been shown 
to enhance charge separation. Simulations show that hole ‘rattling’ is eliminated by 
S-doping, as hole transport is reduced to S-to-S hoping. 

3.3.2 Carrier Utilization: Solar-To-Fuels Surface Reactions 

We pointed out in Sect. 1 that improved detailed knowledge and understanding of 
the interface reactions is needed to design better performing solar fuels catalysts 
[9, 15, 17]. Time-resolved IR spectroscopy is useful to characterize the reactions 
intermediates [72–74] and it has been used for a number of materials, including 
BiVO4, TiO2, SrTiO3, and others. For water splitting, the emphasis has been more 
on water oxidation than on proton reduction as it is the bottleneck process in overall 
water splitting [75, 151–154]. 

The mechanism prevalently considered for water oxidation is the four proton-
coupled-electron transfer (PCET) mechanism with *OH, *O, and *OOH intermediate 
species [76]. Underlying the design of improved catalysts in general and in particular 
those based on the thermodynamics of the 4-step PCET model (also called ‘adsorbate 
evolution mechanism’ with cationic active sites), is the reliance on Sabatier’s prin-
ciple of bonding strength [77] in conjunction with the Bell-Evans-Polanyi principle 
that ties kinetic barriers and step energies [92, 93]. Not all cases of water oxidation 
catalysts fall into the four-step PCET framework and other mechanisms have been 
proposed [73, 78]. One such mechanism is the ‘lattice oxygen mechanism’ (LOM) 
whereby lattice oxygens appear to be active specie [155–157]. To the best our knowl-
edge, it remains challenging to predict which mechanism applies to which class of 
materials. An increased understanding of the structure-redox activity of materials 
and of the chemical factors that govern the reaction mechanisms is highly desirable. 
Improved understanding can come from computation of reaction energy profiles and 
of properties of the intermediates (IR frequencies, charge and spin populations, and 
other quantities) as described below. 

OER takes place on semiconductors that are not defect-free in general, and oxygen 
vacancies (Ovac’s) are the most common defects [158–162]. The overall effect of 
Ovac’s is broadly understood as improving carrier concentration and conductivity in 
the bulk, but it is not fully clear why and how they might improve surface reactivity 
and PEC conversion efficiency, for a number of materials including BVO [163– 
165], WO3, and hematite Fe2O3 [166] and other materials. This is an important 
question as experimentalists are making progress in synthesizing materials with 
varying levels of vacancy concentrations [167]. From an experimental point of view, 
the features associated with excess electron arising from Ovac’s are often described 
in the solid-state terminology of gap states, deep trap states, and overlap of the gap 
state densities with the electronic states of the reactive water molecule. There is 
also some discussion of the degree of ionicity on the metal-oxygen bonds of the
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Fig. 12 Illustration of charge transfer of excess electrons from Ovac from the surface to the 
adsorbate, depending on the relative electronegativity χ of the surface and the adsorbate [167] 

semiconductor when attempting to explain the trapping and reacting potentials of 
the defects [156, 163, 166]. 

We have been interested, for some time, in the role of excess electrons on the 
surface chemistry of oxides. As we did for charge carriers, our approach to the ques-
tion of the effect of Ovac’s on reactivity is to provide a chemistry-oriented under-
standing. It started with a ‘universal’ role of excess electrons on the surface chemistry 
of TiO2 that we verbalized [168]. In this work we noted that excess electrons arising 
from Ovac’s or interstitial Ti atoms can participate in charge transfer from the solid 
to an adsorbate, depicted in Fig. 12. The charge transfer makes the metal-adsorbate 
bond more ionic, and therefore stronger. The amount of stabilization depends on the 
electronegativity of the solid surface and of the adsorbate. Accordingly, the stabiliza-
tion energy is different for *OH, *O, and *OOH along the OER reaction coordinate. 
We confirmed this hypothesis in several of our studies: a. OER on oxygen-deficient 
BaTiO3; [169] b. OER  on  Ga2O3; [170] c. comparison of 1e-, 2e-, and 4e- processes 
on oxygen-deficient rutile, anatase, and brookite [171]. 

For these systems, we investigated the stability of Ovac’s on the surface versus 
sub-surface, the work function of the oxygen-deficient surfaces, the relative position 
of the gap states. We analyzed the structural data (bond lengths), the electron atomic 
populations on the cationic sites and adsorbates, and the spin atomic populations 
using Bader analysis. These data led us to characterize the amount of charge transfer 
from the solid to the adsorbate on the pristine surfaces compared to the reduced 
surfaces. Strong charge transfer correlate with strong free energy stabilization. The 
OER energy diagrams exhibit variations in step free energies consistent with the 
amount of charge transfer and charge transfer, as seen in Fig. 16. 

The presence of Ovac’s may or may not lower the overpotential, depending on 
how much stabilization is gained in one intermediate over the other ones. Too strong 
a stabilization in one intermediate is not desirable as it makes a step free energy too 
large and increases the overpotential (Sabatier principle). Among the intermediates 
*OH has a strong electronegativity. So has *O in its dangling structure. In contrast, 
*O as a peroxo species (O atoms inserted in a metal-O-metal motif to give a metal-
O-O-metal motif) does not have a strong electronegativity since all of its valencies 
are full. Lastly, *OOH has a weaker electronegativity. These differences lead to 
strongly changing reaction energy profiles and overpotentials, as depicted in Fig. 13 
for rutile. Thus, knowing and predicting the charge transfer ability of the material is 
key to manipulating the overpotential.
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Fig. 13 OER free energy reaction profile and associated overpotential for pristine and oxygen-
deficient rutile. O* is a peroxo species for the clean surface and a dangling O* species for the 
oxygen-deficient surface [171] 

We uncovered two types of charge transfer: a. in some cases the pristine surface 
transfers electron density to the adsorbate, and the excess electrons from Ovac stabi-
lize the electron-deficient solid. b. in other cases the pristine surface transfers no 
or little charge density to the adsorbate, and the excess Ovac electrons are directly 
involved in the charge transfer [171]. These studies were carried with the VASP 
code [172, 173] with charge analyses performed with the Bader theory of atoms in 
molecules [174]. 

We plan to carry out similar studies for BVO and Fe2O3 in the presence of oxygen 
vacancies. With the recent availability of detailed experimental measurements about 
the gap states [163], we will be in a position to compare work functions and gap 
state levels, to correlate these quantities with charge transfer, and to assess theory 
vs. experiment. The charge transfer analysis will be the connection between data on 
surfaces and the reaction thermodynamics. Of special interest will be comparisons 
between the traditional 4 PCET-step mechanism and the lattice oxygen mechanism 
that has been suggested for Fe2O3. We will make use of the extensive study by 
Hegner et al. of the structure of Ovac’s in BVO [165]. These authors have identi-
fied two distinctive structural motifs of Ovac’s in BVO with comparable formation 
energies. Our work will characterize these structures from the point of view of their 
charge transfer ability to the OER intermediates. For the key intermediates on pris-
tine surfaces and on oxygen-deficient surfaces, we will go on to determine their 
spectroscopic IR signature.
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4 Challenges in Computation and Modeling 
in Photo-Electro-Catalysis 

While computation and modelling in photo-electro-catalysis has been broadly 
successful in providing fundamental characterization and understanding of the 
physics and chemistry of PEC’s, there remain some important challenges about the 
consistent reliability of predictions. It is well understood and accepted for example 
that functionals of the density that account for the ‘local’ density only (LDA), or those 
of the ‘generalized gradient approximation’ type (GGA) under-estimate consistently 
band gaps. A correction to the inherent ‘self-interaction’ of electrons in DFT is 
required, and this is commonly achieved by the use of the DFT+U formalism or the 
use of hybrid functionals. For the description of excitons and polarons the challenge 
remains. The two approaches yield qualitatively different descriptions of polarons 
as illustrated below. This observation underscores the need for theorists to develop 
functionals of density for DFT and/or other advanced theories, perhaps based on 
wavefunction theories, that provide computational characterizations that are more 
consistently reliable. Careful cross-validation of theory and experiment is critically 
important. In what follows we highlight work in our group that points to this type of 
challenges in functionals of the density, and other that is underway about validation. 

4.1 Challenge to DFT: Accurate and Reliable Functionals 
for Polarons and Excitons 

As mentioned, when modelling the polaron in materials, corrections to electron self-
interaction need be included in the DFT formalism, in the form of DFT+U [175] or  
hybrid functionals [176] like PBE0 [177] and HSE06 [178]. These approaches have 
ad hoc parameters that researchers adjust often, mainly by choosing the+U values or 
the fraction of the exact exchange mixed into the functional. 

About polarons in BiVO4 (BVO), that e− and h+ polarons exist is confirmed by 
experiment [179–181]. For e− polarons, there is a general concurrence that they are 
localized on the V sites in BVO, and that they form small polarons. The DFT+U 
approach [89, 182–184] and the hybrid functional approach [115, 185, 186] yield 
the same picture of e− polarons. For the h+ polarons in BVO, there are very notable 
differences between these theories. Using HSE06 functional (with 25% fraction of 
the HF exchange), Kweon and Hwang [187, 188] reported that the charge of the 
excess hole spreads over one BiO8 dodecahedron or across many Bi and O atoms, 
depending on the BVO phase. Using PBE0 functional (with 22% fraction of HF 
exchange) and molecular dynamics (MD) Wiktor [185] et al. found that the hole 
charge is distributed between one bismuth and eight oxygen atoms, and in about 
20% of the MD configurations the hole appears localized on a single oxygen atom. 
In contrast, using a DFT + U level of theory with Ueff = 9 eV, Pasumarthi [184] 
et al. and Liu [183] et al. found that an excess hole localizes strongly on a single
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Fig. 14 Relative energies of 
the two holes polaron 
structures h+(BiO8) and  
h+(O) obtained with HSE(α) 
for each value of α when α 
varies from 0.25 to 0.40: 
square symbols are for the 
hole distributed over one Bi 
atom and the neighboring 
oxygen atoms, h+(BiO8); 
circle symbols are for the 
hole localized on two or one 
oxygen atom, h+(O) [102] 

oxygen atom. The optimized structure exhibits a Bi-O bond lengthening in the range 
of ∼0.12 to ∼0.18 Å. Recently, Liu [189] et al. re-investigated the structure of hole 
polarons in BVO using hybrid DFT with varying fractions (α) of the exact exchange 
interaction that enters hybrid functionals. For values of α, from  α = 0.25 to α = 
0.45, both the h+(BiO8) hole structure and the h+(O) hole structure were obtained. 
For the smaller values of α, the  h+(BiO8) structure was found to be lower in energy, 
while for the larger values of α, the  h+(O) structure was found to be more stable as 
shown in Fig.  14. For  α = 0.25, the diffusivity of h+(BiO8) holes determined from 
the Marcus/Holstein two-state model was determined to be in close agreement with 
published THz experimental data. 

Another example of contrasting findings is about e− and h+ polarons in oxynitrides 
and nitrides. The charge transport mechanism is these materials proved to be more 
complex than in metal oxides, as the N 2p state is less strongly localized than the 
O 2p orbital. Using time resolved microwave conductivity (TRMC) measurements, 
Respinis [190] et al. observed the carrier mobility increased with the nitrogen content 
from 1 × 10−5 cm−2 V−1 s−1 in Ta2O5, to 1  × 10−2 cm−2 V−1 s−1 in β-TaON, up 
to 1 × 10−1 cm−2 V−1 s−1 in Ta3N5. Lee  [191] et al. predicted the formation of 
spin-polarized polarons in Ta2O5 with oxygen vacancies using hybrid functionals. 
Morbec and Galli [192] reported charge transport properties of the Ta3N5 from first 
principles calculations. They found that small e− polarons may occur but h+ polarons 
are not energetically stable according to the DFT+U approach. The estimated pola-
ronic mobility for electron calculated by DFT+U approach is at least three orders 
of magnitude smaller than that of the measured value. Accordingly, the authors 
suggested that the main transport mechanism for both e− and h+ is band-like. Dey 
[193] et al. studied small polaron formation in β-TaON using DFT + U approach. 
They found that an excess electron tends to form a localized small polaron on a Ta 
site. The calculated diffusion barrier was ~0.3 eV, and the calculated mobility ~9.41 
× 10−5 cm2V−1 s−1 in pristine TaON, calculated values that are at least two orders of 
magnitude smaller than the measured values. Liu [194] et al. investigated the charge
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transport properties in Ta2O5, TaON, and Ta3N5 by polaron hopping and band-like 
models. From the polaron binding energies and hybrid functional calculations, they 
found the charge transport mechanism to be small polaron hopping in Ta2O5, whereas 
in TaON and Ta3N5 hopping may not occur. Furthermore, the calculated mobility 
from the band-like model was not found consistent with experimental results neither. 

These examples underscore the challenges with DFT approaches when inves-
tigating polarons in semiconductor. Which method to use (DFT+U or hybrid func-
tional), and what values of +U values or of the fraction of HF exchange, are unsettled 
questions. There is a clear need for more accurate theoretical treatments, possibly 
some derived from molecular wavefunction formalisms and extended to the solid 
state. 

4.2 Exciton Structure and Dynamics: Cross-Validation 
of Theory and Experiment. 

In the same vein of validation of theory and experiment, recent experimental findings 
and chemical descriptions of excitons and polarons in selected oxides can be viewed 
as challenges to theory! The theoretical characterization of these ‘species’ with the 
most advanced tools of electronic structure of molecules and solids should prove a 
fertile ground for cross-validation of theory and experiment. 

Exciton in Fe2O3: Emerging XUV experimental techniques are providing remark-
able descriptions of the electronic structure of excited states (excitons) in short times 
following the event of light absorption [40]. By following the oxidation states of the 
elements through XUZ spectroscopy, the Baker group assigned a generation time of 
less than 100 fs to e−/h+ excitons in Fe2O3, Co3O4, and NiO, and a small polaron 
relaxation time of ~660 fs. Perhaps most striking is the assignment of the exciton 
radius of a single metal-oxygen bond length, as schematically displayed in Fig. 15. 
To the best of our knowledge, this is the first atomic scale ‘localized’ description of 
an exciton (excited state) in a ‘strongly correlated’ extended system. In fact, discus-
sions of excitons are most often in terms of band theory, rarely in terms of ‘localized’ 
concepts as in the present cases. 

Highly accurate excited-state methods have been developed in recent years in 
chemistry, but, typically, they are not benchmarked against metal oxide data. Time-
dependent DFT (TDDFT) is also extensively used in chemistry as it permits to investi-
gate larger systems at reduced computational costs. The availability of the ‘localized’ 
atomistic pictures for the materials mentioned above offers the opportunity to vali-
date experiment against ‘molecular-based theories of excited states while validating 
excited states theories applied to strongly correlated systems against experiment. 
Beyond Fe2O3, we could consider similar investigations of Co3O4, and NiO for 
which XUV characterization is available. Perhaps most intriguing would be similar 
exciton studies of BVO, a material in which the configuration of the metal cation is
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Fig. 15 Illustation of 
exciton in Fe2O, based on 
XUV characterization of 
Biswas et al. [39]. The 
exciton radius is found to be 
of a asingle metal oxygen 
bond length. An electron is 
excited from an O 2p lone 
pair state into the 3d state of 
an Fe atom directly linked to 
the O atom. High-level 
excited state calculations 
will be carries out to validate 
the experiment-derived 
description, while the 
experimental data will help 
to validate the theories 

Fig. 16 h+ polaron structure 
in CuFeO2 adapted from 
Ref. [41]. The hole 
thermalizes into a Cu 3d 
state, with potential mobility 
anisotropy in the Cu layer 
versus across the FeO2 layer 

formally V 3d0 and whether the exciton radius might be or not a single metal-oxygen 
bond length. 

The significance of such studies cannot be over-emphasized. They are far-reaching 
in that address a fundamental issue heretofore not enunciated, mainly the description 
as ‘localized’ of excitons in oxides such as hematite Fe2O3. At the same time, such 
studies would serve as stringent validation, as they’d provide a critical validation of 
excited state theories against experiment for strongly correlated systems like metal 
oxides. 

h+ polaron in CuFeO2: delafossite CuFeO2 is another material of interest. It is 
an earth-abundant metal oxide with good stability in aqueous environments and
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favorable light absorption properties. It is attracting very strong attention as a photo-
cathode [15, 41] for proton reduction. Electron-hole separation efficiency (excition 
lifetime), carrier mobility, and existence of surface states promoting carrier recom-
bination, are issues that can benefit from theoretical characterization [15, 95]. The 
XUV spectroscopy-based description by Baker et al. of the ‘localized’, site-specific, 
structure and dynamics of holes that evolve from O 2p holes into hybridized Cu 3d 
holes within ~500 fs is interesting and challenging [41]. The structure is depicted in 
Fig. 16. It shows a hole localized in a Cu 3d state rather than an O 2p state. From a 
fundamental understanding, it is important to know why holes localize on Cu. Few 
DFT studies of CuFeO2 have been reported. The density of states suggests that O 
2p states and Cu 3d states contribute to the top of the valence band, indicative of a 
strong mixing of the atomic states [195]. We note the symmetric environment around 
Cu sites (Fig. 16), so that the super-exchange interaction of O 2p holes may turn a 
double-well oxygen hole into a single-well Cu hole [196]. We are in a unique posi-
tion to be able to validate the XUV picture, as well as to establish the characteristics 
of e− and h+ transport in CuFeO2. Beyond the electronic structure issue, there is 
the potential for a strong anisotropy in mobility in the Cu layer vs. across the FeO6 

layers, clearly seen in Fig. 16. 

5 Conclusion and Outlook 

In this chapter we presented a broad overview of photo-electro-catalysis, a high 
risk, high-payoff domain of renewable energy. Efficient and cost-effective inter-
conversion of electrical and chemical energy is widely accepted as an essential 
element of a broad strategy toward renewable energy. Current system conversion 
efficiencies, including for solar water splitting, are however far from the level needed 
for practical applications. From the standpoint of computation and modeling, there is 
already a wide body of research that has been instrumental in leading to new under-
standing and predictions of improved electrode materials for PECs with enhanced 
conversion efficiencies. The research encompasses computation and modeling for 
material structure, carrier transport, and redox reactivity. Modern DFT capabilities 
and multiscale models have already led to the characterization of new materials, of 
small polaron structures and dynamics [97, 105, 168], and new redox-active semicon-
ductors, all contributions that are impactful in the field [107, 109]. Continuing devel-
opments and application, supported by cross-validation of experiment and theory, 
are expected to significantly advance the field further in years to come. 
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1 Introduction 

Since the photovoltaic effect was observed for the first time, in particular, many multi-
functional materials have widely been developed to facilitate the direct conversion 
of solar radiation into electricity; thus, enabling the emergence of a promising tech-
nology to circumvent the problem of the energy crisis [1–8]. This nearly 70-year-old
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technology has quickly developed, branching out into different approaches, almost 
all of which are based on the operating principle of solar cells. In sum, the basic prin-
ciples related to the working mechanism of solar cells have been a long study and, 
in turn, are well established in the literature [1]. Wafer-based silicon solar cells have 
widely been dominant in this field. Yet, it is well-known that such photovoltaic panels, 
based on single-crystal silicon, are extremely difficult to manufacture and, in addition, 
have a relatively high cost [2–4]. Also, as we know, the presence of complex defects 
on silicon-based solar cells significantly reduction in their photovoltaic performance 
[5, 7–9]. 

Hence, especially as a result of high energy demand and consumption, it is funda-
mentally important to develop alternatives for wafer-based single-crystal silicon that 
can be cheaper and more efficient. In the middle of the challenges for the use of solar 
energy on a large scale, metal-halide perovskite materials are emerging as promising 
alternatives to single-crystal silicon [10–15]. Particularly, such emerging materials 
have a versatile, easily obtainable structure that is, in turn, tolerant to “defects”, 
but even so, unlike what happens in silicon, electrons manage to permeate these 
imperfections [16–21]. Consequently, a wide variety of strategies have widely been 
developed to design single-junction metal-halide perovskite solar cells architectures 
at a low-cost. Thus, within a decade, the single-junction metal-halide perovskite 
solar cells had a spectacular increase of their power conversion efficiency (PCE) 
from 3.8 to 25.7%, that is, making this promising technology to large-scale commer-
cialization [22, 23] as shown in Fig. 1a. Despite this remarkable and impressive 
progress towards marketing of metal-halide perovskite-based technologies in the 
future, it should be noted that these PEC results usually are obtained more precisely 
for the small perovskite-based solar modules (i.e., with area up to 0.1 cm2) [23– 
31]. However, it is essential to highlight that perovskite-based solar module area 
scaling-up has a significant PEC decrease (see inset in Fig. 1a). Thus, the quality 
of the metal-halide perovskite layer is widely recognized as the key to obtaining 
high PEC values. Therefore, from this perspective, it should note that the fabrication 
of metal-halide perovskite films quality in large-area is still a challenge to future 
commercializing of this technology [23–31]. 

In terms of devices, many directions were systematically investigated, and from 
this perspective, four well-established architectures stand out [32–34] Fig.  1b illus-
trated the architecture standard planar and mesoporous (n–i–p) devices as well as 
inverted planar and mesoporous (p–i–n) devices. In addition to these architectures, 
in particular, there is also the mesoscopic structure that is based on the stacking of 
a mesoporous TiO2 layer, ZrO2 spacer layer, and a carbon electrode and does not 
require an additional hole transporting layer (HTL) [32, 33, 35, 36]. However, it is 
important to emphasize that this mesoscopic architecture will not be discussed in 
this chapter. 

Also, it is well-known that the best PEC results related to photovoltaic perfor-
mance are for perovskite-based solar cells containing lead. In general, there is great 
concern about the toxicity of compounds based on lead, due to their high levels of 
bioaccumulation as well as a high reactivity [37–42]. These metal, for example, do 
not exist naturally in any living organism; do not perform nutritional or biochemical
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Mesoporous Planar 
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Fig. 1 a Comparative representation of the progress in recent years on the PEC efficiency for 
silicon- and perovskite-based solar cell technologies (adapted from Refs. [28, 29]). The digital 
picture inset in (a) shows a perovskite-based solar cell device manufactured in our laboratory. b 
Measures compared without distinction between eligible cell areas: total area, opening area and 
designated lighting area (adapted from Refs. [28, 29]). c Schematic representation of the four main 
types of metal-halide perovskite solar cells architectures (adapted from Ref. [31]) 

functions, so the presence of these metals is highly harmful in any concentration 
[43]. Therefore, from this perspective, mainly due to the high toxicity of lead, there 
are currently several studies aimed at replacing this element with other metallic ions, 
such as Sn2+, Ge2+, Cu+, Ag+, Bi3+, Sb3+, In3+ and so on [44–50]. Until now, these 
emerging metal-halide perovskite-based devices are still suffering from film insta-
bility, which usually leads to reduced lifetime of these devices. Further, mainly owing 
to their myriad outstanding properties, it is notable that these emerging metal-halide 
perovskite materials to be promising candidates for next-generation of light emitters. 

Hence, this chapter compiled the current progress in understanding the structure-
composition-property relationship of light emitters and solar cells devices based on 
emerging metal-halide perovskite materials. Here, a particular emphasis has been put 
on the structure design and advanced characterization of these emerging metal-halide 
perovskites prepared by spin coating as a strategy.
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2 Emerging Metal-Halide Perovskite Structures 

From a geochemical point of view, it is well known that the name perovskite is 
due to the mineral CaTiO3 (calcium titanate), which was the first example of this 
family of discovered materials in 1839 by the mineralogist Gustavus Rose [51]. Thus, 
this fascinating class of perovskite materials (all-inorganic or hybrid) has the general 
formula ABX3, where A and B are cations and X are anions (most often O2− or halide 
ions F−, Cl−, Br− and I−), although perovskites with nitrides (N3−) and hydrides 
(H−) can also be synthesized [51–66]. 

Among these advanced multi-functional materials, in particular, the inorganic or 
hybrid metal-halide perovskites, based on the general stoichiometry ABX3 (e.g., 
CsPbX3 with X being Cl, Br, I or a mixture thereof), have myriad properties that 
are key to use in diverse optoelectronic technologies [22, 42, 67–73]. As is well-
known, the charge balance of a perovskite-like structure usually is obtained through 
the sum of the formal oxidation states of the two metals, which occupy the A and 
B sites, and of the anion, which must total zero (neutral charge). For instance, in 
oxide perovskites, it is well-known that the sum of the oxidation states for the two 
cations must be six, so AIBVO3, AIIBIVO3 and AIIIBIIIO3. On the other hand, more 
specifically in the case of the metal-halide perovskites, the sum of the oxidation 
states for these two cations must be three, so the only possible ternary combination 
is AIBIIX3 [74]. Also, it is well-known that these multi-functional materials can 
easily be obtained in high complexity structures (such as 3D, 2D, 1D, and 0D) by a 
wide variety of synthetic strategies [53]. 

As we know, the ideal metal-halide perovskite has a cubic structure belonging to 
Pm3m space group [75, 76]. Until now, most studies have focused on this specific 
structure; however, it is well-known that depending on the tilting/rotation of the 
[BX6] polyhedral clusters in the ABX3 lattice, particularly this material can also 
adopt other phases: such as β-tetragonal and two γ- and δ-orthorhombic, respec-
tively, in addition to the desired α-cubic structure [53, 62, 74, 77–85]. Hence, in this 
perspective, Goldschmidt [86] has introduced an empirical factor, usually known 
as the Goldschmidt tolerance factor (τ), which is a well-established dimensionless 
indicator for predicting stability of the cubic perovskite-like structure, which can be 
defined by the ratios of the ionic radii constituting A, B, and X (Eq. 1). That is: 

τ = 
Ra + Rx √
2(Ra + Rb) 

(1) 

Hence, based on this empirical factor the cubic structure is most stable in the 
range of 0.8 < τ < 1.0  [86]. When the ratio of the ionic radii deviates from the ideal 
value range, particularly geometric deformations and distortions of the crystal arise, 
leading to the stabilization of other phases described above [87]. For instance, Li 
et al. [88] studied 186 complex ABX3 systems based on metal-halide perovskites by 
the Goldschmidt tolerance factor, where they obtained an accuracy of about 96% in 
predicting the stability of the cubic phase. In the last 95 years, the stability of cubic



Emerging Metal-Halide Perovskite Materials for Enhanced Solar Cells … 49

metal-halide perovskites has been usually evaluated by using this empirical factor; 
however, it is well-known that its accuracy is often insufficient [89]. In this regard, 
several modifications were developed to improve the accuracy of these predictions to 
accelerate the development process of these materials. Zhang et al. [87] investigated a 
series of 376 ABO3-like compounds in order to establish a new criterion to determine 
the structural stability of perovskite-like compounds. For this, these authors relied on 
the bond lengths of crystal lattice former (A—O) and crystal lattice modifier (B—O) 
derived from the bond valence model for the calculations of the tolerance factors, 
which are found in the range of 0.822–1.139. Therefore, the overall instability for the 
compounds was identified as being less than 1.2 vu (valence units) as well as increases 
with decreasing oxidation state of B cations (i.e., A+B5+O3-type > A2+B4+O3-type 
> A3+B3+O3) [87]. In addition, Bartel et al. [89] have also proposed a new tolerance 
factor, which is more accurate that the Goldschmidt tolerance factor, defined in the 
following equation (Eq. 2). That is: 

τ = 
r X 
r B 

− nA 

⎧	 
nA − 

r A/r B  
ln(r A/r B) 

⎫ 
(2) 

where nA is the valence of cation A, and rA and rB are specifically the values of ionic 
radii of the cations A and B (being rA > rB by definition). According to this new 
tolerance factor, both oxidic and halide perovskite assume a stable cubic structure 
when τ <4.18 [89]. Also, as mentioned before, mainly due to the high toxicity of lead-
based compounds, however, there are currently several studies aimed at replacing 
this element with other metallic ions, as well as, including the present mixed species 
in the B site [47–50, 90]. These strategies involving different combinations have been 
extensively investigated in this field to identify new lead-free halide perovskites (see 
Fig. 2b) that are potentially promising for applications in solar cells and as light 
emitters. 

In addition to the formal ABX3 stoichiometry, it is possible to obtain perovskite-
like materials ordered by vacancy (e.g., A2BX6 and A3BX9) where the sites of 
cations A and B are partially or totally vacant, or replaced by a combination of 
other cations [91–94]. As we know, double perovskite-like structures, converted into 
a quaternary formula AI 

2BIBIIIX6 are usually formed by a mixture of monovalent 
(BI) and trivalent (BIII) cations coexisting together in the crystal lattice [92–94]. The 
main strategies used to replace Pb in perovskite-type materials: (i) using homovalent 
elements (e.g., Sn, Ge, and the other) (ii) based on the use of heterovalent elements 
(e.g., Bi and Sb) that are usually divided into two subcategories: ion splitting and 
vacancy-ordered formation [94]. Hence, from this perspective, we believe that a 
more fundamental understanding of these structural alterations is, of course, the key 
to the future commercialization of optoelectronic technologies based on inorganic 
or hybrid halide perovskites.
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Fig. 2 Diagram showing the most used techniques for the formation of emerging metal-halide 
perovskite layers (adapted from Ref. [144]) 

2.1 Homovalent Elements 

To replace lead in the all-inorganic and hybrid halide perovskite structure, the easiest 
is to replace with cations of similarly ionic radii and in the (+2) oxidation state. 
Thus, in this direction, the most obvious choice would be to replace Pb2+ with 
another atom from Group IV in AB(II)X3 lattice. In particular, an interesting alter-
native is the replacement of this element by tin, since Sn2+ has a very similar ionic 
radius to Pb2+, 1.35 Å and 1.49 Å, respectively. All-inorganic and hybrid Sn-halide 
perovskites showed promising optoelectronic properties, as well as, have an attrac-
tive bandgap value in the range of 1.2–1.6 eV [95, 96]. In addition, the researchers
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have observed for these Sn-based perovskite materials a long diffusion length and 
electronic mobility than superior to traditional semiconductor materials, such as 
CdTe and Si, which have been often used in solar panels [44, 72, 97–102]. However, 
despite the remarkable properties of this ASnX3 system, where A can be most often 
methylammonium (MA), formamidinium (FA), and cesium (Cs), these perovskites 
are highly sensitive to moisture and the presence of oxygen, which cause a rapid 
process of oxidation from Sn2+ to Sn4+ and, as a result, the perovskite geometry 
distorts and the optical and electronic properties change significantly during this 
process [67, 102–104]. 

Another candidate for replacing Pb in perovskites is germanium itself, Ge2+, 
previously mentioned [105–107]. In the Cs-Ge-X ternary system, there is a bandgap 
value at room temperature of 1.6 eV for CsGeI3, 2.3 eV for CsGeBr3, and about 
3.2 eV for CsGeCl3, respectively. Thus, it is observed that the bandgap increases 
with the decrease of the ionic radius of the halogens (2.20 Å, 1.96 Å, 1.81 Å) 
[72]. All-inorganic halide perovskites based on germanium exhibit a crystal structure 
formed by octahedral clusters of [GeX6]4− similar to that observed in lead halogenate 
perovskites. Under ambient conditions, in particular, the CsGeCl3 phase has a cubic 
crystal structure, while the bromine (CsGeBr3) and iodine (CsGeI3) halides have a 
distorted rhombohedral structure, which is caused by the second-order Jahn-Teller 
effect [105]. Sun et al. [106] have investigated the MAGeX3 (X = Cl, Br, I) properties 
through theoretical calculations and observed similarity to the MAPbI3 compound 
in terms of the conductivity, stability and optical properties. 

Nagane et al. [108] synthesized perovskites varying the composition of Sn-Ge and 
studied their application in solar cells. For Ge-doping MASnI3, a phase-transition 
of tetragonal-to-trigonal was observed from the CH3NH3Sn0.25Ge0.75I3, which 
increases the tolerance factor from 0.84 (pure MASnI3) to 0.93 (MASn0.25Ge0.75I3), 
as well as, the stability of such-doped samples [108]. Also, the bandgap of this Sn-Ge 
based halide perovskites have a bandgap value in the range of 1.3 eV (MASnI3) to  
1.9 eV (MASn0.25Ge0.75I3), respectively. In addition, the MASn0.5Ge0.5I3 composi-
tion showed a bandgap of 1.5 eV with low structural disorder [72]. However, it is 
known that Pb2+ has a better applicability due to its superior stability when compared 
to Sn2+ and Ge2+. 

On the other hand, Filip and Giustino have performed a computational screening 
of all homovalent metal ions (B-site+2 cations) that could replace lead in a perovskite 
halide configuration [98]. For this computational study, were adopted two criteria that 
are important for solar cell applications. Firstly, the stability of the cubic perovskite-
like structure. Secondly, a direct bandgap value smaller than 2 eV. In this way, a 
series investigated of perovskite compounds have a reduction from 248 to 25, based 
on these two criteria, of which 15 have not yet been proposed for used in solar cells. 
Finally, these authors concluded that the partial replacement of Pb by Mg can help 
to reduce the toxicity of hybrid halide perovskite, at the same time maintaining its 
remarkable optoelectronics features [98]. In addition, Korbel et al. [109] performed 
an extensive study on perovskite-like materials, from over 32,000 possible ABX3 

combinations, with only 199 hypothetical perovskites being stable (within 25 meV) 
in nice agreement with study of Filip and Giustino [98].
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2.2 Heterovalent Elements 

2.2.1 Ion Splitting Subcategory 

Firstly, in this subcategory, we will initially address the mixed anionic compounds, 
with general formula AB(Ch,X)3, where Ch = chalcogen and X = halogen [94, 110, 
111]. Such compounds has been recently examined by Sun et al. [112]. These authors 
found that the CsSnS2Cl exhibits optical properties most relevant to applications in 
solar cells than for CsSnI3. In this way, it is well-known that most of the work on 
AB(Ch,X)3 is based on the Bi (non-toxic heterovalent elements) replacing the Pb 
element; causing it to maintain the 3D perovskite structure and charge neutrality, 
and the anion was replaced by dual (halogen and chalcogen) anions. Among these 
materials, especially MABiSI2 and MABiSeI2 being highlighted, due to their optimal 
bandgap value (1.3–1.4 eV) for applications as solar cells [100]. Also, it is known 
that the substitution of Pb by Sb or Bi in AB(Ch,X)3 compounds reduces its dimen-
sionality structural, that is, leading to new and tunable physical properties [113]. As 
we know, the mixed chalcogenide–halide-based perovskite formation leads to higher 
stability structural. In turn, it is an exciting feature for lead-free halide perovskites, 
which still face major stability problems. This fact has been usually assigned to 
the more covalent bond character found for these compounds [110]. Although none 
novel absorber materials has been identified from this new class of perovskite-like 
compounds [97]; however, it is important to emphasize that the research with these 
chalcogenide-halide-based systems is still in its infancy. Finally, from this perspec-
tive, it has been widely recognized that chalcogenide-halide-based systems has latent 
potential for many optoelectronics applications, and for this reason they promise to 
shake up this important field of research in the future. 

2.2.2 Mixed Cationic Compounds 

To make up for the problems related to the replacement of Pb by Sb or Bi elements, 
the strategy of obtaining double halide perovskites, A2B(I)B(III)X6 type, with substi-
tution of the B site by mixed cations (B = B+, B’  = B3+) was explored [114, 115]. 
Zhao et al. [116] proposed a classification, in terms of electronic structure and chem-
ical stability for the elements that can occupy the BI-site (A2B(I)B(III)X6). Based on 
these results, elements of group IA (Na+, K+, and Rb+) contribute to the increase BI-s 
orbital energy, raising the conduction band position. While that elements of group IB 
(Cu+, Ag+ and Au+) may provide a significant variation in bandgap value as well as 
is responsible for changing the valence band of these materials. On the other hand, 
these authors also identified that use of elements of group IIIA (In+ and Tl+) induces 
an expansion of the octahedron [B(I)X(VII)6] clusters as well as contribute to a 
reduction of the octahedron [B(III)X(VII)6] clusters. Such structural alterations may 
contribute to raising the top of valence band in A2B(I)B(III)X6 compounds [116]. 
Also, in such compounds, it has been observed that increasing the ionic radius of
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the halogen contributes to a reduction in the bandgap, while the B(III) site change, 
e.g., from Sb3+ to Bi3+, leads to a significant increase in the bandgap [114]. Finally, 
the alkali metal cations selected to occupy the B(I)-site not contribute ionicity to the 
band edges. 

A2B(I)B(III)X6 perovskites are also known as “elpasolites”, named after the 
mineral K2NaAlF6. Giustino et al. [39] verified the chemical elements of the peri-
odic table that belong to the elpasolite halides. In their research the authors report 7 
elements for the A-site (cations), 8 elements for the B(I)-site (including NH3+ and 
CH3NH3+), 34 elements for the B(III)-site (cations) and 5 elements for the X-site 
(including cyanide CN−) [39]. 

Double halide perovskites with alkali metal B(I) cations have 0D dimensionality 
and have a wide-bandgap feature [94, 117–119]. However, for these complex struc-
tures, transition metal cations with multiple oxidation states and/or partially occupied 
d or f orbitals are not desirable for the B(III)-site [94]. Because they can introduce 
deep defect states and very low band edges located [94]. Finally, the anions of halides 
to the X-site, as mentioned before, as the halides change from F−, Cl−, Br− to I−, 
the bandgap generally decreases [116, 120–124]. 

Furthermore, the vacancy-ordered double perovskite structures, with formula 
A3☐B(III)X9 or A2☐B(IV)X6, has been the focus of several studies and usually 
are structurally characterized by an antifluorite array of isolated octahedral units 
linked by A-site cations [125]. These phase transitions in these systems are driven 
by a mismatch in the ionic radii of the constituent atoms [126]. 

In the case of the A3☐B(III)X9 compounds, the replacing Pb(II) with a group 15 
element will result in materials that can assume a 2D or 0D crystal structure [127]. 
Chang et al. studied the crystal structure of the following synthesized compounds 
Rb3Sb2Br9, Rb3Sb2I9, Rb3Bi2Br9, Rb3Bi2I9 and Tl3Bi2Br9. The crystals obtained 
showed two types of double-layered crystal structures, which are characteristic of 
the sharing of corners of the BX6 octahedron. The differences between the A3B2X9 

types can be attributed to specific structural distortions in the close packaging of 
the underlying AX3. In this way we have two polymorphisms for the compound 
A3B2X9 [128]. For instance, the A3Bi2X9 vacancy-ordered perovskite-like mate-
rials can crystallize most commonly in a trigonal structure (P3m1 space group) of 
low dimensionality. Likewise, in particular, Cs3Sb2I9 can crystallize into 0D shape 
(P63/mmc space group) and the 2D <111> stacked layer shape (P3m1), respec-
tively [114, 129–131]. Pal et al. [132] suggest that colloidal nanocrystals Cs3Sb2I9 
(nanoplatelets and nanorods) and Rb3Sb2I9 have the potential for optoelectronic 
applications. In addition, Chonamada et al. [133] has been reported the degradation 
ratio for both polymorphs of Cs3Sb2I9 in form of thin film by the effect of light, water, 
and heat under an ambient atmosphere. Despite the simplicity of being prepared with 
controlled particle size and morphology, in general, such materials are highly chem-
ically unstable and this represents a major challenge for their use and commercial 
exploitation. 

For A2☐B(IV)X6 vacancy-ordered perovskite-like materials, containing non-
toxic transition metals that have a stable +4 oxidation state are promising materials 
for photovoltaic application [134]. In this sense, Sakai et al. [135] have reported a
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series of A2☐B(IV)X6 compounds, with A = Cs+, B  = Pd4+ and X = Br−, with 
cubic crystal structure (Fm3m space group) obtained from direct oxidation of Pd2+ 

to Pd4+ in solution. Among these systems, the authors identified that Cs2PdBr6 has 
a bandgap of about 1.6 eV and hence is a promising candidate for applications in 
solar cells and as light emitters [135]. 

Theoretical and experimental investigations on the Cs2TiI6, Rb2TiI6, K2TiI6 and 
In2TiI6, have revealed excellent physical properties for used of such compounds 
in optoelectronic technologies [136]. The band structures of these A2TiI6 vacancy-
ordered perovskite-like materials show a very dispersive conduction. 

López-Fraguas et al. [137] analyzed the fast structural evolution due to degradation 
of the CsSnI3 films leading to the formation of the Cs2SnI6. These authors reported 
that PLQY for these film deceases significantly. In general, it is well-known that the 
oxidized Sn4+ ion in perovskite-like structures can act as a p-type dopant, inducing 
a process of self-doping, that in turn limits its efficiency in energy conversion [72, 
138]. To avoid the Sn2+ oxidation process, Lee et al. [107] used the SnF2 compound 
as a reducing agent in the formation of FASnI3. While that the Umedov et al. [139] 
have demonstrated the effect of adaptation of the A site (by the addition of Rb and 
Ag) on the stability of the Cs2SnI6 films in ambient air. 

3 Synthesis Protocol for Emerging Metal-Halide 
Perovskites 

One of the greatest advantages of metal-halide perovskite-based solar cell tech-
nology, compared to other technologies, is precisely the manufacturing simplicity 
with tunable properties [140]. Thus, the long path for the evolution and development 
of metal-halide perovskite-based devices was marked by a constant improvement of 
deposition techniques, an evolution achieved from an increase in the understanding of 
crystallization processes [141]. Particularly, it is well-known that the kinetics of the 
perovskite formation reaction is relatively fast, and there are several film formation 
methods that confirm this kinetics. Hence, the quality of the metal-halide perovskite 
films depends on optimizing parameters related to the concentration of precursors, 
solvent, temperature, rotation speed, time, and even the post-deposition processes 
[142–144]. 

In particular, spin-coating is a solution-based strategy for the simple fabrication 
of thin films at a low cost, which has received a lot of attention amid the metal-halide 
perovskite preparation methods [144]. For this reason, in this work we will high-
light the recent advances made based on the use of this simple strategy. Figure 2 
shows the most used perovskite growth strategies based on spin-coated technique 
[144]. Of course, spin-coating can produce thin films of high quality with controlled 
and uniform thickness (i.e., if the viscosity is homogeneous over the entire area 
of the substrate, regardless of the slip force) [145, 146], even in dry-box condi-
tions and substrate up to 100 cm2 [147, 148]. During the spin of the substrate, the
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centripetal force overcomes the gravitational force and the solute is spread throughout 
the substrate, forming a film. The substrate in constant speed rotation causes uniform 
evaporation of the solvent, therefore it is expected that the film thickness will also 
become uniform [149]. Furthermore, it is well known that the volatility of solvents 
affects the crystallization process of thin films significantly [150]. Finally, as is well 
known, the film thickness resulting is, in turn, dependent on the solution concentra-
tion of the target material used as well as is usually proportional to the inverse of the 
spin speed squared (in the case of the same concentration) [145, 146, 150]. 

3.1 One-Step Deposition 

In this approach, all precursors of the final material are added in a single solution, 
which is subsequently deposited under the substrate, followed by a heat treatment 
step. The main aspect of this deposition strategy consists of mixing organic and 
inorganic precursors in common solvent(s), generally gamma-butyrolactone (GBL), 
and/or dimethylsulfoxide (DMSO), and/or, dimethylformamide (DMF) as well as 
the combination of more than one solvent [151–153]. The physical-chemical differ-
ences between the organic and inorganic species imply, among other issues, diffi-
culty in obtaining an adequate dissolution of both precursors in a common solvent, 
resulting, therefore, in films with flaws and moderate coverage rate [151]. Although 
this approach is extensively used and simple, the precursors used can undergo 
several chemical reactions in the mixture, influencing both the resulting film and 
the performance of photovoltaic devices [154]. 

3.2 Two-Step Deposition 

In this approach, the inorganic and organic compounds are dissolved separately and 
deposited in sequence (inorganic compound is dissolved in DMSO or DMF and the 
organic one in Propanol) [143, 155, 156]. The inorganic compound is deposited first, 
after heat treatment, the organic compound dissolved in propanol is deposited, since 
inorganic compounds, such as PbI2 and others, used do not dissolve in propanol. 
Additional control over the thin film morphology can then be obtained with this 
deposition strategy, as it is possible to obtain uniform cuboid perovskite crystals, 
while the one-step method usually presents an irregular morphology as well as have 
a high density of pinholes [155]. In addition to the possibility of creating layers of 
different materials, based on deposition in more than one step makes it possible to 
create surfaces with different characteristics that can bring greater light absorption 
and consequently induce higher PCEs values for metal-halide perovskite solar cells 
[157]. Zheng et al. [158] studied a one-step spin-coating process and compared it with 
two-step spin-coated, in which the best photovoltaic performances of the perovskite 
devices with a rough interface of perovskite, which was synthesized with two-step
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spin coated as strategy. Despite that, the deposition in two steps or even more steps 
present an equally challenging and expensive, since there is a production step at each 
new synthesis step, that is, an additional expense from a commercial point of view. 
Nevertheless, using this approach, it is possible to obtain perovskite in nanoscale size 
that can be used as a sensitizer in dye-sensitized solar cells [159, 160] expanding the 
perovskite applicability to other photovoltaic technologies or light-emitting devices 
[161–166]. 

3.3 Solvent-Engineering 

Among the strategies of film deposition that have brought good results in metal-halide 
perovskite solar cells is, of course, the solvent engineering protocol [167–170]. Jeon 
et al. [171] have in addition to using two solvents simultaneously, GBL and DMSO, 
was the first to report the use of an anti-solvent method, obtaining perovskite films 
of high crystalline quality, and indeed, high PEC values of about 16.2%. In general, 
this approach consists of preparing a perovskite solution usually based on a solvent 
mixture (DMSO/GBL or DMSO/DMF) capable of producing denser layers than the 
conventional one-step method, taking advantage of the control of the crystallization 
process [172]. During the last seconds of spin coating rotation, a perovskite non-
solvent (e.g., toluene, chlorobenzene, dichlorobenzene or diethyl ether) is placed on 
the perovskite film, leading to the formation of the MA2Pb3I8.2DMSO intermediate 
[168–170]. The DMSO molecules do not allow the direct formation of perovskite 
to occur, thus forming an intermediate, which with heat treatment loses the DMSO 
molecules, forming perovskite [167]. This deposition strategy, in particular, have 
achieved PEC values above 20% [173, 174]. Xiao et al. [175] studied the conven-
tional one-step method followed by a subsequent addition of chlorobenzene (CBZ) 
leading to an acceleration of the formation of the perovskite layer with greater homo-
geneity, and consequently higher quality. Jeon et al. [173] observed that with the use 
of the solvent engineering technique (addition of toluene) there is the formation of 
a dense film and totally covered in TiO2. In addition to the change for the better 
in the density and quality of the formed film, there was also an acceleration of 
the drying process of the perovskite film. Furthermore, it has been observed that 
solvent engineering strategy lead to a redissolution of the grains and later recrys-
tallization faster, that is, causing the grain size to be close to the film thickness 
[176]. Although solvent engineering technology is a promising methodology, two 
important issues remain to be resolved. First, the effect of non-polar solvent on the 
mechanism of perovskite adduct formation, and second the ratio that leads MAI-
PbI2-DMSO adduct plays a more important role in the crystallization process than 
MAI-PbI2-dimethylformamide (DMF) is also unclear [172].
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4 Opportunities in Optoelectronic Technologies 

4.1 Applications as Light Emitters 

With the ever-increasing demand and consumption of various lighting and electronic 
display devices consuming more than 20% of worldwide electrical energy per year, 
it is imperative to develop more energy-efficient devices [177–180]. In terms of elec-
troluminescence types, it has been demonstrated that both the narrowband emission 
derived from free excitons as well as broadband white light emission arising from 
self-trapped excitons could prove to be quite beneficial in light-emitting applications 
[179, 181, 182]. 

As is well-known, the nature of the optoelectronic behavior on semiconducting 
materials relies on the efficiency of carrier separation between the photogener-
ated charge carriers and the subsequent carrier recombination for mutual conver-
sion between light and electricity [138, 183–185]. Due to their unique optoelec-
tronic properties such as superior light absorption, excellent carrier transport perfor-
mance arising from long diffusion lengths, high photoluminescence quantum yields 
(PLQY), low exciton binding energies, along with their strong defect tolerant 
behavior make this class of emerging multi-functional materials such potential candi-
dates for developing next generation optoelectronic devices [15, 53, 127, 185–191]. 
Despite having such fascinating optoelectronic properties, the widescale commer-
cialization process of emerging metal-halide perovskite materials hasn’t been kicked 
off due to intrinsic material toxicity and inferior stability to silicon-based technolo-
gies [15, 33, 192]. Therefore, it is imperative to address the existing challenges 
alongside a continuous search of emerging metal-halide perovskite-based semicon-
ductors, especially lead-free compounds, with improved optoelectronic performance 
that will hold the key to the future development these field [185, 193–195]. 

In principle, usually, an excellent light-harvesting material should also be good 
light-emitting material, but the materials used and the design principles require 
different approaches whether the materials are applicable in photovoltaic or light-
emitting devices [52, 196, 197]. For light-emitting devices, it is well-known that the 
efficient and fast radiative recombination of excitons is quintessential, whereas, for 
photovoltaic devices like solar cells, effective charge separation of excitons is critical 
to extract the charges and convert the charges light to electrical power generation 
[198–203]. As such, the family of metal-halide perovskites offers a rich variety of 
convenient frameworks to systematically study the effects of dimensionality, compo-
sition, and structural disorder on its electronic configuration and how it affects the 
optoelectronic properties of the materials [15]. 

In metal-halide perovskites, within a given dimensionality, the optical response 
is readily modified through substitution of the halide component leading to alter-
ation in the valence band positions [73, 204, 205]. Generally, in mixed-halide-
based perovskites, such as CsPb(Br1-xClx)3 or CsPb(I1-xBrx)3, it provides emission 
tunability in the range from 400 to 700 nm with PLQY varying anywhere from 50 to 
90%. Whereas, in a mixed cations-based systems, such as (FA1-xCsx)PbI3, it offers
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less optical tunability with bandgaps residing in the range of 1.48– 1.73 eV [73, 204, 
205]. This bandgap variation in mixed cations-based halide perovskites is primarily 
due to modified spin-orbit coupling at the edge of the conduction band. Significant 
changes in the optical properties have been observed upon dimensionality reduc-
tion, particularly in the quantum confined two-dimensional layered Ruddlesden-
Popper like perovskite analogs (quantum wells). Such complex structures possess 
enhanced exciton binding energies (reduced PL lifetime) leading to giant oscillator 
strengths and optical non-linearities [206–210]. Stokes-shifted PL bands also arise 
from bound exciton states depending on the organic component resulting in modi-
fication of dielectric environment [206–208, 211, 212]. Besides being temperature-
independent, the strong exciton-phonon coupling has also been reported for some 2D 
perovskites (C6H5C2H4NH3)2PbI4, which directly attributes to polaron formation. 
On the other hand, self-trapped excitons (and biexcitons) in atomically thin, layered 
2D perovskites sheet-like structures display a significant role in the non-linear optical 
response, mainly due to the enhanced binding energy. Hence, it is well-known that the 
optical response of 2D perovskite-based LEDs can, in principle, be easily modulated 
by rational varying the organic cations, organic chain, layer number, and so on. The 
performed initial reports on physical properties of pure phase 2D perovskite-based 
LEDs has been realized for (CH3(CH2)3NH3)2(CH3NH3)n−1PbnI3n+1 Ruddlesden-
Popper like systems [206–208]. These vertically oriented films were conducive to 
efficient charge injection and transport, leading to high electroluminescence effi-
ciency. Due to the phase purity of 2D perovskites, it is expected that LEDs will 
demonstrate high stability, being operational at low turn-on voltages and could be 
driven at a high current density of a few A/cm2. Later in 2017, Chen et al. [213] intro-
duced aromatic alkyl amines into 2D perovskites, which changed the crystal structure 
from cubic to rod-like and finally a thin film. Interestingly, the electroluminescence 
of the resultant LEDs was tunable from green to blue just by modifying the struc-
ture. Besides modification of materials, altering the device processing and fabrication 
could also play an important role. For example, in 2018, Yang et al. [214] used a  
quasi-2D perovskite through composition and phase engineering, thereby obtaining 
thin films with efficient external PLQY reaching up to 14.36%. In addition, the 
crystallization process could play a key role affecting the optoelectronic properties 
of the material. Based on this, Quan et al. [215] explored how different bandgap 
domains affect the PLQY and LED performance by preparing 2D perovskite-based 
on PEA2(MA)n−1PbnBr3n+1 and engineered solvent composition during the crystal-
lization process, thereby achieving a EQE of 7.4% with an average brightness of the 
fabricated LEDs close to 8400 cd/m2. 

Lead-free double perovskite variant based on Cs2AgInCl6 with low dimension-
ality has been recently proposed as warm white-light emitters exhibiting a broadband 
spectrum in the range of 400–800 nm [216, 217]. From stability point of view, all-
inorganic perovskite variants exhibit higher stability than organic-inorganic counter-
parts. In contrast, the 2D or layered organic-inorganic perovskite variants show higher 
stability against moisture than their 3D all-inorganic counterparts. Some studies 
also noted that A3B(III)2X9 QDs exhibit wider PL spectra and larger Stokes shift 
compared to 3D MAPbX3 QDs which could be attributed to strong electron-phonon
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coupling [218–220]. On the other hand, Cs3Cu2I5 represented an all-inorganic 0D 
lead-free perovskite variant exhibiting an efficient broadband blue emission with 
PLQY reaching up to 90% [221]. 

Ma et al. [222] investigated Cs3Sb2X9 0D particles for application in LED devices, 
specifically in the 385–640 nm spectral tuning region. Such materials have a high 
PLQY of about 51.2% and chemical stability. However, it is well-known that the 
Sb-based halide perovskites are more prone to deep defects when compared to Pb-
based halide perovskites. Recently, Hang et al. [223] have reported the relationship 
between the PLQY and the particle size of Cs2AgBi1−xInxCl6 (0  < x < 1).  Among  
these materials obtained, the Cs2AgBi0.125In0.875Cl6 stands out because it can break 
the transition prohibited by parity and retain a direct bandgap, emitting warm white 
light, with a PLQY of about 70.3%. An interesting feature of these results is the light 
stability exceeding three months (ca. 2160 h) higher than the study conducted by 
Luo et al. [217] where the value obtained was 1000 h. 

For Sn(II)-based variants, Zhou et al. [224] first reported (C4N2H14Br)4SnBr6 with 
a near unity PLQY, when embedded within an organic matrix in a host-guest fashion, 
it exhibited a white-light emission with a blue phosphor matrix with a CIE coordinates 
of (0.35,0.39) and a CCT of 4946 K. Following this work, other two-dimensional 
Sn-based perovskite variants has been also recently developed with a PLQY of 88% 
with emission wavelength at 625 nm [225]. Some recent results on the performance 
of light-emitting devices based on lead-free perovskites are summarized in Table 
1. Although these initial few studies are promising, there is still effort required to 
address a few challenges: 

1. The Pb-free perovskite variant LEDs are still far from being commercialized. 
2. The PLQY is still a major hindrance as majority of these Pb-free perovskite 

variants can hardly exceed 80%. 
3. The charge generation and recombination, electroluminescence mechanisms are 

still widely lacking, thus rational design principles (especially with the charge 
transport layers) has not been well established yet wherein can freely control 
emission spectra. 

Table 1 Representative results related to electroluminescence peak emission (EL), maximum 
external quantum efficiency (EQE) and maximum current efficiency (CEMAX) for lead-free 
perovskite-based light-emitting devices 

Device architecture EL λ 
(nm) 

EQE 
(%) 

CEmax (cd/A) References 

ITO/PEDOT/CsSnI3/PBD/LiF/Al 950 3.8 n/a [226] 

ITO/PEDOT:PSS/MASn(Br0.2I0.8)3/F8/Ca/Ag 868 0.058 n/a [227] 

ITO/PEDOT:PSS/PEA2SnI4/TPBi/LiF/Al 633 0.3 n/a [228] 

ITO/PVK/(PEAI)3.5(CsI)5(SnI2)4.5/TmPyPB/LiF/Al 920 3.0 n/a [229] 

ITO/PEDOT:PSS/Poly-TPD/CsCu2I3/TPBi/LiF/Al 550 0.17 0.46 [230] 

ITO/NiO/ Cs3Cu2I5/TPBi/LiF/Al 445 1.12 n/a [231] 

ITO/ZnO:PEI/ Cs3Sb2Br9/TCTA/MoO3/Al 408 0.206 n/a [232]
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Research efforts on exploiting the nanocrystalline nature of inorganic and hybrid 
halide perovskite-based materials for potential light-emitting applications have only 
been a few years, with lead-free perovskite, even at very early stages. Although there 
has been a huge boost in the synthesis and solution processing stages utilizing these 
materials over the last few years, however, must achieve a further understanding 
of their optical properties by introducing synergistic experimental and theoretical 
efforts in the development process. These will give more guidance in establishing the 
structure-property relationships in terms of the material’s electronic property and its 
stability against heat, light, oxygen, humidity, and so on. These joint efforts may open 
new doors for next-generation advanced lead-free perovskite-based optoelectronics. 

4.2 Applications as Solar Cells 

For perovskite-based solar cells, effective charge separation of excitons is critical 
to extract the charges and convert the charges light to electrical power generation. 
Therefore, the efficiency of these devices is conventionally defined as the ratio of 
the output power to the incident power from the light source, per unit area [1]. 
This efficiency is traditionally measured at Standard Test Conditions (1 sun of light 
and device temperature of about 25 °C) and reported by manufacturers in order 
to compare the performance of one device to another regardless of the solar cells 
technology [49, 99, 127, 233–258]. 

In the case of perovskite technology, a broad range of efficiencies have been 
reported because different elements such as architectures (see Fig. 1c), structures, 
compositions, and layers to extract the charges have been used to fabricate perovskite 
solar cells. Therefore, the combination of these elements is reflected not only on the 
efficiency, but also on the stability of devices, opening a lot of roadmaps to improve, 
for instance, the efficiency or another parameter according to the application [34, 49, 
99, 127, 145, 233–258]. In this regard, it is noted that the protocols to fabricate effi-
cient and reproducible devices display a critical role in the development of this tech-
nology [34]. Besides, despite that the precursor-solution chemistry can be considered 
as the key obtaining high-quality films, the coating procedure and perovskite compo-
sition must be optimized simultaneously for achieving higher efficiencies considering 
the particularities of each architecture (n-i-p, p-i-n or mesoporous) [145]. Figure 3 
illustrated the energy-band-alignment diagram of some materials available for fabri-
cation of the single-junction metal-halide perovskite solar cells. In general, it is 
well-known that the nuanced structural differences among interfaces of the target 
perovskite-based devices are critical to its high-performance applications. 

On the other hand, it is worth noted that large-scale manufacturing convention-
ally involved environmental conditions, thus, the protocols and coating procedures 
to fabricate perovskite devices must be optimized considering the environmental
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Fig. 3 Schematic energy-band-alignment diagram of emerging metal-halide perovskite-based solar 
cells based on different materials usually used as electron-transporting layers (ETL) and as hole-
transporting layers (HTL) 

factors. Moreover, the environmental impact of perovskite processing is predomi-
nantly addressed to use the most environmentally friendly solvent for the fabrica-
tion process, and the most environmentally friendly elements to mitigate the main 
drawback related to the toxicity of conventional perovskites [259–273]. 

Accordingly, Chen et al. [107] have reported the application of Cs2SnGeI6-based 
solar cells. The performance of these devices showed high stability, with less than 
10% deterioration in efficiency after 500 h of continuous operation in N2 atmosphere 
under sunlight. Park et al. [235] manufactured a solar cell with Cs3Bi2I9 perovskite 
which showed a PEC above 1%. While that the Correa-Baena et al. [260] studied the 
potential use of A3Sb2I9 (A = Cs, Rb and K) compounds, as photoabsorbent in solar 
cell applications. Cs3Sb2I9 has a 0D structure, the highest exciton binding energy (175 
± 9 meV), an indirect bandgap, and low photocurrent in a solar cell (0.13 mA cm−2).
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Rb3Sb2I9 has a 2D structure, a direct bandgap, and among the materials investigated, 
the lowest exciton binding energy (101 ± 6 MeV) and the highest photocurrent 
(1.67 mA cm−2). K3Sb2I9 has a 2D structure, intermediate exciton binding energies 
(129 ± 9 MeV) and intermediate photocurrents (0.41 mA cm−2). Despite remarkably 
long lifetimes in all compounds (54.9 and 30 ns for Cs, Rb, and K-based materials, 
respectively), the combination of high exciton binding energy and large effective 
masses for electrons and holes, results in photocurrents well below 1 mA cm−2 which 
limit device performance [260]. Nie et al. [261] have reported MASbSI2-based solar 
cell devices, which showed PEC of about 3.08%, under standard lighting conditions 
of 100 mW/cm2. Cortecchia et al. [263] have reported 2D MA2CuClxBr4−x based 
solar cell devices exibiht a low JSC of 216 μA cm−2 and Voc of 0.256 V, with a PCE 
of 0.017%. Abulikemu et al. [264] have reported millimeter-scale (CH3NH3)3Bi2I9 
based solar cell devices with a PCE of about 0.11%, JSC of 491.89 μAcm−2 and aVoc 

of 0.7216 V. Ran et al. [256] synthesized a compact thin film of (CH3NH3)3Bi2I9 with 
a PCE of 0.39% and Voc of 0.83 V. These synthesized devices showed low potential 
loss, but still, a small hysteresis J-V. However, despite these results, the Bi-based 
perovskite devices have a more stability when compared to Pb-based perovskite 
devices [256, 264]. Bein et al. [265] manufactured a solar cell with Cs2AgBiBr6 
perovskite which showed a PEC of 2.43%, a Voc greater than 1 V and good stability at 
ambient conditions, but with a of relevant hysteresis. In subsequent works, performed 
by Wu et al. [266] and later Li et al. [267], based on using of solvent engineering 
strategy, has been reported a relevant decrease in hysteresis of the Cs2AgBiBr6-based 
devices. Representative results on lead-free perovskite-based solar cell devices are 
summarized in Table 2. 

Although the growing number of studies related to lead-free perovskite have been 
published, the most efficient and stable perovskite solar cells are based on lead [268]. 
These facts highlight that there is still much work to do in this topic to avoid the use 
of lead on the fabrication of perovskite devices. Moreover, it is worth noted that every 
innovative technology tries to advance in terms of stability, efficiency, lower costs, 
stability and sustainability when compared to established/predominant technology 
[269–273]. Currently, there are some challenges for the economic advancement and 
use of emerging metal-halide perovskite-based technologies such as the stability (a), 
toxicity (b), upscaling (c) reproducibility (d). 

(a) Stability: 

In addition to high energy absorption and conversion rates, stability and conse-
quent lifetime are essential factors for a viable commercialization of metal-
halide perovskite-based solar cell technologies [271, 272, 274]. Currently, the 
long-term stability or lifetime (T80) of perovskite-based technology on average 
is only a few months, even for encapsulated devices [275]. This short lifetime 
is the result of intrinsic and external aspects [276]. Particularly, the intrinsic 
degradation is mainly related to thermal and light soaking effects. The external 
degradation is mainly related to moisture ingress into the device. Therefore, 
various testing protocols have been used to evaluate and report the stability 
assessment focused mainly on laboratory-scale cells [277–280]. Besides, in
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contrast to photovoltaic technologies such as silicon, the performance estima-
tion during the tests could be affected by the performance loss reversibility 
under day-night cycles [281] and hysteresis effects in the I-V curve [282]. 

Accordingly, it is possible to find different strategies to improve the life-
time, including alteration of their compositions and dimensionality, interfaces 
passivation [283], selective charge contacts [284], barrier designs [285], among 
other strategies. Thus, due that the electrodes and active areas of photovoltaic 
cells must be protected from ambient exposure conditions, it is mandatory 
that the strategies used to improve the lifetime are complemented by a proper 
device encapsulation or external barrier layer to mitigate corrosion processes, 
increase the electrical insulation, and provide mechanical support [286]. 

In this regard, it is worth noting that different encapsulating materials and 
techniques have been used in Perovskite solar devices [287]. For instance, 
ethylene–vinyl acetate (EVA) as encapsulant was successfully tested following 
the temperature cycles test suggested by IEC 61,215 [288]. Polyisobutylene 
(PIB) as a barrier layer shown promising results when the devices were tested 
in thermal cycles and Damp heat tests [289]. A similar approach using carbon 
layer as a barrier was probed in solar cells and minimodules, encapsulating the 
devices with additional glass and epoxy glue, increasing the long stability of 
devices up to 12,000 h of exposure under continuous illumination of one sun 
[290]. Besides, several epoxy resins have been tested as encapsulant material 
to evaluate the outdoor performance of minimodules of perovskite [148, 291]. 

Although a lot of work has been done on this topic [271, 272, 274], it is 
important to highlight that there is still a long way to go, particularly regarding 
incorporation or adaptation of international standards such as IEC 61,215 to 
evaluate the encapsulation process and improve the lifetime. On the other 
hand, due that this technology is in its infancy, and there are few statistical data 
available for large devices operated outdoors [148, 292, 293] it is necessary the 
outdoor evaluation in order to gain insights related to the stability or degradation 
processes of this emerging technology [293]. 

(b) Toxicity 

As is well-known, the most perovskite-based devices were developed using a 
lead-based matrix. However, there is very strict legislation regarding the use of 
lead, especially due to their high toxicity [53], but these rules make an exception 
for lead that is used in the solders of conventional photovoltaic modules as well 
as in other electronic components. This toxicity makes it difficult to accept 
the technology and may conflict with the ESG Environmental, Social and 
Governance) policy that has been sought after worldwide [45]. In this regard, 
more recently, has been developed lead-free halide perovskites [37, 44, 97, 
138]. The most viable substitutes for Pb are Sn and Ge, however, the biggest 
problem with these metals is that they already have chemical instability in the 
required oxidation state (2+), resulting in a perovskite with lower stability [166, 
269, 294–297]. Sn is the metal that has received the most attention [97, 138, 
298] to replace Pb, however, studies [138] have revealed an easy oxidation of
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Sn2+, with an n-type semiconductor behavior, to Sn4+, whose behavior becomes 
that of a p-type semiconductor, which acts as a dopant inside the material, in 
a process called self-doping. Meanwhile, despite its toxicity, Pb has greater 
protection against oxidation. The first work using Sn replacing Pb in perovskite 
was reported by Hao et al. [238], in early 2014. The authors achieved an 
efficiency of 5.73% with MASnI3 perovskite. In the same year, Hao et al. 
[299], using a methylammonium perovskite with a mixture of lead and tin 
(CH3NH3Sn(1-x)Pb(x)I3), and Noel et al. [299], with a study of different solvents 
in the crystallization of perovskite, they achieved similar efficiencies—5.44 and 
6.4%, respectively. Thus, other studies have been carried out in order to improve 
the stability of perovskite solar cells. However, these are recent studies and 
not fully understood, requiring intensification of studies for possible practical 
commercial applications of the devices [300]. 

(c) Upscaling 

There are a number of problems that are caused in perovskite cells with 
increasing size, since larger areas can bring uniformity and morphology prob-
lems [301]. It is necessary to manufacture devices on an industrial scale, making 
the transition from a laboratory scale to a manufacturing scale [302]. Currently, 
most studies in the literature are limited to small areas (<1 cm2), but devices 
to photovoltaic commercial sizes (>1 m2) must be achieved [154]. 

Although different techniques have widely been used to fabricate metal-
halide perovskite-based devices on larger areas (e.g., such as Doctor blade, 
Slot-die, Screen printing, and so on) [145], it is to highlight that spin-coting 
technique has been used successfully in areas up to 100 cm2, obtaining the 
higher efficiencies [303]. This is an important aspect to remark, because 100 
cm2 of size is comparable with the size of silicon solar cells used in modules. 

Accordingly, in order to improve the performance of perovskite technology 
beyond cells, the efforts are mainly focus on the cells interconnection passing 
from cells to, minimodules and modules [292, 304]. In this context, most of the 
perovskite devices are fabricated using three scribe lines or patterns (P1, P2, and 
P3) to interconnect the cells in series and mitigate electrical losses [292, 303, 
305, 306]. This technique is widely employed in other thin-film photovoltaic 
technologies as silicon, CIGS, and polymer [307, 308]. In perovskite devices, 
P1 scribe line is performed on the transparent conductive oxide layer (ITO 
or FTO) to limit the sub-cells area. P2 scribe line is performed on the charge 
transport layers (electron and hole layers) and perovskite layer, intended to clear 
the ITO or FTO layer and allow interconnection between the back electrode 
and the charge transport layers. Finally, P3 scribe is performed to remove the 
back-contact layer and separate the cells. Therefore, the active area is limited 
by P1 and P3 lines. In contrast, the death-area is limited by P3 and P1 lines. 

Consequently, the first certificated minimodule of this technology was 
reported in 2016 by SJTU team, which corresponded to 12.1% of efficiency, 
10 serial cells, and an illuminated area of 36.13 cm2 [309]. Nowadays, it is 
possible to find certified PSC module with an efficiency of 17.9% and 55 serial
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cells [310]. This considerable progress in the up-scaling shows the effort of the 
community. Moreover, the multi-junctions with other photovoltaic technolo-
gies such as silicon and CIGS, opening new opportunities and challenges to be 
explored. 

(d) Reproducibility 

The more robust the synthesis, the more reproducible and less prone to 
small, subtle changes in the manufacturing process will the perovskite cells 
be. A robust process is important for reproducibility and scalability for 
large-scale manufacturing. These small variations in yield and conversion 
between synthesis batches when they are transferred to larger scales can 
generate huge losses, creating a certain risk associated with the imple-
mentation of large industrial plants. Undoubtedly, the reproducibility and 
the search for certification of measurements has been and will continue 
to be one of the biggest challenges for the establishment of perovskite 
solar cells [311, 312]. Here, it is important to mention that mesoporous 
structures in both architecture (p-i-n and n-i-p) helps to mitigate pin-holes 
improving the devices reproducibility. Besides the inverted mesoporous struc-
ture (ITO/NiOx/Al2O3/MAPI/PCMB/Rhodamine/Au) has been demonstrated 
to be feasible for fabricating large-area devices up to 100 cm2 in dry-box condi-
tions by spin coating, improving the reproducibility and reducing hysteresis 
[147, 148]. Finally, the standardization of protocols for the fabrication of 
perovskite devices and ensuring reproducibility is highlighted.

5 Conclusions and Outlook 

Overall, throughout this chapter, we have highlighted the enormous potential of 
the emerging metal-halide perovskites for photovoltaic applications. Certainly, the 
development of this technology will contribute to its popularization and sustain-
able use in the future. New manufacturing methods, device structure and materials 
continue to emerge. However, these emerging metal-halide perovskite devices still 
have several key aspects that need to be improved before their commercial applica-
tion [313], allowing the introduction of a new and high-tech product on the market 
[314]. Finally, in this direction, more studies are needed to improve the stability of 
the devices and other problems still faced, so that it can reach commercialization in 
the coming years, including the use of new strategies such as Machine Learning [311, 
315, 316] for database construction and prediction of the most promising synthesis 
routes to obtain the highest values of PCEs and ECEs. 
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SrTi1-xSnxO3 Thin Films 
as Photocatalysts for Organic Dye 
Degradation: Influence 
of the Composition, Deposition Method, 
and Growth Orientation 

A. L. M. de Oliveira, L. Chantelle, J. F. D. Figueiredo, I. A. de Sousa Filho, 
R. Lebullenger, S. Deputier, I. T. Weber, M. Guilloux-Viry, I. M. G. Santos, 
and V. Bouquet 

Abstract Alkaline earth titanates and stannates with perovskite structure— 
A(Ti/Sn)O3, A = Ca, Sr, Ba—have appeared as emerging materials for photocatal-
ysis applications due to their outstanding physicochemical properties. Particularly, 
SrTiO3 and SrSnO3 have been widely applied for hydrogen production and degra-
dation of organic pollutants. Despite this, little is known about photocatalysis using 
these materials in thin film form. In this chapter, polycrystalline SrTi1-xSnxO3 films 
were grown on amorphous silica substrate by chemical solution deposition (CSD) 
and pulsed laser deposition (PLD), and their photocatalytic activity was investigated 
towards an organic dye degradation. Sn content has a strong influence on the photo-
catalytic efficiency of the films. The higher photocatalytic photodegradation of the 
azo dye was achieved for SrSnO3 films, whatever the deposition method, with the 
highest efficiency for the film deposited by CSD with 55 and 90% of degradation 
and discoloration of the dye, respectively. Oriented and epitaxial SrSnO3 thin films 
were also grown on R-sapphire and (100) LaAlO3 single crystal substrates, respec-
tively, and the photocatalytic behaviour was investigated as a function of the growth 
orientation. In addition, the feasibility to reuse the films in the photocatalytic process 
was evaluated. Our findings demonstrate the high potential use of SrSnO3 thin film 
materials in photocatalysis.
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1 Introduction 

The use of synthetic dyes has increased considerably in recent years, being exten-
sively used by several countries in industries of paper and textiles [1]. Among the 
various dyes, the azo dyes, which are characterized by the presence of the –N=N– 
groups bonded to aromatic ones, constitute the most important class of dyes used 
for such purposes. The release of dyes in effluents can lead to serious environmental 
risks as well as health problems for humans. In this sense, research community as 
well as public agencies have been very concerned about this problem and the use of 
new and/or optimized water treatment processes that aim the complete removal and 
degradation of such substances present in the water is still a need [1, 2]. For instance, 
heterogeneous photocatalysis is a type of advanced oxidative process considered 
an emerging technology widely applied in many industrial and scientific processes, 
especially for hydrogen production and water purification, including dye degradation. 

In this context, the search for new materials with desired photocatalytic efficiency 
continues to be focus of a great variety of studies and perovskite-based compounds 
have shown favourable catalytic properties for these purposes. Over the last years, thin 
films have gained a lot of attention due to their flexibility of applications, including 
photocatalysis [3–7]. Thin films are made up of layers of a material with a thickness 
less than 1 μm, supported on a substrate, which can be produced by different methods 
[8–11] that have a great influence on the quality of the films obtained. The use of 
films in photocatalysis has some advantage when compared to the use of powders. 
For instance, preparing a material as a thin film allows to change its structural and 
microstructural characteristics and properties, besides providing reduction of size 
by miniaturization [8, 11, 12]. Furthermore, the use of thin films in photocatalytic 
process is relatively less expensive than the employment of powders, as they can be 
easily recovered and reused in different batches. 

Anatase (TiO2) thin films had been largely explored for the photocatalytic degra-
dation of textile dyes [4, 13–17]. On the other hand, perovskites, despite the growing 
interest in the use of these materials as photocatalysts, especially for hydrogen 
production [18–21], few papers were found reporting its use as thin films for dye 
degradation. For instance, SrTiO3 [22], NaNbO3 [23] and LaCoO3 [24] films were  
used in the degradation of methylene blue, and La1−xSrxMnO3/graphene thin films 
were applied for acid red 3GN degradation [25]. SrTiO3 is one of the most studied 
perovskites for photocatalytic degradation of organic dyes, however most works are 
conducted in bulk form [26, 27]. Besides being used as photocatalytic material, 
SrTiO3 thin film is also well known for its technological use as oxygen gas sensor 
[28], dynamic random access memories [29], tunable microwave devices [30], among 
others. In relation to SrSnO3, this material is attractive for applications in electronic 
devices [31], as humidity sensors [32], dielectric material used as capacitors [33], as 
anode material for Li-ion battery [34], among others. In relation to photocatalysis, 
SrSnO3 powders have already been applied for hydrogen production [33–37] and 
for dye degradation [38–44]. In recent study, our group has reported the applica-
tion of SrSnO3 [45], Sr1-xBaxSnO3 [46], SrSnO3@ZrO2 [43] and SrSnO3:Eu [42]
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powders towards the remazol yellow gold degradation. Up to our knowledge, nor 
SrSnO3 neither SrSnO3-SrTiO3 films have not yet been evaluated for photocatalysis 
reactions. 

In this chapter, we present the preparation of SrTi1-xSnxO3 thin films by chemical 
solution deposition (CSD) and pulsed laser deposition (PLD) on silica substrate and 
the investigation about the influence of Sn content on the photocatalytic properties of 
SrTiO3-SrSnO3 solid solution towards Remazol dye degradation. In addition, SrSnO3 

has been deposited on (012) α-Al2O3—R-plane sapphire—and (100) LaAlO3 single 
crystals substrates using both methods in order to better understand the influence of 
nature of growth on the photocatalytic behaviour towards the dye degradation. 

2 Experimental Details 

The synthesis of SrTi1-xSnxO3 (x = 0; 0.25; 0.50; 0.75 and 1 coded as STO, 
STS25, STS50, STS75 and SSO, respectively) thin films was performed by chem-
ical solution deposition (CSD) based on the polymeric precursor method and pulsed 
laser deposition (PLD). For the deposition, amorphous silica substrate as well as 
R-sapphire—(012) α-Al2O3—and LAO—(100) LaAlO3—single crystal substrates 
were used. 

For the preparation of the thin films using CSD, polymeric solutions were prepared 
according to the methodology described in previous work about SrTi1-xSnxO3 

powders [47]. The viscosities of the resulting resins were then adjusted in the range 
of 25–30 cP controlling the water content using a Brookfield DVII+ Pro viscometer. 
From these resins, the films were spin coated at 1000 rpm for 3 s and 3000 rpm for 
20 s (Spin Coater model KW-4A Chemat Technology) on amorphous silica (10 × 10 
mm2). Only one layer was deposited for each film. The wet films were heat treated 
at 400 ºC for 4 h to eliminate the organic material, and then crystallized at 650 ºC 
for 2 h in air. 

For the PLD deposition, homemade sintered targets were prepared by solid-state 
reaction using stoichiometric amounts of strontium carbonate (SrCO3, Merck), tin 
oxide (SnO2, Aldrich) and titanium oxide (TiO2, Alfa Aesar) as starting materials 
to obtain the desired compositions. Characterizations by X-ray diffraction (XRD) 
and energy dispersive spectroscopy (EDS) were performed on the different targets 
to assure that the expected perovskite single-phase structure was obtained. The 
SrTi1-xSnxO3 (STS) thin films were grown using KrF excimer laser (Tuilaser Excistar, 
λ = 248 nm, f = 2 Hz, 210 mJ/pulse) with a substrate-target distance fixed at 55 mm, 
at 700 ºC for 30 min under an oxygen pressure of 30 Pa. More details about the 
deposition of SrTi1-xSnxO3 thin films using PLD can also be found in our previous 
work [8]. 

The structural characteristics of the films were analysed by X-ray diffraction 
(XRD). Standard θ-2θ scans were performed with a two-circle Bruker D8 diffrac-
tometer using the monochromatized CuKα radiation. Thin film microstructures were
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observed with a field emission scanning electron microscope (FE-SEM, Jeol 6301-
F) and the optical properties were evaluated using an UV-vis spectrophotometer 
(Shimadzu UV-2550, in the range between 190 and 900 nm) in the reflectance mode. 
Surface roughness was estimated using an Atomic Force Microscope (AFM, Veeco 
D3100, Nanoscope V) in tapping mode with a silicon Nano World Pointprobe NCH. 
X-Ray photoelectron spectrometry (XPS) measurements were performed using a 
PHI 5000 Versa Probe (Physical Electronics Inc., USA) with Al Kα X-ray illumina-
tion, a pass energy of 29.35 eV and at various photoemission angles using electron 
neutralization. 

The photocatalytic property of the SrTi1-xSnxO3 (STS) thin films was investigated 
for degradation of the Remazol Yellow Gold, RNL (Dystar), in aqueous solution of 
10 mg L−1 and pH 6. A homemade photoreactor was used with dimension of 10 
× 10 × 50 cm3 containing two UV-C Biax™ Germicidal lamps (General Electric 
Lighting, 9 W, with maximum emission wavelength of 254 nm). For the experiment, 
each film was submerged into the glass vessel containing the dye solution (4 mL) and 
irradiated during 180 min. The discoloration and degradation of the dye were moni-
tored using a UV-vis spectrophotometer (Perkin Elmer Lambda 1050 UV/VIS/NIR) 
scanning from 200 to 600 nm. The concentrations of the dye after photocatalysis were 
estimated by means of an analytical curve obtained from the absorbance bands of the 
dye at different concentrations. The discoloration was monitored by measuring the 
absorbance at 415 nm while degradation was monitored by measuring the absorbance 
band at 240 nm. Percent discoloration and degradation (photocatalytic efficiencies) 
were calculated considering the initial absorbance of the untreated dye solution and 
the respective concentrations before (C0) and after photocatalytic (Cf) treatment, 
according to Eq. (1). 

E f  f  iciency  (%) = 
C0 − C f 

C0 
× 100 (1) 

3 Results 

3.1 Influence of the Thin Film Composition and Deposition 
Method on the Photocatalytic Activity 

It is known that the crystalline structures of the SrSnO3 (SSO) (ICDD 22-1442) 
and SrTiO3 (STO) (ICDD 35-0734) are orthorhombic and cubic, respectively. Thus, 
in order to compare all the compositions in the solid solution, the diffraction peaks 
were indexed considering a pseudo-cubic unit cell according to the equation of matrix 
transformation, displayed in Eq. (2) [8].
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Orthorhombic unit cell : apc ≈ √ao 
2 

≈ 
bo √
2 

≈ 
co 
2 

(2) 

According to the XRD patterns displayed in Fig. 1, all the films deposited on silica 
are polycrystalline and single-phase with pseudo-cubic perovskite structure. More 
details about this XRD patterns are presented in our recent book chapter reported in 
[9], where we reported the preparation of SrTi1-xSnxO3 thin films on silica substrate. 

The microstructure of the SrSnO3 and SrTiO3 thin films deposited on silica was 
investigated by field emission scanning electron microscopy (FE-SEM) and the corre-
sponding images can be seen in the inset of Fig. 1 [9]. According to the FE-SEM, the

Fig. 1 XRD patterns of the SrTi1-xSnxO3 thin films deposited on silica substrate by a PLD, b CSD. 
Inset: FE-SEM images of the SrTiO3 and SrSnO3 thin films deposited on silica substrate by the 
different methods
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Fig. 2 UV-vis absorption spectra with the estimated direct Eg values for SrTi1-xSnxO3 thin films 
on silica deposited by a PLD and b CSD 

morphology of these films is strongly influenced by the deposition method and the 
composition of the solid solution. Typically, smaller grains were observed for SrSnO3 

thin films, in accordance with the observation of Liu et al. [48]. Different deposition 
method also leads to different microstructures, probably due to different crystalliza-
tion processes (nucleation and grain growth) [49]. Films deposited by PLD present 
dense surfaces with the presence of cracks on SrTiO3 thin films, usually present when 
silica is used as substrate. Samples deposited by CSD have a rougher surface, with 
greater porosity, which can be associated to H2O and CO2 release during decom-
position of the polymeric network [49]. Alves et al. [49] have observed this same 
behaviour for SrSnO3 and CaSnO3 thin films obtained by the same method. The 
authors attributed the difference in the microstructures to different crystallization 
processes (nucleation and grain growth) of the two perovskite materials.

Figure 2a and b show UV-vis spectra for the STS thin films deposited on silica by 
PLD and CSD, respectively. 

The band gaps were calculated using the Tauc method [50]. The results showed an 
increase of the band gap values according to the amount of Sn4+ in the solid solution. 
The band gap of SrSnO3 and SrTiO3 should be dominated by the orbital splitting of 
Sn-O and Ti-O octahedra, respectively. In both cases, the top of valence band (VB) 
is dominated by O2p orbitals. It has been reported that the Sn5sp orbitals are located 
at the bottom of the conduction band (CB) of SrSnO3, while Ti3d sublevels dominate 
in SrTiO3. As the  Ti3d energy levels are lower than Sn5sp ones, a band gap decrease 
is expected when Ti replaces Sn in SrSn1-xTixO3 lattice and a continuous decrease 
on the Eg values from 4.18 to 3.59 eV was observed upon Ti addition along the solid 
solution. Moreover, due to the lower ionic character for Sn4+-O2− bonds in SrSnO3 

compared to those Ti4+-O2− in SrTiO3-type structure [2, 51], SrSnO3 is expected to 
have a larger effective crystal field than SrTiO3, resulting in a larger orbital splitting 
(band gap). Similar behaviour was observed in SrSn1-xTixO3 thin films on MgO 
substrates [48] and in SrTixZr1-xO3 powders [52]. Note that the band gap values 
obtained in the present work for SrTiO3 and SrSnO3 agree with the literature data
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[53, 54], while these values were slightly lower than those previous reported by Liu 
et al. [48]. This difference might be attributed to the polycrystalline behaviour of our 
samples as compared to the epitaxial nature of the films prepared by Liu et al. [48]. 

According to Yuan et al. [55], the increase in the band gap observed for SrSnO3 is 
due to the Sn-O-Sn angles deviation from 180°. As the angle deviates from 180º the 
Sn 5 s nonbonding character of the conduction band minimum is lost and antibonding 
Sn 5 s-O 2p contributions become more important. This feature pushes up the energy 
of the conduction band minimum, resulting in a band gap increase. Other authors 
report that the lower difference in the covalent character between A-O and B-O bonds 
can cause changes in the three-dimensional structure of these perovskites, leading 
to BO6 octahedra tilts and distortions, thus, affecting the O-B-O bond angles intra-
octahedron and B-O-B inter-octahedra. Some other authors associate the decrease in 
the ionic radius of the cations that occupy the A site in perovskite structure with the 
band gap values, in ABO3-type perovskites such as titanates [2, 56] and stannates [51, 
55, 57]. As a result, a variation in band structures may be observed. This phenomenon 
was demonstrated by Zhang et al. [51] in CaSnO3, SrSnO3 and BaSnO3 powders 
and by Borse et al. [21] in Ba(M0.50Sn0.50)O3, (where M=Ti, V, Cr, Zr, Pb and Ce). 
According to Borse et al. [21], the addition of Ti in the structure of Ba(M0.50Sn0.50)O3 

led to a decrease in the band gap value, which is due to the main contribution of Ti 
3d orbitals to the lower part of the Ba(M0.50Sn0.50)O3 conduction band (CB), which 
shortens the band gap as compared to the experimental value obtained for BaSnO3 

(3.4 eV). 
The band gap values calculated in the present work using the Tauc method were 

used to determine the position of the valence band edge (Ev), considering the conduc-
tion band edge (Ec) position reported in literature [51, 58]. The band edge posi-
tions indicate that all electronic transfers between the film surfaces and the adsorbed 
molecules are feasible, and all films may present photocatalytic activity. 

Figure 4 displays the absorbance spectra of the remazol aqueous solution before 
and after photocatalysis using STS thin films deposited on silica by PLD and CSD. 
Comparing the Figs. 4a and b, it is clear that the photocatalytic efficiency is mainly 
associated to the Sn4+ content, even considering that the deposition method also has 
an influence in the photocatalysis due to the microstructure difference. Regardless 
the deposition method used, SSO films present the highest photoactivity, followed 
by films with 75% of Sn4+. According to Fig. 3, electron transfers between the film 
surface and the adsorbate are always feasible. On the other hand, a larger energy 
difference between the Ec and the ⦁O2

−/O2 level as well as between Ev and ⦁OH/H2O 
level is observed for SrSnO3, which is thermodynamically favourable to the electron 
transfer. 

The literature reported the use of alkaline earth stannates as photocatalysts for 
organic dye degradation. For instance, Junploy et al. [59] obtained 85% of discol-
oration of a solution containing methylene blue after 320 min using rod-like SrSnO3 

as photocatalyst. The authors attributed this efficiency to the formation of ⦁OH radi-
cals and superoxide ions during the photocatalytic process, which could effectively 
decompose the organic molecules. Wang et al. [57] showed a high photocatalytic 
activity of CaSnO3 powders in the degradation of methyl orange, rhodamine B and
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Fig. 3 Comparison between band structure and redox potentials of SrTiO3 and SrSnO3 materials. 
*Data for bulk materials adapted from [51, 58]. The band structure of the films deposited in this 
work is shown as indicated. For this, the obtained experimental band gap energies of the films and 
the theoretical VB positions of the bulk materials reported in [51, 58] were considered 

Fig. 4 UV-vis spectra of the remazol aqueous solution before and after photocatalysis and Photo-
catalytic efficiency of the SrTi1-xSnxO3 thin films deposited on silica by a, c PLD and b, d 
CSD
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4-hydroxyazobenzene and assigned this efficiency to the tilted SnO6 octahedra that 
increase the mobility of the charged carriers, especially the photoinduced electrons, 
which govern the photocatalytic activity of the materials. In another work Wang et al. 
[57] have studied the photocatalytic efficiency in the degradation of methyl orange 
of a series of alkaline earth metal stannates MSnO3 (M=Ca2+, Sr2+, Ba2+) powders. 
These authors observed a higher photocatalytic efficiency for CaSnO3 in comparison 
with SrSnO3 and BaSnO3. The activities follow the order of CaSnO3 > SrSnO3 > 
BaSnO3 and the authors attributed the difference of the photocatalytic efficiencies to 
the slight modification of crystal structure caused by the changing of M2+ radius.

Some researchers have been trying to associate photocatalysis with distortions 
in the crystalline lattice [54], as already been demonstrated in alkaline earth stan-
nates [42, 51] and titanates [2] besides alkali metal tantalates and niobates [60]. Such 
structural distortions can inevitably change the physical, electronic, and photocat-
alytic properties of these materials. Sato et al. [61] proposed a model considering 
that charge separation in the initial process of photoexcitation is favoured by dipole 
moment induced by distorted octahedra. In the present case, we believe that the 
higher photocatalytic efficiency for the SSO might be attributed to the distorted Sn-
O-Sn bond angles (<180º) in the SnO6 octahedra in comparison to the undistorted 
Ti-O-Ti (180º) bond angles in the TiO6 ones of the STO thin film. Such behaviour 
has been suggested by Arbuj et al. [2] for Ca, Sr and Ba titanates used for the 
photodegradation of methylene blue degradation and by Zhang et al. [51, 54] for  
stannates of these same cations in the photodecomposition of H2O and evolution 
of H2 and O2. Furthermore, Arbuj et al. [2] studied the photocatalytic efficiency of 
calcium, strontium and barium titanates and correlated the photocatalytic activity of 
these materials to their crystalline structures. They reported that the cubic crystalline 
structure of SrTiO3 does not favour the mobility of charge carriers and thus has low 
photocatalytic efficiency. This factor can also be applied to barium and strontium 
stannates (BaSnO3 and SrSnO3) as demonstrated by Yuan et al. [55]. According to 
the authors, the increase in the electronegativity of Sr2+ and the shorter distance of 
the Sr-O bonds resulted from the octahedral distortion in SrSnO3 crystal structure 
in relation to BaSnO3 can facilitate the transport of charge carriers, especially the 
photoinduced electrons. These electrons can react with the O2 adsorbed on the oxide 
surface, reducing it to a superoxide anionic radical, ⦁O2

−, or even to other radicals 
such as HOO⦁ or ⦁OH, favouring oxidation and subsequent degradation of the dye in 
water [62]. 

Silva et al. [26] studied the photocatalytic properties of SrTiO3 nanoparticles 
obtained by the microwave assisted hydrothermal method and proposed a mechanism 
by which the organic dye can be degraded over the prepared samples. According to 
the authors, two effects are associated with the photocatalytic activity of SrTiO3: the  
first is intrinsic to perovskite-type materials and it is derived from the bulk consisting 
of asymmetric [T i  O6] distorted octahedra, which allow the formation of excited 
octahedral groups [T i  O6]∗ 

d that favours the creation of intermediate levels within the 
band gap; the other effect is associated with surface and interface defects of complex 
clusters [T i  O5.V 

z 
O ], which produce extrinsic defects, decrease the band gap and 

then favour photocatalytic activity. According to the authors, the presence of these
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clusters further favours the formation of hydroperoxide (HOO⦁) and hydroxide (⦁OH) 
radicals, by capturing electrons/holes and increasing the photocatalytic efficiency of 
the materials. 

In a recent work of our research group involving pure and Eu-doped SrSnO3 

particles [42], we have observed that charge separation was associated to two different 
type of distortions in the crystal lattice: i) an intra-octahedral distortion (associated 
with short-range disorder) that is related to the A-O and B-O interatomic distances 
as well as to O-Sn-O angles, and ii) an inter-octahedral distortion (associated with 
medium-range disorder) that is related to the cooperative tilting of the octahedra. 
The degree of these both type of distortions may introduce intermediate energy 
levels (associated to deep and shallow defects) that enhanced charge separation upon 
photoexcitation during photocatalytic process, when they act as electron or hole traps. 

The difference of the TiO6 and SnO6 octahedra environment could lead to different 
photocatalytic efficiencies of the thin films. The highest efficiency of SrSnO3 may 
be related to these factors, since the network of this perovskite consists of distorted 
octahedra, [SnO6] when compared to SrTiO3. The formation of complex clusters of 
the type [SnO5.V 

z 
O ] (where V z O = V x O , V • 

O ou V 
•• 
O ) is also favoured and together 

with the formation of electron/hole pairs (e−/h+) by UV excitation and thus the 
creation of hydroperoxide and hydroxide radials, induce photodegradation of the dye. 
The distorted lattice of SrSnO3 can lead to a better charge redistribution compared 
to SrTiO3 which has a very symmetrical lattice. 

To better explain the low efficiency observed for Ti-richer films in this work, 
especially for SrTiO3 composition, XPS analyses was performed to evaluate the 
surface chemical composition and identify the corresponding chemical valence states 
of Ti cations in SrTiO3 thin film deposited on silica by CSD (Fig. 5). 

The X-ray photoelectron survey spectra shown in Fig. 5a indicate that the surface 
composition of the STO thin film contains the expected elements (Sr, Ti and O), 
while Fig. 5b demonstrates the detailed high-resolution spectrum for Ti 3d. As it 
can be seen, two peaks corresponding to Ti 2p1/2 and 2p3/2 were observed at the

Fig. 5 XPS survey spectrum (a) and high-resolution Ti2p XPS scan (b) of the  SrTiO3 thin film
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binding energies of 464.5 and 458.7, respectively, from which a spin-orbit splitting 
of 5.8 eV can be calculated. These values are close to those observed by Bukauskas 
et al. [63] and confirm the existence of Ti4+ in the sample. No peak assigned to 
Ti3+ was observed, whereas a shoulder observed at 459.5 eV might be associated 
to the presence of Ti2+ species [63–66]. At the same time, the peak assigned to O 
1 s was observed at a binding energy of 527.9–530.4 eV, which corresponds to the 
Ti-O bonds in SrTiO3 lattice [63–66]. The intensity of O 1s and C 2p peaks and 
the broadening in C 2p peak may suggest at least a contribution of absorbed H2O 
and CO2 on the surface of the film. The higher intensity of O 1s and C 2p peaks 
in comparison to Ti 2p indicate that CO2 and H2O might be adsorbed on the TiO2-
type layer, especially at Ti2+ centres on the SrTiO3 film surface. In addition to that, 
peaks attributed to Sr 3d from SrTiO3 film were observed. The comparable and low 
intensity of both signals might suggest that the SrO framework of the SrTiO3 lattice 
might be creating a [Sr-O-Si]-type interface with the SiO2 substrate. All these results 
indicate the presence of Ti2+ on the surface from the exposed TiO terminal, and not 
from the SrO-end type surface.

Comparing the XPS data with the photocatalytic results, it can be inferred that 
the presence of cations Ti4+ and Ti2+ on the film surface, due to the reduction of Ti4+ 

(d0) to Ti2+ (d2) can be responsible for the lower photocatalytic efficiency observed 
for the Ti-rich samples in this work. The energy levels of Ti2+ defects are located 
within the band gap that may not be effective to donate electrons to adsorbed O2 

because it would lead to the formation of Ti+ or Ti0 species, which are not usual in 
these materials and because the energy level of Ti2+ may be below  the ⦁O2

−/O2 one, 
preventing electron transfer. 

A similar behaviour was observed by Chen et al. [67] in TiO2 films deposited on 
alumina. According to Chen et al., these cations can act as defects promoting a higher 
frequency of significant recombination between the photogenerated electrons/holes 
(e−/h+) pairs, which result in reducing the photocatalytic activity of TiO2 films. 

Another important point is the surface exposed in the film. Fu et al. [68] have  
shown by theoretical calculations based on DFT that SrTiO3 contains two types of 
end surfaces, the SrO and TiO2 types. The surface composed of SrO is less favourable 
for the photocatalytic process. In the present work, it seems that Ti2+ species is related 
to the exposed TiO terminal. Although a smaller photocatalytic activity was obtained 
for SrTiO3 thin films comparing to SrSnO3 thin films, a discoloration of about 55% 
was obtained, which can be associated to this more effective surface. 

3.2 Influence of the Thin Film Growth 

To better assess the influence of the thin film growth, SrSnO3 films were also 
deposited on two different single crystal substrates by both CSD and PLD methods. 
The XRD patterns are shown in Fig. 6. 

SrSnO3 films have a high (h00) orientation with a high crystallinity when 
deposited on LAO single crystal substrate, whatever the deposition method. Phi-scans
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Fig. 6 XRD patterns of the  SrSnO3 (SSO) thin films deposited on different substrates by a CSD 
and b PLD 

(not shown here) revealed an epitaxial growth for these films (in-plane ordering). On 
R-sapphire, a polycrystalline growth with a preferential (h00) orientation for the 
film obtained by PLD (textured film) is obtained. The detailed analysis of these films 
was reported by our research group in a previous work [8]. As already discussed, 
the films deposited on silica exhibited a polycrystalline characteristic with random 
orientation. These differences in crystal growth of SrSnO3 films are directly related 
to the substrate nature, which lead also to morphological differences as observed by 
FE-SEM images in our previous works [8, 9]. 

The exposed facets on the crystalline surface of the materials are different when 
they present epitaxial, textured or polycrystalline orientation, with the polycrystalline 
type showing a greater number of exposed facets on the surface and the epitaxial one 
with the smallest number (Fig. 6). On the other hand, not all the crystal facets are 
reactive in the heterogeneous photocatalytic reactions, and this behaviour has been 
demonstrated for TiO2 [63, 65]. Diebold [69] demonstrated that the rutile facets 
constituted by the plane (110) is the most reactive one. Ohno et al. [70] evaluated the 
effect of the {110} and {011} facet type in rutile TiO2 and {001} and {011} anatase 
type particles on the photocatalytic activity of these oxides, having demonstrated 
the higher reactivity of the {110} facet of rutile TiO2. Other studies also support 
the idea that selective exposure of specific facets to anatase-type TiO2 particles 
can increase their photoactivity [71]. Differently, Silva et al. [17] studied the influ-
ence of the exposed facets of TiO2 thin films deposited by PLD on various single 
crystal substrates (C-sapphire, (100)-MgO, -LaAlO3 and -SrTiO3) and on silica in 
the photodegradation of Remazol dye. The authors demonstrated that the films grown
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on C-sapphire presented the highest photocatalytic activity as (001) anatase facet is 
exposed in larger amount on the film surface. However, the photocatalytic activity 
of films grown on MgO and silica substrates also presented meaningful activity as 
compared to the film deposited on C-sapphire. As the films grown on MgO and 
silica presented high (100) orientation and polycrystalline growth, respectively, it 
was not possible to derive a simple relationship between film orientation and photo-
catalytic activity. The authors stated that is not possible to speculate about the nature 
of exposed facets in (001)-oriented TiO2 films as they can present either (001) or 
(101) facets or even a mixture of them, which will depend on the grain morphology. 

In relation to perovskites, Zhang et al. [24] deposited LaCoO3 epitaxial films 
on (100), (110) and (111) oriented LAO substrates by CSD method. The authors 
investigated the influence of the film growth on the photocatalytic degradation of 
methyl orange dye aqueous solution and showed that all films exhibited strong 
photocatalytic performance. The highest activity was observed for (100) LaCoO3 

thin film with 99.06% of dye degradation after 7 h under UV, followed by the face 
(111) and (110) LaCoO3 films with approximately 96% of dye degradation. The 
authors also evidenced by UV–visible–near infrared spectroscopy that (100) and 
(111) LCO epitaxial films presented remarkable absorption in the visible range, 
being much lower for (110) LCO film, which can be an important reason for the 
different photocatalytic behaviour. 

In relation to SrSnO3 perovskite, Zhang et al. [44] evaluated the dependence of 
the photocatalytic performance on the exposed facets of the polycrystalline SrSnO3 

particles synthesized by two-step solid state reaction. The authors obtained SrSnO3 

nanocrystals with different morphology (nanorods and self-assembled floral-liked 
structure composed of nanoribbons) and distinct growth direction as a function of the 
calcination temperature. The photocatalytic activity of the samples was investigated 
toward methylene blue dye. According to the authors, nanorods grow along the [111] 
direction, preferentially expose the lower order {001} facets, and present the highest 
photocatalytic. Curiously, the {001} crystal facets are the most active and stable 
ones, which was associated to the lower recombination rate of photoinduced charge 
carriers, the narrower band gap for the photodegradation response and the shorter 
distance of charge shift by the authors. On the other hand, exposed {111} facets in 
nanoribbons have a negative effect on the photocatalytic activity. 

Based on the known differences among epitaxial, textured, and polycrystalline 
orientation, SrSnO3 thin films with these characteristics were evaluated in the 
photodegradation of Remazol dye. The variation on the absorption spectra of 
Remazol dye solution after photocatalytic tests clearly indicate a dependence on 
the deposition method as well as the degree of orientation of the thin films (Fig. 7a 
and b). 

Greater efficiency is achieved with SrSnO3 films on silica, obtained by the CSD 
method, with about 55% degradation (Fig. 7c) and 90% discoloration of the RNL 
solution (Fig. 7d). The lowest efficiency is observed in films deposited on LAO 
prepared by PLD has about 10% of degradation (Fig. 7c) and 17% of discoloration 
of the dye solution (Fig. 7d). The results clearly show that as the SrSnO3 film changes 
from epitaxial to polycrystalline, the photocatalytic efficiency increases.
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Fig. 7 UV–vis spectra of the RNL aqueous solution before and after photocatalysis and 
photocatalytic efficiency of the SrSnO3 thin films deposited by a PLD and b CSD. Degradation 
and discoloration percentages are displayed in (c) and  (d), respectively 

As mentioned in the section above, another important factor that may be influ-
encing the properties of SrSnO3 films is also the degree of structural order/disorder at 
short, medium, and long range induced by the nature of the substrate and consequently 
by the type of film growth. For the epitaxial films grown on LAO, the exposed {h00} 
facet on the surface seems to have the lowest energy, having the lowest reactivity in 
the photodegradation reaction of RNL. Moreover, an epitaxial growth induced highly 
stressed structure leading to a lower photocatalytic activity, as observed by Silva et al. 
[17]. This is true for both CSD and PLD films. Unlike SrSnO3 films deposited on 
LAO, those ones grown on R-sapphire (which show polycrystalline growth with a 
preferential (h00) orientation, especially for the film obtained by PLD—textured 
growth) have a more pronounced photocatalytic efficiency, which may be related to 
the mix of exposed facets on the film surface, as observed in the XRD patterns. In 
these films, apart from the larger amount of the exposed {h00} for the film obtained 
by PLD, other facets can be observed, such as {110} and {310}. The presence of 
more than one facet on the surface might increase the probability of the existence 
of more reactive sites that should lead to a higher photocatalytic efficiency. For 
films deposited on silica, the polycrystalline character without preferential orienta-
tion favours photocatalysis even more. In addition to having several exposed facets,
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one cannot exclude the fact that polycrystalline films with random orientation growth 
probably have less defects due to the lower stress present in the film-substrate inter-
face compared to epitaxial or textured films. Although defects usually favour the 
photocatalysis, the excess of stress might decrease the photocatalytic efficiency in 
the present case. This fact may be associated to a different type of defects present in 
the films when compared to those observed in powders, which probably lead to an 
easier recombination process. As can be seen, the SrSnO3 films prepared by CSD on 
silica, but also on the other substrates, have a higher photocatalytic efficiency than 
the films obtained by PLD, which may be related to the porous microstructure, as 
displayed in Fig. 1. 

Morphological analyses of the surface of SrSnO3 films deposited on LAO 
(Fig. 8a), R-sapphire (Fig. 8b) and silica (Fig. 8c) prepared by PLD were performed 
by FE-SEM before and after photocatalysis. 

The morphologies of the films on LAO and sapphire-R did not show significant 
changes after the photocatalytic tests, unlike the film deposited on silica that showed 
a higher photocatalytic efficiency for the dye degradation. After photocatalytic test 
using polycrystalline SrSnO3 film on silica, a change of surface microstructure was 
observed, as it seems that a substance stacked on the surface of this film after photo-
catalysis. During irradiation ⦁OH radicals are formed on the surface of the semi-
conductor, but these species have a very small lifetime in an aqueous solution and 
reaction with the dye is favoured if both species are adsorbed on the photocatalyst 
surface. This may be one of the reasons for the greater efficiency of the SrSnO3 

polycrystalline film on silica observed in this study. 
One of the main advantages of heterogeneous photocatalysis is the possibility 

of catalyst reuse, especially employing thin films as they can be easily removed 
from the solution, rinsed, and used in subsequent tests. When photocatalyst is used 
as powders, its recovery becomes quite time-consuming because requires centrifu-
gation, filtration, etc. Moreover, is very likely to lose material during the process. 
Taking advantage from this facility, consecutive photocatalytic tests were carried out 
using SrSnO3 film deposited on silica by PLD. After each cycle, the photocatalytic 
efficiency of the SrSnO3 thin film was measured and the percentages of degrada-
tion and discoloration of the dye were estimated. After the fourth test, different heat 
treatments of the film were performed before each new cycle in order to regenerate 
the photocatalyst. These results are displayed in Fig. 9. 

According to the results, the decrease in the photocatalytic efficiency was grad-
ually observed up to the 4th (fourth) cycle. This loss of efficiency has been also 
observed in other works using TiO2 [63, 67], and SrTiO3/CeO2 films as photocat-
alysts [72]. According to Song et al. [72], the observed photocatalytic deactivation 
of SrTiO3/CeO2 was due, to a certain degree, to the deposition of hydroxides on the 
photocatalyst surface that block the active sites of the photocatalyst. In the present 
case, the decrease in the film photocatalytic efficiency observed after each cycle may 
be due to the inactivation of these active sites on the surface, suggesting that catalyst 
regeneration could be quite beneficial. The change of the photocatalyst surface was 
observed right after the 1st photocatalytic test, as shown by the FE-SEM images 
(Fig. 8b) and confirmed by the AFM images (Figs. 10).
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Fig. 8 FE-SEM images of SrSnO3 film deposited on LAO (a), R-sapphire (b) and silica (c) by  
PLD before (a) and  after (b) photocatalysis 

The film surface before the photocatalytic process has a uniform and homogeneous 
appearance, with nanostructured granular morphology, in addition to presenting a 
surface roughness (RRMS) of 4 nm. After the 1st photocatalytic cycle of the remazol 
dye degradation, the thin film surface becomes rougher due to the adsorption of 
different substances. As a result, the RRMS roughness of the film surface increases 
from 4 to 27 nm. This observation suggests that remazol molecules are degraded 
after photocatalysis and the by-products are adsorbed onto the surface of the SrSnO3 

film, due to the formation of hydroxyl radicals by SrSnO3, as reported by [43, 45]. 
Another possibility is simply the adsorption of dye molecules on the surface of the 
photocatalyst. This effect leads to a blockage of the film surface that, in further photo-
catalytic assays, interfere with light penetration and adsorption of more molecules
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Fig. 9 UV-vis spectra (a) and discoloration percentage (b) of the RNL aqueous solution before 
and after successive photocatalytic tests in the presence of SrSnO3 thin film deposited on silica by 
PLD 

Fig. 10 AFM images of the SrSnO3 thin film on silica by PLD before (a) and  after (b) the 1st 
photocatalytic test
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on the photocatalyst, leading to a loss in efficiency. The change in the morpholog-
ical aspect of films was also demonstrated through AFM analysis by Chen et al. 
[67] in TiO2-based thin photocatalyst films after several photocatalytic cycles in the 
degradation of benzamide.

These results suggest the need of an appropriate treatment for photocatalyst regen-
eration. To optimize this process, different thermal treatments of the SrSnO3 thin 
film were performed after the fourth successive photocatalytic test and a new test 
was performed for each procedure. The thermal treatments were chosen based on the 
melting point and decomposition of the remazol dye [73] and carried out as follows: 

1st heat treatment: annealing at 200 ºC in air for 2 h (performed before the 5th 
test). 

2nd heat treatment: annealing at 300 ºC in air for 2 h (performed before the 6th 
test). 

3rd heat treatment: annealing at 300 °C in O2 for 2 h (performed before the 7th 
test). 

After thermal treatment of the SrSnO3 film, it is possible to notice a significant 
improvement in the photocatalytic efficiency, with the best result obtained for a 
treatment at 300 °C under O2 (Fig. 9). 

After treatment, the film surface tends to become cleaner (Fig. 11), which favours 
the penetration of light and activation of the sites on the catalyst surface for further 
dye degradation tests. These results clearly show the ability of SrSnO3 film to be 
reused in different cyclic tests in remazol photodegradation after adequate thermal 
treatment for cleaning and reoxidation of the film surface. Therefore, the use of thin 
films could actually replace, in certain degree, the use of the same catalyst in its 
powder form. 

Fig. 11 FE-SEM images of SrSnO3 thin film on silica, showing a lower (1000x) and b higher 
(50,000x) magnification of film surface a before and b after 1st photocatalytic test and c after heat 
treatment at 300 °C in O2 for 2 h
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4 Conclusions 

In summary, single phase polycrystalline SrTi1-xSnxO3 (x = 0, 0.25, 0.50, 0.75 and 
1) thin films were successfully prepared by chemical solution deposition (CSD) and 
pulsed laser deposition (PLD) on amorphous silica substrate. The morphological 
and optical characteristics were strongly influenced by the composition of the films 
and deposition method. The composition induced also differences in the photocat-
alytic efficiency of the thin films, being the Ti4+-free sample, i.e., SrSnO3 (SSO) 
the most efficient in the degradation of the RNL aqueous solution. XPS analysis 
revealed mixed valences of Ti (Ti4+/Ti2+) on the surface of SrTiO3 and the Ti2+ 

centres can act as electron trap favouring the recombination of charge carriers photo-
generated in the process. The efficiency of the SSO film prepared by CSD reached 
55 and 90% of degradation and discoloration of the dye, respectively, which were 
higher than the PLD films. The higher photocatalytic efficiency observed for the films 
prepared by CSD may be attributed to the porous surface, which increase the surface 
area available for reactions. The results also showed that, besides composition and 
deposition method, the substrate nature used for depositing thin films have a strong 
influence on the photocatalytic efficiency. The polycrystalline SrSnO3 films grown 
on silica are the most efficient when compared to the oriented ones grown on single 
crystal substrates. Changes on SSO thin film surface observed by FE-SEM and AFM 
confirmed the higher efficiency of this photocatalyst, which might be associated to 
the SnO6 octahedra tilting that favour the charge separation during photoexcitation. 
All these results indicated that SrSnO3 thin film is a promising photocatalyst in the 
photodegradation of organic dyes and its reuse is possible after heat treatment at 
300 °C for 2 h in O2 atmosphere. 
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Abstract Strontium stannate (SrSnO3) is a perovskite, which has been extensively 
studied due to its potential technological applications. In this work, SrSnO3 was 
doped with transition metals (Cu, Fe, Ni) by the modified Pechini method and evalu-
ated in the catalytic reduction of NO with CO. The perovskite structure was obtained 
as the major phase for all samples. The catalytic activity of SrSnO3 was highly 
improved by all the dopants, as only 10% of conversion was obtained for SrSnO3, 
whereas samples with 5% of Cu presented the highest conversions, reaching 100% 
of NO into N2 and 100% of CO into CO2 at 550 °C. Conversions of 85% of NO into 
N2 and 90% of CO into CO2 were obtained for Ni doped samples at 600 °C, while 
62% of conversion was obtained for Fe-doped samples, for both reactions. These 
results indicate that Cu is the best dopant, which leads to the greatest NO conversion 
with a smaller amount of dopant. 

1 Introduction 

Atmospheric pollution is related to the increase of concentration of harmful 
compounds, such as carbon monoxide (CO), nitrogen oxides (NOx), sulfur oxides 
(SOx), carbon dioxide (CO2), volatile organic compounds (VOC) and halogenated 
compounds.
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Nitrogen oxides (NOx) come from natural and human sources, and they are very 
harmful compounds because they are toxic to human beings, contribute to acid rain, to 
the destruction of the ozone layer, increase the greenhouse effect and photochemical 
fog [1–3]. New processes, including new catalysts, have been developed to reduce 
the emission of pollutants into the atmosphere. Catalysts are used in car exhausts 
and in industries in order to decrease pollution caused by emission of harmful gases. 
For instance, NOx elimination does not take place spontaneously, but it can be done 
using appropriate catalysts. Most of these catalysts are based on noble metals [4], 
zeolites modified with transition metals [5] and oxide compounds [6]. 

Perovskite compounds have ABO3 stoichiometry and are interesting alternatives 
to replace the traditional NOx catalysts, due to their greater thermal stability, lower 
cost, great versatility, and excellent redox property [6]. Most of the perovskites used 
for NO abatement have lanthanum in the A site and cobalt, nickel, manganese, or 
iron in the B site [6, 7]. These catalysts have good catalytic activity but not always 
a good selectivity for N2 [8]. 

With the aim of developing new catalytic compounds with selectivity for NO 
abatement, perovskites containing Sn4+ in the B site and with substitution of 
lanthanum for alkaline earth metals have been studied by our research group. Among 
these compounds, SrSnO3 was well studied by our research group, after doping with 
different transition metals, and applied in the NO reduction by CO. 

1.1 Catalytic Abatement of NO 

Conversion reaction of NO into N2 and O2 is extremely slow due to the high dissoci-
ation energy of NO molecules, and it hardly occurs at room temperature [9]. The use 
of catalysts favour the conversion process, but due to the strong adsorption of NO 
molecules on the catalyst surface, the formation of undesirable intermediates as N2O 
and NO2 and catalytic deactivation takes place. To avoid these problems, selective 
catalytic reduction (SCR) is used in the decomposition of NO. In this process, NO 
conversion is thermodynamically favoured by the presence of reducing agents, as 
CO, NH3, H2, CH4, etc., which decreases the Gibbs free energy (ΔrGo), compared 
to the direct decomposition of NO into N2 and O2 [1, 10, 11]. 

The use of carbon monoxide (CO) is a promising alternative because it has smaller 
values ofΔrGº in a broad temperature range and CO is also a pollutant and abatement 
of both gases is environmentally interesting [12]. The reaction mechanism of NO 
reduction by CO is very complex. According to literature, in the first step, NO 
molecules adsorb on the catalyst surface, with dissociation on atomic oxygen and 
atomic nitrogen, followed by N2 formation. In the second step, CO molecules adsorb 
on the catalyst surface, react with atomic oxygen or lattice oxygen to form CO2. These 
reactions are presented in Eqs. (1) to (7) [13]. 

NO → NOads (1)
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NO(ads) → Nads + Oads (2) 

(3) 

NO(ads) → Nads + Oads (4) 

CO → COads (5) 

COads + Oads → CO2 (6) 

(7) 

During the catalytic process, the metallic cation is active in the reaction mecha-
nism, being oxidized by NO and reduced by CO, due to the oxygen transfer to this 
last molecule. Therefore, the behaviour of the metallic catalyst is directly related 
to the catalyst efficiency [7]. According to Zhang [14], when NO is adsorbed on 
the perovskite surface, it receives an electron from the metal to form the nitrosyl 
species (NO−), which is the first important step of the reduction reaction, Eq. (8). 
N–O bond in the nitrosyl species is weaker than in NO one favouring the reaction. At 
low temperatures, adsorbed species on the perovskite surface are dissociated to form 
N2 and N2O, Eqs. (9) and (10). N2O is more stable than NO at low temperatures, but 
it only decomposes above 300 °C, despite the weaker N–O bond. At higher temper-
atures, N2O decomposition is easier than NO one and it is favoured when a reducing 
agent (CO) is added to the reaction, Eqs. (11) and (12). Because of this mechanism, 
N2O has been observed as a reaction intermediate by different authors [13–16]. 

M(n−1)+ + NO  → (
Mn +  − NO−)

(8) 

2
(
Mn +  − NO−) → 2

(
Mn +  − O

) + N2 (9) 

2
(
Mn +  − NO−) → (

Mn +  − O
) + M(n−1)+ + N2O (10)  

M(n−1)+ + CO  → (
M(n−1)+ − CO

)
(11)

(
M(n−1)+ − CO

) + (
Mn +  − O−) → 2M(n−1)+ + CO2 (12)
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1.2 ASnO3 Perovskites 

ASnO3 stannates have interesting physical properties, many of them associated with 
impurities in the crystalline lattice of structural defects. Alkaline earth stannates have 
interesting optical, electrical and magnetic properties, with applications as thermally 
stable capacitors, gas sensors, humidity sensors [17] and as photocatalysts [18]. 
Despite their technological importance, they are not as studied as the corresponding 
titanates [19]. 

The three ASnO3 compounds have classic perovskite structure (BaSnO3, CaSnO3 

and SrSnO3). BaSnO3 has an ideal cubic structure (space group Pm3m), while 
SrSnO3 and CaSnO3 have orthorhombic structure (Pbnm). Despite this, the octa-
hedral site of Sn4+ is maintained as well as their tridimensional arrangements, while 
different tiltings among the octahedra lead to meaningful changes in the A site (Ca, 
Sr and Ba) and in O2− site [19, 20]. This distortion is periodically repeated so that 
a long-range order is observed. Moreover, tilting among the octahedra decreases the 
conduction band edge with a corresponding increase of the band gap. Therefore, 
many changes of properties are observed when different modifiers are added to the 
A site of the stannates with perovskite structure [19, 21]. 

SrSnO3 (Fig. 1) is a n-type semiconductor with band gap value above 3.0 eV [19], 
a valence band (HOMO) corresponding to the non-bridging 2p orbital of O2− and a 
conduction band (LUMO) corresponding to the antibonding orbital resulting from 
the interaction of the 5 s orbital of Sn4+ and 2p orbital of O2−. 

A partial replacement of Sr2+ and/or Sn4+ cations leads to structural defects, 
especially when this replacement is done by a cation with different oxidation state. 
Therefore, different compounds are formed, but the perovskite structure is main-
tained. Moreover, cationic vacancies in A and B sites or anionic vacancies are also 
usual and lead to structural defects and to interesting physical and chemical prop-
erties [23, 24]. These structural defects are directly related to the catalytic activity 
as they act on the reaction mechanisms. For instance, oxygen vacancies are mostly 
responsible for oxygen mobility inside the crystalline lattice and the more vacancies, 
the greater the oxygen mobility. Ionic vacancies may favour or not the adsorption of 
reagents in gaseous phase, but they certainly promote the ion transportation inside 
the lattice [25]. 

1.3 Perovskites Applied in the Reduction of NO by CO 

The catalytic properties of perovskites have been studied since the 1950s, for CO 
oxidation. In 1972, Libby showed its potential application for purification of exhaust 
gases. Thereafter, perovskite oxides have been recognized as valuable catalysts for 
NO reduction by CO, due to its high catalytic activity, selectivity, and stability 
[26, 27].
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Fig. 1 Orthorhombic structure of SrSnO3 [22] 

Some authors believe that ions in the A site are catalytic inactive and influence 
the thermal stability of the perovskites, while ions in the B site are catalytic active, 
with a relatively great distance from one another (0.4 nm), leaving a big space for 
small molecules to interact selectively in only one active site [28]. For this reason, 
the choice of the cation in the B site is of great importance for the catalysts as well as 
for the modification of their catalytic properties, which are determined by the nature 
of this cation [29]. 

Most works published concerning perovskites applied in the NO reduction by CO 
have lanthanum as lattice modifier, associated to transition metals in the B site, as 
displayed in Table 1. 

He et al. [32] studied the influence of the preparation method and of doping on 
La0.8Ce0.2B0.4Mn0.6O3 (B = Cu or Ag) systems. According to the authors, after 
adsorption of the NO molecules on the perovskite surface, an electron is transferred 
from the B site to the NO molecule and the NO− molecule is formed simultaneously 
to the oxidation of the B cation (Cu+ ↔ Cu2+ and Mn3+ ↔ Mn4+). The presence of 
Cu+ and the redox reaction (Cu+ ↔ Cu2+) may benefit the NO adsorption and its 
reduction by CO. When the particle size decreases (40–50 nm) and the surface area 
increases (13.9;17.9; 5.7 e 14.2 m2 g−1), more defects and larger amounts of Cu+
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Table 1 Perovskites applied in the NO reduction by CO 

Perovskite NO conversion (%) CO conversion (%) Reference 

LaMnO3 70 (500 °C) 60 (500 °C) [11] 

La1-xSrxMnO3 100 (500 °C) 90 (500 °C) [11] 

LaNiO3 80 (500 °C) 85 (500ºC) [11] 

La1-xSrxNiO3 100 (500 °C) 90 (500 °C) [11] 

LaFeO3 100 (500 °C) 100 (500 °C) [13] 

La1-xSrxFeO3 100 (550 °C) 100 (550 °C) [13] 

LaCoO3 93 (500 °C) 91 (500 °C) [14] 

LaMnO3 76 (500 °C) 76 (500 °C) [14] 

LaCo1-xCuxO3 97 (450 °C) 100 (450 °C) [14] 

LaMn1-xCuxO3 91 (450 °C) 94 (450 °C) [15] 

La1-xSrxAlO3 15 (600 °C) 18 (600 °C) [15] 

La1-xSrxAl1-2yCuyRuyO3 100 (400 °C) 100 (400 °C) [15] 

La1-xSrxFeO3 41 (300 °C) 26 (300 °C) [30] 

LaFeO3/CeO2 80 (300 °C) 60 (300 °C) [30] 

LaFeO3 44 (300ºC) 34 (300 °C) [31] 

LaFe1-xCuxO3 57 (300ºC) 42 (300 °C) [31] 

LaFe1-xPdxO3 96 (300ºC) 86 (300 °C) [31] 

ions are formed on the surface and the catalytic activity for NO and CO abatement 
increases. 

Dai et al. [33] evaluated different perovskite type catalysts and correlated the 
catalytic activity to structural defects (especially oxygen vacancies) and to the redox 
property (especially of transition metal ions). According to the authors, the oxygen 
vacancies favor the O2 and the NOx activation and the change of the oxidation state 
of the B site promotes the redox process of the catalyst. Together, the two effects 
influence the oxygen mobility in the lattice and improve the catalytic performance 
for NO reduction by CO. The importance of the oxygen vacancies in the catalytic 
performance was confirmed by other authors [29, 34], who reported that oxygen 
vacancies in perovskites have an important role on the catalytic reduction of NO, 
forming adsorption sites for NO and CO and favoring the dissociation of adsorbed 
NO species. 

In the present work, different transition metals, Fe, Ni and Cu were added into 
the SrSnO3 lattice to improve the redox ability of the perovskite and form oxygen 
vacancies. The pure and doped samples were evaluated in the SCR of NO by CO.
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2 Materials and Methods 

The synthesis of pure and doped (Cu, Fe e Ni) strontium stannate was done by the 
modified Pechini method, also known as polymeric precursor method. The procedure 
was carried out in two steps: the synthesis of the tin citrate followed by synthesis 
of the polymeric resin and calcination. Pure SrSnO3 and Fe-doped SrSnO3 was also 
synthesized using metallic tin, using a route with only one step. 

2.1 Reagents 

The precursors used in the synthesis of pure and doped strontium stannate were: citric 
acid (99%, Cargill), tin chloride (99.9%, J.T. Baker), tin (99.99%, Vetec), ammo-
nium hydroxide (99.9%, Sigma), copper (II) nitrate (99.0%, Vetec), iron (III) nitrate 
(99.0%, Vetec), nickel (II) nitrate (99.0%, Vetec), nitric acid (65.0%, Dinamica), 
ethylene glycol (99.5%, Vetec). 

2.2 Modified Pechini Method 

2.2.1 Two Steps Route 

Tin citrate was prepared by dissolution of citric acid in water heated at 70 °C, followed 
by addition of dihydrated tin chloride, with a stoichiometric ratio of 3 mol of citric 
acid to 1 mol of tin chloride. The becker was immersed in a container with ice and 
ammonium hydroxide was slowly added to the solution to induce the precipitation 
of tin citrate, under a pH value below 3. A molar ratio of 1 mol of tin chloride to 
1 mol of ammonium hydroxide was used. The suspension was stored in a refrigerator 
and supernatant was changed to eliminate the chloride, until a negative result of the 
chloride test using AgNO3. Tin citrated was vacuum filtered, dried in a stove at 
60 °C for 24 h, deagglomerated and stored in a refrigerator. Gravimetry was done to 
determine the amount of tin oxide obtained from the tin citrate. 

For the synthesis of the polymeric resin, solutions of the different precursors were 
prepared. Strontium citrate solution was prepared by dissolution of citric acid and 
strontium nitrate in a small amount of water. For doped SrSnO3, solutions of copper 
citrate, nickel citrate and iron citrate were also prepared, similarly to the procedure 
described to strontium citrate. Tin citrate solution was prepared by solubilization 
of the previously prepared powder in a small amount of nitric acid. Then strontium 
citrate solution was added into the tin citrate solution under heating at 70 °C and 
magnetic stirring, followed by addition of the dopant citrate solution (copper citrate 
or nickel citrate or iron citrate), considering the desired stoichiometry (1, 5, 10 mol 
%). After homogenization for 15 min, ethylene glycol was added to the solution and
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heated up to ~90 °C to obtain the polymeric resin. A molar stoichiometric ratio of 
citric acid:metal of 3:1 was used, besides a mass ratio of citric acid:ethylene glycol 
of 60:40. 

Each polymeric resin was heat treated at 300 °C for 4 h to obtain the polymeric 
powder precursor, which was deagglomerated and sieved at 100 mesh before milling 
in an attritor mill for 4 h, in ethanolic medium. After drying, the material was dried, 
and heat treated with a heating rate of 1 °C min−1 up to 300 °C for 7 h under oxygen 
atmosphere. The resulting powder was calcined from 400 to 800 °C, with a heating 
rate of 5 °C min−1 por 4 h in a muffle oven. 

2.2.2 One Step Route 

First, tin (Sn) was dissolved in an aqueous solution of nitric acid at 0.1 mol.L−1 in an 
ice bath, followed by addition of citric acid. The pH of the solution was adjusted to 
3–4 by addition of ammonium hydroxide. The previously prepared strontium citrate 
solution was added to tin citrate solution under stirring at 60 °C, followed by addition 
of the iron citrate solution for the doped sample. After 20 min of stirring, ethylene 
glycol was added, and the solution was heated to 90–100 °C. The same stoichiometric 
ratios described before were used, as well as the same milling and heat treatment 
procedure. 

2.3 Characterization of the Catalysts 

The polymeric powder precursors of the pure and doped SrSnO3 heat treated under 
oxygen atmosphere were characterized by thermogravimetry (TG) and differential 
thermal analysis (DTA) using a thermal analyser DTG-60H from Shimadzu. In the 
analysis, 10 mg of sample were weighed in an alumina crucible, heated with a heating 
rate of 10 °C min−1 up to 1200 °C under a synthetic air atmosphere with flow of 
50 mL min−1. 

After calcination from 400 to 800 °C, samples were characterized by X-ray 
diffraction (XRD), infrared spectroscopy (IR), Raman spectroscopy, UV–visible 
spectroscopy (UV–vis) and specific surface area. 

XRD patterns were obtained in a XRD-6000 diffractometer from Shimadzu oper-
ating at 40 kV and 40 mA with CuKα radiation. The θ–2θ XRD patterns were 
collected in the range of 15–80°, using a step size of 0.02° and step time of 2 s. IR 
spectra were obtained in an IRPrestige-21 spectrophotometer from Shimadzu, in mid 
infrared range, from 300 to 2000 cm−1 using KBr pellets or in the far infrared range, 
from 240 to 650 cm−1 using Nujol oil. UV–vis spectra were obtained in a UV-2550 
spectrophotometer from Shimadzu, in diffuse reflectance mode, in the range from 
190 to 900 nm. The band gap energies were calculated from the absorbance curve 
according to Wood and Tauc method [35]. Micro-Raman spectra were collected using 
a Invia micro-Raman from Renishaw operating with an Ar laser (514 nm) and power
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of 20 mW. Spectra were obtained in the range from 100 to 1000 cm−1, using an 
objective lens of 50 x. The specific surface area of the catalysts was determined in 
an ASAP 2420 analyser from Micromeritics, using N2 adsorption/desorption curves 
at 77 K. Samples were previously treated at 150 °C for 2 h under ultra-dry N2 flow. 

2.4 Catalytic Activity 

Materials calcined at 800 °C were evaluated in the catalytic reduction of NO by 
CO. During the catalytic test, 100 mg of catalyst (previously treated at 500 °C 
for 1 h under He flow) were diluted in 100 mg of amorphous silica and placed 
in a fixed bed tubular reactor coupled to a vertical furnace with controlled heating 
under atmospheric pressure. Reaction was performed between 300 and 700 °C, with 
space speed of 17,000 h−1. The reactor was powered with a continuous gaseous flow 
(25 mL min−1), regulated with the use of mass flow meters, with a mixture of 0.5% 
of NO and 0.5% of CO under He balance, both as a pattern mixture of 1% mol/mol 
(gas/He). Reaction products were identified in a GC-17A gas chromatograph from 
Shimadzu, equipped with a thermal conductivity detector. NO, N2, CO and CO2 were 
separated at 50 °C, using two packed columns operating in series (Porapack N and 
Molecular Sieve 13X). 

3 Results and Discussion 

Figure 2 displays the TG and DTA curves of the pristine SrSnO3 precursor. Four mass 
loss steps were observed in the TG curve. In the first step, water and adsorbed gases 
were eliminated from the material surface, corresponding to endothermic transitions 
in the DTA curve, around 80 °C. The second step was assigned to the combustion 
reaction of the organic material with elimination of CO2 and H2O, corresponding to 
an exothermic peak in the DTA curve, between 300 and 600 °C. Mass loss assigned 
to endothermic peaks above 710 °C (third step) and above 1000 °C were assigned to 
the carbonate decomposition. 

A careful evaluation of the crystallization process of SrSnO3 was performed after 
calcination between 400 and 800 °C, and characterization by FTIR and XRD, as 
displayed in Fig. 3. 

According to Nakamoto [36], the hydroxyl group is distinguished from the 
aqueous group, which displays H–O–H bending modes around 1600 cm−1, while 
the hydroxyl-metal bond, M–OH, displays a vibrational mode between 1000 and 
1200 cm−1. These two bands were observed in the spectra of Fig. 3a—one band 
assigned to adsorbed water was observed at 1630 cm−1, while one band assigned to 
M–OH group was observed around 1070 cm−1. 

Bands assigned to chelated esters were also observed at 1389 and 1547 cm−1 [36] 
after calcination at 400 and 500 °C and their intensities decrease after calcination at
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Fig. 2 TG and DTA curves of the SrSnO3 precursor 

Fig. 3 Infrared spectra (a) and  XRD patterns (b) of SrSnO3 calcined at different temperatures 

and above 600 °C, confirming that the exothermic peak between 300 and 600 °C is 
related to the combustion of the ester. 

According to Nyquist and Kagel [37], absorption bands assigned to carbonates 
are observed at 1320–1530 cm−1 (strong), at 1040–1100 cm−1 (weak) and at 800– 
890 cm−1 (medium). In the present work, these bands are observed at 1450, 1080 e 
860 cm−1 due to the presence of unidentate carbonate, according to Hodjati et al. [8]. 
The intensity of these bands decrease after calcination above 700 °C, but they are
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not completely eliminated, as the highest calcination temperature was 800 °C and 
TG/DTA curves indicate the carbonate elimination only above 1200 °C. The high 
intensity of the band at 1080 cm−1 is due to the superposition of the hydroxyl band. 

The orthorhombic SrSnO3 perovskite phase has 57 normal modes, with 25 infrared 
active modes, Γiv = 9B1u + 7B2u + 9B3u [38]. The perovskite structure has bands 
assigned to three triply degenerate active modes: the lattice mode ν1 (A-BO3) between 
80 and 140 cm−1; the bending mode ν2 (O-B-O) between 170 and 280 cm−1; and the 
stretching mode ν3 (B-O), between 490 and 680 cm−1; while the torsional mode 
F2u may become active for perovskites with structure distortion from the ideal 
cubic symmetry, with the appearance of more bands in the IR spectrum. The ν3 
mode is observed around 500 cm−1 for cubic perovskites, and around 660 cm−1 for 
orthorhombic ones, due to the octahedral distortion [39]. For instance, Pfaff et al. [40] 
observed the Sn–O band around 550 cm−1 for the cubic BaSnO3 (cúbico), while Last 
[39] observed this same band around 666 cm−1, for the orthorhombic SrSnO3. These 
data agree to Moreira et al. [38], who reported that bands assigned to the stretching 
of the Sn–O bond are observed around 674 and 530 cm−1, while vibrations of the 
stannate group (SnO3 

2−) are observed around 300–400 and 600–700 cm−1. 
In the present work, υ2 and υ3 modes were observed around 400 and 670 cm−1, 

respectively. The υ3 mode was observed around 540 cm−1, for samples calcined at 
400 and 500 °C. As temperature increases, the intensity of this band decreases, while 
a high intensity band is observed at 670 cm−1. It should be observed that the band 
previously assigned to the undistorted SnO6 octahedra of BaSnO3, at 540 cm−1, was  
observed at low temperaturas, while the band assigned to the distorted SnO6 octa-
hedra of SrSnO3, at 670 cm−1, was observed at higher temperatures. This behaviour 
indicates that the octahedral distortion probably takes place simultaneously to the 
crystallization process. 

This behaviour is in agreement with the XRD patterns of the pure SrSnO3 (Fig. 3b, 
which displays an increase of the peaks assigned to the perovskite structure at and 
above 600 °C, simultaneously to the SnO6 band at 670 cm−1, while no peaks assigned 
to this phase are observed at 400 and 500 °C. All peaks indicated in Fig. 3b were  
indexed according to the ICDD index card 77-1798 and confirm that an orthorhombic 
structure was obtained. Peaks assigned to SrCO3 were observed after calcination at 
400, 500 and 600 °C, in agreement to FTIR spectra. 

Azad et al. [41] synthesized SrSnO3 by solid state reaction (SSR) and self-
sustained synthesis (SHS) and observed the formation of the perovskite structure 
at 1100 °C and 800 °C, respectively. A single-phase material was obtained by the 
synthesis using the SRS method, while Sr2SnO4 was obtained as a secondary phase 
when the SHS method was used. 

In the present work, the perovskite phase was obtained with good crystallinity 
at 800 °C. This is an interesting result for catalysis as low calcination tempera-
tures usually lead to materials with greater surface area, which favours the catalytic 
processes. As all doped SrSnO3 presented a similar behaviour, the calcination 
temperature of 800 °C was used for all other samples presented hereafter.
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3.1 Influence of Doping on the Catalytic Activity of SrSnO3: 
Me (Me: Fe, Ni, Cu) 

3.1.1 Characterization of the Catalysts 

The XRD patterns of doped SrSnO3 are presented in Fig. 4. All samples displayed an 
orthorhombic perovskite structure, according to the ICDD 01-77-1798 index card. 
For all of the samples, no peaks assigned to the dopants were observed, which indicate 
that the dopants were incorporated into the perovskite lattice. Moreover, according 
to the inset in Fig. 4, doping decreases the crystallinity of the perovskite phase, 
as indicated by the smaller intensities of the (200) peaks. A displacement of these 
peaks is also observed, which is another indication that dopant got into the perovskite 
lattice. Similarly to other works published in literature, strontium carbonate (SrCO3) 
was observed as a secondary phase for most samples [21]. 

The lattice parameters were calculated for all samples, as displayed in Table 
2. Theoretical data displayed in the ICDD 01-77-1798 index card are displayed 
for comparison. For SrSnO3, very similar values were obtained compared to the 
theoretical one. After doping, no meaningful change in the lattice parameters ‘a’ and 
‘b’ was observed, while an increase in the parameter ‘c’ was noticed for samples 
doped with copper and iron, with a small increase of the unit cell volume. 

According to literature, the ionic radii of Sn4+, Ni2+, Fe3+ and Cu2+ are 69 pm,  
69 pm, 65 pm and 73 pm, respectively [42]. The small difference of lattice parameters

Fig. 4 XRD patterns of the pure and doped SrSnO3 calcined at 800 °C
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Table 2 Lattice parameters of the pure and doped SrSnO3, calcined at 800 °C for 4 h 

Lattice 
parameter 

Theoreticala SrSnO3 SrSn0.9Fe0.1O3 SrSn0.9Ni0.1O3 SrSn0.90Cu0.1O3 

a (Å) 5.71 5.70 5.70 5.70 5.71 

b (Å) 5.71 5.70 5.72 5.70 5.71 

c (Å) 8.06 8.06 8.16 8.05 8.10 

V(Å3) 262.64 262 265 262 264 

Crystallite size 
(nm) 

– 34.8 – 23.0 30.3 

aObtained from the ICDD 01-77-1798 index card 

observed after Ni doping may be assigned to the similar ionic radii of Sn4+ and Ni2+. 
Curiously, even when Sn4+ replacement was made with a larger size cation, as Fe3+, 
an increase of the unit cell volume was observed. This behaviour may be due to the 
lattice distortion related not only to the size difference of the cations, but also due 
to the formation of oxygen vacancies as Sn4+ was replaced by cations with smaller 
oxidation state [43, 44]. This distortion may also be responsible for the smaller 
crystallite size after doping, as displayed in Table 2, because distortion can make 
diffusion more difficult.

The infrared spectra of pure and doped SrSnO3 samples, calcined at 800 °C for 4 h 
are displayed in Fig. 5. For all samples, the Sn–O stretching band was observed around 
670 cm−1 besides a weak band around 540 cm−1, which indicated that different 
octahedral symmetries are observed in the perovskites. After doping with Ni and Fe, 
an increase of the intensity of the band assigned to undistorted octahedra at 540 cm−1 

was observed. An absorption band below 400 cm−1 was assigned to the O–Sn–O 
bending mode. The presence of carbonate was also observed, as indicated by bands 
at 860, 1070 and 1470 cm−1, as described before. 

Raman spectra of the pure and doped SrSnO3 samples, calcined at 800 °C for 4 h 
are displayed in Fig. 6. Orthorhombic perovskites display 24 Raman active modes, 
according to the irreducible representation, ΓRaman = 7Ag + 5B1g + 7B2g + 5B3g. 
Not all modes are always observed, as superposition of some modes may occur, 
as well as a low polarizability of some chemical bonds. Literature data concerning 
Raman modes for the orthorhombic SrSnO3 are displayed in Table 3 and the bands 
observed in the present work are indicated in Fig. 6. 

According to [45], bands assigned to strontium carbonate (SrCO3) are observed 
at 148, 180, 214, 236, 244, 258, 511, 690 and 1064 cm−1. In the present work, these 
were observed at 149, 179, 700 and 1070 cm−1, while bands at 214, 236, 244 and 
258 cm−1 may be superposed to the bands assigned to SrSnO3. 

After doping, a symmetry breakage was clearly observed in the Raman spectra. 
For the sample SrSn0.9Ni0.1O3, no peaks assigned to the perovskite structure were 
observed, while small intensity bans were observed for SrSn0.9Cu0.1O3. A broad 
band around 570 cm−1, was observed for this sample, which could be related to the 
formation of oxygen vacancies.
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Fig. 5 Infrared spectra of pure and doped SrSnO3 samples, calcined at 800 °C for 4 h 

Fig. 6 Raman spectra of pure and doped SrSnO3 samples, calcined at 800 °C for 4 h. Assignments 
of the peaks was done according to [38, 43]; starred peaks are assigned to SrCO3
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Table 3 Raman modes 
observed for SrSnO3, 
according to literature data 
[38, 43] 

Band (cm−1) Vibrational mode Assignment 

89 Ag A-BO3 

113 B2g Sr-SnO3 

167 Ag Sr-SnO3 

223 Ag Sn-O-Sn 

251 Ag Sn-O-Sn, O-Sn-O 

305 Au SnO3 

398 – SnO3 

410 – SnO3 

437 B3u SnO3 

450 B3g SnO3 

UV–vis spectra of the pure and doped SrSnO3 samples, calcined at 800 °C for 4 h 
are displayed in Fig. 7. 

The spectra have similar profiles with a high intensity absorption between 200 
and 350 nm, which is assigned to the ligand–metal charge transfer (LMCT), O2− → 
Sn4+, as observed by Liu et al. [46] for Sn4+ in octahedral environment. No other 
bands were observed for undoped SrSnO3 above 400 nm, as currently observed for 
light color materials. 

For doped materials, different absorption bands are observed between 300 and 
900 nm, depending on the dopant added into the lattice. These bands also depend

Fig. 7 UV–vis spectra of the pure and doped SrSnO3 samples, calcined at 800 °C for 4 h



126 G. L. Lucena et al.

Table 4 Electronic transitions due to the dopants added into the SrSnO3 lattice 

Material Band (nm) Assignment Range (nm) Reference 

SrSn0.9Ni0.1O3 380 3A2g ↔ 3T1g 320–450 [48, 49] 

600 3A2g ↔ 3T1g 490–650 [48, 49] 

SrSn0.9Fe0.1O3 315 6A1g (S) ↔ 4T1g (G), 4E g(G) 303–333 [50, 51] 

430 6A1g (S) ↔ 4A1g (G), 4Eg (G) 416–500 [50, 51] 

560 6A1g (S) ↔ 4T2g (G) 555–645 [50, 51] 

750 6A1g (S) ↔ 4T1g (G) 715–800 [50, 51] 

SrSn0.9Cu0.1O3 340 Cu+: 3d10 → 3d9 4s1 320–400 [47] 

440 Cu+: 3d10 → 3d9 4s1 320–400 [47] 

650, 780 Cu2+: 2B1g → 2Eg, 2B1g → 2A1g, 2B1g 

→ 2B2g 

450–950 [47, 52] 

on the oxidation state and coordination of the transition metal and give an indication 
of redox reactions, during synthesis. Band positions were determined for all of the 
doped samples and assignments are displayed in Table 4, considering an octahedral 
environment. For doping with nickel and iron, only bands assigned to Ni2+ and Fe3+ 

were observed, but this result does not exclude the possibility of the presence of 
other species, since UV–vis spectroscopy does not have high sensitivity. For copper 
doped SrSnO3, Cu+ and Cu2+ were observed in a distorted environment, as reported 
by Rao et al. [47].

SrSnO3 is a semiconductor with band gap values varying between 3.0 and 4.0 eV 
[21, 53]. In the present work, a band gap value of 3.7 eV was obtained, similarly 
to literature data. After doping, a meaningful decrease of this value was observed, 
as displayed in Table 5, which was assigned to distortions in the perovskite lattice 
besides the presence of oxygen vacancies and of the dopant itself, which can form 
intermediate levels inside the band gap. 

Considering the results obtained, the Kroger Vink notation was used to evaluate the 
defects formed in the SrSnO3 lattice due to doping with Ni, Fe or Cu, as displayed in 
Eqs. (13) to (16). All the charge differences due to doping are probably compensated 
by the formation of oxygen vacancies, as usually shown in literature. 

Ni  O  → Ni
''
Sn + V¨ 

O + Ox 
O (13) 

Table 5 Band gap energies 
of the pure and doped SrSnO3 
calcined at 800 °C for 4 h 

Sample Band gap (eV) 

SrSnO3 3.7 

SrSn0.9Ni0.1O3 2.4 

SrSn0.9Fe0.1O3 2.4 

SrSn0.90Cu0.1O3 1.8
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Table 6 Surface area of the 
pure and doped SrSnO3 
calcined at 800 °C for 4 h 

Sample Specific surface area (m2 g−1) 

SrSnO3 18.1 

SrSn0.9Ni0.1O3 15.7 

SrSn0.9Fe0.1O3 19.3 

SrSn0.90Cu0.1O3 21 

Fe2 O3 → 2Fe'
Sn + V¨ 

O + 3Ox 
O (14) 

CuO → Cu
''
Sn + V¨ 

O + Ox 
O (15) 

2CuO2 → 2Cu
'''
Sn + 3V¨ 

O + 4Ox 
O (16) 

The specific surface areas of the pure and doped SrSnO3 calcined at 800 °C for 4 h 
were determined by the BET equation, as displayed in Table 6. The undoped SrSnO3 

had a slightly larger surface area than the material synthesized by Hodjati et al. [8] by  
the sol–gel method (16 m2 g−1). After doping, a small decrease of surface area was 
observed for SrSn0.9Ni0.1O3, while a growing trend was observed for SrSn0.9Fe0.1O3 

and SrSn0.90Cu0.1O3. 

3.1.2 Catalytic Tests of NO Reduction by CO 

The results of NO conversion into N2 and CO conversion into CO2, using doped and 
undoped SrSnO3 as catalysts are displayed in Fig. 8. All samples were catalytic active 
for the NO reduction and for CO oxidation. The smallest conversion was obtained 
by the undoped SrSnO3, which displayed 34.4% NO conversion into N2 and 38.1% 
of conversion of CO into CO2, at 600 °C. These values are not much higher than 
those obtained at 500 °C, with less than 2% of increase. This behavior changed 
after doping, as a continuous increase of conversion was observed as temperature 
increased, reaching values above 75% for both reactions at 600 °C, confirming the 
positive effect of doping on the catalytic activity of SrSnO3. This is a very interesting 
result as Brazil is an important producer of SnO2 and doped SrSnO3 can be used as 
a new catalyst for reaction applications in this temperature range. 

Comparing the different dopants, the biggest activity was obtained using 
SrSn0.9Cu0.1O3 as catalyst. For NO reduction, there is no meaningful difference 
between this catalyst and SrSn0.9Ni0.1O3, as conversions around 90% were obtained 
with both of them. But for CO oxidation, 100% of CO oxidation was obtained 
using SrSn0.9Cu0.1O3 as catalyst, while 90% of conversion was obtained using 
SrSn0.9Ni0.1O3. 

We believe that the greatest catalytic activity of SrSn0.9Cu0.1O3 is related to the 
redox ability of Cu, making the oxidation and the reduction processes involved in the
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Fig. 8 Conversion of NO to 
N2 (a) and CO to CO2 (b) of  
the undoped and doped 
SrSnO3, calcined at 800 °C 
for 4 h

catalysis easier. Moreover, Cu-coping leads to the greater amount of oxygen vacan-
cies, as indicated by Eqs. (13) to (16). On the other hand, the sample with smaller 
amount of oxygen vacancies, SrSn0.9Fe0.1O3, had the smallest conversion for all 
temperatures of the catalytic test. When oxygen vacancies are formed, Sn4+ coordina-
tion changes, as fivefold coordinations or even fourfold coordinations may be present 
in the lattice. Moreover, oxygen vacancies may have three different charges: neutral 
complexes, [SnO5.V x O ]complex ; double positive complexes, [SnO5.V¨ 

O ]complex , which 
capture electrons; and monopositive complexes, [SnO5.V˙ 

O ]complex , which may 
capture or donate electrons. The [SnO5.V¨ 

O ]complex or the [SnO5.V x O ]complex may 
donate an electron to the adsorbed NO to form NO−, which is the active species for 
NO decomposition [54]. 
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3.2 Influence of the Synthesis Procedure on the Catalytic 
Results of SrSnO3: Fe  

3.2.1 Characterization of the Catalysts 

Due to the lowest catalytic activity of SrSn0.9Fe0.1O3, this material was chosen to 
improve the synthesis method in order to evaluate its influence on the catalytic 
activity. This sample was synthesized using two steps to obtain the polymeric resin, 
as previously described; and using only one step to obtain the polymeric resin, as 
described in this section. The XRD patterns of the samples synthesized by the two 
different routes are presented in Fig. 9. 

All samples were identified using the ICDD 01-77-1798 index card, which 
confirms the formation of the orthorhombic SrSnO3 with Pbnm space group. The 
samples synthesized using the 1 step route do not have SrCO3 as secondary phase, 
probably due to a more homogeneous behaviour of the polymeric resin. The lattice 
parameters were calculated as displayed in Table 7. 

According to the lattice parameters displayed in Table 7, Fe3+ addition into the 
SrSnO3 lattice did not take to meaningful variation of the lattice parameters and 
very similar unit cell volumes were obtained. Comparing the synthesis route, it was 
observed that smaller variations were obtained using the 1 step route, probably due 
to a greater homogeneity of the cations distribution in the polymeric resin, on an 
atomic scale. 

The infrared and Raman spectra of the samples synthesized by the two different 
routes are displayed in Fig. 10. The infrared spectra were similar to those presented

Fig. 9 XRD patterns of SrSnO3 and SrSn0.9Fe0.1O3-x, synthesized by two different routes and 
calcined at 800 °C
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Table 7 Lattice parameters of SrSnO3 and SrSn0.9Fe0.1O3-x, synthesized by two different routes 
and calcined at 800 °C 

Synthesis route Sample Lattice parameter (Å) V (Å3) 

a b c 

JCPDS 77-1798 SrSnO3 5.71 5.71 8.06 263 

1 step SrSnO3 5.70 5.71 8.02 262 

SrSn0.9Fe0.1O3 5.70 5.69 8.07 261 

2 steps SrSn0.9Fe0.1O3 5.70 5.72 8.16 265 

Fig. 10 Infrared spectra 
(a) and Raman spectra (b) of  
SrSnO3 and 
SrSn0.9Fe0.1O3-x, 
synthesized by two different 
routes and calcined at 800 °C
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before and showed the Sn–O stretching band around 670 cm−1 besides a weak band 
around 540 cm−1 and an absorption band below 400 cm−1, assigned to the O–Sn–O 
bending mode. The presence of carbonate was also observed, as indicated by bands 
at 860, 1070 and 1470 cm−1, as described before.

Although similar absorption bands were observed for samples obtained by the 
two different routes, some meaningful differences may be observed, especially 
concerning the carbonate bands, which had a higher intensity when the 2 steps route 
was used during synthesis, in agreement with the XRD patterns. Moreover, the band 
assigned to undistorted octahedra at 540 cm−1 had also a higher intensity for the 2 
steps route, indicating the change of the Sn4+ symmetry and confirming the lower 
homogeneity of the polymeric resin. 

The Raman spectra of the samples obtained by the one step route with and without 
Fe-doping (Fig. 10b) display bands at 113 cm−1, 146 cm−1 and 170 cm−1 assigned 
to the Sr-SnO3 mode; an intense band at 220 cm−1 (Ag) assigned to the scissor 
movement of the Sn-O-Sn group along the c-axis; one shoulder at 256 cm−1 (Ag) 
assigned to O-Sn-O and Sn-O-Sn groups along ab plane, perpendicular to the c-axis 
[38]. Bands at 332 cm-1 (B2g) and 397 cm-1 (Ag) are assigned to Sn-O3 bonds and 
to the torsional Sn-O; the symmetric stretching of the Sn–O bond was observed 
at 565 cm−1. Bands assigned to SrCO3 were observed at 146 cm-1, 181 cm-1and 
700 cm−1 [55], while one small band assigned to SnO2 was observed at 646 cm−1 

[21]. 
Comparing the undoped and doped samples, a small decrease of the intensity of 

the bands at 113 cm−1, 146 cm−1 and 170 cm−1 was observed, while the greatest 
difference was observed in the Sn–O-Sn band at 220 cm−1. Besides the decrease of 
intensity the broadening of this band was also observed as FWHM increased from 
15.8 cm−1 to 23.6 cm−1, determined by deconvolution of the peaks. This behavior 
indicates that the octahedral site was more affected by doping, since Fe3+ replaces 
Sn4+ in the lattice, as expected considering the site preference of Fe3+. 

The UV–vis spectra of the samples synthesized by the two different routes are 
displayed in Fig. 11. 

For undoped SrSnO3, the UV–vis spectrum was very similar to the sample 
obtained by the 2 steps route, as displayed in Fig. 6, with a high energy absorp-
tion between 200 and 350 nm due to the LMCT [46] and almost no absorption above 
this wavelength. After doping with Fe, absorption bands above 350 nm were observed 
for both samples, which were deconvolved to identify the electronic transitions. 

The Fe3+ cation has a d5 electronic configuration in high spin state in octahedral 
configuration, which means that all electrons are unpaired, as displayed in Fig. 12. 
Therefore, any electronic transition inside the d energy level will only occur if coupled 
to a spin inversion [51]. Consequently, only spin-forbidden electronic transitions 
are expected [50]. According to literature [50, 51], these transitions occur from the 
fundamental state 6A1g (S) to the excited states 4T1g (G), 4T2g (G), 4A1g (G), 4Eg (G). 
All assignments are displayed in Table 8 and confirm that spin-forbidden transitions 
due to the presence of Fe3+ are present in the UV–vis spectra. 

The band gap values of undoped and Fe-doped SrSnO3 are displayed in Table 9. 
The band gap value obtained using the 1-step synthesis route was higher than the
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Fig. 11 UV–vis spectra of SrSnO3 and SrSn0.9Fe0.1O3-x, synthesized by two different routes and 
calcined at 800 °C 

Fig. 12 Splitting of the octahedral crystal field (high spin) for Fe3+ [56] 

Table 8 Electronic 
transitions of Fe3+ added to 
the SrSnO3 lattice, 
synthesized by the 1 step and 
the 2 steps routes 

Bands (nm) Assignment 

1 Step  2 Steps  Reference [50, 57, 58] 

318 315 303–333 6A1g (S) ↔ 4T1g (G), 
4Eg (G) 

497 430 416–500 6A1g (S) ↔ 4A1g (G), 
4Eg (G) 

627 560 555–645 6A1g (S) ↔ 4T2g (G) 

– 750 715–800 6A1g (S) ↔ 4T1g (G)
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Table 9 Band gap values and 
specific surface area of the 
undoped and Fe-doped 
SrSnO3, synthesized by the 1 
step and the 2 steps routes 

Sample Band gap energy 
(eV) 

Specific surface 
area (m2 g−1) 

1 step SrSnO3 4.3 11.9 

SrSn0.9Fe0.1O3 2.1 24.4 

2 steps SrSn0.9Fe0.1O3 2.5 19.3 

value obtained by the 2-steps route (3.7 eV), displayed in Table 5. This is probably 
due to a higher short-range order in the final material, due to a more homogeneous 
polymeric resin, as indicated by the XRD patterns and the IR spectra. After doping, 
a meaningful decrease of the band gap was observed for both samples, due to the 
formation of structural defects as displayed in Eq. (14), which form electronic levels 
inside the band gap. Moreover, d-d electronic transitions assigned to Fe3+ may also 
influence the final band gap.

The specific surface area of the undoped and Fe-doped SrSnO3 are displayed in 
Table 9. The surface area of the undoped SrSnO3 obtained by the 1-step route was 
smaller than the material obtained by the 2-steps route (18.1 m2 g−1), displayed 
in Table 6, while doping leads to a tendency to increase the surface area, for both 
routes. The modified Pechini method uses a large amount of organic material, which 
goes under combustion reaction during heat treatment. As this reaction is highly 
exothermic, an increase of temperature may occur forming aggregated particles, 
which decrease the surface area. For this reason, a partial elimination of the organic 
material is done under oxygen atmosphere, at low temperatures (around 300 °C), but 
this control is not easy and these surface area variations may occur, with no clear 
relation to variations of the synthesis routes. 

3.2.2 Catalytic Tests of NO Reduction by CO 

Undoped and Fe-doped SrSnO3 were applied as catalysts for the NO reduction by 
CO, as displayed in Fig. 13. Quartz (SiO2) was used to dilute the catalyst and its 
conversion was subtracted from the present results, before plotting. 

Conversion of NO to N2 and CO to CO2 was favoured by Fe-doping, with a 
meaningful increase of activity, especially at 600 °C. At this temperature, a 3.2-
fold increase was observed for SrSn0.9Fe0.1O3 synthesized by the 1-step route, while 
a 6.9-fold increase was observed for the 2-steps route, for the NO to N2 conver-
sion. At this same temperature, no meaningful variation was observed comparing 
SrSnO3, SrSn0.9Fe0.1O3 synthesized by the 1-step route, while a 1.9-fold increase 
was observed for SrSn0.9Fe0.1O3 synthesized by the 2-step route. This behaviour is 
due to a higher activity of undoped SrSnO3 towards CO oxidation. 

It is well known that oxygen vacancies are very important for NO reduction due 
to the formation of active sites, in addition to promoting the dissociation of adsorbed 
NO species. For instance, Zhang et al. [14] evaluated the catalytic activity of LaCoO3 

in the NO reduction and observed an increase of 20% in the conversion when Co3+
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Fig. 13 Conversion of NO 
to N2 (a) and CO to CO2 
(b) using the undoped and 
Fe-doped SrSnO3, as  
catalysts, obtained by two 
synthesis routes 

was partially replaced by Cu2+. This improvement was assigned to the formation of 
oxygen vacancies in the lattice. 

A similar behaviour was observed in the present work, when Sn4+ was replaced by 
Fe3+ in the perovskite lattice. Curiously, it seems that the higher short-range disorder 
induced by the 2-steps synthesis route favoured the catalytic activity. This behaviour 
may be related to an easier electron transfer of the highly distorted octahedrons 
favouring the redox reactions involved in the current system.
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3.3 Influence of the Dopant Amount on the Catalytic 
Properties of SrSnO3: Cu  

3.3.1 Characterization of the Catalysts 

Due to the higher catalytic activity among all dopants, different percentages of Cu 
were added into the SrSnO3 lattice, using the 2-steps route, to evaluate its influence in 
the structural and catalytic properties. The XRD patterns of the Cu-doped materials 
are displayed in Fig. 14. 

Peaks assigned to carbonates were observed at 25.3° and 36.3° with very low 
intensity except for the sample with 5% of Cu. Peaks assigned to SnO2 (cassiterite) 
are usually observed at 26.9°, 33.6°, 51.8° e 64.2°, as reported by Dazhi et al. [59]. 
Small peaks assigned to SnO2 were observed for the samples with 5 and 10% of Cu, 
while peaks assigned to Cu compounds were not identified, which indicated that the 
dopant was incorporated into the SrSnO3 lattice. 

Pure and Cu-doped SrSnO3 samples displayed the orthorhombic perovskite with 
space group Pbnm as main phase, according to the ICDD 01-77-1798 index card. 
Based on this system, lattice parameters of the samples SrSn1-xCuxO3 (x = 0, 1, 5 
and 10 mol %) were calculated, as displayed in Table 10. 

The a and b lattice parameters were very similar to the theoretical data, calculated 
from the ICDD 01-77-1798 index card, while c parameter was slightly higher and 
led to a higher unit cell volume. No meaningful change was observed after doping 
whatever the amount of Cu added into the lattice. Inclination among the octahedra was 
also calculated and indicated similar absolute values comparing the undoped SrSnO3

Fig. 14 XRD patterns of the 
samples SrSn1-xCuxO3 (x = 
0, 1, 5 and 10 mol %), 
calcined at 800 °C for 4 h 
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Table 10 Lattice parameters of the samples SrSn1-xCuxO3 (x = 0, 1, 5 and 10 mol %), calcined 
at 800 °C for 4 h 

Sample a (Å) b (Å) c (Å) Volume (Å3) Φ (°) ϕ (°) θ (°) 
Theoretical value 5.71 5.71 8.06 262.64 −3.5 −3.5 0.0 

SrSnO3 5.72 5.72 8.10 265 3.0 3.0 0.0 

SrSn0.99Cu0.01O3 5.71 5.71 8.12 265 6.0 2.0 0.0 

SrSn0.95Cu0.05O3 5.70 5.71 8.13 265 8.2 5.3 3.4 

SrSn0.9Cu0.1O3 5.71 5.71 8.10 264 1.0 4.5 0.0 

Fig. 15 Infrared spectra of the samples SrSn1-xCuxO3 (x = 0, 1, 5 and 10 mol %), calcined at 
800 °C for 4 h 

with the theoretical value, while random variations were observed after doping. The 
greatest distortion was observed for SrSn0.95Cu0.05O3.

Infrared spectra of the samples SrSn1-xCuxO3 (x = 0, 1, 5 and 10 mol %), calcined 
at 800 °C for 4 h are displayed in Fig. 15. 

Bands assigned to SrCO3 were observed at 1460 cm−1 (strong), 1070 cm−1 (weak) 
and around 860 cm−1 (medium), confirming the formation of strontium carbonate 
as secondary phase, in agreement to XRD patterns. According to Mesíková et al. 
[60], decomposition of SrCO3 starts at 937 °C and its total decomposition occurs at 
~1240 °C. In the present case, as calcination was done at 800 °C, this phase could 
not be eliminated. Furthermore, high temperature thermal treatments decrease the 
specific surface area, which is harmful to catalytic purposes. 

All the infrared spectra displayed in Fig. 15 displayed bands at about 666 and 
330 cm−1, assigned to the υ3 stretching mode (Sn–O) and to the υ2 bending mode 
(O–Sn–O), respectively. The υ3 band is characteristic of orthorhombic structures 
with distortion of the octahedra. These two bands were also present after Cu-doping, 
with no displacements. On the other hand, a small intensity band was observed at 
around 550 cm−1, after doping with 5 and 10 mol% of Cu, which was also assigned 
to the υ3 stretching mode (Sn–O) but currently observed in cubic perovskites, as 
discussed before. These two bands were observed for measurements in the FAR and
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in the MID infrared and indicated that different symmetries of the octahedral sites 
occur after Cu-doping. These results are in agreement with the XRD tilting angles, 
which indicated a higher distortion among the octahedra after Cu-doping. 

Raman spectra of the samples SrSn1-xCuxO3 (x = 0, 1, 5 and 10 mol %), calcined 
at 800 °C for 4 h are displayed in Fig. 16. 

Bands assigned to SrCO3 were observed in all of the Raman spectra at 148, 180 
and 701 cm−1. The Raman spectrum of the undoped SrSnO3 displayed 6 active modes 
assigned to the orthorhombic perovskite, at 113, 167, 223, 255, 311 and 401 cm−1 

[38]. Bands at 113 and 167 cm−1 are assigned to the B2g a Ag modes, respectively 
and correspond to the Sr-SnO3 lattice mode; the high intensity bands at 223 and 
253 cm−1 are assigned to the Ag mode and correspond to the Sn-O-Sn bond; bands 
at 311 and 401 cm−1 are assigned to the B1g, Ag and B2g modes, respectively and 
correspond to the torsional Sn-O3 mode. A second order broad band was observed 
around 570 cm−1, which may be related to the presence of oxygen vacancies. 

After Cu-doping, a meaningful decrease in the intensity of the perovskite bands 
of the Raman spectra was observed, compared to the undoped SrSnO3. A broadening 
of these bands was also observed besides a low definition especially for the sample 
with 10% of Cu. On the other hand, the band around 570 cm−1, assigned to oxygen

Fig. 16 Raman spectra of the samples SrSn1-xCuxO3 (x = 0, 1, 5 and 10 mol %), calcined at 800 °C 
for 4 h
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Fig. 17 UV–vis spectra of 
the samples SrSn1-xCuxO3 
(x = 0, 1, 5 and 10 mol %), 
calcined at 800 °C for 4 h 

vacancies is clearly observed for all Cu-doped samples. This behavior is a clear 
indication of the formation of defects after Cu-doping, which leads to a higher short-
range disorder, with symmetry loss of the octahedra.

The UV–vis spectra of the samples SrSn1-xCuxO3 (x = 0, 1, 5 and 10 mol %), 
calcined at 800 °C for 4 h are displayed in Fig. 17. The electronic transitions were 
identified considering the deconvolution of the absorption bands. 

All of the UV–vis absorption spectra display the same profile, as observed in 
Fig. 17, with a high intensity absorption band around 200 and 300 nm due to O2− 

→ Sn4+ LMCT transitions [46] and low intensity absorption bands between 300 and 
900 nm, assigned to d-d transitions of Cu species. For undoped SrSnO3, absorption 
is almost zero at this region, as expected. 

It is well known that Cu2+, with a d9 electronic configuration, displays a breaking 
of orbital degeneracy in octahedral crystal-fields, with an eg−t2g splitting. Cu2+ is 
rarely observed in a regular octahedral symmetry, due to the Jahn Teller effect. When 
a tetragonal distortion occurs, the eg level splits into 2A1g and 2B1g levels, while the 
t2g level splits into 2Eg e 2B2g [52, 57]. The 2B1g is the fundamental state and a broad 
absorption band is observed between 650 and 900 nm, corresponding to the 2B1g →
2B2g transition of Cu2+ ions. This broad band may be assigned to the superposition 
of the three d-d electronic transitions, corresponding to the 2B1g → 2Eg, 2B1g →
2A1g and 2B1g → 2B2g transitions [52, 57]. 

When copper is added into the SrSnO3 lattice (Fig. 17), a gradual increase of 
the absorbance is observed with the formation of absorption bands around 340 and 
440 nm due to the 3d10 → 3d9 4s1 electronic transitions of Cu+. As more Cu is added 
into the lattice, these bands become more intense and one more band is observed 
around 500 nm, also assigned to a forbidden transition of Cu+. Absorption bands 
were also observed around 650 and 780 nm, which were assigned to the electronic 
transitions of Cu2+ in tetragonally distorted octahedral symmetry.



SrSnO3 Applied in the Reduction of NO by CO… 139

Table 11 Band gap values and specific surface area of the samples SrSn1-xCuxO3 (x = 0, 1, 5 and 
10 mol %), calcined at 800 °C for 4 h 

Sample Band gap (eV) Specific surface area 
(m2 g−1) 

Dp 
a (nm) Dc 

b (nm) Dp/Dc 

SrSnO3 3.8 12 75.2 35.4 2.1 

SrSn0.99Cu0.01O3 2.2 16 60.2 30.6 2.0 

SrSn0.95Cu0.05O3 2.4 15 60.6 26.6 2.3 

SrSn0.9Cu0.1O3 1.8 21 44.6 30.3 1.5 

aDp—particle size 
bDc—crystallite size 

The band gap energies of SrSn1-xCuxO3 (x = 0, 1, 5 and 10 mol %) are displayed 
in Table 11. The band gap value of undoped SrSnO3 was 3.8 eV, in agreement to 
literature data [20, 61]. After Cu-doping, smaller band gap values were observed, 
especially when 10 mol% of Cu was added into the SrSnO3 lattice. This behavior 
may be related to a greater number of defects with formation of intermediate levels 
inside the band gap. 

The specific surface area of the samples SrSn1-xCuxO3 (x = 0, 1, 5 and 10 mol 
%) are displayed in Table 11. These data were used to calculate the particle size, 
while crystallite sizes were calculated from XRD patterns, according to the Scherrer 
equation. As stated before, the control of the particle size is rather difficult in the 
modified Pechini method due to the large amount of organic matter, eliminated by an 
exothermic combustion reaction. This may also influence the crystallite size, which 
has a random variation. 

All of the results displayed in this section indicate that copper gets into the 
SrSnO3 lattice, with the formation of defects, as oxygen vacancies, which change the 
symmetry of the octahedra. The formation of the defects is displayed in Eqs. (15) and 
(16), according to the Kroger Vink notation and considers the presence of reduced 
Cu+, as indicated by the UV–vis spectra. Moreover, the desired perovskite structure 
was obtained at a relatively low temperature. 

3.3.2 Catalytic Tests of NO Reduction by CO 

Undoped and Cu-doped SrSnO3 were applied as catalysts for the NO reduction by 
CO, as displayed in Fig. 18. All samples were active in the NO reduction and in the 
CO oxidation. For undoped SrSnO3, the greatest catalytic conversion of NO into N2 

was 38% and of CO into CO2 was 34%, both at 600 °C. 
Temperature increase had a positive effect in the catalytic activity for all samples, 

while CO oxidation was slightly greater than NO reduction. In relation to the Cu-
doping, its addition into the SrSnO3 lattice clearly improved the catalytic activity for 
both reactions, even for the sample with only 1 mol% of Cu. This behaviour may be 
assigned to the formation of oxygen vacancies as charge compensation species when
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Fig. 18 Conversion of NO 
to N2 (a) and CO to CO2 
(b) using SrSn1-xCuxO3 (x = 
0, 1, 5 and 10 mol %) as 
catalysts 

Cu replaces Sn4+ in the perovskite lattice. The formation of Cu+ species promotes 
an even greater amount of oxygen vacancies, as displayed in Eqs. (15) and (16). 

The highest conversions were obtained when the sample SrSn0.95Cu0.05O3 was 
used as a catalyst, between 350 and 550 °C, while similar conversions were obtained 
for samples SrSn0.95Cu0.05O3 and SrSn0.9Cu0.1O3 at low temperatures (300 and 
350 °C) and at 600 °C, which was the highest conversion temperature. At this condi-
tion, N2 and CO2 percentages of conversion were 91% and 100%, respectively. This 
behaviour may be assigned to a very high deformation of the lattice when 10% of 
Cu is added to SrSnO3, as indicated in the Raman spectra. 

According to literature, oxygen vacancies have a very important role in the 
catalytic activity of perovskites, especially considering the NO reduction. For 
instance, Zhang et al. [14] also observed an improvement of the catalytic activity 
after Cu-doping. In their work, the perovskite LaCo1-xCuxO3 was synthesized by 
solid state reaction and conversion has been improved by 20% after Cu2+ addition. 
According to the authors, the high catalytic activity was assigned to the high density
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Fig. 19 XRD pattern (a) and Raman spectrum (b) of the sample SrSn0.95Cu0.05O3 after catalytic 
reaction 

of oxygen vacancies, as they form more active site for NO and CO adsorption, as 
well to the presence of Cu+ ions and to the Cu+/Cu2+ redox reaction, which favour 
the NO reduction by CO. 

As previously discussed, when NO adsorbs on the perovskite surface, an electron 
is transferred from the metal (active site), the nitrosyl species (NO−) is formed and 
the bond dissociation is favoured. The oxygen from the NO dissociation is trapped 
by the oxygen vacancy and the material surface is oxidized. Simultaneously, the 
metal is reduced by CO, by transfer of the oxygen bonded to the metal to the carbon. 
As a consequence, the behavior of the catalyst is related to the oxidation state of 
the metal before reaction (preferably reduced), its affinity with NO molecule and its 
redox property, which determines the tendency of the metal in the activity site to be 
oxidized by NO and reduced by CO during the reaction [62]. 

The SrSn0.95Cu0.05O3 sample was characterized by Raman spectroscopy and XRD 
after the catalytic reaction, as displayed in Fig. 19. 

The perovskite structure was maintained after the catalytic reaction, which 
confirmed the stability of the material. The formation of SrCO3 was clearly observed 
in the Raman spectrum and in the XRD pattern and indicated that Sr had an important 
role in the catalytic mechanism. This element easily forms carbonates, and it may 
be an important adsorption site for CO. Raman spectrum also suggested an increase 
of the short-range disorder after the catalytic reaction, as indicated by the smaller 
intensity and displacement of the Sn-O-Sn peak, from 221 cm−1 to 214 cm−1. The  
other bands assigned to the perovskite phase were not observed after reaction, and 
even the high broad band assigned to oxygen vacancies may not be distinguished. 

Based on these data, a reaction mechanism was suggested for the NO reduction 
by CO using Cu-doped SrSnO3 perovskite as catalyst. In the mechanism, oxygen 
vacancies cannot be thought as isolated species, as they are associated to the cation 
in the lattice, changing the symmetry, which is especially important during the 
catalytic process, as oxygen vacancies may also undergo redox reactions, as discussed 
before, acting as Lewis acids or bases. During reaction NO probably adsorbs on the
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[SnO5.V˙ 
O ]c cluster, which donate an electron to NO, forming the NO− species. 

The N–O bond is weakened, broken and N2 desorbs from the perovskite surface, 
while oxygen diffuses to the cluster, where it is trapped, probably by another oxygen 
vacancy. The CO species adsorbs on the [Sr O11.V˙ 

O ]c cluster, interacts with the 
oxygen from the lattice and forms CO2 or even CO2− 

3 , as indicated by the character-
ization post-catalysis. The symmetry of the octahedra is changed during the reaction, 
but the overall structure is maintained. Reaction mechanism is displayed in Eqs. (17) 
to (22).

[
SnO5.V

˙ 
O ]c + NO(g) →[

SnO5.V
¨ 
O ...NO−]c (17) 

2
[
SnO5.V

¨ 
O ...NO−]c → 2

[
SnO6 ]̇  

c + N2(g) (18) 

[SnO6 ]̇  
c + [SnO5.V

˙ 
O ]c →

[
SnO6]x c+

[
SnO5.V

¨ 
O ]c (19) 

[Sr O12]c + CO(g) →[Sr O12...CO]c (20) 

[Sr O12...CO]c →[Sr O11.V 
x 
O ]c + CO2(g) (21)

[
Sr O11.V 

x 
O ]c+

[
SnO5.V

¨ 
O ]c →

[
Sr O11.V

˙ 
O ]c+

[
SnO5.V

˙ 
O ]c (22) 

[Sr O12...CO]c + 2[SnO6]c →
[
Sr O12...CO2− 

3 ]c + 2
[
SnO5.V

˙ 
O ]c (23) 

For Cu-doped samples, a similar mechanism may occur for NO reduction and 
electron transfers to and from the adsorbed molecules are favoured by the presence 
of Cu+/Cu2+ in the perovskite lattice, as displayed in Eqs. (24) and (25).

[
CuO5.V

˙ 
O ]c + NO  →[

CuO5.V
¨ 
O ...NO−]c (24) 

2
[
CuO5.V

¨ 
O ...NO−]c → 2

[
CuO6 ]̇  

c + N2 (25) 

The reaction mechanism is schematically summarized in Fig. 20, which shows 
the electron transfer during the catalytic reduction of NO by CO. Cu-doping has a 
very important role in the process, due to the ability of this cation to easily change its 
oxidation state, favoring the electron transfer between the surface and the adsorbed 
species and also inside the perovskite lattice. Oxygen vacancies also have an impor-
tant role in the process, as they favor the NO adsorption on the perovskite surface. 
Moreover, they also favor electron transfer, as vacancies may be present as neutral, 
single positive or double positive species.
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Fig. 20 Scheme of the reaction mechanism of NO reduction by CO in the presence of Cu-doped 
SrSnO3 as catalyst 

4 Conclusions 

SrSnO3 was synthesized by the modified-Pechini method, without doping and doped 
with different transition metals (Fe, Ni and Cu), using relatively low temperatures 
(800 °C), with high crystallinity. Strontium carbonate was observed for almost all 
synthesis and change in the octahedral symmetry was observed after doping. Specific 
surface area did not show a meaningful variation, as well as the lattice parameters. 
The catalytic tests confirmed the importance of doping in the activity of SrSnO3 

towards NO reduction by CO. The highest activity was obtained using 5% of Cu 
as dopant, which was related to its ability to change its oxidation state, besides the 
formation of oxygen vacancies due to charge compensation, when it replaces Sn4+ 

in the perovskite lattice. 
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bones and teeth), and the synthetic version of HA has several attractive properties for 
in vivo applications, ranging from hard tissue repair to drug/gene/protein delivery. In 
the last decades, HA has been used in combination with lanthanide ions, molecular 
fluorophores, or inorganic luminescent materials, for the potential use in fluorescence 
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1 Introduction and General Concepts 

Calcium orthophosphates (CaPs) are a class of materials abundant in nature that can 
be found both in geological deposits and as the main inorganic constituents of biolog-
ical hard tissues [1]. The most important and studied CaP is hydroxyapatite (HA, 
Ca10(PO4)6OH2), known as the primary crystalline phase of bones, teeth and tendons, 
in a non-stoichiometric version containing various foreign ions and ionic vacancies 
within the crystal lattice often labeled as bioapatite [2–4]. The synthetic version of 
HA is strongly timely to biomedical applications because of its compositional flex-
ibility, biocompatibility, bioactivity, non-toxicity, and tailorable biodegradability, 
granting the synthetic HA the superior ability to interact and bond with surrounding 
tissues [5–7]. Given these advantages, it is often suggested that HA be applied in 
reconstructive surgery [8] and bone repair [9–12]. 

HA at nanoscale has been attracting the attention of researchers in the 
nanomedicine field due to its potential use in intracellular bioimaging [13, 14] and 
drug/gene delivery systems for various therapeutic applications, including cancer 
therapy [15–18]. Besides, HA nanoparticles (NPs) can be applied for theranostic 
purposes since they are capable of performing diagnosis and therapy functions simul-
taneously [19]. To these ends, HA particles are combined with distinct contrast agents 
to improve its imaging capability, for example, for fluorescence imaging procedures. 
In this process, the fluorescence properties of HA is optimized either by doping the 
particles with lanthanide ions [20–28] or encapsulating organic fluorophores [29– 
32], or by combining HA with other luminescent materials in the form of composites 
[33–36]. On the other hand, the induction of self-activated fluorescence in HA is 
an exciting research area that avoids the necessity to conduct the aforementioned 
strategies to obtain satisfactory fluorescent properties and that could create a new 
range of applications for HA in nanomedicine and other technological fields [37]. 

The origins of self-activated fluorescence properties in materials are based on the 
formation of localized energy levels within the band gap region induced by defects, 
including ionic and interstitial vacancies, impurities, length and angle distortions in 
atomic bonds, dislocations and stresses in the crystalline lattice, boundaries, cracks, 
pores, and so on [38, 39]. Pure and stoichiometric HA has a band gap energy (Eg) 
greater than 5.3 eV, making photoexcitation of electrons from the valence band (VB) 
to the conduction band (CB) more difficult, with subsequent radiative recombination 
of electron–hole pairs (e−–h+) [40]. However, during the synthesis step it is possible 
to control the nature and the density of defects, resulting in fluorescent HA (f-HA) 
particles due to the appearance of new energy levels between the VB and the CB 
[41–43]. Thereby, this chapter brings an overview of the recent investigations on the 
synthesis and applications of self-activated fluorescent nano- and micro-HA.
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2 Crystallographic Structure of HA 

The stoichiometric HA described under the general formula Ca10(PO4)6(OH)2 
primarily exhibits monoclinic symmetry with space group P21/b, and after a 
reversible phase transition from monoclinic to hexagonal polymorph at about 207 °C, 
it has space group P63/m and lattice constants a and c equal to 0.942 and 0.688 nm, 
respectively [44, 45]. This fact, however, does not imply that natural and biological 
HA particles, as well as the often-studied synthetic version of HA, adopt a mono-
clinic pattern. In these cases, the inclusion of foreign ions and the presence of ionic 
vacancies within the HA crystalline structure typically occur, stabilizing the more 
disordered and less symmetric hexagonal phase under atmospheric conditions [46]. 

The crystal structure of hexagonal HA is comprised of a compact assembly 
of tightly bonded [PO4] tetrahedral clusters with ten Ca species distributed along 
two nonequivalent crystallographic sites [47]. At the Ca(I) site, nine oxygen atoms 
belonging to [PO4] are coordinated with the Ca atom, originating [CaO9] clusters. 
The Ca atoms at this site exhibit a columnar arrangement parallel to the c-axis. On the 
other hand, the Ca atoms located at the Ca(II) site are coordinated with six oxygen 
atoms from [PO4] clusters and one oxygen from the OH group, forming [CaO7H] 
clusters (Fig. 1a, b). At the Ca(II) site, the Ca atoms assemble as equilateral triangles 
lying on opposite sides, where the planes of the triangles are perpendicular to the 
sixfold screw axis, forming tunnels, i.e., hexagonal channels which are occupied by 
OH groups along the c-axis (Fig. 1c,d). The O atoms at the OH site are slightly above 
or below the Ca(II) triangles. A partial occupancy of 50% at the OH site takes place, 
and the OH groups are arranged in a disordered fashion, in which the heat-to-tail 
(OH OH OH…) and tail-to-head (HO HO HO…) arrangements alternate along the 
channel [46]. 

The peculiar structure of HA supports tremendous lattice distortions, which in 
turn allow the occurrence of ionic substitutions within several crystallographic sites 
by species with various sizes and valence states. These substitutions can originate 
the Ca-deficient (Ca/P < 1.67) or Ca-rich (Ca/P > 1.67) non-stoichiometric versions 
of HA rather than the stoichiometric ones (Ca/P = 1.67) [50]. The bioapatite present 
in bone and tooth mineral illustrates this structural flexibility—it is defective and 
non-stoichiometric due to the high availability of elements in the body that allow the 
incorporation of various ionic species within the crystalline lattice, including F−, Cl−, 
Na+, K+, Fe2+, Zn2+, Sr2+, Mg2+, CO3 

2−, and citrate ions [51]. Therefore, in order to 
avoid structure charge imbalance, coupled ionic substitutions and/or vacancy genera-
tion (e.g., Ca2+ and OH− vacancies) typically occur when ions with different charges 
from those observed for the groups that comprise the HA structure are incorporated. 

One of the most relevant substituting species in HA is CO3 
2−. The carbonatation of 

HA is energetically favorable, with a formation energy of −518.7 kJ.mol−1, causing 
the spontaneous incorporation of CO3 

2− groups into the HA lattice [52]. In bioapatite, 
the CO3 

2− content varies from 2 to 8 wt% depending on the age. In most cases, the 
synthesis of HA leads to the carbonated version of HA. When CO3 

2− groups are 
accommodated at the OH− site (A-type substitution), a VOH vacancy is generated.
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Fig. 1 Representations of a HA hexagonal unit cell, and b [PO4], [CaO9], and [CaO7H] polyhedra 
showing the possible upward and downward orientations for OH− groups. Reprinted with permis-
sion from Ref. [37]. c HA structure along the c-axis, where black lines represent the hexagonal 
networks formed by Ca(I) sites, while cyan and magenta triangles connect staggered Ca(II) sites 
with different height in relation to the c-axis. Reprinted with permission from Ref. [48]. d Illus-
tration of one single hexagonal building unit of the HA structure projected in the [001] direction. 
Reprinted with permission from Ref. [49] 

Meanwhile, the substitution of the PO4 
3− group by CO3 

2− (B-type substitution) 
is compensated by the formation of VCa and VOH vacancies [53]. A concomitant 
substitution of the OH− and PO4 

3− groups by CO3 
2− can also occur (the so-called 

AB-type substitution). Furthermore, the incorporation of CO3 
2− into the HA lattice 

can be charge-compensated by the introduction of foreign ions, such as Na+, K+, 
NH4 

+ and H3O+, depending on the precipitation conditions [54]. 
Single or multiple substitutions and vacancies, including those associated with 

CO3 
2−, significantly affect the lattice parameters, the degree of structural order at 

long and short ranges, the crystallization mechanisms, and the exposed surfaces, 
which in turn change, for instance, the biodegradability, bioactivity, biocompatibility 
and mechanical resistance of the material, allowing researchers to tailor the behavior 
of HA in biological environments according to the desirable biomedical application



Advances in the Synthesis and Applications of Self-Activated … 153

[55]. These structural and compositional changes conducted during the synthesis 
can also modify the electronic structure and charge distribution of HA nano- and 
microparticles, leading to self-activated f-HA with improved emission properties. 

3 Synthesis of Luminescent HA 

Wet chemical methods are the most promising approaches for the fabrication of f-HA 
nano- and microparticles with controlled crystallinity, morphology, and size, as well 
as for the introduction of several types of defects. The manipulation of the density 
and chemical nature of the defects is crucial to obtaining f-HA, thus requiring an 
appropriate choice of the synthesis methodology and experimental parameters. There 
is a large variety of reported techniques based on chemical precipitation, synthesis 
from natural bio-resources, hydrothermal-assisted precipitation, and sol–gel method, 
which will be addressed below. 

3.1 Chemical Precipitation 

Among the various methods to obtain f-HA, chemical precipitation in aqueous solu-
tion is the easiest explored one. This synthesis route is based on the fact that HA 
is a sparingly soluble salt in neutral and alkaline aqueous solutions and that all 
intermediates will eventually be converted into HA phase [18]. Calcium hydroxide, 
calcium nitrate and calcium chloride are generally employed as precursor reagents 
for Ca2+, whereas orthophosphoric acid, diammonium hydrogen phosphate and 
disodium hydrogen phosphate are commonly used as precursor reagents for PO4 

3− 

[56]. Typically, the controlled addition of one reagent to another is made under stir-
ring, and the resulting milky suspension is aged for several hours, or immediately 
recovered. The aging step is crucial to converting CaP precursor phases into HA, and 
its duration depends on the other synthesis parameters employed, mainly tempera-
ture. At room temperature, HA is obtained only after a few hours, whereas above 
90 °C this phase stabilizes almost instantaneously [57]. The aged suspension is then 
washed, filtered or centrifugated, dried and crushed into a powder. 

Shape and size distribution of HA particles as well as their composition and crys-
tallinity are significantly affected by the parameters adopted during the chemical 
precipitation procedure, including concentration, pH value and rate of addition of 
precursor solutions, temperature during synthesis, duration of the aging step, and 
atmosphere [58]. These properties influence not only the osteoconductivity, biocom-
patibility, bioactivity, and biodegradability of HA [59], but also its intrinsic fluo-
rescence since the density of several types of optically active surface, interface and 
structural defects is also affected. 

Chemical precipitation at room temperature renders poorly crystalline, calcium-
deficient AB-type carbonated f-HA particles when (NH4)2HPO4 and Ca(OH)2 or
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CaO are used as PO4 
3− and Ca2+ sources, respectively, in air atmosphere and with 

an aging step of 15 h [60]. In these cases, the f-HA particles have similar rounded 
shape with average particle size of 60 ± 20 nm. On the other hand, well-crystallized 
f-HA particles with tunable sizes and shapes, including hexagonal microprisms (0.7– 
2.5 μm × 70–200 nm), nanorods (300–600 nm × 40–80 nm), rice-like NPs (50– 
60 nm × 12–25 nm), microplates and microneedles (0.5–5.5 μm × 30–200 nm) and 
needle-like NPs (200–700 nm × 20–50 nm), are obtained at 90 °C in an aging period 
of 2 h by varying the rate of addition of (NH4)2HPO4 solution to Ca(NO3)2·4H2O 
solution (0.15, 7.00 or 600.00 mL/min) as well as the pH value adopted (4.5–5.0 or 
9.5–10.0), as summarized in Fig. 2 [39]. The long- and short-range structural order 
of f-HA particles as well as their compositions vary with these synthesis conditions, 
ranging from calcium-deficient HA (Ca10-×(HPO4)×(PO4)6-×(OH)2-× (0 < × < 1))  
in more acidic conditions to compositions closer to those of stoichiometric HA in 
alkaline conditions. 

3.1.1 Heat Treatment Steps 

The self-activated fluorescence of chemically precipitated HA is significantly 
affected by posterior heat treatment steps, leading to a large increase of its emission 
intensity compared to untreated particles. For instance, f-HA nanorods (300–600 nm 
× 40–80 nm) exhibit enhanced fluorescence intensity when obtained via chemical 
precipitation at 90 °C followed by annealing at 350 or 400 °C in air atmosphere 
[61]. For rounded carbonated calcium-deficient f-HA NPs (60 ± 20 nm) synthesized 
at room temperature, the ideal heat treatment setup was found to be between 400 
and 450 °C [60]. Furthermore, calcium-deficient carbonated f-HA NPs obtained in 
simulated body fluid (SBF) solution at room temperature can also be made highly 
fluorescent by annealing at 400 °C [62]. 

3.1.2 Preparation of Doped f-HA 

Doping of HA can improve its in vitro and in vivo behavior, including bioactivity, 
adsorption of proteins/growth factors, and cell proliferation capability, through the 
incorporation of several ionic substituents into the HA lattice, as recently reviewed 
by Tite and colleagues [55]. For instance, Mg2+-doped (5 wt.%) f-HA nanorods 
(18–31 nm × 9–19 nm) were obtained by microwave-assisted precipitation at room 
temperature, leading to a large increase in fluorescence intensity [63]. In another 
study, Sr2+-doped f-HA with enhanced fluorescence properties was prepared by 
chemical precipitation of HA at 100 °C followed by aging for 24 h at room temper-
ature and a posterior sintering step at 1000 °C for 2 h [64]. Subsequently, an ion 
exchange process of Ca2+ by Sr2+ was carried out by suspending the HA powder in 
strontium nitrate solution for 5 h. The fluorescence intensity was further improved by 
soaking the Sr-doped f-HA in SBF up to 32 days due to the incorporation of CO3 

2− 

impurity.
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Fig. 2 Nano- and microparticles of f-HA obtained by chemical precipitation at 90 °C and their 
corresponding XRD patterns. The particle shape, size, degree of crystallinity and composition can 
be modified by controlling the pH value adopted and the rate of addition of phosphate solution to 
calcium solution. Reprinted with permission from Ref. [39] 

3.1.3 Synthesis of f-HA-Based Composites 

The preparation of composite materials containing f-HA nano- and microparticles 
can be made in order to enhance the intensity of f-HA emission or tune the emission 
profile of the final composite material. In both cases, charge transfer mechanisms 
at the interfaces generated between the materials are the main responsible for these 
behaviors. In this sense, Arul and colleagues [65] prepared polyvinyl alcohol (PVA)/f-
HA nanocomposites via microwave-assisted precipitation of f-HA for 30 min at room 
temperature. The procedure comprised the mixing of 0.5 g of dried powders with
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0.0%, 0.5%, 1% and 1.5% of PVA followed by their deposition onto Ti substrate. 
The authors observed that the intensity of the blue fluorescence of f-HA (centered at 
441 nm, λexc = 254 nm) increased as a function of PVA concentration. In another 
study, da Silva et al. [66] synthesized a defect-related luminescent composite with 
tunable emission colors via in situ precipitation of α-AgVO3 (AV) in f-HA aqueous 
suspensions in f-HA/AV molar ratios between 1:1 and 1/32:1. Figueroa-Rosales and 
colleagues [67] developed f-HA/multi-walled carbon nanotube (MWCNT) compos-
ites by chemical precipitation followed by ultrasound bath and microwave radiation. 
A post-heat treatment step at 250 °C for 6 h was also conducted to improve the 
fluorescence properties of the final composite materials. 

3.2 Synthesis from Natural Bio-Resources 

The usage of biowastes such as animal bones, fish scale, eggshell and oyster shell 
among others to prepare HA-based materials is considered a potential waste manage-
ment strategy to reduce the environmental impact from animal agriculture and food 
industry [50]. These abundant by-products with no economic value can thereby be 
converted into value-added products. In addition, HA-based materials obtained from 
biogenic sources can be well-accepted by living organs due to their physicochemical 
similarities with bioapatite [56]. In general, HA can be fully extracted from biowaste, 
acting as the entire source of CaP, or obtained by the reaction of a phosphate precursor 
with Ca2+ extracted from a biogenic source. 

Kumar and Girija [68] reported the preparation of flower-like f-HA nanostruc-
tures from biowaste by the complexation of Ca2+ from processed and purified 
eggshell powder (mainly CaCO3) with ethylenediamine tetra-acetic acid (EDTA). 
The Na2HPO4 solution was slowly added to the Ca-EDTA complex, and the resulting 
solution was then stirred for 30 min, with subsequent pH adjustment to 13. After-
wards, the mixture was irradiated in a microwave oven for 10 min, washed and dried, 
forming the f-HA precipitate. It was observed that the photoluminescent flower-like 
NPs were composed of 100–200 nm wide and 0.5–1 μm long leaves with Mg2+ and 
CO3 

2− impurities inherited from the eggshells. 
In another approach, Goloshchapov and coworkers [69] initially extracted CaO 

from bird’s eggshells through an annealing procedure at 900 °C/2 h, and subsequently 
mixed the product with distilled water at 100 °C to produce Ca(OH)2. Then, a titration 
was conducted with H3PO4 at room temperature with controlled pH in the 7–9 range 
(step of 0.5) to obtain distinct levels of CO3 

2− incorporation. Finally, the precipitate 
was filtered and dried at 400 °C/1 h to form carbonated f-HA with low crystallinity. 
Porous rod-like NPs with diameter of ~20 nm and length of ~50 nm were prepared 
following this methodology, with the best fluorescence intensity being achieved at 
pH = 8–9 due to the high incorporation of CO3 

2− impurity into the f-HA lattice in 
this pH range. 

Sinha and coworkers [70] used a simple heat treatment to obtain f-HA from Labeo 
Rohita fish scales acting as a CaP source. After cleaning the scales with boiling water
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for 20–25 min followed by 24 h of water immersion at room temperature, the scales 
were dried, crushed and calcinated at distinct temperatures (from 400 to 1000 °C) for 
1 h. The best fluorescence emission intensity was achieved at 800 °C, temperature at 
which impurities such as collagen and other proteins are more efficiently eliminated 
without a significant conversion of f-HA into β-TCP phase with poor luminescence. 

3.3 Hydrothermal-Assisted Precipitation 

Zhang and colleagues [71] pioneered the preparation of HA particles with improved 
fluorescence by using citrate ions (Cit3−) in hydrothermal treatments, being this 
approach one of the most explored so far. In a typical route, an aqueous solution 
containing Ca(NO3)2.4H2O precursor and hexadecyltrimethylammonium bromide 
(CTAB) surfactant is mixed with another solution containing (NH4)2HPO4 precursor 
and Cit3− in a Ca2+:Cit3− ratio of 1:1, which is maintained at 180 °C for 24 h. The 
f-HA particles with distinct morphologies are obtained depending on the pH adopted 
for the synthesis (Fig. 3). Short nanorods crystallize in more alkaline environments, 
with lengths ranging from 50 to 70 nm at pH = 9.0 and 120 nm at pH = 7.0 (Fig. 3a, 
b). In contrast, in acidic environments more complex structures are formed, including 
self-assembled bur-like microspheres at pH = 5.0 (Fig. 3c, d) and microflowers at pH 
= 4.5 (Fig. 3e, f), with diameters of 7 9 and 10 mm, respectively, and microsheets 
at pH = 4.0, with lengths of 0.7 1 mm (Fig. 3g, h). 

It could be noted that the presence of Cit3− plays an important role in the final 
morphology of f-HA due to the formation of the citrate-Ca2+ ion chelating complex, 
which ends up retarding the preferential growth of HA along the c-axis direction. In 
this specific work, the presence of this complex led to short HA nanorods instead of 
the nanowires typically observed in hydrothermal synthesis at pH ≥ 7.0 without Cit3− 

addition [71, 72]. As also reported by Lin’s group [73], the Cit3−-based hydrothermal 
route can also be used to prepare Sr2+-substituted f-HA (f-SrHA) microrods and 
microsheets at shorter reaction times (0.5 and 1 h, respectively) or self-assembled 
microspheres at larger reaction times (6–48 h) with distinct sizes and crystallinities 
using Sr(NO3)2 as Sr2+ source and at an Sr2+:Cit3− ratio of 1:2. 

Further studies have focused on the determination of the ideal precursors to 
obtain highly fluorescent f-HA particles via Cit3−-based synthesis. In this sense, 
Jiang and colleagues [74] demonstrated that the presence of both Cit3− and NH4 

+ 

ions in the initial solution originated efficient luminescent centers in f-HA NPs 
through the combination of Na3Cit and (NH4)2HPO4 or (NH4)3Cit and Na2HPO4 

precursors, while no significant radiative emissions were detected when employing 
Na3Cit and Na2HPO4 or only (NH4)2HPO4. Furthermore, Cheng and colleagues [75] 
observed that by increasing the amount of (NH4)3PO4·3H2O in the initial mixture of 
(NH4)3PO4·3H2O/Na3PO4·12H2O precursors it was possible to enhance the fluores-
cence emission because of the higher concentration of NH4 

+ ions in the hydrothermal 
reaction.
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Fig. 3 Scanning electron microscopy (SEM) images of f-HA particles obtained via hydrothermal 
treatment in the presence of Cit3− showing distinct morphologies resulting from changes in the pH 
value during the reaction. a, b Short nanorods, pH = 7.0; c, d bur-like microspheres, pH = 5.0; e, f 
microflowers, pH = 4.5; and g, h microsheets, pH = 4.0. Reprinted with permission from Ref. [71]
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The usage of distinct precursors during the Cit3−-based synthesis of f-HA can also 
affect the duration of the reaction and bring novel properties to the final material. For 
instance, shorter reaction times of 3 h at 175 °C and pH = 9 enabled the formation of 
f-HA nanorods with length of around 100 nm in the presence of polyethylene glycol 
(PEG) instead of CTAB surfactant, as reported by Yang et al. [76]. On the other hand, 
Wang and colleagues [77] prepared f-HA nanorods doped with Tb3+ by the addition 
of Tb(NO3)3.5H2O and demonstrated the effect of Cit3− and Tb3+ on the crystal 
phase, morphology and fluorescent properties of f-HA, evidencing that the radiative 
emissions can be tuned from blue to green by changing the initial amount of Cit3− 

precursor. Additionally, Li and colleagues [78] synthesized aptamer-capped f-SrHA 
nanorods doped with Gd3+ by using Gd(NO3)3.6H2O precursor and successfully 
obtained HA NPs with both self-activated fluorescence and paramagnetic properties. 

Although it is known that Cit3− plays a key role in the improvement of the fluores-
cent properties of HA, other methodologies based on hydrothermal-assisted precip-
itation without Cit3− precursor also lead to a final material with superior optical 
properties, as recently demonstrated by Huerta and colleagues [79]. In another work, 
Park et al. [80] prepared f-SrHA microspheres with Sr/[Ca + Sr] molar ratios of 
0, 0.25, 0.50 and 1.00 using poly(aspartic acid) (PASP) as a template. The self-
assembled PAPS structure was formed via peptide bonds between –COO− and – 
NH3 

+ groups of two different L-aspartic acid (L-Asp) precursor molecules. It was 
found that another –COO− group of L-Asp monomer interacts with Ca2+, forming a 
chelate. These chelates act as sites for the nucleation and growth of f-SrHA, leading 
to the occurrence of fluorescent carbon impurity sites. According to the authors, the 
size, morphology and surface of the particles can be tuned depending on the reaction 
time and the amount of both L-aspartic acid (L-Asp) and Sr2+ precursor, which in 
turn forms weaker chelates with carboxyl groups than Ca2+ ions. 

3.4 Sol–Gel Method 

Deshmukh and coworkers [81] synthesized self-activated f-HA NPs with a modified 
sol–gel method using triethylamine (TEA) or acetylacetone (ACA) as stabilizing 
agents and water or dimethyl sulfoxide (DMSO) as solvents. In this procedure, 
calcium chloride was first dissolved in DMSO and H3PO4 was introduced into the 
former solution by a dropwise addition followed by the influx of TEA or ACA and 
pH adjustment to 10. The obtained gel was washed, dialyzed, and dried at room 
temperature. Comparatively, the authors added TEA or ACA stabilizing agent to the 
H3PO4 solution, which was in turn added dropwise to the calcium chloride aqueous 
solution. It was found that the best setup to obtain highly fluorescent HA was with 
DMSO and ACA. Under these conditions, it was possible to obtain thin rod-like 
f-HA NPs (62.5 nm in length × 6.2 nm in diameter) exhibiting a hydrodynamic size 
of 57 ± 10 nm and a zeta potential of 2.12 mV. When the synthesis was conducted 
without stabilizing agents, the NPs consisted of rod-like microparticles (1.42 μm × 
0.29 μm).
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Although f-HA particles can efficiently load and deliver therapeutic biomolecules 
(i.e., antibiotics and chemotherapy drugs) in a controllable manner, some researchers 
have focused on the improvement of their loading capacity by combining them with 
mesoporous silica (mSi) to fabricate core–shell nanostructures. Yang and coworkers 
[82] used a modified Pechini sol–gel process to prepare spherical mSi NPs covered 
by a uniform f-HA layer. Briefly, a water/ethanol mixture, citric acid, CTAB and 
PEG were added to an acidic solution (pH 2–3) containing both Ca2+ and PO4 

3− 

sources followed by the addition of mSi NPs previously prepared by base catalyzed 
sol–gel method using a tetraethyl-orthosilicate (TEOS). The diameters of mSi@f-
HA NPs were around 200–400 nm, whereas the surface area, average pore diam-
eter and pore volume were 1348 m2g−1, 2.44 nm and 0.92 cm3g−1, respectively. 
These values were several times higher than those typically reported for f-HA (e.g., 
20–90 m2g−1 of surface area [83, 84]) and had the potential to load superior quan-
tities of biomolecules. Moreover, spherical mSi NPs covered by f-HA nanorods 
(f-HA@mSi) were also obtained by a similar approach, but using f-HA nanorods 
previously prepared via Cit3−-assisted hydrothermal treatment instead of the soluble 
salts containing Ca2+ and PO4 

3− species [72]. 
In another study, f-HA nanorods covered by a thin shell of mSi were obtained by 

base catalyzed sol–gel synthesis of mSi in a dispersion of f-HA nanorods prepared 
by Cit3−-containing hydrothermal treatment [85]. The thickness of the mSi layer of 
f-HA@mSi nanorods was controlled by the amount of TEOS used (from ~9 nm to 
~28 nm), as illustrated in Fig. 4. The final f-HA@mSi NPs were 68 × 100 nm long 
and 30 × 63 nm wide and exhibited a surface area, an average pore diameter and 
a pore volume of 104.6–223.1 m2g−1, 3.649–3707 nm and 0.1664–0.4763 cm3g−1, 
respectively—values that varied depending on the thickness of the mSi layer. 

4 Self-Activated Luminescence 

Generally, the self-activated luminescence emission spectrum of f-HA particles 
obtained by wet methods is composed of a broad band profile centered at 430–530 nm 
(2.88–2.34 eV) and covering a large part of the UV and visible regions of the electro-
magnetic spectrum. To achieve such luminescence, f-HA samples are often excited 
at λexc = 325–415 nm (3.81–2.99 eV) in the near-UV region. However, depending on 
the synthesis and processing approaches, the proposed emission centers responsible 
for the observed fluorescence are different, and both the emission and the excitation 
wavelengths can be red-shifted towards less energetic regions by tunning the defects 
present in the f-HA structure [37]. 

Considering that neither Ca2+ nor PO4 
3− ions emit fluorescence by themselves 

and that a small amount of energy is often employed to excite f-HA particles in 
comparison with the calculated values for the optical band gap energy (Eg) of pristine 
HA (Eg = 4.60–5.67 eV [40, 86, 87]) as well as those experimentally determined 
(5.41–5.78 eV [61, 88]), the fluorescence in HA has its origin most likely related to the 
e−–h+ pair recombination encompassing localized energy states between the VB and
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Fig. 4 Transmission electron microscopy (TEM) images of a f-HA nanorods, and b, c f-HA 
nanorods covered by a small and a large layer of mSi, respectively. d Calculated values of mSi 
thickness for samples prepared using 50 uL (fHA@mSi-1), 100 uL (fHA@mSi-2), and 150 uL 
(fHA@mSi-3) of TEOS. Reprinted with permission from Ref. [85] 

the CB, i.e., in the forbidden gap of HA. In general, ionic vacancies (e.g., VCa, VOH, 
and VO vacancies in PO4 

3−), ionic substitutions and impurities (e.g., CO3 
2−, H2O and 

NH4 
+), and interstitials (e.g., Hi) in the HA structure induce distortions at both long 

and short ranges with changes in its lattice parameters, volume, and electronic energy 
states (an example is shown in Fig. 5a, b), behavior that was evidenced by several 
theoretical studies based on first-principles calculations [41, 42, 87, 89–93] and 
experimental approaches [53, 54]. These phenomena have the potential to give rise 
to several luminescent centers, as a redistribution of electrons takes place between 
extended and localized electronic levels exhibiting both acceptor- and donor-like 
characters, consequently leading to self-activated fluorescence in HA in the near-UV 
and visible regions of the electromagnetic spectrum. 

In the case of HA synthesized via wet approaches, the nano- and microparti-
cles are non-stoichiometric and often possess significant density of CO3 

2− point 
defects inside the crystalline lattice when obtained in air atmosphere. As previ-
ously mentioned, these groups that substitute PO4 

3− and/or OH− are mainly stabi-
lized by the formation of ionic vacancies (VCa and VOH), the incorporation of 
H2O molecules and the occurrence of other ionic substitutions (HPO4 

2−, Na+,
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Fig. 5 Electronic energy levels in the band gap region of HA. a Density of states (DOS) image of 
stoichiometric HA, and b DOS image of HA containing point defects that lead to localized states 
within the forbidden zone with potential for fluorescence emissions in near-UV and visible regions. 
Legends: energy levels occupied by electrons are represented in green, whereas those represented 
in red are unoccupied. C and D = upper peaks of the VB; Ev = top of the VB; Ec = bottom of 
the CB; Ei and Ei* = fully occupied and half-occupied localized energy states arising from VO 
vacancies in PO4 

3− and VOH vacancies, respectively. Reprinted with permission from Ref. [41]. c 
General scheme based on the broad band model for the occurrence of self-activated fluorescence in 
HA nanorods obtained by chemical precipitation. In an ideal ordered HA system, the energy levels 
in the forbidden zone are minimized. However, the presence of defects causes a higher disorder in 
the HA system, thus allowing a radiative recombination of e−–h+ pairs between the VB and the 
CB. Reprinted with permission from Ref. [37] 

NH4 
+, H3O+), depending on the parameters adopted during synthesis [46, 54]. The 

VOH vacancies can also occur due to lattice disorder, as proposed by Pasteris and 
colleagues [94]. Furthermore, HPO4 

2− can incorporate into the HA lattice in more 
acidic environments, leading to calcium-deficient HA containing both VCa and VOH 

vacancies [54]. These defects also have profound impact on the atomic arrangement 
of HA since they promote structural defects as well as distortions in bond lengths and 
angles in [PO4] and Ca coordination clusters. Therefore, the HA structure becomes 
disordered with a consequent high density of energy levels within the band gap, 
as demonstrated by the broad band model (Fig. 5c). In this sense, the equilibrium 
between structural order–disorder effects controls the radiative emissions of f-HA 
particles. 

The understanding of the self-activated fluorescence phenomenon in HA parti-
cles and the optimization of the aforementioned defects responsible for the creation
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of efficient luminescent centers are an ongoing research area with several studies 
found in the literature. For instance, in a pioneer experimental study, Aronov and 
colleagues [95] observed a very wide and continuous fluorescence emission and 
concluded through electronic trap states spectroscopy that a complex structure of 
electron/hole bulk and surface localized states are present in f-HA nanoceramics. In 
a study conducted by our research group [39], it was observed that an asymmetrical 
broad band emission (Fig. 6) with maxima of intensity centered at 445 and 470 nm 
(λexc = 350 nm) or 480 and 505 nm (λexc = 415 nm) was present in chemically 
precipitated HA with distinct particle shape, which were composed of five or seven 
individual emission components, respectively (Fig. S1 and Fig. S2 in Ref. [39]). The 
main difference between the emission profiles was in their intensities. This behavior 
was mainly attributed to the different concentrations of HPO4 

2−, VCa, VOH vacan-
cies, and atomic dislocations from their equilibrium positions, thus leading to distinct 
densities of localized energy states within the wide band gap of f-HA. Furthermore,

Fig. 6 Fluorescence 
emission spectra of f-HA 
particles with distinct sizes 
and shapes synthesized via 
chemical precipitation. a 
λexc = 350 nm, b λexc = 
415 nm. The variations in 
emission intensity were 
mainly attributed to distinct 
densities of point and 
structural defects that caused 
changes in energy states 
within the wide band gap of 
f-HA. Reprinted with 
permission from Ref. [39]
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the fluorescence spectra of rice-like f-HA nanoparticles were slightly red-shifted—a 
behavior that was assigned to the higher density of optically active defects on the 
surfaces and interfaces of the NPs resulting from their imperfect crystallization and 
attachment.

In a subsequent study, based on the results obtained by cathodoluminescence, 
photoluminescence and EPR experiments, Huerta and colleagues [79] suggested that 
VCa, VOH, and VO vacancies in PO4 and OH groups, as well as VOH + Hi complex 
defect, perturb the electronic structure of f-HA synthesized by hydrothermal-assisted 
precipitation, being these defects the main responsible for the four individual compo-
nents observed for the broad band fluorescence emission centered at 517 nm (λexc = 
325 nm). Similar emission profiles were obtained in Fe3+-doped f-HA nanobelts with 
the general formula Ca(10-3x)Fe2x(PO4)6(OH)2 prepared via an ion exchange proce-
dure posterior to the hydrothermal-assisted precipitation [96]. A general increase 
in fluorescence intensity was observed in Fe3+ concentrations up to 12.05 at.%, a 
behavior that was mainly attributed to the formation of extra VCa vacancies gener-
ated by Fe3+ doping. On the other hand, Kumar and Girija [68] proposed that the 
emission of f-HA microflowers centered at 430 nm (λexc = 344 nm) may be due to 
luminescent centers of CO3 

2− and/or defects associated with this substituent. 
When posterior thermal treatments are conducted in precipitated f-HA parti-

cles, several reactions encompassing the trapped impurities take place, changing 
the concentration and chemical nature of the point defects and profoundly impacting 
the structural long- and short-range order of the HA lattice [97]. It was reported that 
structural H2O and NH4 

+ impurities are eliminated at temperatures up to ~400 °C, 
causing a significant decrease in lattice constants a and c, whereas CO3 

2− groups are 
decomposed and/or redistributed via several reactions located in the broad tempera-
ture range of 400–1200 °C, leading to distinct steps of increase in lattice parameter 
a [98]. At 500 °C, there is a partial filling of hexagonal channels with OH- groups, 
which is completed at 600–700 °C, suppressing VOH vacancies. 

Together with these temperature-dependent structural and compositional oscilla-
tions, the f-HA particles also show dramatic variations in the amplitude, intensity, and 
center position of their fluorescence emission profile. However, the optimal temper-
ature to achieve the best fluorescence properties was found to be between 350 and 
450 °C, which is after the elimination of most part of volatile impurities, with the 
consequent shrinkage of the crystalline lattice, and when the partial decomposition of 
CO3 

2− initiates, leading to an improved equilibrium between order–disorder effects 
and an optimized density of localized energy levels [60, 61]. For example, in this 
temperature range chemically precipitated f-HA nanorods exhibit very broad emis-
sion bands, where the maximum of emission shifts from 460 nm (untreated particles) 
to 535 nm at 350 °C when excited at λexc = 350 nm, as shown in Fig. 7a; in this 
case, the fluorescence emission becomes up to 11 times more intense when compared 
to the raw particles [37]. Additionally, the heat-treated f-HA nanoparticles exhibit 
multicolor property, causing them to display excitation-dependent emission spectra 
at λexc = 330–680 nm due to the thermally-induced high density of defective levels 
within the band gap region (Fig. 7b). Some studies also pointed out that an important 
parameter for the fluorescence response of heat-treated f-HA is the initial content
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Fig. 7 a Photoluminescence 
emission spectra (λexc = 
350 nm) of chemically 
precipitated f-HA nanorods 
(HAnr) and heat-treated 
f-HA nanorods at 350 °C/4 h, 
and b excitation-dependent 
photoluminescence emission 
spectra of f-HA nanorods 
heat-treated at 350 °C/4 h. 
Reprinted with permission 
from Ref. [37] 

of CO3 
2− and the density of associated defects during the precipitation, leading to 

significant variations mainly in the intensity of the emission band in the temperature 
range of 350–450 °C [60, 99]. 

In the case of f-HA particles obtained by Cit3−-based synthesis under 
hydrothermal conditions, the presence of carbon- and nitrogen-related impurities 
trapped in the HA lattice seems to play an important role in their fluorescence prop-
erties. Zhang and colleagues [71] anticipated that some R–C–COO− units from Cit3− 

suffer a bond cleavage under high pressure and temperature conditions, forming R– 
C• and CO2 

•− radicals. The latter paramagnetic radical species is then trapped in 
the HA lattice or interstitial positions, leading to a broad band emission centered 
at 428 nm (λexc = 341 nm) not observed in the HA sample obtained without the 
Cit3− precursor, as shown in Fig. 8a,b. It was also indicated that the fluorescence 
intensity depends on the initial Cit3−:Ca2+ molar ratio in f-HA (from 0:1 to 3:1) 
and the pH value established during synthesis [71, 72]. A similar explanation based 
on CO2 

•− radicals for the origin of the emission profile observed in f-SrHA particles
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Fig. 8 a Photoluminescence 
excitation and b emission 
spectra of f-HA NPs 
obtained by 
hydrothermal-assisted 
precipitation in the presence 
of trisodium citrate precursor 
(blue line) and without 
trisodium citrate (black line). 
Reprinted with permission 
from Ref. [71] 

was reported in Ref. [73]. Further studies demonstrated that the Sr2+:(Ca2+ + Sr2+) 
(from 0 to 1) and Cit3−:Sr2+ (from 0:1 to 4:1) molar ratios also affect the fluorescence 
intensity of f-SrHA particles [83, 100]. 

However, Jiang and colleagues [74] presented experimental evidence that refuted 
the presence of CO2 

•− radicals in f-HA and proposed that the optically active defects 
are in fact amorphous and nanosized N-rich carbon dots (CDs) trapped in the f-
HA lattice or in interstitial positions, thus acting as luminescent centers. As illus-
trated in Fig. 9, the N-rich CDs are formed under hydrothermal conditions as a 
product of both Cit3− and NH4 

+ ions, that is, they originate from the precursors 
containing these ionic species. These findings were further reinforced by a recent 
study conducted by Cheng and colleagues [75], which used distinct mixtures of 
(NH4)3PO4·3H2O/Na3PO4·12H2O precursors to obtain f-HA NPs via Cit3−-based
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Fig. 9 Proposed formation mechanism for f-HA via Cit3−-assisted hydrothermal treatment. When 
(NH4)2HPO4 precursor solution is added, Ca2+ ions are released from the chelates formed between 
Ca2+ and Cit3−, forming the first HA nuclei by the reaction with PO4 

3− and OH− followed by 
crystal growth. Then, a reaction encompassing Cit3− and NH4 

+ takes place, forming N-rich CDs 
containing fluorophore molecules, polymer clusters, and nanosized carbon cores. These cores are 
gradually trapped in the HA lattice and its interstices, leading to self-activated f-HA. Reprinted with 
permission from Ref. [74] 

hydrothermal treatment. According to the authors, 50/50 or 100/0 mixtures can lead 
to rod-like NPs with superior colloidal stability and fluorescence emission intensity in 
comparison with solely Na3PO4·12H2O precursor. Evidence of CDs as luminescent 
centers inside f-HA was also demonstrated by Wang and colleagues [77]. 

Table 1 summarizes the main features and mechanisms in HA particles for the 
occurrence of self-activated fluorescence according to the synthesis methodology 
and the experimental setup for the luminescence measurements. Depending on the 
preparation route and the initial precursors, the proposed defects present in f-HA 
can significantly change—a fact that guarantees the possible tuning of fluorescence 
properties in f-HA. 

5 Applications 

Fluorescent HA particles are widely explored for applications ranging from tissue 
engineering to bioimaging and theragnosis. For these purposes, the luminescent prop-
erties of HA-based systems can be tuned by several approaches, such as the encapsu-
lation of organic fluorophores, the doping with luminescent ions, or the combination 
of HA and other luminescent materials [19]. On the other hand, the self-activated 
fluorescence has become a great alternative to improve the fluorescence properties of 
HA particles for various applications, which will be discussed in the next sections.
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5.1 Plain Fluorescence Imaging 

Fluorescence imaging is a versatile, non-invasive and low-cost technique with high 
sensitivity and selectivity that allows the capture of images with high contrast, being 
potentially used in nanomedicine as a powerful diagnosis tool [101]. Deshmukh and 
colleagues [81] used f-HA nanorods (62.5 nm × 6.2 nm) obtained by the sol–gel 
method for in vitro plain fluorescence imaging. The f-HA NPs exhibited a blue fluo-
rescence (maximum at 502 nm, λexc = 325 nm) stable in phosphate-buffered saline 
(PBS, pH 7) solution and in Dulbecco’s modified Eagle’s medium (DMEM). The NPs 
were well-internalized by both prokaryotic and eukaryotic cells, leading to green and 
red fluorescence inside the cells, as observed with the aid of an epifluorescence micro-
scope using TRITC and FITC filters (Fig. 10). At dosages up to 1000 μg.mL−1, the  
f-HA nanorods displayed a nonhemolytic and low cytotoxic behavior, as determined 
by MTT and LDH assays, without any significant ROS generation. 

Mostly, the application of f-HA NPs is conducted by their excitation in the near-
ultraviolet region, which ends up limiting their applicability in deeper tissues due to 
the high absorption of light by hemoglobin and water. Therefore, it is interesting to use 
excitation wavelengths closer to the biological window (~650–900 nm), where light 
has enhanced depth of penetration in tissues [102]. In a recent work, it was demon-
strated the multicolor cell imaging capability of f-HA nanorods obtained by chemical 
precipitation followed by heat treatment at 350 °C/4 h [37]. Using HDFn cells as a 
model, the internalized f-HA NPs in the cytosol region evidenced the cellular struc-
ture by fluorescence emission in confocal microscopy at λexc = 405, 488, 543 and 
594 nm, leading to blue, green, yellow and red colors, respectively. Also, no interfer-
ence was observed by the co-labeling of cytoskeleton with fluorescein and no evident 
cytotoxicity was found up to 320 μg.mL−1 of NPs. 

The self-activated fluorescence of HA can be also combined with other lumines-
cent species in order to tune its fluorescence emission. Wang and colleagues prepared 
Tb3+-doped f-HA nanorods (51.1 ± 9.7 nm in length) with bright green fluorescence 
and low cytotoxicity by Cit3−-assisted precipitation under hydrothermal treatment 
[77]. The fluorescence was stable for 72 h in SBF and H2O, and a high internalization 
and labeling capabilities (λexc = 488 nm) in C6 cell cytoplasm was verified by the 
conjugation of transferrin receptor on the NPs surfaces. 

5.2 Fluorescence-Guided Therapy 

Since the 1970s, HA has been identified as an efficient system for the transfec-
tion of genes applied in the treatment of various pathologies [18]. Currently, CaPs 
are considered promising pH-responsive nanocarriers for the targeted delivery of 
distinct bioactive compounds to tumor sites, being widely used in chemotherapy, 
gene therapy, photodynamic therapy, hyperthermia therapy, and so on [17, 19]. The 
combination of fluorescent imaging and therapy functions provided by HA represent



172 T. R. Machado et al.

Fig. 10 Epifluorescence microscopy images of cells containing uptaken f-HA nanorods synthe-
sized via a modified sol–gel procedure using bright field (left), FITC filter  (center) and TRITC filter 
(right), evidencing the bright green and red emissions of f-HA inside the cells. a HeLa cells, b 
Candida albicans, c Staphylococcus aureus, d Escherichia coli. Reprinted with permission from 
Ref. [81] 

the state-of-the-art of nanomedicine and allows the development of efficient thera-
nostic nanoplataforms with several successfully reported strategies via in vitro and 
in vivo probes [103]. 

The f-HA particles can deliver a large variety of bioactive molecules, and the drug 
loading and release can be monitored by their self-activated fluorescence property. 
It was shown that the f-HA flower-like nanostructures obtained by eggshell can be 
loaded with doxycycline hydrochloride (28.3% of loading efficiency), reaching an 
initial burst release of about 60% for 6 h followed by a slow release of 8% for 54 h, 
consequently leading to an antibacterial activity against E. coli and B. cereus [68]. 
Zhang and colleagues [100] utilized mesoporous f-SrHA nanorods for the delivery 
of ibuprofen, and demonstrated a loading efficiency of 32.9% and a total drug release 
of 50.5% after 3 h and 93.9% after 12 h. The ibuprofen-loaded f-SrHA NPs showed



Advances in the Synthesis and Applications of Self-Activated … 173

strong blue fluorescence at 432 nm with a continuous increase in emission intensity 
during drug release, allowing its monitoring. A quenching of luminescent centers 
by vancomycin loading (efficiency of 16.58%) in mesoporous f-SrHA microflowers 
was observed by Jiang and colleagues [83], who reported that the cumulative amount 
of released drug molecules can also be monitored by the emission band centered at 
432 nm. In another study, Park and collaborators [80] achieved a higher loading 
efficiency of 59.1% of vancomycin in f-SrHA microspheres, with a fast release in 
the first 6 h through the breakage of the hydrogen bonding of vancomycin molecules 
on the outer surface of the f-SrHAP particle followed by the saturation of drug release 
after 72 h, as shown in Fig. 11. 

To increase the drug loading capability of f-HA particles, they can be combined 
with mSi. Yang and colleagues [82] used spherical mSi@f-HA NPs (200–400 nm) 
comprised of a crystalline f-HA layer and an amorphous-mesoporous SiO2 core to 
monitor the delivery of captopril. These NPs expressed a loading capability of 33.7%,

Fig. 11 a N2 adsorption–desorption isotherm and pore size distributions (inset) of f-SrHA micro-
spheres obtained by hydrothermal treatment, b cumulative release of vancomycin from f-SrHA in 
PBS, and c, d Photoluminescence excitation (λem = 395 nm) and emission (λexc = 335 nm) spectra 
of f-SrHA as a function of vancomycin release time. Reprinted with permission from Ref. [80]
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and the captopril release was accompanied by variations in the intensity of blue emis-
sion at 410 nm. In another approach, Singh et al. [85] prepared f-HA@mSi nanorods 
functionalized with amino groups and comprised of a uniform layer of amorphous 
SiO2. The loading capability of fluorescein isothiocyanate (FITC) increased from 
1 μg for f-HA nanorods to a maximum of 10 μg for f-HA@mSiO2 nanorods. The f-
HA@mSiO2 nanorods exhibited self-activated blue fluorescescence coexisting with 
FITC green intracellular signals, demonstrating the in situ imaging ability of the 
NPs with an uptake efficiency up to 93% in MC3T3-E1 cells. Furthermore, Singh 
and colleagues [72] covered mSi nanospheres (~200–300 nm) with f-HA nanorods 
(40 nm × 10 nm) and loaded them with small interfering RNA (siRNA) encoding 
Plekho-1. The nanocarrier showed a sustainable release over 5 days, an osteoblastic 
uptake of 96%, and a gene-silencing effect, suppressing Plekho-1 to 18.2%, whereas 
the self-activated blue fluorescence was used to image the intracellular nanocarrier.

The f-HA particles can also be combined with other contrast agents for multi-
modal imaging-guided therapy. Li and colleagues [78] prepared Gd3+-doped f-SrHA 
nanorods coated with aptamers, which acted both as capping and targeting agents 
for the controlled release of doxorubicin (DOX) into breast cancer cells (MCF-7). 
Since DOX molecules quenched the self-activated blue fluorescence of Gd3+-doped 
f-SrHA nanorods, it was inferred that the increase in emission intensity can be used 
to monitor the targeted drug release process inside high-level nucleolin expressed 
MCF-7 cells. In addition, the blue fluorescence and T1-weighted bright contrast 
from Gd3+ dopant make these NPs an ideal candidate for both targeted multimodal 
imaging and therapy. 

5.3 Biosensing 

Fluorescence-based detection is widely applied in biosensing approaches given its 
high sensitivity, simplicity, and diversity. Moreover, fluorescence sensing based on 
NPs is an exciting research area with various possibilities of application in biology 
and medicine due to the superior luminescent properties of the NPs. Specifically, f-
HA NPs are biocompatible and can be tailored to have a large surface area in order to 
immobilize different biomolecules. For instance, a selective in vitro testing of protein 
kinase A (PKA) activity was conducted by fluorescence using f-HA nanorods, as 
demonstrated by an assay with HeLa cell lysates [104]. The detection was made 
by PKA-catalyzed phosphorylation of a peptide substrate, where the resulting phos-
phopeptides bound to f-HA, quenching its self-activated blue fluorescence. In this 
specific case, the PKA concentrations in the 1–50 U.L−1 range were successfully 
correlated with f-HA fluorescence intensity, and a detection limit of 0.5 U.L−1 was 
achieved. 

In another approach, a fluorescence assay using f-HA nanorods was developed for 
the selective detection of alkaline phosphatase (ALP) activity in the human serum 
[76]. Initially, the fluorescence of f-HA was quenched by the addition of Cu2+ ions. 
Then, pyrophosphate ions were introduced to restore the fluorescence intensity of the
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NPs due to the formation of a complex between these groups and Cu2+ ions. When 
ALP molecules were added to the reaction assay, the hydrolysis of pyrophosphate 
groups took place, leading to another quenching effect caused by Cu2+ ions and 
making ALP detectable in the range of 1–625 U.L−1. 

5.4 Bone Treatment and Regeneration 

Self-activated blue luminescence of f-HA nanorods (100 nm) can be utilized as 
a tool to examine the intracellular molecular mechanism of osteogenesis of bone 
mesenchymal stem cells (BMSCs) promoted by PO4 

3− ions, aiming at the devel-
opment of treatment procedures for bone metabolic diseases [105]. The f-HA NPs 
can be incorporated into cells via macropinocytosis pathway to the lysosome vesicle 
that degrades the nanorods due to the acidic pH environment inside the vesicle, 
thus releasing PO4 

3− ions (Fig. 12). This latter process is accompanied by the 
decrease in intensity of HA fluorescence as the particles are dissolved in the 3– 
48 h interval, as observed by intracellular imaging. Then, the PO4 

3− ions from f-HA 
nanorods facilitate the differentiation of BMSCs into osteoblasts by mediating the 
adenosine-triphosphate (ATP) synthesis in the mitochondria—a process that induces

Fig. 12 Contribution of f-HA nanorods to the osteogenic differentiation of BMSCs. Reprinted with 
permission from Ref. [105]
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the cAMP/PKA pathway—consequently leading to the high mRNA expression of 
osteogenic differentiation-related genes.

In another study, the self-activated blue luminescence was used to investigate 
the bone regeneration pathways promoted by f-HA nanorods [106]. It was demon-
strated that the NPs can be uptaken by osteoblasts via caveolae-mediated endocytosis 
and micropinocytosis. Furthermore, these NPs were located in lysosomes, as deter-
mined by the intracellular fluorescence signal departing from the NPs. The authors 
concluded that the f-HA NPs promoted bone regeneration through both intracellular 
and extracellular pathways. For instance, the intracellular f-HA NPs upregulated the 
OCN gene expression in the osteoblast cells, the synthesis of collagen and the forma-
tion of mineralized nodules, whereas the extracellular f-HA NPs acted as nucleation 
sites for mineralized nodules, as determined by their blue fluorescence. 

Moreover, the preparation of f-HA NPs containing molybdenum oxides (MoOx) 
was also reported, exhibiting antibacterial activity for application in bone repair as 
real-time imaging platforms against bone infection [107]. 

5.5 Other Applications 

f-HA nanorods exhibiting strong defect-related blueish- and yellowish-white emis-
sion were considered possible candidates for the fabrication of low-cost and non-
toxic light-emitting diodes (LEDs) [61]. On the other hand, Cheng and colleagues 
obtained f-HA nanorods with excellent colloidal stability, and proposed their utiliza-
tion for long-term storage of confidential information and anti-counterfeit printing 
[75]. Dispersions of f-HA NPs were used to make inks for infiltration, writing, and 
printing on commercial paper, showing no background fluorescence. As shown in 
Fig. 13, the information can be easily observed using a portable UV lamp—but not 
by the naked eye under natural light. Other applications that take advantage of the 
fluorescence properties of HA include the characterization of HA-based photocata-
lysts [41], the structural and compositional changes in bones [108, 109], and early 
caries detection [69]. 

6 Conclusions and Perspectives 

The study of self-activated fluorescence in HA micro- and nanoparticles is an ongoing 
research topic that has attracted the attention of scientists from various areas with 
several methodologies available in the current literature. Depending on the synthesis 
methodology by wet approaches, such as chemical precipitation, hydrothermal-
assisted precipitation, synthesis from natural bio-resources and sol–gel method, as 
well as the correct choice of synthesis parameters and the nature of the precursor 
compounds, the main features of the fluorescence (i.e., emission color, intensity, and 
emission band amplitude) can be significantly changed and greatly enhanced. Thus,
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Fig. 13 Photograph of paper infiltrated with f-HA under a natural light, b λexc = 365 nm. Photo-
graph of written paper using f-HA under c natural light, d λexc = 365 nm. Photograph of printed 
paper using f-HA under λexc = 365 nm evidencing e Chinese and English characters, f QR code. 
Reprinted with permission from Ref. [75] 

it is essential to have a fine control and optimization of the preparation route in order 
to obtain improved and reproducible fluorescent properties in f-HA. In this sense, the 
joint theoretical and experimental approaches can lead to new insights into the main 
defects that can be manipulated so as to achieve the desirable properties in f-HA. 

HA is one of the most interesting materials explored in a vast list of applications, 
ranging from bone/tooth repair and tissue engineering to bioimaging, biosensing, 
drug delivery, gene therapy and theranostics. Among the various advantages of HA 
for these purposes, e.g., biocompatibility, bioactivity, and the capability to load and 
delivery several biomolecules, its superior structural flexibility is a remarkable feature 
since the HA crystalline structure accepts distinct foreign substituents, ionic vacan-
cies, interstitials and structural distortions without collapsing. One important effect
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of this characteristic is the possibility of stabilizing several defects that act as lumi-
nescent centers, leading to self-activated broad band fluorescence in HA particles in 
the near-UV and visible regions despite the wide optical band gap of HA. The pres-
ence of auto-fluorescence properties allows the preparation of f-HA particles by less 
expensive and complicated approaches while enabling larger possibilities of sophisti-
cated applications in technological and nanomedicine fields. Overall, f-HA particles 
exhibit good prospects for use in biological applications, being of particular interest. 
However, considering the wide range of complex compositions, f-HA still needs to 
be further studied in order to clarify some aspects that are not well-understood and 
improve its potential for application in large-scale treatments. We strongly believe 
that this review will be very useful for researchers working in various branches of 
science and engineering, such as physics, chemistry, materials science, and chemical 
engineering. 
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1 Introduction 

The applications of electric charge transport in materials have been known since 
before the discovery of the electron at the end of the nineteenth century. However, 
its special applicability in what is known as “electronics” took place in the twen-
tieth century. Electronics, defined as that part of physics that studies the controlled 
transport of electric charges by means of the laws of electromagnetism, was first 
associated with vacuum physics, giving rise to electronic devices based on tubes 
with diode and triode functionality, among others, with which oscillators, amplifiers 
and modulators were produced. 

Around the 1930s, the semiconducting properties of Si and Ge became known, 
giving rise to p-n junctions and the creation of the first transistor in the 1940s. 
From that moment on, advances in solid-state physics modified electronics as it was 
previously known, drastically changing the applications of semiconductor mate-
rials, creating new, more efficient and functional devices, and promoting successive 
miniaturization processes that turned it into microelectronics in the 1950s. Thus, 
individual components were replaced by the integrated circuit or chip: a Si crystal of 
small dimensions, containing tiny capacitors, diodes, resistors and transistors appro-
priately interconnected. These processes were the direct promoters of the transfor-
mation between analog and digital processing, with an unusual growth in the 60’s 
and 70’s that led to the evolution of microprocessors used in personal computers 
and following the so-called G.E. Moore’s law [1]. At the beginning of this century, 
the design of processors with nanometer technology (90 nm) gave rise to the so-
called nanoelectronics, which gave rise to a race among large companies producing 
devices for information processing and storage, including USB memories, portable 
hard disks and innovations in cell phones, among others [2]. 

Up to this point, the functionalities in electronic devices were obtained by control-
ling the electron charge transport, aided by semiconductor materials in processing 
and logic operation [3]. On the other hand, the storage of information, as well as 
the processes of reading, writing and erasing it, was introduced through the use of 
magnetic materials [4]. Recently, a new word related to the intrinsic properties of 
the electron has made the old electronics reach unsuspected levels of applicability 
and multifunctionality: spintronics. Spin transport electronics (spintronics) is that 
in which the manipulation of the electron spin and the resulting magnetic moment 
allows the modification of the functionalities of materials, facilitating the design of 
more versatile and faster devices than their predecessors and giving rise to a tech-
nology in which, in addition to the control of the fundamental charge, the intrinsic 
spin and the magnetic moment of the electron are controlled [5]. The generation 
of spin currents can be performed by injection of magnetic spins from a ferromag-
netic material, the application of electric and magnetic fields, the introduction of 
electromagnetic waves, the inclusion of elements that promote Zeeman splitting, the 
application of thermal gradients and mechanical rotations or geometric modifica-
tions [6]. These spin current generation methods applied to the design of spintronic 
devices are intrinsically related to exotic properties such as giant [7] and colossal
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[8] magnetoresistance, half-metallicity [9], exchange-bias [10] multiferroicity [11] 
and coexistence of ferromagnetism and semiconductivity [12], among others. The 
design of new magnetic semiconductor materials that allow the control of logic oper-
ations as well as the reading and recording of information in a single material could 
substantially simplify the development of spintronic devices. Efforts to reconcile 
the two properties, semiconductivity and magnetism, in a single functional mate-
rial started with the epitaxial growth of tetrahedrically coordinated semiconductor 
films containing magnetic transition metals [13], up to the so-called dilute magnetic 
semiconductors, in which spin-dependent magneto-electro-optical properties can be 
observed [14, 15]. The main obstacle of applicability in spintronic devices at room 
temperature of the former lies in the difficulty to increase the densities of the included 
transition metals and hollow carriers [14], while in the latter the major difficulty has 
to do with the spin-dependent coupling between the semiconductor bands and local-
ized states, which occurs because many of the magnetic particles are not part of the 
structure of the semiconductor material and remain interstitial or form secondary 
crystallographic phases [16]. 

In the present chapter, two ceramic material systems are presented that show semi-
conducting and ferromagnetic behaviors simultaneously in a single crystalline struc-
ture, which may represent an excellent perspective in the generation of new multi-
functional materials for applications in spintronic devices. These materials belong to 
a particular family of oxides known as perovskites [17], which, due to their partic-
ular crystallographic characteristics, allow the inclusion of alkaline earth cations, rare 
earths and transition metals, so that the physical properties can be tuned by modifica-
tions in the stoichiometric composition and structural variations of the material [18]. 
An advantage of perovskites is that their degree of structural complexity depends on 
the type of substitutions that can be made from their basic formula, which, in turn, 
allows modifying and even predicting the occurrence of physical properties in new 
materials [19]. 

One family of versatile materials that represents a large percentage of the 
systems currently being investigated in solid physics and chemistry is the so-called 
perovskites. In general, perovskites are represented by the ideal formula ABX3, 
where A is an alkali earth element, a rare earth, or a metal or semimetal of large 
ionic radius, B represents a transition metal or lanthanide element, and X, usually, 
is oxygen or a halogen [20]. Modifications of the atomic radii of A and B intro-
duce structural distortions and new crystalline phases, while inclusions of rare 
earth elements give the possibility to produce materials with exotic electrical and 
magnetic properties [21]. Partial substitutions of the A and B cations give rise 
to complex materials such as double perovskites with generic formula A2BB’O6 

[22] and even more complex perovskites AA’B2O6 [23] and the well-known triple 
perovskite A2A’B2B’O9 [24]. Their chemical configuration offers multiple possi-
bilities to combine different elements, as well as the possibility to synthesize new 
materials with a wide variety of physical properties. Depending on the magnetic 
and electrical characteristics of A, A’, B and B’ it is relatively easy to create new 
perovskite systems with promising prospects in the new field of spintronic technology 
[25]. In the A2BB’O6 double perovskites it is possible to obtain materials evidencing
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B-B’ cation ordering along the crystallographic axes, forming a salt-rock type struc-
ture [26], which is not the case for other types of complex perovskite [27]. These 
structural characteristics limit the crystalline symmetries for the different families 
of complex perovskites, suggesting the occurrence of structural distortions that also 
correspond to octahedral inclinations and rotations that influence the physical prop-
erties as a result of the intrinsic characteristics of the constituents of the material 
[28]. 

Double perovskite-type materials will be presented in this chapter, which are 
generated from the general formula A2BB’O6. As can be inferred from the title of the 
chapter, experimental results suggesting macroscopic behaviors applicable in spin-
tronics will be presented. Results of structural properties and electrical, magnetic 
and optical responses for materials belonging to these families of perovskite-type 
materials will be duly correlated with predictions from calculation of density of 
electronic states. These will be performed by means of Density Functional Theory 
(DFT), which has become a potentially powerful tool for predicting physical proper-
ties in perovskite-type materials [29]. Additionally, considering that the macroscopic 
thermodynamic properties are strongly correlated with the microscopic dynamics of 
the atoms of the material, and assuming that the collective vibrations of the crystal 
lattices in these solid materials take place via phonons, it is possible to study the 
fundamental excitations that are associated with these thermodynamic properties. 
The most representative function of phonons takes place in insulators and semicon-
ductors, where they make direct contributions to properties such as specific heat 
and thermal expansion, indicating that they are temperature-dependent properties. 
In relation to phonons, vibrations in perovskite-type crystals will be considered to 
have a harmonic character, which will be valid for temperature values below the 
Debye temperature of the solid. In this way, theoretical methods can constitute a 
complementary tool for the study of atomic dynamics at relatively high tempera-
tures, through approximations such as the quasi-harmonic Debye model [30]. Thus, 
the results of the density of electronic states and the behavior of specific heat, Debye 
temperature, entropy, thermal expansion and the Grüneisen parameter as functions 
of pressure and temperature will be presented. 

The single perovskite-type material LaFeO3, known as lanthanum orthoferrite, has 
been extensively investigated for more than 60 years because of its G-type antiferro-
magnetic character [31], as well as for simultaneously exhibiting weak ferromagnetic 
[32] and ferroelectric [33] responses, so it can be classified as a multiferroic material 
[34]. Experimentally, the lanthanum orthoferrite LaFeO3 adopts an orthorhombic 
crystal structure, belonging to the space group Pnmb (# 62), with tolerance factor 
t = 0.951 and octahedral distortions given by a+b−b− [35]. On the other hand, the 
so-called lanthanum cobaltite LaCoO3 has been studied since 1953, showing a total 
effective magnetic moment greater than the value expected from Hund’s rules and 
Co3+ electronic spin splittings [36]. Initially, the suggested explanations for this 
effect were based on contributions due to the appearance of Co3+ ions in the struc-
ture in octahedrally coordinated sites under strong crystal field intensity [37] and 
spin–orbit type effects, considering a cubic perovskite type structure with trigonal 
distortions [38]. The exotic electrical and magnetic properties, as well as the different
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possible interactions, including the coexistence of low and high spin configurations 
of the Co cation have been analyzed for many years, including theoretical studies 
of electronic structure with variations in possible spin configurations and proposals 
for the occurrence of a transition between a low spin configuration and an inter-
mediate spin state [39]. Despite the apparent similarity in the chemical formula of 
lanthanide cobaltite and lanthanide orthoferrite, LaCoO3 crystallizes in a rhombo-
hedral structure, belonging to space group R-3c (# 167), with a tolerance factor t 
= 1.012 and out-of-phase distortions on the three octahedral sub-axes according 
to Glazer’s a−a−a− notation, showing a mostly antiferromagnetic ordering, with 
incipient ferromagnetic coupling [40] and dielectric response [41]. The interesting 
properties exhibited by these two materials, as well as their substantial structural 
differences, in addition to the magnetic nature due to the crystalline field and the 
types of bonding of the Co3+ and Fe3+ cations with oxygen in the Co-O6 and Fe-
O6 octahedra, have direct inference on the exotic physical properties they exhibit. 
These are the reasons why it is of particular interest to study a complex perovskite-
type material from the union of these two simple perovskites to produce the double 
perovskite La2CoFeO6 [42]. On the other hand, from the theoretical point of view, the 
correct determination of the electronic structure of materials containing 3d elements 
such as Co and Fe in the structure is not easy because of the complex splitting of 
low spin and high spin electrons due to the crystal field and their interactions with 
the oxygens in the tetrahedral coordination. Although some calculations have been 
reported [43], the Hubbard potential applied may not have been exactly the best fit to 
the experiment, so it is important to revisit the applied concepts, as well as the correc-
tion to the exchange potential and correlation considered in the calculations. When La 
is substituted by rare earths in orthoferrite, its structure remains [44] but its magnetic 
response depends on the specific cation, showing antiferromagnetism for R = Er, Dy 
[45], ferrimagnetism for R = Sm [46] and ferromagnetism for R = Tb [47]. On the 
other hand, the rare earth cobaltite RCoO3 crystallizes in an orthorhombic structure 
(space group Pbnm, #62), evidencing different magnetic responses depending on the 
cation R [48], with non-collinear antiferromagntism-type character for R = Tb [49]. 
Due to the ferromagnetic character of the orthoferrite TbFeO3 and antiferromagnetic 
character of the cobaltite TbCoO3, the study of the double perovskite Tb2FeCoO6 is 
particularly interesting [50]. 

Therefore, the investigation of these materials, whose magnetic and electrical 
transport properties may have interesting implications for the prospects of application 
in spintronics technology, is of special interest. 

2 Experimental Techniques 

(La,Tb)2FeCoO6 samples were produced via the solid reaction method starting 
from powdered oxides of (La,Tb)2O3, Fe2O3 and Co2O3 (Sigma-Aldrich, > 99.99% 
purity). The precursor oxides were dried at a temperature T = 120 °C, then weighed 
in stoichiometric proportions, using an analytical balance of 0.1 mg accuracy. The
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mixture obtained was crushed in an agate mortar for 3 h. The resulting homoge-
neous powders were heated at 600 °C for 24 h in a Lindberg-Blue tube furnace, after 
which it was remixed for 30 min and pressed under the application of 4.5 kN in a 
9 mm diameter die to form cylindrical tablet-shaped samples. The samples were then 
subjected to thermal sintering processes at 800 °C, 1000 °C and 1200 °C for 24 h each 
to ensure the grain growth process and densification of the samples. The structural 
analysis of the samples was performed by means of a PANalytical X’pert-Pro X-ray 
diffractometer (λCuKα = 1.540598 Å), in Bragg–Brentano configuration, with step of 
0.001° in 2θ and time of 10 s. The structural analysis was performed by Rietveld type 
refinement to determine crystallographic properties of the material. For the surface 
morphological study, images were taken by scanning electron microscopy (SEM) 
in a Vega 3 TESCAN equipment. A semi-quantitative electron energy dispersive 
X-ray energy dispersive spectroscopy (EDS) analysis was performed to determine 
the composition of the samples. Complex impedance measurement as a function 
of temperature was carried out using an Agilent-4194A phase gain and impedance 
analyser, a Janis Research cryogenic system (VPF-475 model) and a Lake Shore 332 
temperature controller. These measurements were performed at a temperature varia-
tion rate of 1.7 K/min and in a frequency range between 102 and 107 Hz. The I-V curve 
at room temperature was elaborated from the data measured in a Keithley-6517A 
DC electrometer and a sample holder with gold-plated silver contacts designed 
by the authors, which was adapted to the cryogenic system and the temperature 
controller. The band gap and energy excitation regimes at room temperature were 
examined by using a VARIAN Cary 5000 UV–Vis–NIR diffuse reflectance spec-
trophotometer (DRS), which has an integration sphere with a PMT/Pbs detector. 
The magnetic response was evaluated by means of magnetization measurements as 
a function of temperature, following the Zero Field Cooling (ZFC) and Field Cooled 
(FC) procedures under the application of varying magnetic field strengths. Likewise, 
magnetic hysteresis measurements were performed, varying the applied field inten-
sity in isothermal curves at different temperatures. The equipment used to measure 
the magnetic response was a VSM-PPMS Quantum Design. Various temperature and 
applied field regimes were considered for the different measured samples. 

3 Calculation Methods 

As mentioned above, the calculations were performed by means of DFT, since it has 
been proven that in perovskite-type materials its results agree with those obtained 
experimentally [51–54]. For the study of the structural, cohesive, electronic and ther-
modynamic properties of complex perovskites, the VASP code was used, which is 
based on DFT and the Augmented Wave Projector (PAW) [55–60]. Since the Gener-
alized Gradient Approximation (GGA) does not fully describe the system containing 
3d-Fe, 3d-Co and 5d-La orbitals, the exchange and correlation energy was evaluated 
using the GGA with the inclusion of corrections to the Hubbard U potential (GGA + 
U) [50–54, 61]. Due to the ferromagnetic characteristic of the material, the value of U
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was obtained following the method described for this type of magnetic ordering [62], 
finding optimal potentials UFe = 5.3 eV for Fe and UCo = 3.32 eV for Co. The ion– 
electron interactions were described through the PAW [57–59] and all calculations 
were performed considering spin-polarized configurations. The kinetic energy cutoff 
for the plane wave expansion of the electronic wave function was 520 eV. Gratings 
of k-points defined according to the Monkhorst–Pack method [63] were used, where 
the convergence of the gratings was verified until an energetic accuracy higher than 
1 meV/atom was obtained. The Methfessel-Paxton technique [64] with a mixing 
factor of 0.1 eV was adopted for filling the electronic levels. For these configura-
tions, grids of 9 × 9 × 7 k-points were considered. These grids represent 284 k-points 
in the irreducible Brillouin zone. The conjugate gradient method was used to find 
stable ionic positions, with an energy value of 0.1 meV used as the convergence 
criterion for the total self-consistent energy calculations. The lattice parameters and 
internal coordinates of the unit cell were fully optimized by maintaining the spatial 
symmetry group of the crystal structure, until the forces were less than 30 meV/Å 
and the energy due to ionic relaxation was less than 1.0 meV/atom. These calcu-
lations were performed considering a monoclinic crystalline structure with space 
group P21/n (#14), in agreement with experimental results for (La,Tb)2FeCoO6 [42, 
59]. To determine the Density of States (DOS) parameters, the total energy (E) and 
external pressure (P) were calculated for different volumes (V) varying around the 
equilibrium volume (V0) up to  ± 5%, allowing relaxation of the internal coordinates. 
The bulk modulus (B0) and its pressure derivative (B’) were obtained by fitting the 
pressure curves as a function of volume from the Murnaghan equation of state [65]. 

For the materials for which thermodynamic property calculations were performed, 
these were carried out following the Debye quasi-harmonic model [66, 67]. In this 
model, macroscopically measurable thermophysical properties are directly associ-
ated with the microscopic dynamics of the atoms within the material when subjected 
to external changes in pressure and temperature. Considering that the collective vibra-
tions of the crystalline cells of solids occur in the form of phonons, the fundamental 
excitations associated with these thermodynamic properties can be comfortably 
calculated. In materials evidencing relatively high electrical resistivities, phonons 
play a particularly important role, giving relevant contributions to some properties 
such as specific heat and thermal expansion as a function of temperature. In this 
way, the crystal lattice vibrations can be expected to exhibit a harmonic character for 
temperature values below the Debye temperature of the material. In this work, the 
Debye quasi-harmonic model is applied as part of the study of atomic dynamics in 
the appropriate temperature regime.
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Fig. 1 Diffraction patterns obtained for materials a La2FeCoO6 and b Tb2FeCoO6 

4 Semiconductor Ferromagnetic Features 
and Thermophysical Properties of Superstructurated 
(La,Tb)2CoFeO6 Double Perovskites 

4.1 Structural Characteristics 

The diffraction pattern shown in Fig. 1 was obtained under the same instrumental 
conditions specified in Sect. 2. Close observation of the diffractograms reveals practi-
cally the same reflection peaks for the materials La2FeCoO6 and Tb2FeCoO6, corre-
sponding to perovskite-type monoclinic structure belonging to the P21/n (#14) space 
group.
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Although the structure is the same, for R = Tb a shift of the diffraction peaks 
to the right with respect to R = La is observed, which is related to the change in 
lattice parameters, as presented in Table 1 and Fig. 2, where the atomic distribution 
is exemplified from the results of the Rietveld analysis. This shift is related to a 
contraction of about 3% in the crystallographic cell of the material for R = Tb 
with respect to R = La. The structure depicted in Fig. 2 corresponds to a monoclinic 
perovskite, belonging to space group P21/n, which characterizes a primitive cell with 
rotational symmetry of two orders of 180° around a screw-shaped axis, a subsequent 
translation of half a cell parameter in the [010] direction and a sliding reflection plane 
perpendicular to the [010] direction. 

The differences between the ionic radii of the constituent atoms of the material, 
together with the bond characteristics and electronic correlations, as well as the 
crystal field effects due to the presence of 3d orbitals in the octahedral coordinations, 
cause rotations and tilts of the octahedra that influence the magnetic and electric 
transport responses of the material. In Glazer’s notation for octahedral distortions 
[68], this structure corresponds to the system denoted a−b+a−, where the superscripts 
(+) indicate in-phase tilt and (−) out-of-phase tilt. Therefore, in the R2FeCoO6 mate-
rial the octahedra rotate out of phase along the a and c crystallographic axes, while 
they rotate in phase along the b axis. This is corroborated by the appearance of 
indexed reflections such as (004), (204) and (404) observed in Fig. 1, which are 
directly related to the in-phase octahedral tilt (ood) along the direction of the b cell 
parameter. 

Table 1 Lattice parameters, crystal distances and bond angles obtained from the Rietveld 
refinement 

Cation Anion Distance (Å) Bond angles degrees (°) 

La2FeCoO6 crystal parameters; monoclinic angle 90.121(5)° 

Fe O(1) 2.0250 ϕ1 162.7 

Fe O(2) 2.0187 ϕ2 162.7 

Fe O(3) 2.0107 ϕ3 162.8 

Cell parameters (Å) 

Co O(1) 1.8893 a 5.467(2) 

Co O(2) 1.8963 b 5.505(8) 

Co O(3) 1.9020 c 7.750(3) 

Tb2FeCoO6 crystal parameters; monoclinic angle: 89.983(5)° 

Fe O(1) 2.0159 ϕ1 149.9 

Fe O(2) 2.0151 ϕ2 150.5 

Fe O(3) 2.0157 ϕ3 150.3 

Cell parameters (Å) 

Co O(1) 1.8935 a 5.251(2) 

Co O(2) 1.8931 b 5.437(5) 

Co O(3) 1.8938 c 7.550(3)
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Fig. 2 Crystallographic structure of R2FeCoO6 (R = La,Tb) established from Rietveld refinement 
of XRD experimental data 

Table 1 shows evident differences in the Fe-O and Co-O interatomic distances for 
the three sub-axes, as well as in the ϕi bond angles, both for R = La and R = Tb. 
These differences, which can be clearly seen in Fig. 3, have an impact on the so-called 
tolerance factor [69, 70]. The obtained values τLa = 0.978 and τTb =0.921 are far from 
the ideal value (τ = 1) corresponding to the cubic perovskite structure, evidencing 
the degree of structural distortion of the materials analyzed. Meanwhile, the presence 
of the incipient peaks (111) and (313) in the diffraction pattern suggest reflections 
due to the occurrence of cation ordering due to the formation of a superstructure with 
the Fe and Co cations alternating along the crystallographic axes [71, 72]. 

4.2 Ferromagnetic Behavior 

A first part in the process of studying the magnetic response is shown in Fig. 4, where 
graph 4a presents the magnetic susceptibility R =La, in a temperature range between 
50 and 330 K, under the application of magnetic fields of 0.5, 2.0 and 10 kOe, while 
graph 4b shows the magnetic susceptibility for R = Tb, in the temperature range 
5 K < H < 340 K and in external fields of 2.0, 5.0, 10 and 20 kOe. In both cases
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Fig. 3 Fe-O1-Co, Fe-O2-Co and Fe-O3-Co bond angles between Fe-O6 and Co-O6 octahedra in 
the R2FeCoO6 double perovskites

the thermal procedures applied were the well-known Zero Field Cooling (ZFC) and 
Field Cooled (FC). For both R = La and R = Tb, the difference in the magnetic field 
trajectory as a function of temperature between the ZFC and FC recipes suggests the 
occurrence of some kind of magnetic disorder giving rise to irreversibility effects, 
with typical features of spin glasses [73]. In double perovskite-type materials, this 
behavior is attributed to the cationic disorder of the B and B’ ions in the A2BB’O6 

structure [54]. Meanwhile, for R = La it is not possible to establish the value of the 
irreversibility temperature, while for R = Tb it can not only be determined but it 
also evidences a shift towards the lower temperature regime with increasing applied 
field. This result reveals that the material with R = Tb contains a higher cationic 
ordering of Fe and Co ions than the compound with R = La. In this ordering, the Fe 
and Co cations tend to intercalate along the crystallographic axes, ensuring a higher 
correlation between their magnetic moments in the unit cell and along the whole 
structure, while the lack of correlation between the magnetic moments in the R = 
La is due to the low tendency of the crystalline arrangement to form a salt-rock type
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Fig. 4 Magnetic 
susceptibility measured at 
low temperatures under the 
application of various 
magnetic field intensities for 
La2FeCoO6 (a) and  
Tb2FeCoO6 (b) double 
perovskites 

superstructure [74]. Due to the non-formation of a superstructure in which the FeO6 

and CoO6 octahedra adopt an alternating distribution along the structure causes the 
breakdown of the correlation between magnetic domains, which is characteristic of 
ordered ferromagnetic materials, so that the ferromagnetism remains in the material 
but the lack of correlation between domains gives rise to the difference between the 
ZFC and FC responses in magnetic susceptibility. Evidence for this interpretation is 
in the presence of the peak (111) in the diffractogram corresponding to R = Tb in 
Fig. 1b that is not observed in Fig. 1a for  R  = La, and which is the fingerprint of 
cation-ordered superstructure formation in double perovskites [75].

The irreversible character could also be associated with effects due to octahedral 
distortions such as the tilts and rotations of FeO6 and CoO6, which take place in 
phase along the b-direction of the subcell of the octahedrons and out of phase in the a 
and c directions, introducing blocking of the magnetic domains at low temperatures 
and making it difficult to align the moments with the applied field during the ZFC 
procedure. The occurrence of irreversibility only takes place in the ferromagnetic
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state, which allows classifying this material and can be corroborated through the finite 
value of magnetization observed in the susceptibility curves for the two materials 
under study. This magnetically ordered behavior occurs throughout the temperature 
region under study. The experimental confirmation of the ferromagnetic response in 
the two compounds was carried out by measurements of magnetization as a function 
of the applied magnetic field in isothermal curves at 50, 100, 200 and 300 K for R 
= La (Fig. 5a) and 5, 25, 50, 100, 200 and 300 K for R = Tb (Fig. 5b). The applied 
external field regime was −40 kOe < H < 40 kOe. 

Fig. 5 Hysteretic magnetization curves as a function of applied magnetic field for rare earth 
ferrocobaltite with R = La (a) and  R  = TB (b)
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Fig. 6 Decrease in remnant 
magnetization (left scale) 
and coercive field (right 
scale) values with increasing 
temperature for double 
perovskite-type lanthanide 
ferrocobaltites 

As predicted from the magnetic susceptibility curves, Fig. 5 evidences a clearly 
hysteretic behavior characteristic of a ferromagnetic type response for all cases 
studied at room temperature and below for both R = La (Fig. 5a) and R = Tb 
(Fig. 5b). Similarly, it is observed that with increasing temperature, there is a decrease 
in the number of aligned magnetic domains because the increase in entropy decreases 
the effective exchange energy that characterizes the ferromagnetic feature. For this 
reason, with increasing temperature, not only the magnetization decreases, as previ-
ously observed in the susceptibility curves, but also the magnetic energy of the 
system decreases as evidenced in the area enclosed by the hysteresis curve. There-
fore, the characteristic magnetic parameters are proportionally affected by the change 
in temperature, observing a systematically decreasing behavior of the coercive field 
(CF) and remnant magnetization (RM) values. The behavior of the coercive field and 
remanent magnetization with change in temperature is shown in Fig. 6. 

The response obtained for R2FeCoO6 decays exponentially, following an empir-
ical law, where, Mo 

La = 1.12 emu/g and Mo 
Tb = 2.73 emu/g represent the spontaneous 

remanent magnetization for R = La and R = Tb at T = 0K,  aLa = 2.15 emu/g and aTb 
= 15.86 emu/g are phenomenological constants and kBTo 

La = 1.14 × 10–22 J and 
kBTo 

Tb = 5.52 × 10–22 J are the magnetic interaction energy corresponding to the 
exchange potential between the ferromagnetic moments. The obtained value is lower 
than the energy values calculated for the interaction between ferromagnetic spins in 
Fe (12.1 × 10–22 J) and Co (51.5 × 10–22 J) [76], showing that the ferromagnetic 
interaction in Tb2FeCoO6 requires a lower energy cost than in monatomic systems 
of Fe or Co. Likewise, the coercive fields vary slightly with increasing temperature 
but decays roughly following Kneller’s law [77, 78] given by, where Ho 

La = 108.16 
Oe and Ho 

Tb = 492.64 Oe represent the coercive fields independent of temperature, 
TB 

La = 0.0011 K and TB 
Tb = 0.0035 K, are the blocking temperatures due to the 

granular feature of the samples, and a La»0.35 and aTb»0.5 are the Bloch’s exponent, 
which has been observed in ferromagnetic nanoparticles randomly oriented [79], 
multilayers [80] and bulk spinels [81], suggesting that the variation of the coercive 
field is sensitive to thermal activation mechanisms, with contributions due to the
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occurrence of magnetic multidomain states due to the microstructural anisotropy of 
crystallites and grains in the material [77]. 

4.3 Electric Response 

I-V response measurements were experimentally elaborated with the objective of 
analyzing the behavior of the electrical response of the materials at room tempera-
ture, under application of voltage ranges between −400 V and 400 V for R = La and 
between −200 V and 200 V for R = Tb. The curves obtained are shown in Fig. 7, 
which clearly shows that the change in applied voltage causes a nonlinear response 
of the current in the material. The trend followed by the curve has the characteristics 
observed in varistor type semiconductors [53]. As the voltage increases, the current 
increases following a power law of the type. Initially, increasing the voltage induces

Fig. 7 I-V characteristic 
curves measured on 
La2FeCoO6 (a) and  
Tb2FeCoO6 (b) samples
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small currents due to the occurrence of polarization effects and mixing between 
dielectric responses and granular boundary relaxation effects. Subsequently, elec-
trons promoted across the gap from the semiconductor valence band conduct, tending 
to linearize the behavior of the I-V curve for high applied voltages. The fit with the 
potential spike for the two materials yields the following results: Io La = 0.19 mA, 
Io Tb = 0.27 mA and b» 1.53, b Tb» 1.43. This behavior implicitly contains an addi-
tional thermal response that contributes to deviating the electrical response from 
Ohm’s law. Thus, the power dissipation is expected to increase rapidly as the applied 
voltage increases. The dissipation, then, has contributions due to the appearance of 
Schottky barriers formed by the grain boundaries, which give rise to the nonlinear 
characteristic of the I-V curve [53]. These barriers are formed by micro-junctions 
in which a pair of grains can be seen as two consecutive Zener diodes, such that 
the intergranular boundaries along the material adopt the behavior of resistors that 
generate currents like those expected in a varistor diode. For high voltage values, 
the resistance follows the expected ohmic trend, but in this regime the resistivity 
decreases because the intragranular contributions are more relevant than the inter-
granular ones. Therefore, the electrical transport due to microstructural defects can 
be modeled through equivalent electrical circuits that are related to the intra- and 
intergranular transport currents within the material [82]. According to the model, the 
I-V figure of merit of the varistor has the form of a power law, as mentioned above, 
where Io is a free constant corresponding to the nonlinear coefficient, whose value 
close to 3/2 is predicted by the quasi-hydrodynamic equations of semiconductors 
and was attributed to regions of the sample with evanescent carriers [83, 84].

4.4 Electronic Structures 

It is well known that the macroscopically observable properties of perovskite-type 
materials can be explained through the study of their electronic behavior [85, 86]. For 
this reason, the density of electronic states of the compounds R2FeCoO6 following the 
procedure detailed in Sect. 3. The base magnetic state of the material was considered 
through ferromagnetic coupling between Fe-O-Fe, Fe-O-Co and Co-O-Co atomic 
bonds, in addition to possible antiferromagnetic ordering configurations between the 
aforementioned atoms. In order to explore different configurations of antiparallel spin 
distribution in the [001], [110] and [111] directions for the antiferromagnetic coupling 
cases, a 2 × 2 × 2 supercell of the double perovskite was used. For the ferromagnetic 
case, all the spins due to the magnetic moments of Fe and Co atoms were considered 
to be oriented in the direction of application of the external magnetic field. By 
minimizing the energy for all the mentioned cases, the result reveals that the lowest 
energy distribution corresponds to a ferromagnetic type of exchange interaction. 
Since the GGA does not satisfactorily describe the system for the 3d-Fe, 3d-Co, 5d-
La and 4f-Tb orbitals, it became necessary to calculate the exchange and correlation 
energy by means of the generalized gradient approximation including the Hubbard U-
correction (GGA+U) [87]. From the ferromagnetic nature of the material, evidenced
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both in experimental results and by the energy minimization process, the U correction 
in the potential was established following the method reported by Liechtenstein 
et al. [62]. The DOS results as a function of energy are presented in Fig. 8 for (a) 
La2FeCoO6 and (b) Tb2FeCoO6 compounds. 

In Fig. 8 the zero-energy value is labeled as Fermi energy EF. The correction 
applied to the exchange potential and correlation was U = 5.3 eV as it was the most 
in agreement with the experimental results [61]. The first feature observed in Fig. 8 
for the total DOS in both materials is the asymmetric character of their electronic 
states between the up and down spin orientations. For spin up polarization the band 
gaps clearly correspond to an insulator with values Eg 

La > 3.6 eV and Eg 
Tb > 3.8  eV,  

while for spin down polarization the two materials exhibit semiconducting behavior 
with Eg 

La  ̄ = 1.10 eV and Eg 
Tb  ̄ = 1.19 eV. The obtained valence and conduction 

band configurations for the up and down spin orientations of the compounds with R 
= La and R = Tb are summarized in Fig. 9. 

The generation of a spin-polarized charge transport channel has been theoreti-
cally predicted and experimentally measured in ferromagnetic semiconductors [88, 
89]. This type of insulator-semiconductor distribution, which here we will call 
half-semiconductor in analogy with half-metallic behavior, is unusual in double

Fig. 8 Total and partial DOS calculated for a La2FeCoO6 and b Tb2FeCoO6 double perovskites
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Fig. 9 Schematics of the valence and conduction bands with spin polarization for La2FeCoO6 and 
Tb2FeCoO6 ferrocobaltites 

perovskites based on essentially metallic cations such as Fe and Co. Meanwhile, 
the occurrence of ferromagnetism and half-semiconductivity in the same crystalline 
structure is really interesting because it differs substantially from the case of dilute 
magnetic semiconductors, where there could be no guarantee of control in the posi-
tioning of magnetic moments in specific sites of the structural cells of the compound, 
besides the risk of having interstitial magnetic atoms outside the crystalline cells of 
the semiconductor material acting as matrix. These results allow inferring possible 
applications in devices that require magnetic control for the transport of both electric 
charge and spin moments, what we defined before as spintronics.

Analysis of the hybridizations between the outer electron shells of the atoms in 
the octahedrally coordinated structural octahedra with the oxygen anions suggest 
that the microscopic mechanism associated with the ferromagnetic behavior is of the 
super-exchange type between the high spin electrons of Fe2+ 3d (eg) and the low spin 
electrons of Co4+ 3d (t2g) mediated by the O2−

2p orbitals, as shown in the diagram in 
Fig. 10. 

Fig. 10 Super-exchange interaction between eg-moments of Fe and t2g-moments of Co, giving rise 
to a weak ferromagnetic response in (La,Tb)2FeCoO6 complex perovskites
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In this scenario, the interaction through the pi-bonds Fe-O-Co between the FeO6 

and CoO6 octahedra, favours a total antiferromagnetic ordering, while through the 
sigma-bonds it can be observed that the bond angle 90° < Phi < 180° promotes ferro-
magnetic dominance through a Goodenough-Kanamori-Anderson type interaction 
[90]. 

4.5 Thermophysical Properties 

An almost unexplored feature in double perovskite-type materials is the influence 
of the change in temperature and external pressure on their physical properties. 
These behaviors could provide relevant information in the study of the macroscopic 
responses that characterize this family of materials, so their modeling is of partic-
ular interest. Considering that during the electronic structure calculation process 
the equation of state was obtained, it was used in Debye’s quasi-harmonic approxi-
mation formalism [91], facilitating the calculation of thermophysical properties for 
(La,Tb)2FeCoO6 materials in the 0 K < T < 900 K temperature regime, obtaining 
isobaric curves for applied pressures up to 5 GPa. The results of the specific heat at 
constant volume, CV(T,P), are shown in Fig. 11, where it can be observed that for 
T > 870 K the Dulong-Petit limit is reached, where the trend of the specific heat 
becomes independent of the temperature for values CDP 

La = 491 J/mol.K (Fig. 11a) 
and CDP 

Tb = 493 J/mol.K (Fig. 11b). It is evident from the insets of Figs. 11a,b 
that the specific heat at constant pressure, Cp(T,P), has a behavior similar to that of 
Cv(T,P) at T < 450 K but does not reach the Dulong-Petit limit in the temperature 
regime considered in the present work. 

A literature search shows that more symmetric perovskite-type cells, such as cubic 
ones, present low CDP values, with maximum values of 240 J/mol.K [30], which 
corresponds to 53% of the value obtained for monoclinic (pseudo-orthorhombic) 
structures of (La,Tb)2FeCoO6 materials. On the other hand, in perovskites with less

Fig. 11 Curves of CV(T,P) for the La2FeCoO6 (a) and  Tb2FeCoO6 (b) double perovskites. The 
insets represent the respective CP(T,P) behaviors
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symmetric structures the CDP value exceeds 475 J/mol.K [53], showing that at low 
crystalline symmetries effects appear that give rise to nonharmonic contributions to 
the thermodynamic functions. This anharmonicity seems to increase with structural 
complexity [92, 93]. The density of states in Fig. 8 shows a very incipient contribution 
of the La-5p, La-5d and La-6 s orbitals to the specific heat, while the majority effect 
corresponds to the O-2p orbitals. This suggests that at high temperatures the elec-
tronic contributions could be superimposed on the phonon contributions produced 
by the vibrations in the cation-oxygen bonds, as a product of the large absorption of 
thermal energy, significantly increasing the value of the specific heat.

The dependence of the coefficient of thermal expansion with temperature and pres-
sure calculated for (La,Tb)2FeCoO6 materials is shown in Fig. 12. The result shows 
that for values T < 300 K, the α(T,P) curves present an abrupt growth with increasing 
thermal energy, which is expected because, in addition to the strongly anisotropic 
character originating from the elastic properties of the material, the dramatic octa-
hedral distortions, as well as the elongation of the structural cell along the crys-
tallographic axes, contribute to the appearance of rotations and inclinations of the 
FeO6 and CoO6 octahedra. This behavior occurs because the increase in the thermal 
energy supplied generates a substantial increase in entropy, randomizing the physical 
properties and intensifying the phononic effects coming from the vibrations in the 
intermolecular bonds [67]. At T > 300 K the curve slows down and the change with 
increasing temperature is less significant because the growth in cell volume tends to 
stabilize at its maximum value, below which the increase in the coefficient of thermal 
expansion becomes asymptotic. On the other hand, the effect of the applied pressures 
partially neutralizes the vibrational activity, so that the increase in the value of the 
external pressure produces a systematic decrease in entropy which, in turn, shifts the 
thermal expansion curves towards lower values. 

Figure 13 shows the behavior of the Grüneisen parameter γ(T,P), which grows 
nonlinearly with increasing thermal energy and decreases with increasing applied 
pressure. This result takes place due to the variations caused in the vibrational

Fig. 12 Dependence of the coefficient of thermal expansion with temperature and pressure for the 
R2FeCoO6 ferrocobaltites with R = La (a) and  R  = Tb (b)
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Fig. 13 Grüneisen parameter γ(T,P) for the La2FeCoO6 (a) and  Tb2FeCoO6 (b) materials 

frequency of the crystal lattice, increasing the elastic waves of the system and 
increasing the Debye temperature and making the contribution of phonons large 
due to the low structural symmetry of the system [85]. On the other hand, as the 
pressure increases, the vibrational frequency of the cation-oxygen bonds throughout 
the structure also increases, while, simultaneously, the effect of the temperature 
increase expands the crystalline cells, causing an increase in the wavelength of these 
vibrations and promoting a decrease in the vibrational frequencies that shifts the 
Grüneisen parameter curves towards lower values.

5 Conclusions 

Rietveld analysis of experimental XRD data of the solid-reacted (La, Tb)2FeCoO6 

material reveals its crystallization in a monoclinic superstructure of the double 
perovskite type belonging to space group P21/n (#14). The unit cell contains distor-
tions due to differences in the sizes and orientation of the FeO6 and CoO6 octahedra, as 
well as the angles of the O-Fe-O and O-Co-O bonds along the basal and apical octahe-
dral axes. Magnetic susceptibility reveals magnetic domain disorder effects, which 
cause ferromagnetic long-range order breaking, leading to irreversibility between 
curves measured through the ZFC and FC procedures, similar to those characterizing 
spin glasses. Meanwhile, the magnetization curves exhibit a hysteretic behavior char-
acteristic of weak ferromagnetic materials, which is maintained up to room temper-
ature, with values of the coercive field following Kneller’s law in its dependence on 
temperature. On the other hand, the I-V curves obtained are semiconductor type with 
strong varistor type tendency, dramatically influenced by the granular nature of the 
materials. 

The results of density of states calculations suggest that the material adopts an 
antiferromagnetic structure, in which the crystal field effects, and the type of chem-
ical bonding promote a weak ferromagnetic response through a superexchange type 
mechanism such as that due to a Goodenough-Kanamori-Anderson type interaction.
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The energy bands evidence an asymmetry between the spin up and down channels, 
creating a lower band-gap for one of the spin orientations than for the other, which 
gives rise to polarized spin currents in the semiconductor ferromagnetic material, 
suggesting its applicability in spintronic devices such as the so-called spin transistors. 
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Graphenylene-Like Structures as a New 
Class of Multifunctional Materials 
Alternatives to Graphene 

Nicolas F. Martins, Guilherme S. L. Fabris, Anderson R. Albuquerque, 
Ricardo Paupitz, and Julio R. Sambrano 

Abstract In the last few decades, the study of materials based on sp2-carbon has 
experienced great development. The advancement of carbon materials science gained 
great impetus after the discovery of fullerenes and carbon nanotubes, but the experi-
mental finding of graphene caused an unprecedented acceleration in the field. In this 
context, many other possibilities of carbon allotropes were proposed and synthesized. 
In this review, we discuss one important class of these graphene analogs, namely the 
graphenylene. This is a sp2-carbon allotrope with quite interesting physicochemical 
properties, such as chemical and structural stability, an intrinsic gap, and the pres-
ence of periodic nanoscopic pores, for instance. All these special properties pose 
graphenylene as a promising candidate for several technological applications, such 
as gas separation, construction of semiconducting nanodevices, Li (Na)-ion batteries, 
and so on. The review focuses on the theoretical determination, based on DFT calcu-
lations, of graphenylene’s properties and a few other materials structurally related 
to it. Experimental attempts to obtain its synthesis are also briefly discussed. These 
materials are discussed in terms of their atomic arrangement, mechanical and elec-
tronic characteristics discussing possible technological applications. An additional 
aspect that is reviewed in the text is the possible existence of inorganic (e.g. boron 
nitride analog) analogs for this material, which were already discussed in the litera-
ture and can bring relevant contributions for technological applications due to their 
special properties.
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1 Introduction 

Carbon capacity to form sp, sp2, or sp3 hybridizations is known as a key character-
istic, which leads to the formation of several allotropes, presenting various physical 
and chemical behaviors very distinct from each other. Around 256 distinct topolog-
ical types (i.e. different underlying nets) were cataloged from literature in 2006 by 
Hoffman et al. [1]. 

The possible existence of several planar materials, formed by structures with 
high content of sp2 hybridized carbon atoms, has been investigated for several 
decades. Starting with a few investigative studies [2–4], nanostructured carbon mate-
rials became a subject of interest for the materials science community. The class of 
molecules made from graphite-like sheets in hollow cage arrangement was theo-
retically predicted by David E. H. Jones in 1966 [5], being confirmed two decades 
later. The experimental characterization of the C60 molecule by Kroto et al. (1985) 
[6], named buckminsterfullerene, sparked interest in new molecular arrangements of 
carbon allotropes, including non-naturally occurring ones. 

The discovery of fullerenes was awarded the Nobel Prize in Chemistry in 
1996. Just a few years earlier, Iijima (1991) [7] reported the synthesis of carbon 
nanotubes using an arc-discharge evaporation method, similar to that used for 
fullerene synthesis. In 1993, Iijima and Ichihashi [8] controlled the synthesis of 
single-shell carbon nanotubes, opening the way for new properties to be measured 
in these materials. 

The fact that fullerenes (a 3D molecule; 0D periodicity) and nanotubes (1D) are 
constructed with sp2 hybridized carbons and present many remarkable physical and 
chemical properties, encouraged, even more, the search for carbon allotropes and 
composed materials that could be useful in technological applications. 

A natural question about the possibility of two-dimensional single-layer allotropes 
of carbon arises from the knowledge of the stacked structure of sp2 (-ene suffix in 
the nomenclature of C = C alcenes) sheets in graphite. In this way, graphene-like 
structures (honeycomb lattice) were known since the 1962s (Boehm et al. [9]) but 
there were experimental difficulties in isolating single layers to perform electrical 
measurements, being studied only while supported on metal surfaces. In this century, 
Novoselov et al. (2004) [10] isolated and investigated new two-dimensional (2D) 
crystalline materials, rediscovering graphene, with which they performed a series of 
characterizations that have aroused remarkable scientific and technological interest. 

Graphene research has accelerated exponentially in the last decade due to its 
unique form factor and exceptional physical properties. The global market value of 
graphene is expected to exceed $2 billion in this decade. The multitude of special 
characteristics of the new material and its current (and potential) applications [11– 
14] motivated many researchers to spend enormous efforts in the proposition and 
investigation of graphene-like materials. One main goal in this quest was to enable 
the design of new nanoscopic scaled electronics, possibly based on ion carbon as 
opposed to the present (microscopic) electronics, which are silicon-based.
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However, graphene as a semi-metallic material has a few limitations for its direct 
use in practical applications [15–18], such as a small ratio between “locked” and 
“unlocked” currents in electronic devices [19–22]. This difficulty motivated the inves-
tigation of a plethora of possible methods to modify, in a controlled way, the band gap 
energy opening of the material, for instance, chemical modifications such as doping, 
oxidation, fluorination, or adsorption or even structural modifications by the creation 
of pores or strain application. Another option being explored is the production of 
inorganic materials which are structurally related to graphene, such as hexagonal 
boron nitride (hBN). This research line originated an entirely new family of 2D 
materials, starting from the hBN cited above, and many other inorganic analogs. 
Many mono-elemental inorganic graphene analogs were proposed, such as silicene 
[23], germanene [24], stanene [25], plumbene [26], borophene [27] and phosphorene 
[28]. In addition to monoelemental structures, more complex two-dimensional mate-
rials were proposed and have been investigated from the theoretical and experimental 
points of view including the ZnO [29], TiO2 [30] e AlN [31], GaN [32], GaAs [33], 
chalcogenides and the Transition-metal dichalcogenides (TMDs) for instance [34]. 

At this point, it becomes clear that a semiconducting material, possibly also 
made out of carbon atoms, would be quite convenient for the development of 
nenanoscaleded devices useful for electronics. Such material, if also 2-dimensional 
and chemically stable, could be doped with some electron acceptor (donor) element to 
obtain n(p)-doped semiconductors which could be used to create n-p junctions and 
nanometer-scaled electronic devices. Also, such structures could bring new elec-
tronic characteristics to be explored technologically. In this context, among many 
2-dimensional structures proposed in the last decades, graphenylene rises as an inter-
esting possibility. It was proposed in the 1960s by Balaban et al. [2] and is a sp2 

bonded 2-dimensional carbon allotrope. 
After many years of its proposition [35], graphenylene became an object of interest 

for researchers after a few authors investigated theoretically its physical properties 
and its possible synthesis routes [36, 37]. 

A deep bibliographical investigation of the number of papers published over the 
years 2013 to 2022 in the Web of Science database, shows that the interest in porous 
materials has increased over the years, as shown in Fig. 1, there is a constant interest 
in the keyword “biphenylene” and an increase in the use of “graphenylene” term. 

The in-depth studies of graphenylene (GP) and graphenylene-like structures are 
relatively recent. The electronic properties of GP were first investigated in 2012 when 
Brunetto et al. [35] proposed the material, which was called biphenylene carbon, 
and calculated its electronic properties. Using the density functional tight-binding 
approach [38] and a DFT approximation, they showed that the GP band gap were 
~0.8 eV, delocalized frontier orbitals, and relatively small effective masses for its 
charge carriers [39], where this structure can be achieved by the dehydrogenation of 
a porous graphene nanosheet [40]. Five years later, graphenylene was experimen-
tally obtained [41, 42], through a different path than the proposed by Brunetto and 
coworkers. Later on, Fabris et al. [43] using the DFTB method alongside an all-
electron basis set and B3LYP functional, found that graphenylene has a band gap 
of 0.83 eV, a similar value to Brunetto’s findings, however with the advantage that
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Fig. 1 Bibliographical research from the year 2013 to 2022 on Web Of Science for the keywords: a 
porous carbon, b biphenylene, and c graphenylene structures. There is an inconsistency of the official 
name of graphenylene. The compilation of the results could be affected, although the graphs indicate 
that there is a constant interest in the keyword “biphenylene” and an increase in the “graphenylene”. 
This research was done via the “Web of Science” scientific search engine on 02/22/22 

the frequencies at Γ point were checked to nonnegative values, demonstrating that 
the structure is really stable and in a minimum. Recently, the study of graphenylene 
gained a new impulse after its chemical synthesis and also the synthesis of other 
similar structures obtained by experimentalists as graphyne [44] and graphdiyne 
[45]. 

In the next sections, structural and physical properties as well as possible appli-
cations for this intrinsic semiconductor and for a few related materials, including 
inorganic analogs will be discussed.
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2 Graphenylene 

2.1 Structural and Physical Properties 

There are three types of rings in graphenylene’s structure, indicated in Fig. 2, namely 
(A) dodecagon ring (C12); (B) hexagon ring (C6); and (C) square ring (C4). The GP 
unit cell belongs to the P6/mmm space group with 1 irreducible atom, as illustrated in 
Fig. 2, with lattice parameters a = b = 6.735 Å, and C–C bond length of the square 
ring of 1.47 Å. The hexagon ring has a 1.35 Å and a 1.47 Å bond length, while the 
central nanopore (dodecagon ring) has a diameter of 5.47 Å, as found by Fabris et al. 
[43] using density functional theory (DFT) and an all-electron basis set. 

The structure of the GP allows indicating 7 points of high symmetry, as marked in 
Fig. 2, as indicated by Martins et al. [46]. It is really interesting to identify the hollow 
adsorption sites (A to C) since these locations can be of great importance for a wide 
range of applications, such as gas separation [37, 47–51], sensors [46, 52], among 
others [53–60]: (D) the edge of C6 and C4 rings; (E) the edge between C12 and C6 

rings; (F) the edge between C12 and C4 rings; (G) the carbon at the corner of the C4, 
C6, and C12 rings. The rings A, B, and C are especially important to understand the 
diffusion energy barrier for ions, atoms, and molecules, if they have an appropriate 
size and their diffusion is allowed, as will be discussed in the next section. Also, the 
cohesive energy is investigated in this work, where it is found that the GP energy is 
quite similar to graphene, being slightly less stable, with the h energy of −9.7 eV, 
higher than the −10.4 eV of graphene [61]. 

GP has interesting mechanical properties that can be very useful and surpass 
some existing 2-dimensional materials, combining the versatility of its topology and 
the graphene similarities. Due to its symmetry, it has only two elastic constants,

Fig. 2 Graphenylene structure represented by a cell (2 × 2). The pores are marked in different 
colors to emphasize their shape and the high symmetry points are labeled from A to G. The inset 
shows the GP unit cell



214 N. F. Martins et al.

labeled C11 and C12, which represent the longitudinal and transversal expansion or 
compression, respectively. Through DFT/B3LYP simulations it was observed that 
C11 = 695.4 GPa and C12 = 180.1 GPa, which can be used to determine the Young’s 
modulus (Y) and the Poisson’s ratio (ν) by the following equations: Y = (C11 

2 − 
C12 

2)/C11 and ν = C12/C11. Meaning that the graphenylene has Y = 648.8 GPa and 
ν = 0.259; as compared to graphene Ygraphene = 1 TPa and νgraphene = 0.165 [43].

Figure 3 it is shown the electronic band structure of grapheylene and compared it 
with graphene at the same level of theory, namely DFT/B3LYP. 

As can be seen in Fig. 3, the band structure of GP has a direct band gap located 
at the K point with a value of 0.83 eV. The bands of GP are not flat and have some 
similarities to graphene, mainly composed of 2pz orbitals, however without the Dirac 
cone, when taking into consideration the band gap at the K point. It is possible to 
affirm that the electronic mobility in GP is excellent, as calculated by Brunetto 
et al. [35], with values of m*/me = 0.26 and m*/mh = 0.33, for the electron and 
hole effective masses, respectively, being considered an expected value for a good 
conductor. 

Fig. 3 Electronic structure of a graphene and b GP, and the Raman intensities for both structures 
in (c)
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2.2 Gas Separation 

The dodecahedral pore of GP has a radius of 3.20 angstrom. In many cases, the 
diameter of its central pore is larger than the kinetic diameter of some molecules, 
facilitating the diffusion of different gases through the material. Song et al. [37] report 
this via a plane waves DFT study, which shows that the energy barrier of hydrogen 
gas (H2) is extremely low (0.20 eV) when compared with other small molecules such 
as CO (0.99 eV), CO2 (1.05 V) and N2 (1.01 eV) whose diffusion could be more 
difficult. 

Membrane-based technology can also serve the cryogenic industry since stable 
helium isotopes (3He and 4He) can also be separated via GP due to high permeance 
and great transmission probability from the quantum tunneling of the species [49]. 
Motallebipour and Karimi-Sabet (2021) [47] also investigate these helium isotopes 
in the gas phase, attesting that graphenylene has an elevated separation factor and 
permeance (10–8 mol m−2 s−1 bar−1) compared to inorganic graphenylene, resulting 
in a promising approach to the separation of helium species at high temperatures by 
the GP membrane. In the same study, IGP is more efficient than GP under steady-
state conditions, since it provides acceptable values of separation factor at higher 
temperatures. 

One way to improve the performance of graphenylene is to apply controlled strain 
on the surface. Zhu et al. [51] show that GP can upgrade the H2 permeance by 6 times 
(2.6 × 10–2 mol s−1 m−2 Pa−1) under a strain of 3.04% compared to the unstrained 
graphenylene. Depositing a strain between 3.04% and 4.20% the membrane starts 
to separate CO2 and from the range of 5.12–10.78% improves the performance of 
methane gas (CH4). These factors indicate that the ability of GP to act as a porous 
membrane can be tunable after modifications in the structure. 

2.3 Catalysis and Gas Sensing 

Along with the high non-renewable energy consumption, the removal of toxic gases 
becomes an urgent agenda to minimize harmful effects on the human body. One way 
to reduce nocive substances from the atmosphere is to use carbon-based catalysts 
[62], where anchored metals can amplify the catalytic activity of these structures 
[63]. An example is the first-principles calculations study of Chen et al. [64] that 
modeled graphenylene as a support for single Ru and Mo atoms and found that the 
oxidation reactions of CO and NO molecules occur more easily via the Eley–Rideal 
(ER) mechanism in contrast to the Langmuir- Hinshelwood (LH) model. 

Considering the high costs of operation with noble metals, the single-atom cata-
lysts (SACs) on supported monolayer can be an interesting route. Tang et al. [58] 
considered this alternative with Pt and Pd atoms anchored on GP, denoting that the ER 
mechanism is energetically more favorable compared to other investigated models 
since they exhibit a lower energy barrier (<0.35 eV) by the interaction of 2CO and
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Fig. 4 Formation processes of the N2 product on Mn–graphenylene (Reproduced from Ref. [65] 
with permission from Royal Society of Chemistry) 

2NO for the 2CO2 and N2 products on GP surfaces. Similar results are confirmed 
once more by Tang et al. (2020), now noting that transition metals (TM) such as Mn, 
Co, Ni, and Cu can operate as SACs via the ER mechanism in the GP-supported. 
Figure 4 depicts the reaction states studied by Tang et al. [65]. 

The Fe atom, another potential TM species in SACs, was also anchored in GP to 
estimate the behavior of these structures with different molecules (Tang et al., 2020). 
It is attested that as well to the promising catalytic performance in the oxidation 
reactions of CO from NO and O2 molecules, the Fe-GP structure can equally act 
in CO, NO, NO2, and O2 gas sensing due to the magnetic and electronic properties 
originated by the Fe atomic orbitals in the adsorbed structure. 

2.4 Energy Storage and Similar Systems 

The progress in research on Li storage in the GP comes from the limitation involving 
traditional anode materials, such as graphite. Admitting a low cost and excellent 
chemical stability [66], graphite has a specific capacity limited to 372 mAh·g−1 [67], 
complicating the use of the high energy density of Li in nanoelectronic devices and 
requiring the development of new anode materials by the industry.
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Fig. 5 a Lithium intercalated monolayer graphenylene and b lithium-intercalated bilayer grapheny-
lene. The lower and upper layers are represented by dark and gray stick-and-ball styles, respectively. 
The pink spheres represent lithium atoms (Adapted from Ref. [60] with permission from Royal 
Society of Chemistry) 

Yu [60], via DFT theory, starts the investigation attesting the excellent Li mobility 
in the intercalations with the monolayer (Li3C6) and bilayer (Li2.5C6) of GP,  which  
have specific capabilities of 1116 mAh·g−1 and 930 mAh·g−1, respectively, superior 
values to pristine graphene (LiC6) with 740 mAh·g−1. Also, adsorption of Li atoms 
on only one side of the GP, a considerably smaller atomic proportion (Li1.5C6) is  
obtained and, consequently, a smaller specific capacity (487 mAh·g−1). The resulting 
geometries obtained by Yu are shown in Fig. 5. 

As an alternative to the usual LIBs, there are the sodium-ion batteries (SIBs), 
which have been explored in recent years as a natural choice. In this way, Fabris et al. 
[68] investigate the capability of the GP to also store Na and detects a specific capacity 
of 729.89 mAh·g−1 (NaC3) with the saturation on both sides of the nanosheet, a very 
superior value compared to studies of Na in graphite (100 mAh·g−1) [69] and doped 
graphene (308 mAh·g−1) [70]. 

Unique materials like GP may also perform well in clean energy storage, whither 
the study published by Hussain et al. [54] presents, by theoretical calculations, the 
potential of graphenylene doped with alkali metals for the retention of H2 molecules. 
In this investigation, it is reported that the GP decorated by 5 atoms of Li, Na, K, and 
Ca captures 20 hydrogen molecules, where the charge transfer from the alkali metals 
to the GP polarizes the H2 species and stabilizes the adsorption of the molecule in the 
doped systems, which provides a large energy storage by the decorated graphenylene. 

It is also relevant the possibility of use of graphenylene-based membranes applied 
to water desalination, as discussed by Jahangirzadeh et al. [55]. From the interaction 
between the functionalized graphenylene in different configurations with familiar 
salts (sodium and chloride ions), molecular dynamics studies indicate that fluori-
nation in GP pore produces high water permeability (11.032 L·m−2·h−1·bar−1) and 
a 99.4% salt rejection, which can be considered a strong evidence that hydrophilic
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chemical functions upgrade the capacity of graphenylene to act as a desalination 
membrane. 

2.5 Electronic Transport 

An interesting characteristic that was recently explored theoretically is the use of 
graphenylene as a construction element for nanodevices, as shown by Villegas-
Lelovsky and Paupitz [59]. In that work, the authors demonstrate that by doping 
GP, it is possible to tune its electronic transport properties to obtain p–n junctions, 
which can be extremely useful for low-dimensional devices. These junctions can be 
used as part of diodes for instance, with a conducting threshold of ~1.5 eV indirect 
bias and current blocking with opposite bias. The authors also demonstrate that some 
configurations could result in devices with Zener-like behavior (see Fig. 6). 

Furthermore, ab initio calculations also show the possibility of establishing diodes 
based on graphenylene/MoX2 van der Waals heterostructures (X = S, Te and Se), 
that take a high rectification factor (103–104) and optical absorption in the visible 
spectrum, making these systems promising in photonics and nanoelectronic devices 
[71]. 

Using the plane-wave/DFT approach, Liu et al. [56] also analyzes that GP can 
be functionalized at different concentrations, where hydrogenation and halogenation 
(F, Cl, Br and I) provide a band gap energy range of 0.075 to 4.98 eV and 0.024 to 
4.87 eV, respectively, turning GP a promising material for band gap engineering. 

3 Experimental Synthesis 

In 2009, a new 2D porous structure, with a framework similar to graphene and with 
a single-atom thickness and nanopores periodically distributed, was fabricated. The 
hexaiodo-substituted macrocycle cyclohexa-m-phenylene (CHP) [40], is shown in 
Fig. 7b, and the chemical reaction to create this well-designed molecular network is 
given by the aryl-aryl coupling (see Fig. 7a) which happens on an Ag(111) surface. 
Figure 7c, d, it is shown the conjugated CHP network and its relationship with 
graphene. 

The surface-assisted coupling reaction started after annealing the substrate for a 
few minutes in 575 K, as indicated by the STM analysis, and the polymerization reac-
tion initiated above this temperature with a similar time, resulting in the formation 
of a completely developed polyphenylene network. Figure 8a it is shown an STM 
image of the polymer network obtained in the deposition on Ag(111) maintained at 
room temperature and Fig. 8b it is illustrated a high-resolution STM image of the 
polyphenylene superlattice (with honeycomb pattern) overlaid by the CHP frame-
work to better visualization, and the structural analysis showed that there is a uniform 
nanopore spacing of 7.4 Å, with a good agreement with the AM1 calculations done
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Fig. 6 Molecular devices composed by p–n junctions from two-unit main layers, one doped with 
boron and the other with nitrogen: a pristine one-row junction and the b I × V characteristic plot, 
c one-row-pn-junction and the d I × V characteristic plot, e two-rows-pn-junction and the f I × 
V characteristic plot, g three-row-pn-junction and the h I × V characteristic plot. Carbon, boron 
and nitrogen atoms are represented by cyan, pink and blue colors, respectively. The position of the 
doping atoms, namely boron and nitrogen, is also highlighted with an orange circle delimiting a 
yellow shaded area to facilitate their localization (Reproduced from Ref. [59] with permission from 
Royal Society of Chemistry)
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Fig. 7 a Mechanism of the silver-promoted aryl–aryl coupling of iodobenzene to biphenyl. b 
Structure of CHP. c Structure of a fraction of the polyphenylene super honeycomb network. d 
Structural relationship of the polyphenylene super honeycomb network (bold lines) and graphene 
(thin lines) (Reproduced from Ref. [40] with permission of Royal Society of Chemistry) 

Fig. 8 a STM image (0.8 V, 50 pA) of the polyphenylene super honeycomb network on Ag(111) 
formed after polymerization of CHP precursors at 805 K. b STM image (1 V, 50 pA) of an edge 
of the polymer network, where the structure of the CHP backbone (overlaid chemical structure) 
can most clearly be recognized (Adapted from Ref. [40] with permission from Royal Society of 
Chemistry)
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by the authors (7.45 Å) and by our previous work (7.5 Å) using the DFT method with 
an all-electron basis set. These results show that this method constitutes a versatile 
way to design 2D materials, with the ability to tailor the network and control the pore 
size and spacing.

Years later, in 2017, Du et al. [41] experimentally discovered a new two-
dimensional carbon crystal prepared from the 1,3,5-trihydroxybenze, different from 
graphene and similar to the graphenylene, consisting of 4- and 6-carbon atom rings, 
which was named as 4–6-carbophene. 

The chemical reactions to synthesize the graphenylene are described in Fig. 9. 
The polymerization reaction can happen through intramolecular dehydration of 1,3,5-
trihydroxybenzene, as indicated in Fig. 9a, where water molecules are stripped using 
the aluminum oxide (γ-Al2O3), making the benzynes combine with each other, 
forming small graphenylene fragments. The other possible reaction is from an inter-
molecular dehydration between 1,3,5-trihydroxybenzene molecules (see Fig. 8b), 
where those molecules start to join each other and grow quickly (see Fig. 8c). This 
synthesis was performed in an argon atmosphere at 350–380 °C in a quartz glass 
tube furnace using γ-Al2O3 as a dehydrant agent. 

In Fig. 10 it is shown several moments of the experiment done by Du et al. In 
Fig. 10a, b can be observed forming graphenylene on a copper foil and in a quartz 
glass sheet, respectively. The SEM (scanning electron microscopy) of transparent 
carbon films are shown in Fig. 10c, d. The isolated film is shown in Fig. 10e, f. A 
more detailed description of the experimental method used and procedures can be 
found in the original reference. 

4 Graphenylene-Like (Inorganic Analogs) 

4.1 Boron Nitride (BN) 

A few years ago, Ding et al. [72] proposed an inorganic analog to porous graphene, 
which we named porous boron nitride (PBN), and investigated its properties using 
plane-wave DFT, obtaining a band gap of 4.27 eV. Afterward, Perim et al. [73] 
introduced a graphenylene analog which we named as inorganic graphenylene-like 
boron nitride (IGP-BN), whereupon using DFT/PBE with localized wave functions 
they reported a band gap of 4.57 eV and 4.14 eV for PBN and IGP-BN, respectively. 

In 2018, this structure was revisited in the paper published by Fabris et al. [43] 
about graphenylene, where a more detailed study of their structural, electronic, 
mechanical and vibrational properties was done. 

In that study, it was verified that PBN has a direct band gap of 6.45 eV, and IGP-
BN has an indirect band gap of 5.52 eV, where a significant displacement of the 
conduction band towards the valence band was observed for IGP-BN if compared 
to PBN, and both structures have flat bands, indicating a low electron mobility. For 
comparison effects, experimentally, the hBN has an indirect band gap of 5.95 eV
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Fig. 9 Illustration of chemical reaction mechanism from 1,3,5-trihydroxybenzene to 4–6 
carbophene 2D crystal. a The polymerization reaction via intramolecular dehydration of 1,3,5-
trihydroxybenzene. b The polymerization reaction via intermolecular dehydration between 1,3,5-
trihydroxybenzene molecules. c With the joining of more 1,3,5-trihydroxybenzene molecules the 
fragments of 2D carbon crystal grow up quickly (Adapted from Ref. [41]/Open Access Nature)
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Fig. 10 The membranes of 2D carbon crystal, coated on the quartz glass sheet and copper foil. a 
Comparison between the copper foil before and after the graphenylene film was coated, from left 
to right. b Comparison between the quartz glass sheet before and after the graphenylene film was 
coated, from left to right. c The SEM image of the graphenylene crystal film separated from the 
substrate. d The SEM image graphenylene crystal film separated from quartz glass sheet. After the 
carbon films of the 2D crystal are separated from the copper foil and quartz glass sheet, transparent 
carbon films of graphenylene are obtained. e, f The graphenylene films separated from copper foil 
(Reproduced from Ref. [41]/Open Access Nature)
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[74]. For both PBN and IGP-BN, the major contributions in the valence band are 
given by the 2pz orbitals of nitrogen atoms and the conduction band is given by 2pz 
of boron atoms.

Also, were calculated the elastic constants C11 and C12 of PBN (IGP-BN) which 
are 379.5 (611.1) GPa and 109.9 (171.8) GPa, respectively, indicating Young’s 
modulus and Poisson’s ratio of 347.6 GPa (562.8 GPa) and 0.290 (0.281), respec-
tively. The hBN values for Young’s modulus and Poisson’s ratio are 858.2 GPa 
and 0.209, respectively. The IGP-BN seems to be more resistant to deformation in 
the longitudinal direction than PBN, but with a similar response in the transverse 
direction, however, both structures have lower values than the pristine hBN. 

In another study, Fabris et al. [75] proposed for the first time boron nitride-
based porous nanotubes, namely porous boron nitride nanotubes (PBNNTs) and 
inorganic graphenylene-like boron nitride nanotubes (IGP-BNNTs), and thoroughly 
investigated the electronic, elastic and piezoelectric properties of the armchair and 
zigzag conformations of PBNNTs and IGP-BNNTs using DFT/BLYP. This work 
showed that the porous nanotubes follow a similar trend as observed for single-
layers, however an important property rises when the rolling up process occurs, i.e., 
the construction of PBNNTs nanotubes generates greater piezoelectricity, than those 
observed in the pristine single-layer. So, the influence of strain on the piezoelectric 
response was studied, and it was verified that a positive strain in the axis direction 
reveals a significant increase in the piezoelectricity, which can be modulated up to 
20% of strain, obtaining a maximum increase of ~1320%. The mechanical prop-
erties analysis showed that the armchair nanotubes have a higher stiffness than the 
zigzag. From the electronic point of view, band gap energy shows a dependency 
on the diameter, which for great diameters converge to their respective single-layer 
values. Moreover, the elastic and piezoelectric properties of these porous nanotubes 
indicate that they are suitable for potential applications in the reinforcement of fiber 
composites and movement sensing, due to their piezoelectric response. 

The tuning of electronic properties of inorganic graphenylenes has also been 
verified by Perim et al. [73] which have shown that it is possible to modulate the 
band gap opening of IGP-BN. Combining DFT calculations and molecular dynamics 
(DM) simulations, the researchers showed that the selective substitution of BN pairs 
by carbon atoms can turn the insulating material (4.14 eV) into a semiconductor, 
with a band gap range of 0.05 to 1.12 eV. Feng and Wang [76] also show that 
homo-elemental inorganic graphenylene (hIGP-BN) may be anchored by the donor 
(Tetrathiafulvalene, TTF) and acceptor (Tetracyanoquinodimethane, TCNQ) organic 
molecules, where the transferred charge from the combined action of TTF and TCNQ 
modifies the gap from 1.9 eV of hIGP-BN to 0.14 eV, making this graphenylene a 
tunable material for nanoelectronic devices. 

In gas application, the diffusion of H2 also occurs without very difficulty through 
IGP-BN, as revealed by Xu et al. [50] where the diameter of 5.35 Å provides a 
low energy barrier of 0.14 eV and a superior selectivity of the hydrogen molecule 
compared to other materials such as silicene [77] and graphene [78]. 

The necessity for new membrane-based technologies also emerges from the 
problem of separating abundant elements in the atmosphere, such as helium, from
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larger and toxic molecules. An alternative for the purification of He in the envi-
ronment is the use of graphenylene-like structures, as suggested in the study by 
Wang et al. [49] combining first-principles calculations and molecular dynamics 
(MD) in the IGP-BN, where it shows a great dependence of the kinetic diameter 
of the molecule with its surface penetration, a fact corroborated by the almost null 
diffusion barrier for He (0.06 eV), and selectivities at room temperature (300 K) in 
the range of 106–1031 on the gases investigated (Ne, Ar, CO, CO2, N2, and CH4), 
revealing the excellent separation capacity of the material. 

4.2 Silicon (Si) 

The silicon-based graphenylene, also known as silicenylene (IGP-Si), has been 
proposed and studied by Fabris et al. [79] in 2017, where using the DFT/B3LYP 
approach, they showed that the silicenylene is a stable structure and differe than 
those found for graphenylene, it has a small non-null direct band gap, ~76 meV, at 
K point with a well-de, good dispersion and a small enlargement of the Dirac cone, 
where the 3pz orbitals are the major contribution to the band gap region. Also, the 
structure has a buckling, similar to that found for silicene, and is more susceptible 
to longitudinal and transversal deformation than silicene, as it has a more distorted 
network, with a large nanoporous which can be used to new applications, such as 
gas separation, molecular sieving and energy harvesting. 

Silicenylene has calculated elastic constants, C11 and C12, of 110.2 GPa and 39.3 
GPa, respectively, resulting in Young’s modulus of 96.2 GPa and a Poisson’s ratio 
of 0.36; which compared to silicene, with Young’s modulus and Poisson’s ratio of 
159.57 GPa and 0.283, respectively, indicates that this new structure is significantly 
less resistant to deformations than their pristine form. 

4.3 Zinc Oxide (ZnO) 

Due to the importance of zinc oxide and its wide range of applications, in 2019, it 
was proposed a new structure of zinc oxide based on graphenylene architecture, also 
known as IGP-ZnO, and a porous graphene-based, known as H-gZnO [80]. 

In this study, both structures were shown to be stable, which was confirmed by 
non-negative frequencies, and even with its structural modification, the semicon-
ducting properties are maintained. Also, it was theoretically demonstrated that the 
dehydrogenation of H-gZnO induces a spontaneous interconversion to the IGP-ZnO. 

The band structure analysis of the H-gZnO and IGP-ZnO shows that they have 
a band gap energy of 6.06 eV and 5.42 eV, respectively, which are both higher 
than graphene-like ZnO (gZnO), 4.55 eV. Furthermore, it was found that around 
the band gap, the valence band is mainly composed of O 2pz orbitals, while the 
conduction band has a major contribution to the Zn p-orbitals. The analysis of the
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mechanical properties showed that the IGP-ZnO has Young’s modulus and Poisson’s 
ratio of 177.4 GPa and 0.54, compared to the gZnO, which has 183.2 GPa and 0.65, 
indicating that, differently from graphenylene and other inorganic analogs, the IGP-
ZnO has a very close value of Young’s modulus to gZnO, and a lower Poisson’s ratio, 
indicating a better resistance to shear strain. 

Therefore, the IGP-ZnO is a stable structure and can be applied in electronic 
devices that require wide bandgap energy, in addition to acting as a nanofilter for 
medium/large molecules. In addition, as a great number of porous structures have 
been proposed for energy harvesting, it is interesting to note that the structural 
organization of IGP-ZnO and H-gZnO can facilitate redox reactions in these systems. 

4.4 Silicon Carbide (SiC) 

Proposed in 2021 by Martins et al. [46], inorganic graphenylene-like silicon carbide 
(IGP-SiC) is a new family member of porous inorganic materials. Using DFT 
combined with the B1WC hybrid functional, a supercell with 48 atoms (24 of Si 
and 24 of C) was constructed from the 2H-SiC bulk in the wurtzite phase. 

Unlike GP and IGP-BN, which possess 5.47 Å and 5.51 Å diameter [43], respec-
tively, the IGP-SiC has an expansion of the network parameters that provide a central 
ring with 6.82 Å in diameter. The Si–C bonds of this new structure are narrower 
compared to GP (22.9%), where the material is more deformable than the organic 
type, but 3 times more rigid than the Si analog (IGP-Si). 

In contrast to graphene-like SiC (g-SiC) which has a direct gap (3.65 eV), IGP-
SiC assumes a wide indirect gap (3.22 eV) between the K and M points of the top and 
bottom of the valence and conduction bands, respectively. The Raman spectra of the 
IGP-SiC, in comparison to the IGP-Si, also exhibits frequencies closer to those of 
carbon-based materials (graphene and graphenylene) synthesized, revealing the plau-
sibility of this structure. Molecular Dynamics (MD) simulations report that IGP-SiC 
has a thermal dynamic stability at approximately 2100 K and, by phonon dispersion 
calculations, the researchers describe the non-appearance of imaginary frequencies 
for the material. The summarized data indicate how reasonable the possibility of 
obtaining the IGP-SiC by experimentalists is. 

The investigation of the applicability of inorganic graphenylenes in gas sensing is 
still incipient, where the study of Martins et al. [46] concerning the IGP-SiC reveals 
the first potential of these structures. It is reported that the selective doping of 2 
Si atoms by 2 Fe atoms in the central ring of the structure provides a considerable 
increase in the NO gas interaction with the inorganic graphenylene. This doping 
diminishes the 1.61 eV gap of the Fe-IGP-SiC-NO system to 0.87 eV and results in 
strong adsorption (−58.11 kcal/mol) of the molecule on the IGP-SiC, producing a 
candidate material for toxic gas detection.
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4.5 Gallium Nitride (GaN) 

Using the DFT Theory, Fabris et al. [61] present for the first time 1D and 2D porous 
structures based on gallium nitride (GaN), which are named porous gallium nitride 
(PGaN), inorganic graphenylene-like gallium nitride (IGP-GaN) and gallium nitride 
porous nanotubes (PGaNNTs and IGP-GaNNTs). The elastic properties reveal a 146– 
493 GPa range for Young Modulus, where the 1D structures have stronger bonds that 
make deformation difficult, in contrast to PGaN and IGP-GaN. 

The band structures of 2D porous GaN materials reveal an insulator behavior with 
an indirect wide gap (4.64–6.0 eV), while the porous GaN nanotubes also assume 
similar behavior for the armchair (PGaNNTs) (10,10) and IGP-GaNNTs (10,10) 
and zigzag (PGaNNTs) (10,0) and IGP-GaNNTs (10,0) species. However, with 
the management of the diameter width of these nanotubes, the band gap decreases 
at 1 eV compared to PGaN and IGP-GaN, revealing the possibility of electronic 
modifications of nanotubes by the curvature regulation. 

In addition, the researchers evaluate the fingerprint of the porous GaN materials 
by Raman spectra, where it is explained that high frequencies (>1500 cm−1) occur 
only for PGaN due to the hydrogen presence, while the IGP-GaN has peaks at low 
frequencies. Extensive knowledge of Raman spectra for these materials can be of 
great importance for future experimental studies aiming to obtain their synthesis and 
explore similar structures. 

5 Concluding Remarks 

In this chapter, we present the graphenylene-like structures as alternatives to graphene 
in multiple functionalities and gather researchs that demonstrate its potential as an 
anode in Li (Na) batteries, molecular sieve, sensor and catalyst. 

The advance in the predictive power of quantum-computational methods in recent 
decades has allowed the theoretical prediction of properties of these materials to be 
very reliable, being able to guide the synthesis of inorganic or hybrid graphenylene 
analogs for desired applications. 

One of the most pronounced properties of monolayer graphenylene is its 
intrinsic direct band gap, which poses this material as a promising candidate for 
nanoelectronics applications. Electronic, optical, mechanical, thermal, and chem-
ical properties are easily calculated nowadays, but many interesting applications 
of graphenylene and graphenylene-like compounds have yet to be demonstrated 
experimentally. 

To date, there have been no practical methods for the large-scale and scalable 
production of graphenylene (and graphenylene-like) sheets with fine control over 
the number and the structure of the layers in an unsupported way. Also, to our best 
knowledge, at this moment there is no other way to synthesize the graphenylene than 
those presented here.
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The subject of monoatomic layers of 2D crystals is now one of the most active 
fields of research in materials science and condensed matter chemistry/physics under 
fundamental and practical aspects. Even for structures formed only by sp2 carbons, 
not everything resembles graphene. Best of all, many desired properties are superior 
to graphene and more easily modelable. 

There is much to explore from the chemical point of view of modifications of 
graphenylene as a platform for structures with heteroatoms, dopants, intercalation, 
formation of nanotubes, in addition to physical modifications, such as deformations 
and modifications by an electric field. Typical examples of these modifications in 
graphenylene are the proposition of inorganic systems (e.g. ZnO), and hybrids (e.g. 
SiC). 

There is no doubt about the wide range of possible applications for these materials 
with extensive surface area and high porosity. 
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33. Şahin, H., Cahangirov, S., Topsakal, M., Bekaroglu, E., Akturk, E., Senger, R. T., Ciraci, S.: 
Phys. Rev. B - Condens. Matter Mater. Phys. 80, 1 (2009) 

34. Yuan, D., Dou, Y., Wu, Z., Tian, Y., Ye, K.-H., Lin, Z., Dou, S.X., Zhang, S.: Chem. Rev. 122, 
957 (2022) 

35. Brunetto, G., Autreto, P.A.S., Machado, L.D., Santos, B.I., dos Santos, R.P.B., Galvão, D.S.: 
J. Phys. Chem. C 116, 12810 (2012) 

36. Lu, H., Li, S.-D.: J. Mater. Chem. C 1, 3677 (2013) 
37. Song, Q., Wang, B., Deng, K., Feng, X., Wagner, M., Gale, J.D., Müllen, K., Zhi, L.: J. Mater. 

Chem. C 1, 38 (2013) 
38. Elstner, M., Porezag, D., Jungnickel, G., Elsner, J., Haugk, M., Frauenheim, T., Suhai, S., 

Seifert, G.: Phys. Rev. B 58, 7260 (1998) 
39. Haneef, H.F., Zeidell, A.M., Jurchescu, O.D.: J. Mater. Chem. C 8, 759 (2020) 
40. Bieri, M., Treier, M., Cai, J., Aït-Mansour, K., Ruffieux, P., Gröning, O., Gröning, P., Kastler, 

M., Rieger, R., Feng, X., Müllen, K., Fasel, R.: Chem. Commun. 6919 (2009) 
41. Du, Q.-S., Tang, P.-D., Huang, H.-L., Du, F.-L., Huang, K., Xie, N.-Z., Long, S.-Y., Li, Y.-M., 

Qiu, J.-S., Huang, R.-B.: Sci. Rep. 7, 40796 (2017) 
42. Totani, R., Grazioli, C., Zhang, T., Bidermane, I., Lüder, J., De Simone, M., Coreno, M., Brena, 

B., Lozzi, L., Puglia, C.: J. Chem. Phys. 146 (2017) 
43. Fabris, G.S.L., Marana, N.L., Longo, E., Sambrano, J.R.: J. Solid State Chem. 258, 247 (2018) 
44. Yang, C., Li, Y., Chen, Y., Li, Q., Wu, L., Cui, X.: Small 15, 1804710 (2019) 
45. Zheng, Y., Feng, Q., Tang, N., Du, Y.: New Carbon Mater. 33, 516 (2018) 
46. Martins, N.F., Fabris, G.S.L., Albuquerque, A.R., Sambrano, J.R.: FlatChem 30, 100286 (2021) 
47. Motallebipour, M.S., Karimi-Sabet, J.: Phys. Chem. Chem. Phys. 23, 14706 (2021) 
48. Rezaee, P., Naeij, H.R.: Carbon N. Y. 157, 779 (2020) 
49. Wang, L., Li, F., Wang, J., Li, Y., Li, W., Yang, Y., Zhao, M., Qu, Y.: Phys. Chem. Chem. Phys. 

22, 9789 (2020) 
50. Xu, J., Zhou, S., Sang, P., Li, J., Zhao, L.: J. Mater. Sci. 52, 10285 (2017) 
51. Zhu, L., Jin, Y., Xue, Q., Li, X., Zheng, H., Wu, T., Ling, C.: J. Mater. Chem. A 4, 15015 (2016) 
52. Tang, Y., Chen, W., Wang, Z., Zhao, G., Cui, Y., Li, Z., Li, Y., Feng, Z., Dai, X.: Appl. Surf. 

Sci. 530 (2020) 
53. Hankel, M., Searles, D.J.: Phys. Chem. Chem. Phys. 18, 14205 (2016) 
54. Hussain, T., Hankel, M., Searles, D.J.: J. Phys. Chem. C 121, 14393 (2017)



230 N. F. Martins et al.

55. Jahangirzadeh, M., Azamat, J., Erfan-Niya, H.: Comput. Mater. Sci. 203, 111126 (2022) 
56. Liu, W., Miao, M., Liu, J.: RSC Adv. 5, 70766 (2015) 
57. Meftakhutdinov, R.M., Sibatov, R.T., Kochaev, A.I.: J. Phys. Condens. Matter 32, 345301 

(2020) 
58. Tang, Y., Chen, W., Zhao, G., Teng, D., Cui, Y., Li, Z., Feng, Z., Dai, X.: ChemPhysChem 22, 

606 (2021) 
59. Villegas-Lelovsky, L., Paupitz, R.: Phys. Chem. Chem. Phys. 22, 28365 (2020) 
60. Yu, Y.X.: J. Mater. Chem. A 1, 13559 (2013) 
61. Fabris, G.S.L., Paskocimas, C.A., Sambrano, J.R., Paupitz, R.: J. Solid State Chem. 303, 122513 

(2021) 
62. Liu, X., Dai, L.: Nat. Rev. Mater. 1, 16064 (2016) 
63. Pérez-Mayoral, E., Calvino-Casilda, V., Soriano, E.: Catal. Sci. Technol. 6, 1265 (2016) 
64. Chen, W.,  Wang,  Z., Cui, Y.,  Li, Z.,  Li, Y.,  Dai,  X., Tang,  Y.: New  J.  Chem.  44, 15733 (2020) 
65. Tang, Y., Chen, W., Zhang, H., Wang, Z., Teng, D., Cui, Y., Feng, Z., Dai, X.: Phys. Chem. 

Chem. Phys. 22, 16224 (2020) 
66. Asenbauer, J., Eisenmann, T., Kuenzel, M., Kazzazi, A., Chen, Z., Bresser, D.: Sustain. Energy 

Fuels 4, 5387 (2020) 
67. Tarascon, J.-M., Armand, M.: Nature 414, 359 (2001) 
68. Fabris, G.S.L., Albuquerque, A.R., Dovesi, R., Sambrano, J.R.: Mater. Sci. Eng. B: Solid-State 

Mater. Adv. Technol. 268, 115121 (2021) 
69. Jache, B., Adelhelm, P.: Angew. Chem. Int. Ed. 53, 10169 (2014) 
70. Wasalathilake, K.C., Ayoko, G.A., Yan, C.: Carbon N. Y. 140, 276 (2018) 
71. Meftakhutdinov, R.M., Sibatov, R.T., Kochaev, A.I., Evseev, D.A.: Phys. Chem. Chem. Phys. 

23, 14315 (2021) 
72. Ding, Y., Wang, Y., Shi, S., Tang, W.: J. Phys. Chem. C 115, 5334 (2011) 
73. Perim, E., Paupitz, R., Autreto, P.A.S., Galvao, D.S.: J. Phys. Chem. C 118, 23670 (2014) 
74. Cassabois, G., Valvin, P., Gil, B.: Nat. Photonics 10, 262 (2016) 
75. Fabris, G.S.L., Marana, N.L., Longo, E., Sambrano, J.R.: ACS Omega 3, 13413 (2018) 
76. Feng, J.-R., Wang, G.-C.: Comput. Mater. Sci. 111, 366 (2016) 
77. Hu, W., Wu, X., Li, Z., Yang, J.: Phys. Chem. Chem. Phys. 15, 5753 (2013) 
78. Jiang, D., Cooper, V.R., Dai, S.: Nano Lett. 9, 4019 (2009) 
79. Fabris, G.S.L., Marana, N.L., Longo, E., Sambrano, J.R.: Theor. Chem. Acc. 137 (2018) 
80. Fabris, G.S.L., Marana, N.L., Laranjeira, J.A.S., Longo, E., Sambrano, J.R.: Mater. Lett. 275, 

128067 (2020)



Computer Simulations of MOF Systems: 
Key Applications 

Nailton Martins Rodrigues and João Batista Lopes Martins 

Abstract Metal–organic frameworks are a class of materials with structural char-
acteristics that make them very attractive for a wide variety of applications, and 
among these, the wide variety of pore arrangements, types, and volumes stand out. 
In 2017 it was estimated that more than 70,000 crystallographic structures of MOFs 
were deposited in the Cambridge Structural Database, and a large number has not 
been evaluated for its use in some applications. Studies investigating applications 
of these structures are predominantly carried out using experimental techniques. 
Although works carried out with computer simulation have shown a significant 
increase in publications, this area still has a multitude of possible investigations for 
various structures that can be performed with computer simulation methods, bringing 
contributions and insights from data with quality and consistent with experimental 
results. 

1 Introduction 

The class of coordinating polymers known as the Metal–Organic Framework (MOFs) 
are structures that stand out due to their porosity [1]. They can have two or three 
dimensions [2], and are formed from the coordination of an organic ligand (usually 
containing O-, N- and S-donor atoms) to the metal ion [3]. As a result of the reticular 
synthesis [1, 4], a structure is obtained. This structure contains a part with inorganic 
characteristics constituted by the metallic ion and the atoms of its coordination poly-
hedron. The other part contains organic characteristics that basically constitute the 
ligands used in the synthesis. The organic part is also often called the spacer [5] since 
the pore volume depends mainly on the size of the ligand used [6]. 

Other notations for the different parts and clusters of MOFs are also used. The 
ligand and the metal are often called “linkers”, the coordinating polyhedron of 
“Primary Building Unit” (PBU), and a finite combination of PBUs can be called 
Secondary Building Unit (SBU), as described by D’Vries et al. [7] and by Sani
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Fig. 1 Simplified illustration of the parts that make up the MOF-5 (IRMOF-1), that arise by the 
combination by the zinc metal and the 1,4-benzenedicarboxylate ligand. Atom color label: oxygen: 
red, carbon: brown, hydrogen: white, zinc: grey 

et al. [8]. For Giliopoulos the coordination polyhedron and the -CO2 group is called 
complex/SBU [9]. Yaghi et al. designates the coordinating polyhedron as an “Inor-
ganic Unit”, the ligand of “Organic Unit”, polygons and polyhedra bounded by 
carboxylate carbons of “Inorganic SBU”, and also the “Organic SBU” as an arrange-
ment formed by the union of ligands [10]. In this context, this review will adopt the 
designation of the parts that make up these structures only by organic and inorganic 
units, aiming to facilitate the discussion, as shown in Fig. 1. 

In addition to being the spacer responsible for the pore volume, the ligand has a 
key role in terms of the versatility of this crystalline material. Combining different 
ligands and metal ions provides thousands of possibilities [11] for the formation of 
structures with pores from characteristic chemical environments. These structures, 
combined with its high chemical and thermal stability, and the possibility of obtaining 
different pore volumes and surface area [12], enable a wide range of applications, 
ranging from drug delivery [13, 14], markers for the identification of gunshot residues 
[15], catalysts [16], in gas capture [17], storage [18], and separation [19], pesticide 
capture [20], removal of radioactive elements [21], among others [22]. 

Several types of pores are possible in MOFs, which is a big challenge compared to 
other porous structures [12]. However, the same synthesis process can generate inter-
penetrated and non-interpenetrated structures with distinct characteristics [23]. The 
non-interpenetrated structures are the most reported in the literature, and applications 
such as N2 adsorption in the interpenetrated and non-interpenetrated structures show 
significant differences [24]. 

For structures that have transition metal, the term MOF is the most commonly 
used, for those with lanthanides, the term Lanthanide Metal–Organic Frameworks 
(Ln-MOFs) [25–27] and Lanthanide Organic Frameworks (LOFs) are widely used, 
and the last term is widely used currently [28–30]. LOFs are widely studied in terms 
of their luminescent properties [31, 32], but other applications that do not exploit 
these properties are also reported [33, 34]. 

In 2017 it was reported that there are approximately 70,000 crystallographic struc-
tures of MOF included in the Cambridge Structural Database (CCDC) [35], making 
the possibility of applications and studies involving such structures enormous. A 
MOF that has been widely studied, either by experimental or theoretical bias, is the
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Fig. 2 Crystallographic unit cells of non-interpenetrated IRMOFs that have cubic cells. Atom color 
label: oxygen: red, carbon: brown, hydrogen: white, zinc: grey 

MOF-5 [36, 37], which is also known as IRMOF-1 since generated a new group of 
structures that differ from each other only with regard to their organic unit. There-
fore, these structures are called iso-reticular MOF (IRMOFs), and were reported in 
the works published by Yaghi’s group [38, 39], and one of its characteristics are the 
different pore volumes that come from the spacers used (see Fig. 2). 

Experimental works involving MOFs are widely found in the literature. 
Performing a search in ScienceDirect for the pattern “Metal Organic Framework” 
shows that this field has grown exponentially in the last 20 years, as can be seen in 
Fig. 3. Regarding the use of computer simulation techniques, it is possible to observe 
that the term DFT (Density Functional Theory) combined with “Metal–Organic 
Framework” appears with considerable frequency and constant growth. When 
“Metal–Organic Framework” is combined with “Molecular Dynamics”, “Semiem-
pirical” or with “Grand Canonical Monte Carlo”, the results are now expressed in 
smaller figures. Thus, it is possible to verify that DFT is the most used among the 
theoretical calculation methodologies, associated with experimental data [40, 41] or  
purely theoretical [42]. 

The data in Fig.  3 constitute a scenario demonstrating that experimental techniques 
dominate studies involving the field of MOFs. Therefore, the use of theoretical tech-
niques needs to be improved. In this way, throughout this review, results of works that 
used theoretical techniques will be addressed, and their contributions and advantages.
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Fig. 3 Number of scientific publications depending on the year of publication, for articles 
that contain the terms: “Metal–Organic Framework” (MOF), “Metal–Organic Framework” DFT 
(MOF + DFT), “Metal–Organic Framework” Semiempirical (MOF + Semiempirical), “Metal– 
Organic Framework” “Molecular Dynamics” (MOF + MD), “Metal–Organic Framework” “Grand 
Canonical Monte Carlo” (MOF + GCMC) 

2 Most Used Theoretical Methods 

MOF systems require performing periodic boundary conditions calculations for crys-
talline materials to obtain properties that depend on a good description of the equilib-
rium geometry. Among the calculation methods used to investigate these structures, 
the DFT method are the most used due to the valuable cost–benefit relationship. This 
is partly due to the good results that it enables, but which can vary substantively 
depending on the functional and the set of base functions used in the calculation 
[43]. 

In the DFT method, the energy of a system is dependent on the electronic density 
(ρ) according to Eq. 1, and its minimum energy value for a system corresponds to 
the ground state. 

E = Eν[ρ] (1) 

In the description of the Hamiltonian for the DFT method, the dependence on the 
electron density is included, and from the evolution of the mathematical treatment 
keeping the electronic density as a fundamental quantity, system energy can be written 
as: 

E = 〈�|T + V |�〉 +
∫

ρ(r )ν(r )dr (2)
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where T is the kinetic energy, V is the electron–electron repulsion term and ν is the 
external potential. 

Because electron density does not predict electron spin states, it is necessary to 
include correlation and exchange functionals. Among these there is a large number 
of functionals available, being the B3LYP [44] and the PBE [45] two examples of 
functionals commonly used in studies on the MOF systems [46]. The last one is the 
most used in solid state calculations, which is the most suitable for treating unit or 
primitive cells of solid such as MOFs [47]. 

MOF unit cells can contain a few hundred or even thousands of atoms, making 
the DFT method less efficient since the computational time required is very large. 
In this way, semiempirical methods become a good alternative when there is no 
possibility of generating primitive cells from the unit cell and the system has a high 
number of atoms (Fig. 4). These methods have become very attractive due to the 
inclusion of approximations and parametrizations that make these methods faster 
when compared to the DFT, and due to the possibility of parallelization [48], use 
of Graphics Processing Unit (GPU) [49, 50] and with the solid-phase calculation 
methodology [51] included in the MOPAC program [52]. 

The semiempirical methods were developed based on the Hartree–Fock method 
[53], which tries to solve the Schrödinger equation with some restrictions and math-
ematical approximations [24, 54] that are included in the Hamiltonian operator. The 
semiempirical methods most used today are the AM1 [55], PM3 [56], PM6 [57], PM7 
[58] and RM1 [59] semiempirical Hamiltonians, contained in the MOPAC program 
[52] and are in a constant development [60]. For MOF with Lanthanide atoms in its 
structure, the calculation can be performed using the RM1 method [61] or from the  
other methods using the Sparkle model [62], which consists of an approach that treats 
the lanthanide(III) ion as a + 3e Coulombic charge. This approximation considered 
that the interaction between the ion and the atoms of the coordination polyhedron 
has an electrostatic character essentially [63]. 

Fig. 4 IRMOF-1 unit cell and your primitive cell. Primitive cells can be transformed into a unit 
cell by the operation 1 × 2 × 2 and  2  × 2 × 2 in their respective lattice parameters a, b, and  c. 
Atom color label: oxygen: red, carbon: brown, hydrogen: white, zinc: grey
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When a study requires an assessment of the behavior of a system over a period of 
time, Molecular Dynamics simulation is a method capable of providing such data. In 
this method, a force field model describes the structure of MOF and the molecules 
that make up the system. The force field describes bonds, angles, torsions, and the 
weak and strong interactions that govern the balanced system. The strength of this 
method is that the system configuration can change its position over time, and this is 
done by taking into account the movements of molecules in their degrees of freedom. 

The movement of molecules is dependent on the interactions that occur in the 
system, which are described by the potentials. The positions that are generated at 
a given moment are described using Newton’s equations of motion. For the system 
configuration at a given instant or even from temporal averages for a specific time 
interval, the macroscopic properties can be obtained using concepts from statistical 
thermodynamics. 

As a method that uses fundamental concepts and approximations to describe the 
system and its behavior, force field makes possible to treat systems with thousands 
of atoms, be it gas, liquid, supercritical fluids, among others. It, provides data such as 
the diffusion of molecules in MOFs [64] and even desalination studies using MOFs 
[65]. 

If a study needs to obtain adsorption isotherms for a given gas and quantify the 
adsorption of any molecule on a given MOF, the Grand Canonical Monte Carlo 
(GCMC) method can be used for this purpose [66]. GCMC basically applies the 
Monte Carlo method, which performs random distributions of a given sample to 
the grand canonical ensemble [67]. The Grand Canonical ensemble deals with a 
system in contact and equilibrium with a large thermal and particle reservoir [68]. 
In the simulation, the volume (V), temperature (T), and chemical potential (μ) are  
kept fixed. The system is kept in equilibrium, which allows the number of adsorbed 
molecules to vary, moving from the reservoir to the simulation box throughout the 
calculation. The simulation box can be the unit cell, a super cell or others model [69]. 

In GCMC simulation, the interactions between molecules and between molecules 
and MOF can be described in terms of a force field consisting only of non-binding 
parameters, with the fixed MOF [70] and only the rotation and translation modes of 
the free gas or molecule [71], simplifying the process. The potential energy for the 
interactions can be calculated using the Lennard–Jones equation with the Coulomb 
potential described in Eq. 3. 

Vi j
(
ri j

) = 4εi j

[(
σi j  

ri j

)12 

−
(

σi j  

ri j

)6
]

+ 
qiq j 

4σ  ε0r2 i j  
(3) 

where rij is the distance between atoms i and j that have charges qi and qj, whereas 
ε and σ refer respectively to the minimum potential and the separation (distance) 
when V = 0, which are previously adjusted parameters. 

Coulomb potential well describes strong interactions and long-distance interac-
tions. The Lennard–Jones potential well describes van der Waals which are weak 
interactions [72]. From these interactions, it is possible to obtain absolute and excess
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adsorption isotherms (reflects experimental data). For the vast majority of MOFs 
and including IRMOFs, the isotherm profile is type 1 (according to IUPAC) [73], 
which is since they are microporous materials [74, 75]. Regarding adsorption, it can 
be physical or governed by weak intermolecular forces such as van der Waals forces, 
or chemistry, involving stronger interaction forces, with the final result being the 
formation of an intramolecular chemical bond [76]. 

The interaction energies (adsorption) for each molecule can be obtained from 
calculations using DFT [77], semiempirical [78], and other methods [79]. This is 
an important data and can complement information about which adsorption sites 
are more or less favorable [80, 81]. Among other information that combined with 
theoretical data are the adsorption isotherms [82], diffusion dynamics [83], radial 
distribution [84], nature of the bonds [85], among others [86, 87], which can provide 
extremely important information for the use of MOFs in various applications [88]. 

3 Fuel Gas Storage 

The storage of gases such as hydrogen (H2) and methane (CH4) gas requires the 
use of high pressures (200–300 bar at room temperature) [89, 90] both for storage 
and distribution [91]. For safe gas storage, aiming for use in motor vehicles, it is 
necessary to use highly resistant cylinders capable of withstanding the application of 
high pressures, making the process very expensive [92]. Applications that need high 
pressure bring a strong risk of explosion, and in this context, natural gas storage (50 
to 98% of methane in volume) [93] can be see cited. H2 and CH4 require the appli-
cation of high pressures to store a considerable amount of these gases. However, gas 
storage in a cylinder containing a porous material such as activated carbon promotes 
more excellent gas storage at much lower pressures [94, 95], and this is due to the 
occurrence of physical adsorption of the gas in the pores and surface of the active 
carbon, facilitating the gas storage process [96, 97]. Among several porous materials, 
MOFs have great potential to be used due to their regular porosity, high surface area, 
chemical stability that maintains the structure constant even after removing adsorbed 
molecules, among other characteristics already discussed [98]. 

Methane gas storage capacity in 15 IRMOF new structures was evaluated by 
Yaghi’s group. They demonstrated that IRMOF-6 was the one that demonstrated 
the highest degree of adsorption and efficiency for the storage of methane, which 
resulted in a 70% increase in the storage of this gas in a cylinder under a pressure 
of around 205 atm. This high efficiency was attributed to the large surface area, and 
this pressure can be used without risk in motor vehicles [39]. 

Conducting a study of the adsorption of hydrogen molecules on IRMOF-1, 
IRMOF-6 and IRMOF-20, Fischer et al. [99] obtained adsorption isotherms from 
GCMC simulations. It was reported that the Lennard–Jones potential is a good alter-
native for obtaining theoretical adsorption isotherms because this potential describes 
the Van der Waals interactions very well, and it governs the physical adsorption of 
hydrogen molecules with MOF sites [100].
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Our recent study of methane adsorption isotherm in IRMOF-1 with GCMC, using 
the Lennard–Jones parameters of the GenericMOF force field (contained in the 
RASPA program) [101] for the MOF atoms and for the pseudo methane atom (simple 
sphere model) [102], and the adsorption isotherm was obtained and is present in 
Fig. 5 (red line). Comparing the theoretical isotherm with the experimental isotherm 
obtained by Furukawa et al. [34], it is possible to observe an agreement between 
the isotherms, and that more significant deviations are observed for high pressures. 
These results support the assertion that the Lennard–Jones potential describes the 
interactions and, consequently, the adsorption isotherm. 

Gases such as hydrogen and methane preferentially adsorb on the inorganic unit 
[32], and the preferred interaction position is over the oxygens [103], which are 
coordinated to the metallic centers. The organic unit is configured as a deficient 
region for adsorption and ways to increase the molecule affinity, such as H2, to this  
unit are investigated. For example, doping with Li, Be, Mg, and Al in the aromatic 
ring of IRMOF-1 [104]. In this process, the metal interacts with the ring and has a 
strong ionic character (partially positive charge) obtained from the charge transfer 
from metal to the aromatic ring. Among the metals mentioned, Li and Al demonstrate 
a greater affinity with H2 molecule from interaction energy values calculated with 
the DFT method. Volkova et al. concluded that for the doping of aromatic rings with 
Li atoms, in addition to the increase in the interaction energy, the adsorption obtained 
with GCMC is more than double without Li at 300 K and 100 bar [105]. Doping 
the aromatic rings of IRMOF-6 with Al in a similar strategy to those mentioned 
above, increases the interaction energy with the organic unit. However, in relation 
to the adsorption of H2 and CH4 simulated with GCMC a non-significative increase

Fig. 5 Comparison between the CH4 adsorption isotherms in IRMOF-1 at 298.15 K obtained with 
GCMC and the experimental data
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was seen because the size of the Al atom reduces the pore volume, making it a 
non-viable alternative [106]. The studies cited used DFT, MP2, semiempirical and 
GCMC, which are important methods to obtain the properties such as interaction 
energies and adsorption isotherms.

Replace ring carbon atoms [107] or hydrogen atoms contained in the ring by 
groups with different properties can increase the adsorption on the organic unit, 
making the MOF more attractive [108]. After modification, the minimum geometry 
of these new structures can be calculated using, for example, DFT or semiempirical 
from calculations with periodic boundary conditions [109], and after this process, 
they can be used in other investigations [88, 110]. 

4 Polluting Gas Capture 

An application that focuses on promoting a reduction in the environmental impacts 
of contaminating gases already present in the atmosphere concerns the use of MOFs 
in gas capture as hydrogen sulfide (H2S), carbon dioxide (CO2), sulfur dioxide (SO2) 
[111] and nitrogen dioxide (NO2) [11], which are very harmful toxic molecules that 
can cause severe environmental damage. 

One of the big problems facing our society today is looking for ways, in the short 
term, to control the emission of polluting gases, and in the long term, to promote the 
reduction in the concentration of polluting gases in the atmosphere. Investigations on 
promoting the capture of such gases has already been reported in the literature [61], 
and its principle consists of capture from adsorption on MOFs for further conver-
sion into less harmful molecules [112]. Insights on how to promote H2S capture 
were discussed by Chen et al., which consisted of investigation the interaction of 
gases (including H2S) with different inorganic clusters and subunits. This theoretical 
work was carried out using DFT calculations. They observed that unsaturated metal 
centers showed strong interaction with H2S molecules, and adding amino-group to 
the organic unit increases polarization and facilitates interaction with H2S [89]. 

In general, molecules tend to interact more strongly with metal atoms or with 
oxygens in the coordination sphere, and the interaction energy has a strong rela-
tionship with the metal component of the MOF, so that the value of the interaction 
energy is a determining factor in the decomposition of adsorbed molecules that can 
be converted into less harmful molecules through reactions within the pore [113]. 

From GCMC simulations for the H2S adsorption on IRMOF-1 at 298 K, it was 
possible to observe that the H2S molecules adsorb on the MOF even at low pres-
sures. Our results demonstrate that under ambient conditions (298 K and 1 bar), the 
molecules preferentially adsorb on the inorganic unit (Fig. 6a). At a pressure of 3 bar 
(Fig. 6b) it is already possible to observe that the adsorption of molecules on the 
organic unit already occurs. At 20 bar (Fig. 6c) the molecules occupy all regions of 
the pore and start to interact with each other more frequently. 

The organic unit is a less efficient region in capturing polluting gases, but its 
importance in the process is remarkable, and once the inorganic unit is saturated,
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Fig. 6 Comparison between H2S adsorption in IRMOF-1 at 298 K and pressure at a 1 bar,  b 3 bar,  
and c 20 bar, obtained with GCMC in RASPA program 

it becomes the site to be adsorbed. Its saturation occurs at higher pressures [31], 
and changes in the organic unit can facilitate adsorption by shifting saturation to 
increasingly lower pressures [114, 115]. 

The first reference in the literature on the use of MOFs in H2S capture was reported 
by Hamon et al. [116]. In this study, the authors demonstrated the reversibility and 
recycling capacity of MOFs evaluated through CH4 adsorption experiments at room 
temperature, before and after the H2S adsorption process, reaching good results for 
MIL-101(Cr) [116]. 

Gutiérrez-Sevillano et al. studied the adsorption of H2S on MOFs Cu-BTC, MIL-
47, and IRMOF-1 through GCMC. In addition to developing their own force fields 
to describe the interactions that occur in these systems, they studied the influence 
of the number of sites on the adsorption properties of H2S in the evaluated MOFs 
[117]. 

5 Gas Separation 

Another application that gained prominence, concerns in the gas separation process 
using MOFs, such as the purification of natural gas and the purification of noble 
gases [118]. 

The application of MOFs in natural gas purification is one of the main objectives 
in removing molecules such as H2S and CO2 usually present in different composi-
tions. The adsorption sites selectivity of MOFs can promote the separation of gases, 
enhancing the purity of a given gas or set of gases. In 2006, theoretical works eval-
uating the potential of MOFs in natural gas purification were reported using GCMC 
to evaluate the separation capacity of MOF CuBTC for a mixture of CO2 with CH4 

and C2H6, where selective adsorption of CO2 was verified, and the results were in 
agreement with experimental data [63]. 

Studies investigating the gas separation processes in MOFs usually use the GCMC 
method [119]. Yang and Zhong, for example, used GCMC to study the removal of
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CO2 through the use of a set of MOFs for the consequent formation of light alkanes 
[63] and synthetic gas [120], and this method is already consolidated as an excellent 
candidate to be used in these studies [106]. However, studies with other methods or 
a combination of methods are reported [106]. 

Methane, the main component of natural gas is a strong candidate to replace oil as 
the primary energy source in the transport sector. This is motivated by the fact that it is 
a cleaner fuel than gasoline and diesel, with a low production cost [121]. In addition to 
95% methane and traces of ethane and propane, natural gas has contaminants such as 
H2S and CO2 [122]. In addition to being very toxic and corrosive, these contaminants 
tend to reduce the combustion power of natural gas. Therefore, ways to promote the 
development of technologies to remove this contaminant are fundamental [123]. 

In the separation of natural gas, IRMOF-1 and Cu-BTC were constantly cited 
[124], and its pore volume is highlighted. Compared to other adsorbents like silicate, 
C168 schwarzite, the IRMOF-1 stood out and showed a greater ability to adsorb pure 
CO2 and this gas from a mixture of CO2 and CH4, which the CO2 is preferentially 
adsorbed, and this results in selective adsorption promoting the separation of gases 
[106]. 

The separation between H2S and CH4, has a behavior like CO2 and CH4, and the 
IRMOF-1 has been efficient in this process. H2S molecules adsorb preferentially in 
the inorganic unit of IRMOF-1, and the selectivity increases with the reduction of the 
temperature, and the interaction with the inorganic unit has an electrostatic character 
[106]. After suturing the inorganic unit, the H2S molecules start to interact with the 
organic unit and between them. 

In gas separation, the use of optimal conditions to maximize the process is an 
important step. In the separation between CH4 and H2S performed by IRMOF-1, it 
was noted that for a mixture in the 50:50 ratio, variations in temperature already affect 
the quality of the separation, and temperature around 323 K unfavorable the methane 
separation for gas purification. On the other hand, at lower temperatures (273 K) the 
separation is maximized and at pressures greater than 14 bar the H2S approaches 
100% of adsorbed molecules, so it is a favorable condition for the purification of 
CH4 [125]. 

A more detailed analysis of the potential for separating CH4 and H2S is done 
regarding the number of molecules adsorbed per unit cell. Table 1 shows our GCMC 
results for the number of molecules adsorbed for each gas of a binary mixture of

Table 1 Number of molecules adsorbed per IRMOF-1 unit cell at different pressures and 
temperatures, for a mixture of CH4 and H2S in a 50:50 ratio. In parentheses the values in percentage 

Temperature Pressure 

3 bar 15 bar 

CH4 H2S CH4 H2S 

273 K 4.71 (12.31%) 33.56 (87.69%) 0.35 (0.18%) 195.84 (99.82%) 

298 K 2.32 (16.28%) 11.93 (83.72%) 3.62 (2.30%) 153.88 (97.70%) 

323 K 1.92 (20.21%) 7.58 (79.79%) 8.86 (10.04%) 79.38 (89.96%)
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CH4 and H2S in a 50:50 ratio and inserted in IRMOF-1, at temperatures of 273, 298, 
and 323 K and pressures of 3 and 15 bar. To better understand how the number of 
adsorbed molecules varies as a function of temperature, it is necessary to observe 
the data in Table 1.

From the results in Table 1, it is possible to observe that the increase in temperature 
reduces the percentage of H2S molecules adsorbed on IRMOF-1, and the increase 
in pressure increases the percentage of adsorbed H2S molecules. Thus, it is possible 
to suggest that a combination of low temperature (273 K) and high pressure (15 bar) 
can maximize the separation process since under these conditions, 99.82% of the 
molecules adsorbed on IRMOF-1 were H2S molecules. 

The separation of noble gases also exploits physical adsorption, which is a key 
point of this application. The fact that a noble gas interacts with a given MOF more 
intensely than another promotes a selectivity, and if we think of MOF as a kind of 
molecular sieve, the gas that interacts with greater intensity must be retained in the 
MOF structure. The gas that interacts with less intensity or does not interact must be 
free and purified. Finally, the gas trapped in the MOF can be released by heating the 
system or converted into less harmful molecules [126]. 

6 Drug Delivery 

Some treatments may use drug delivery systems, and research has shown that MOFs 
can be used in this type of application [127]. In this way, different bio-compatible 
MOFs have been studied and several combinations between drugs and MOFs have 
been evaluated for this application. Moreover, Erucar [28] evaluates the storage 
performance of 24 bio-compatibles MOF for three molecules, such as ibuprofen. 
Among these 24 structures, the bio-MOF-100 and MOF-74 were highlighted as 
promising for this application. 

The use of MOFs as drug delivery, due to the drug-MOF system formation (or 
Drug@MOF) [128] has the possibility of providing a continuous and controlled 
release of the drug in the plasma [129] that can make some treatments more viable. 
Conventional dosages tend to result in drug concentrations beyond the therapeutic 
range, in the toxic range [130], generating side effects that can promote the end 
of treatment before eradicating the disease. Thus, several drug carriers have been 
developed [131], and they yield significant contributions to this area [132]. 

Among the wide variety of existing drugs, it is possible to highlight 5-fluorouracil 
(Fig. 7), which is one of the drugs used in chemotherapy treatments for tumors such 
as the esophagus, bladder, ovary, prostate, and breast [133], and the use of MOF as a 
carrier of this drug has been investigated both experimentally [133] and theoretical 
[134]. 

Using experimental combined with computer simulation, Yan et al., in 2019 
studied the use of a Zn-MOF ([Zn3(OH)2(H2tccp)2(bpy)2](H2O)3(DMF)3) as 5-
fluorouracil carrier. It was seen that the pore capture capacity of this MOF was 
30.7% and that a controlled release in artificial plasma solution was provided. The
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Fig. 7 5-fluorouracil 
structure calculated using 
DFT with B3LYP functional 
and the 6-311++G** basis 
set. Atom color label: 
oxygen: red, carbon: brown, 
hydrogen: white, nitrogen: 
blue, fluorine: green 

system was chosen as an efficient inhibitor of ovarian cancer cell proliferation from 
in vitro and in vivo tests [135]. 

Investigating 5-fluorouracil and caffeine adsorption on ZIF-8 to quantify the 
adsorption and evaluate the effect of water and methanol solvents in this process, 
Proenza and Longo [134] used GCMC and Gibbs-Ensemble Monte Carlo (GEMC). 
In all simulations, the GenericMOF force field contained in the RASPA program 
was used [101] to describe MOF, 5-fluorouracil, and caffeine, while for solvent, 
OPLS/2016 was used [136]. This work demonstrated that only solvent molecules 
had access to the pore, the others were adsorbed on the surface, so pore size is a 
relevant factor. A proposed force field for use in MOFs is a significant advance, and 
its use has generated data consistent with experimental results [137]. 

5-Fluouroracil molecules interact well with the inorganic unit of MOFs through 
the electrostatic interaction performed between oxygen atoms of 5-Fluouroracil and 
metal atoms of the inorganic unit, as well as for hydrogen bonding between hydrogen 
atoms of the N–H of 5-Fluouroracil and oxygen atoms that constitute the coordinating 
polyhedron of the inorganic unit. It is also observed that 5-Fluouroracil molecules 
interact well through hydrogen bonding, which makes the formed system have greater 
stability [138]. 

We have recently studied the adsorption of 5-Fluouroracil molecules on IRMOF-
1 and IRMOF-10, from distribution density data (Fig. 8) obtained in the RASPA 
program [138]. It is possible to observe that for IRMOF-1 and molecules of 5-
fluouroracil, the most recurrent regions (green regions) are close to the inorganic 
unit. For the IRMOF-10, which has a greater pore volume, the molecules have a 
more homogeneous distribution (light green and light blue), evidencing that as the 
pore of MOF increases, a greater possibility of interaction starts to occur due to the 
greater volume available, reducing repulsion. 

The use of computational tools in research leads to the formation of a Drug@MOF 
system, that can provide relevant information capable of understanding the factors 
that make one system better than another. Relevant factors that we can mention in 
this context are the types and energies of interactions that occur between the drug and 
MOF and between the drug molecules [138], the quantification of adsorption [139]
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Fig. 8 Maps of 5-fluourouracil density in a IRMOF-1 and b IRMOF-10, at 298 K and 1 bar, obtained 
by the GCMC. The map is color coded from white to green. White indicates zero probability, blue 
indicates low incidence, and green indicates high probability regions. Atom color label: oxygen: 
red, carbon: brown, hydrogen: white, zinc: grey 

at room temperature and pressures, and finally, the influence of different solvents on 
the formation of the system [140]. 

7 Final Remarks 

Studies involving applications of MOFs are recurrent and growing over the last 
20 years. These works pointed out several applications, some of these applications 
were discussed here as well as new results were presented, always focusing on demon-
strating how theoretical strategies and methods can significantly contribute to these 
studies. 

Theoretical works have great potential, due to the possibility of providing data 
consistent with experimental results or even other data and observations that cannot 
be obtained by experimental techniques. Obtaining a certain property or behavior of 
a system requires the use of a specific method. In this process, the size of the studied 
system can be the limiting factor in the choice of a method. 

There is an enormous number of MOFs to be studied and evaluated in various 
applications, and in this context theoretical methods can provide relevant data for 
such systems, that can choose an ideal system for a given application.
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Properties of Semiconductor Oxides 
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Abstract The Density Functional Theory (DFT) has been growing on a large scale 
since the last few years on Quantum simulations applied to materials, mainly semi-
conductor oxides. The increase of the DFT approaches overtaken the Hartree–Fock 
approximation. The main factors were associated with the computational cost and 
the description of the electronic structure because of the prevision on bandgap using 
exchange–correlation formalism. Semiconductor oxides have been a lot researched 
due to technological aims. The high chemical stability, crystalline structures acces-
sible from simple chemical synthesis, connection with Quantum modeling, precise 
modulation on the bandgap engineering from doping, application on electronic 
devices employed mainly in the electronic industry are arguments for the high number 
of articles in such area. The main subject of this chapter is to present a brief collection 
of molecular descriptions using DFT atomistic simulations for the electronic, optical, 
and structural properties creating molecular mechanisms for technological applica-
tions. More specific, a deep understanding of the molecular structure for materials 
in crystalline form is a crucial point to develop advanced materials based on semi-
conductor oxides. Then, an explanation on electronic profiles in bulk and surfaces, 
excited states, and morphology is our purpose to a new age in the materials chemistry 
field.
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1 Early Overview 

Quantum phenomena observed and discussed in the early XX century were the start 
point for a new era, a new vision on the microscopic properties part of matter causing 
a revolution in the natural sciences. Consequences from these new experiments were 
the challenge to elucidate the radiation-matter interaction, an effect so impressive 
that traditional physics was incapable of solving from the movement laws knowl-
edge until that moment. Something changed on the physical matter simultaneously; 
it remains the same. Indeed, the study of Planck [1] on the black body radiation 
was fundamental, the Planck’s universal constant (h = 6.626 × 10–34 J·s−1) was  the  
primary key to connect the microscopic world to macroscopic dimension introducing 
an excellent concept about energy packet or quantum, associated to discrete energy 
levels for electromagnetic waves (light). Other experiments, such as the photoelectric 
phenomenon [2], the double-slit experiment [3], electron diffraction [4], Compton 
scattering [5], and Crookes’ tube or cathode ray tube [6], are examples of the scien-
tific revolution converging to particle-wave duality proposed by de Broglie [7]. Then, 
many great scientists focused on how to contribute to these radiation-matter interac-
tion experiments resulting in assiduous scientific discussions. In general, the scien-
tists were building an understanding of the connection between the size or dimension 
of matter and its properties, showing the need to develop a new mechanics for the 
radiation-matter effects called Quantum Mechanics. The main point of the quantum 
idea was the first mathematical model for hydrogen atom developed by Bohr [8] 
and Schrödinger [9]. Here, we focus on the Schrödinger approach presented as HΨ

= EΨ, where H is the Hamiltonian or the description of the energies involved in 
the system, Ψ is the wavefunction with all dynamic information on the system, 
and E is the total energy of the system. Such differential equation successfully repre-
sented the properties of the hydrogen atom under spherical coordinates, automatically 
creating the atomic orbitals and discrete energetic levels. This representation is more 
advanced for the electronic distribution around the hydrogen nucleus denominated 
as a quantum atomic model. The mathematical formalism for the Schrödinger Equa-
tion is knowledge as an equation of eigenfunction and eigenvalues from an operator 
and a wavefunction; however, the solution of the equation for many-body systems is 
complex, and the electronic repulsion is a critical factor. Hartree contributed to this 
big problem by applying numerical calculation on wavefunction, approximating it as 
a product of single monoelectronic wavefunctions called a self-consistent field (SCF). 
At the same time, Fock rebuilt the eigenfunction-eigenvalue equation adapting it for 
the new wavefunction obtained from the SCF procedure. This complex mathemat-
ical formalism is knowledge as Hartree–Fock (HF) formalism [10–13]. Posteriorly, 
Slater inserted into Hartree’s wavefunction the spin, generating a spin-orbital wave-
function; therefore, the new wavefunction has four dimensions, three dimensions 
from spherical and spatial descriptions (r,θ,φ or x,y,z) and the spin dimension repre-
senting a physical state complete for electrons around the atomic nucleus. Further, 
Roothaan–Hall described the linear combination of atomic orbitals (LCAO) [14, 
15], creating the base to build the first round of the monoelectronic wavefunctions
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implemented on the SCF procedure. The Achilles’ hell or weak point of the HF 
formalism is the absence of the correlation term, denying a more formal description 
of the exchange–correlation interaction among electrons influencing the total energy 
of the system and molecular orbitals energies. 

Hohenberg and Kohn [16] presented two theorems to develop the Density Func-
tional Theory (DFT) in 1960s decade; the first theorem indicated in Eq. (1) defines 
the electron density (n(r)) for a ground state total energy, the total number of elec-
trons (N) is distributed in a volume featuring a system. Another point, the n(r), is 
associated with the square of the independent densities (Ψ i(r)), indicating the proba-
bility of finding one electron into N electrons. The second theorem is the formalism to 
minimize the total energy developing the self-consistency for the first theorem. Poste-
riorly, Kohn and Sham [17] show a formalism for the total electron density similar to 
the HF approach, Eq. (2); now, the Ψ i(r) are Kohn–Sham orbitals, i. e., one electron 
wavefunction for independent electrons, e. i. are the eigenvalues connected to Ψ i(r) 
orbitals, è = h/2π, m is the electron mass (9.10938356 × 10–31 kg), ∇2 is Laplace 
operator, V(r) Coulomb electronic repulsion, Vext(r) is Coulomb electron-nuclei 
attractive interactions, and Vxc(r) is the exchange–correlation potential precisely 
defined from the exchange–correlation energy derivative. The novelties introduced 
by the DFT were the electronic density n(r) as a fundamental concept to yield a wave-
function, in opposite to the HF statement, the reduction of the freedom degree for the 
electrons, once n(r) is dependent only (x,y,z) dimension; and the detailed descrip-
tion of the exchange–correlation term (Exc) from a functional for Vxc(r) δ(r). The 
freedom degree for the electrons’ report and the exact Exc term from DFT theorems 
decrease the computational cost on the impact in the simulation time. Although the 
DFT formalism has simplified the calculation on many-body problems, the universal 
functional is unknown, promoting a high diversity of mathematical descriptions for 
this challenge; furthermore, the DFT was developed on the electronic ground state, 
the simulation of excited states was adapted from HF formalism. 

n(r ) =
∑occ 

i=1
|Ψi (r)|2 (1)

[
−�

2 

2m ∇2 + V (r) + Vext + Vxc(r)
]
Ψi (r ) = εi (r )Ψi (r ) 

Vxc(r ) = δExc[n(r )] 
δ(r) 

(2) 

Hartree–Fock formalism was the first implemented as code in early computers, 
causing success in science; together with the Hückel [18] and semi-empirical 
approaches, the simulations of atomic and molecular electronic structures initiated 
a new era in chemical research offering molecular interpretations from molecular 
geometry and electronic levels never seen before. The general computation chem-
istry allowed verifying that HF method simulated in good level ionic compounds as 
gas as solid phases; the complexity of the covalent bond is weakly described because 
of the absence of the correlation term. Then, post-HF approaches as perturbation
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theory and the complete description for electronic states from configuration interac-
tion (CI) showed the limit of the power computation. The limit of the HF formalism 
is the huge exponential increase of the interactions among particles in the system. 
The massive calculations in post-HF reports are a challenge in recent days with high 
processing and storage capacity in supercomputers. 

Covalent-ionic and covalent interactions on molecules and solids reaching good 
agreements with experimental data showing that the correlation energy included in 
functional terms is essential to describe the electronic interaction at such a level. From 
this aspect, the DFT implementation in programs proposed a decrease in computa-
tional cost. The reduction in the description of the particles variables and more 
concise mathematical formalism performed a change from HF to DFT calculations. 
Initially, the Local-density approximation (LDA) functional demonstrated the chal-
lenge of the DFT; posteriorly, the Generalized Gradient Approximation [19] (GGA) 
raised a functional class denominated as pure functionals describing the exchange 
and correlation terms independently reaching high applicability for many chemical 
compounds, for instance, Perdew–Burke–Ernzerhof [20, 21] (PBE), Perdew–Wang 
[22, 23] (PW91), Becke [24] (B), and Lee–Yang–Parr [25] (LYP) functionals. After, 
hybrid functionals were more successful in adjusting electronic properties, making 
the electronic levels in frontier energy levels or valence bands more detailed. Next, 
examples for PBE (Eq. 3) and B3LYP (Eq. 4) functionals. 

E PB  E  
X = 1 + κ − κ 

1 + μs2 
κ 

; s = |∇n(r)| 
2
(
3π 2

) 1 
3 n(r) 

4 
3 

(3) 

where, κ and μ are non-empirical constants, and n(r) is the electronic density. 

E B3LY P  XC = (1 − a)E LS  D  A  
X + aE  H F  

X + bΔE B88 X + cΔE LY  P  C + (1 − c)ΔEVW  N  
C 

(4) 

where a, b, and c represent semi-empirical coefficients calculated from optimized 
experimental data, Ex 

LSDA is the exchange energy for open-shell DFT calculations 
(for closed-shell calculation the LDA is equivalent to LSDA), EX 

HF is the Hartree– 
Fock exact exchange energy, ΔEX 

B88 is the gradient correction for exchange Becke 
energy, ΔEC 

LYP is the local correlation energy proposed by Lee–Yang–Parr, and
ΔEC 

VWN is the local correlation energy proposed by Vosko et al. [26]. 
Independently of the room conditions, the HF and DFT quantum calculations in a 

vacuum and 0 K temperature present an excellent performance to clarify and predict 
the materials’ structural, electronic, and optical properties. Figure 1a shows analysis 
from Scopus and Web of Science databases applying the “theoretical” and “DFT” 
search topics between 2010 and 2021 (Fig. 1a). In 2010, were published close to 3000 
papers; while in 2021, the number of documents reached 7000, more than double, 
showing a high widespread on the topics and a linear growing up of published papers 
number by year as viable quantum simulation contributions. The DFT performance
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Fig. 1 a Data on “DFT” and 
“theoretical” keywords 
analyzed between 2010 and 
2021 in the Scopus and Web 
of Science databases, b data 
on “advanced materials” and 
“DFT” keywords analyzed 
between 2010 and 2021 in 
the Scopus and Web of 
Science databases, and c data 
on “semiconductor oxides” 
and “DFT” keywords 
analyzed between 2010 and 
2021 in the Scopus and Web 
of Science databases
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has been motivated in molecular systems with expressive electronic correlation effect, 
mainly the covalent interaction and magnetic ordering. Then, in Fig. 1b, the analysis 
is on the “advanced materials” and “DFT” topics search; the “advanced materials” 
is an expression used for representing a large complex materials group drive to 
technological and environmental applications because of the bandgap light absorp-
tion at ultraviolet range possible from the ionic-covalent chemical bond. An example 
successful for advanced materials are the semiconductor oxides class (Fig. 1c) formed 
by transition metals and chalcogenide and halogen anions; the ionic bond is made by 
high electronegativity difference, while the p and d orbitals overlap to create a cova-
lent bond. The DFT description has reached a high implementation on solid-state 
chemistry; the goal is to represent an electronic system, so complex was the start of 
finding more quantum simulations at this level.

2 Structural Disorder and Photoluminescence 

Structural property is the main point to initiate a quantum simulation. The full relaxed 
atomic positions in a representative simulation level contribute significantly to the 
goal of results. In truth, the atomic position creates length chemical bonds, angles, 
and dihedrals information in a minimum energy point from a minimization complex 
of the attractive and repulsive interactions represented by Coulomb and exchange– 
correlation integrals. DFT theoretical results using PBE, PBE0, B3LYP, and HSE06 
[27, 28] functionals calculate structural parameters describing in good agreement 
the short-range distance and arrangement of atoms; the same in pure compositions 
is essential to represent structural effects as Jahn–Teller [29], cationic or anionic 
replacements [30, 31], and cationic or anionic vacancies [32]. Previsions on crys-
talline distortions by DFT calculations are valuable tools for the perturbations caused 
by these effects [33, 34], indicating that chemical bonds are tensile; consequently, the 
crystal energy is modified. A relevant discussion based on [AOx] and [BOy] clusters  
in the A and B crystalline sites clarifies the crystalline structures reordering from 
minimizing the atomic interactions [35, 36]. The lattice parameters and internal posi-
tion on the unit cell are calculated with success presenting good prevision on pure and 
doping on type-Perovskite semiconductor oxides. This kind of oxide class is widely 
investigated because of its high versatility for synthesizing and manipulating prop-
erties. The features are double cations in the crystalline structure in ABOz chemical 
composition following the Goldsmith rule [37] for ionic radius. In particular, there 
are A-O ionic bonds and B-O covalent bonds determinants for solid versatility. The 
experimental results in low annealing temperatures present a high crystalline disorder 
in a very close amorphous phase for SrTiO3 and SrZrO3 materials. 

Highly disordered solids were investigated in the 2000s decade [38–41], displaced 
atomic positions simulated by DFT formalism introduced an approach based on 
clusters analysis. Semiconductor oxides presented photoluminescence (PL) effect 
in infrared irradiation analyzed by Raman scattering. The PL intensity depends 
on the annealing temperature. The initial PL profile is a high and wide signal in
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low annealing temperatures, progressing to common and wide signs increasing the 
annealing temperature. The wide of the signal is connected to charge transfer between 
cation and oxygen atoms of the crystalline structure. Applying the order–disorder 
concept on [AOx] and [BOy] clusters was essential to evaluate this optical property 
from the crystalline structure. DFT calculations highly displacement around 0.5 Å 
showed distorted [AOx] and [BOy] clusters, promoting straining on the chemical 
bonds causing disorder effects [42, 43]. Such perturbation on the crystalline order 
creates a high polarization in the [AOx] and [BOy] clusters detected by Raman spec-
troscopy. The vibrational modes associated with the structural disorder cause the high 
and large PL signals. From the increase of the [AOx] and [BOy] clusters order, the 
crystalline order decreases the [AOx] and [BOy] disorder responsible for the dipoles 
connected to Raman modes; consequently, the PL vanishes. The strain caused on the 
chemical bonds from [AOx] and [BOy] clusters is discussed as a Jahn–Teller distor-
tion. The A and B cations are moved from the regular crystalline position indicating 
a shortening as stretching of the chemical bonds on the [AOx] and [BOy] clusters. 
The calculated bandgap for the disordered structures are lower than the bandgap 
for the ordered structures; it is an essential point, the disorder on [AOx] and [BOy] 
clusters inserts energetic intermediary levels decreasing the bandgap and favoring an 
electronic excitation from incident infrared radiation, the initial charge transfer for 
the PL phenomenon occurs from 2p orbitals of the oxygen atoms localized on the 
top of the Valence Band (VB) to the 3d orbitals of the transition metals (B) on the 
bottom of the Conduction Band (CB). 

There are two models in the DFT investigation on the photoluminescence effect 
in disordered semiconductor oxides. First, a crystalline structure representing the 
ordered structure and null photoluminescence. At the same time, the other has the B 
atom displaced, meaning the disordered system and presence of the photolumines-
cence property. Two manuscripts published in 2008s investigating the SrTiO3 (ST) 
in the Pm3m phase [44], and SrZrO3 (SZ) in the Pbmn phase [45] were essential 
to propose the initial molecular mechanism connecting the energetic intermediary 
levels. Disorder structural for the PL effect, the correspondence between PL intensity 
and temperature with decreased bandgap reported by Ultraviolet wavelength anal-
ysis for the ST material showing the increase of bandgap regarding temperature, the 
increase of the crystalline ordering increases the bandgap. Electronic paramagnetic 
resonance (EPR) spectroscopy applied on ST samples identified electrons unpaired 
at low annealing temperatures or low crystalline ordering; a low EPR signal persisted 
to more temperatures indicating a structural disorder in the [SrO12] and [TiO6] clus-
ters. The charge separation associated with the disorder structural created the charge 
localization analyzed by spin moment in EPR spectroscopy. However, the irradia-
tion source is the Infrared irradiation (IR) detected by Raman scattering showing the 
charge transfer indicates the electronic model for the PL phenomenon from quantum 
DFT calculations, the evidence connecting experimental and theoretical results are 
robust. The model can be introduced in three steps: 

(i) Charge separation before excitation by IR irradiation 
(ii) Electronic promotion from light irradiation creating the excited states
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(iii) Electronic decay emitting photons providing the PL effect detected by Raman 
scattering. 

Another type-Perovskite material as CaTiO3 in Pbmn orthorhombic phase [46] 
published in 2009s proposes an analysis of the atomic displacements of 0.5 Å in 
the z-direction to create oxygen vacancies (Vo) disordering of the crystalline struc-
ture. Then, the deformation on the ordered [TiO6] and [CaO12] clusters were created 
charge separations showed as Vo localized between clusters become them [TiO6]'
and [CaO12]' negative charge points or donors of charge and [TiO5 … V̇  

o] and 
[CaO11 … V̇  

o] positive charge points or receptors of charge. The models simulated 
in CRYSTAL06 code from DFT approach and B3LYP functional allowed a bench-
mark on how the disorder in all sites contributes to evidence the photoluminescence 
inserting energetic intermediary levels into bandgap indicated by a similar tendency 
among experimental and theoretical bandgaps. 

After publications, new works improved the DFT approach, clarifying the PL 
created by order–disorder in semiconductor oxides. It was verified that the atomic 
displacement of 0.5 Å was drastic; in truth, an atomic displacement of 0.2 Å [47] 
and 0.3 Å [48] on the chemical bond in the [AO] and [BO] clusters is enough to 
evidence the disorder effect promoting the dipole moment. Open-shell DFT calcu-
lation simulated excited electronic state fundamental to advance on PL modeling, 
now a description more accurate of the electronic excitation as excited singlet or 
triplet states [35] indicate how the electronic correlation break between the paired 
electrons on the VB allows for relaxing the atomic positions and for finding the 
vibrational Raman modes associated to PL. Then, the excited states calculated by 
open-shell DFT approach situate in more accuracy the energetic intermediary levels 
suggested in DFT investigations before; the modulation of such levels is essential 
to build an electronic mechanism to elucidate the complex charge transfer inside of 
the PL phenomenon reported in disordered semiconductor oxides promoting a start 
point to other materials. 

In solid-state chemistry, the vacancies are charge densities created from atomic 
replacement, atomic displacement, absence of cation or anion in bulk or surface 
dimensions. In all possibilities are formed dangling bonds; then, the vacancies and 
dangling bonds are intrinsically connected. The primary role of vacancies is to modify 
the electronic density distribution generating an increase of charge (electron carrier) 
or a decrease of charge (hole carrier) localized on intermediate energetic levels. The 
Tb-doped CaMoO4 material [49] is a semiconductor oxide with optical property 
promoted from cationic replacement. Two Tb3+ cations replace two Ca2+ cations, 
creating a double negative calcium vacancy (VCa

''). The high defect density causes a 
high structural disorder among [MoO4], [CaO8], and [TbO8] clusters creating the PL 
effect. The decrease of the PL intensity from pure CaMoO4 and Tb-doped CaMoO4 

is a consequence of the high defect density. 
Then, advanced DFT calculations using open-shell formalism for electron inter-

actions to describe the singlet (s), excited singlet (s*), and triplet (t*) electronic 
states and atomic displacement of 0.1 Å in z-direction for the s* and t* excited states 
presented a robust electronic mechanism to clarify the PL emission in the crystalline
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form of the Tb-doped CaMoO4 material. In the s and s* electronic states, the DOS 
analyses indicate the VB is composed by O 2p orbitals; while Mo 4d orbitals and 
Tb 4f orbitals contribute to the bottom of the CB; the charge transfer profile in the 
PL phenomenon has origin from O atom to Mo, Tb atoms. Moreover, the t* excited 
state identified the energetic intermediary levels associated with the Tb atoms. The 
bandgap decreased mainly because of the high structural distortion induced by the 
t* electronic state separating the electronic levels between Mo and Tb atoms. 

The MgMoO4 material in the wolframite-type β monoclinic phase (β-MgMoO4) 
[50] has a distorted crystalline structure formed by two [MgO6] octahedral clus-
ters, and two [MoO4] tetrahedral clusters, the interconnection between octahedral 
and tetrahedral clusters introduces a disorder on the crystalline structure, the slight 
displacement in the cations regular positions deforms the length and angles bonds 
detected by Raman scattering creating the PL phenomenon. In β-MgMoO4, the PL 
effect is opposite to other commented materials before. The increase of the heat 
treatment increases the PL intensity; furthermore, the origin of the PL is the charge 
transfer between [MgO6] and [MoO4] clusters suggesting that an intrinsic disorder 
promotes the PL emission. Excited states DFT calculations simulated the singlet 
(s), excited singlet (s*), and triplet (t*) electronic states indicating that the charge 
transfer is associated directly with the change of the electronic states essential for the 
PL mechanism. The Mo atoms displaced from the off-centering position promotes 
an initial charge transfer creating the s → s* excitation process; the DFT simulation 
indicates that the charge transfer path occurs between Mo 4d orbitals and O 2p orbitals 
in the [MoO4] clusters; however, both [MgO6] and [MoO4] clusters are distorted. The 
charge transfer connected to the following electronic process, s* → t*, increases the 
[MoO4] clusters structural distortion and decreases the deformation on the [MgO6] 
clusters. Complementary DFT simulations using surface modeling showed [MgO6] 
clusters on the (100) and (010) low index surfaces distorted by double oxygen vacan-
cies (Vo 

x), creating the [MgO4 · 2Vo 
x] clusters. Then, in the β-MgMoO4 material, the 

PL effect is a white-light emission, a prominent colors spectrum, indicating several 
possibilities for the electronic decay from the energetic intermediary levels because 
of the structural disorder localized on [MgO6] and [MoO4] bulk clusters and [MgO4 

· 2Vo 
x] surface clusters. 

Elson Longo’s researcher always commented that the perfect crystalline ordering 
as cubic symmetry was boring because the high ordering on molecular clusters did 
not provide ferroelectric or optical properties. For example, SrTiO3 only presents 
properties when its structure is pseudocubic, that is, with a high density of defects. 
From the structural disorder, the optical property, PL effect, the application of the 
material is possible. Therefore, the modeling on the PL phenomenon analyzed by 
Raman scattering promoted the development of a broad set of tools in the DFT 
approach in advanced materials, semiconductor oxides. The clarity on a complex 
effect was possible because of the several concepts in solid-state theory and many-
body quantum computational and the knowledge scale initiated on simple quantum 
models, but with an essential idea, the disorder on molecular clusters of the crystalline 
structure revolutionized the materials science field. This is the central concept to
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evaluate the many correspondences between crystalline structure and properties in 
advanced materials. 

3 Conclusions 

After 20 years of research history on molecular theory in solid-state chemistry or 
chemistry of materials has been written on the fascinating photoluminescence emis-
sion in disordered materials. Disordered clusters simulations carried out from DFT 
approaches have shown an impact significant to clarify the molecular effects on 
semiconductor oxides highly disordered. The atomic displacement creating vacan-
cies, charger transfer, and energetic intermediary levels are essential for connecting 
the electron–hole pair to electrical and optical properties. The molecular dynamic 
represented by open-shell DFT calculations in excited states, excited singlet, and 
triplet allows locating the electrons on the crystalline structure in more agreement. 
Such stationary simulations indicate a good level of correspondence between theo-
retical and experimental results, the step by step of molecular mechanism intrinsi-
cally associated with the photoluminescence phenomenon in advanced disordered 
materials. 
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Abstract The ability to synthesize nano and nanocrystals with well-defined 
morphologies with good homogeneity is essential for applications that depend on 
electronic, optical, magnetic, catalytic and/or chemical properties. The morphology 
determines the types of interfaces generated with the external environment. However, 
controlling the shape and size of nanocrystals is a complex process not only 
depending on the chemical formula and structure, but also on external conditions 
that can be or not controllable. The nanocrystals surfaces have distinct atomic struc-
tures and electronic properties and, consequently, these properties can be controlled 
by modifying their morphology. Within this context, Wulff’s construction can be 
used to estimate the relation of the electronic, structural, and energetic properties 
with the morphologies. In addition, this method allows the study of growth mech-
anisms of metals, binary oxides, and complex crystals. This methodology can be 
applied to an infinity of materials, in special, the molybdates (AMoO4) and tungstates 
(AWO4) family, that urges from the combination of the (MoO4)−2 or (WO4)−2 ions, 
respectively, with a bivalent cation (A2+). These materials have attracted great interest 
because of their applications in photoluminescence, photocatalysis, sensors and loads 
of storage devices; in addition to having high thermochemical stability and being 
subject to changes in their optical and dielectric properties from doping with transi-
tion metals or rare earths. In this sense, this chapter presents the study of the prop-
erty/morphology relationship of these materials studied according to computational
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simulations of the most exposed surfaces so that each surface can be characterized 
through its structural and electronic properties, together with the relative stabilities. 

1 Introduction 

Quantum mechanics is the base of modern chemistry, and through this theory we 
can predict and understand the chemical behavior of the compounds, however as 
Paul Dirac stated: “The exact application of these laws leads to equations much too 
complicated to be soluble” [1]. Dirac pointed out that the wave functions of a system 
described via quantum mechanics grows exponentially with the number of particles 
present in this system, so that it is not possible to obtain information of complex 
systems only using analytical methods [2], and to assist and surpass this challenge, 
a new area has emerged in the last decades and gained great attention, known as 
computational chemistry. 

The Computational Chemistry has been in constant expansion, especially due to 
the great advances in computational science and its technologies [3]. Among the 
subareas, the quantum chemistry methods have been frequently used in the chem-
ical industry and in the academy research as a path to generate information at the 
atomic level, understand the concepts and relate them to fundamental process [4]. The 
success of such a theory can be concluded from the constant increase of the number of 
experimental studies associated with quantum chemistry [5]. High-accuracy simu-
lations at the quantum level can help predict and/or design new multifunctional 
materials. However, to achieve this deep level, the development of hardware to the 
construction of quantum computers is necessary [6], together with the continuous 
development of state-of-art computational methods, such as artificial intelligence 
and machine learning. 

Recently there has been remarkable progress in the area of machine learning (ML) 
with advances in the development of ML algorithms and better hardware features 
available. Considering certain conditions, such as good training data (set of known 
inputs and outputs) and the ML algorithm, it is possible to predict properties only 
determined through quantum chemistry without loss of precision and with compu-
tational cost comparable to molecular dynamics calculations [7]. The advantages 
of having a computational tool remarkably faster than the traditional methods of 
quantum chemistry can be easily observed, since all studies that require a large 
number of quantum chemistry calculations benefit in large scale from this tool. 
There are numerous examples of the use of ML in diverse fields such as molecular 
dynamics,[8] metadynamics [9, 10], Monte Carlo simulations [10, 11], chemical 
simulations of real-time virtual reality [12] and the discovery of new drugs at scales 
previously unthinkable [13]. 

Unexpected variability in the morphology of nanoparticles can have detrimental 
effects on their expected behavior and functionalization. This represents a major 
challenge in the study of morphologies, as the selection of experimentally significant 
samples is increasingly difficult and requires a priori knowledge of sizes, shapes
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and structural complexity for an efficient control of their properties [14]. In this 
context, the use of ML can be extremely advantageous, enabling early predictions of 
properties of a material based on its structural characteristics. The structure/properties 
relationship can be used to inform both real and hypothetical synthesis and processing 
strategies [15]. However, ML strategies need a large amount of training data, data 
that can be provided efficiently and with proven accuracy in relation to experimental 
data by quantum chemistry methods [16]. 

Even though that quantum computation is evolving at a rapid pace, this technology 
is not widely available due to its costs and low quantity of quantum algorithms, and 
as the full complexity can’t be achieved, computational chemistry still can’t replace 
the experimental studies, so that the theoreticians and experimentalists can walk 
together and complement each other. There are many theories and algorithms to 
study chemical systems, among them one of the most used are the density functional 
theory (DFT) [17]. This theory has been widely used in the study of systems that 
have a considerable number of atoms, and usually has a lower computational cost 
if compared to other quantum methods, such as Hartree-Fock [18], or variational 
methods [19], for example. 

In the 60’s, Hohenberg and Kohn [20] proposed that the electronic density could 
be used as a basic variable and formulate the variational principles to minimize the 
total energy, following that, Kohn and Sham proposed a self-consistent equation that 
could be used to describe the electronic behavior of molecular systems [17, 20], and 
the method arise from the Kohn-Sham equations solving are call DFT. Furthermore, 
a considerable number of computational packages have been developed to create 
models exploring the DFT, such as VASP (Vienna Ab initio Simulation Package) 
[21], SIESTA [22], CASTEP [23], QUANTUM ESPRESSO [24], and CRYSTAL 
[25]. 

For the structures that we will show in the next section, the simulations were 
performed using the CRYSTAL17 software, a program developed by the Theoretical 
and Computational Chemistry research group of University of Turin (UNITO) [26]. 
The CRYSTAL software allows us to apply HF and DFT methods to periodic systems 
in 3D (bulk), 2D (surfaces), 1D (nanotubes, nanowires and polymers) and 0D (atoms 
and molecules), using the linear combination of atomic orbitals (LCAO) method 
[27]. 

The ability to obtain or synthesize nano and microstructures with well-defined 
morphologies with good homogeneity is an essential requirement for applications of 
materials that play an important role in the electronic, optical, magnetic, catalytic, 
chemical, as well as other physical properties [28–36]. However, controlling the shape 
and size of nanocrystals is a complex process and not only depends on the composition 
and internal structure of the material, but also external growth conditions, such as, 
synthesis process, temperature, solvent and additives [37]. Furthermore, the control of 
the relative growth rate of a nanoparticle faces is responsible for the transformations 
in the morphology, due to the favoring of the growth of certain faces over others. 
These transformations occurs owing to the geometric restrictions imposed by the 
crystal structure, and are directly correlated to the surface energy value of each face 
[38].
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Computer simulation using quantum mechanics methods have been used to study 
the morphological transformations of nanoparticles, and the properties related to 
their surfaces for a variety of materials. These surfaces can have different geometries 
and electronic properties, as well as exhibit different physical-chemistry properties 
that can be controlled by modifying the shape of their particles [39–41]. 

In 1878, J. W. Gibbs defined the surface energy (Esur f  ) of a finite crystal as 
the difference between the finite crystal energy and the energy of the material of 
the same configuration of atoms located in a periodic crystal. In 1901, G. Wulff 
finds a theoretical way to evaluate the energy of the crystal to theoretically build 
the morphologies of his own experimental works, where the morphologies can be 
determined by the free energy of various surfaces, minimizing them at a constant 
volume [42]. 

Therefore, the Wulff construction, together with the surface models obtained from 
the DFT calculations, can be used to obtain the electronic, structural and energetic 
properties that control the morphologies and transformation mechanisms of metals, 
binary oxides and complex crystals [37]. 

Among the most studied materials using this approach are the ceramic materials, 
which can be defined as all inorganic solids with the exception of pure metals, formed 
by metallic and non-metallic elements with ionic and covalent bonds [43]. In this 
way, ceramic compounds of perovskite and scheelite structures have been widely 
studied in recent years, as they are of extreme interest for basic science and because 
of their potential for technological application [44]. 

With this in mind, for our study and exploration it was chosen the scheelite family, 
especially the molybdates and tungstates. The scheelites family have the general 
form ABO4 (where, A=Cd, Mn, Ca, Sr, Ba or Pb and B=W or Mo), where the A2+ 

cation is coordinated to 8 oxygen ions and the B6+ cation is coordinated to 4 oxygen 
ions, so that the unit cell has two ABO4 units [45]. Both molybdates and tungstates 
have inspired great interest due to their applications in photoluminescence [46], 
photocatalysis [47], sensors [48], and as a means of charge storage [49]; in addition 
to having high thermochemical stability [50] and being subject to changes in their 
optical and dielectric properties from doping with transition metals or rare earths 
[51, 52]. 

The increase in global demand for energy generates an intense search for sustain-
able alternative resources and processes [53]. Currently, energy supply relies on 
fossil fuels as one of the main sources of energy, which are rapidly being depleted. 
Within this context, the use of solar energy in photocatalytic mechanisms seems to 
be possible as an efficient solution to solve energy and environment problems [54]. 
In the last decade, semiconductor photocatalysts with particular morphologies have 
attracted intense interest in many fields of research [55]. including splitting water to 
produce H2, which is an attractive and clean fuel for fuel cells and cell-powered car 
engines. of fuel and, therefore, its production from water and available sunlight in 
abundance is a highly advantageous alternative [56]. Compounds that have scheelite 
structure are interesting candidates for photocatalyst design [57], there are reports in 
the literature of the functionalization of tungstates and molybdates of this family for 
use in photolytic water breakdown and H2 production [58].
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Furthermore, due to the reasons mentioned above, by the importance of this mate-
rial to industry and lack of deep understanding of the surfaces behavior and shapes, 
in this chapter it is computationally predicted the morphological transformations of 
the scheelite nanostructures and investigated its intrinsic properties. 

2 Methodology 

2.1 Computational Model 

To build a computational model using DFT, three elements are needed: a molecular 
structure, a basis set and a functional. If we change any of these elements, we have 
a new computational model and the results obtained by the new model will most 
likely be different from the first one. When a computational model is proposed, its 
initial structure parameters can be obtained from experimental data, if available. 
Experimental data constitute the first criterion of a model’s ability to reproduce, 
predict or estimate properties of a given system. 

Usually, the first step consists of a testing phase of a series of “pure” and hybrid 
functionals together with various combinations of basis set available to describe the 
electronic structure of the elements that constitute the structure in question. The basis 
sets used in this chapter were obtained from a database on the CRYSTAL program 
website (http://www.crystal.unito.it/basis-sets.php). 

After the preliminary choice of the functional and the basis set, as a result of 
the geometry optimization process of the unit cell (bulk) and the comparison of the 
data obtained with the experimental results, we have two possible paths to proceed: 
(I) To conclude that this choice accurately reproduces the electronic and structural 
properties of the system in question or else; (II) improve our computational model 
following the steps described by the flowchart in Fig. 1. 

1. Choice of functional and basis set; 
2. Structure optimization; 
3. Comparison of structural and electronic properties with experimental data; 
4. If the results are accurate enough, this will be the final model to be used in 

further studies; 
5. Otherwise, the percentage of Hartree-Fock in the exchange functional is 

modified; 
6. If we obtain a model that has the desired accuracy, this will be our final model; 
7. Otherwise, an optimization of the coefficients and/or exponents of the set of 

functions of bases selected in function of the total energy of the system fixed to 
the experimental parameters is carried out; 

8. Structure optimization; 
9. This is the final model.

http://www.crystal.unito.it/basis-sets.php
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Fig. 1 Modeling processes of crystalline structures from the construction of the computational 
model to the Wulff constructions (Adapted from E.O. Gomes et al. [59])
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After obtaining the appropriate computational model, which accurately represents 
the lattice parameters of the unit cell and its internal coordinates, together with the 
band gap energy, the surfaces (slabs) will be generated in predetermined directions. 

2.1.1 Scheelites Compounds AMoO4 and AWO4 

The compounds of the ABO4 (A=Ba, Ca, Cd, Pb or Sr e B=Mo or W) type are 
named Scheelites in honor of the Swedish chemist Carl Wilhelm Scheele [60], who 
was responsible for the discovery of the chemical elements molybdenum (Mo) and 
tungsten (W). Thus, the scheelites are characterized by being a family of molybdates 
and tungstates that have a tetragonal structure, space group I41/a (n° 88) and point 
group C6 

4h at NTP [61, 62]. 
In these structures, the atoms that occupy the A site, called as lattice modifiers, 

are coordinated by eight oxygen atoms in a dodecahedron configuration, while the 
atoms present in the B site, the lattice formers, are coordinated to four oxygen atoms, 
in a tetrahedral structure. These compounds have wide scientific and technological 
applications, such as: photoluminescence (PL), optical fibers [63], humidity sensors 
[64, 65], catalysts [66–68], lasers [69, 70], photoluminescent devices [71], among 
others [72] in addition to exhibiting magnetic [73, 74], catalytic properties [75, 76] 
and sparkling [77, 78]. Figure 2 is a representation of the structure of the Scheelite 
structure and its respective coordination polyhedra. 

The compounds PbMoO4, PbWO4, SrMoO4 and SrWO4 belong to the scheelite 
group with two molecular formulas per unit cell. For maximum accuracy between 
the results obtained by theoretical models via DFT and experimental results, it is 
necessary to choose an exchange-correlation functional. Although there is a large 
number of functionals available in the literature, many of them cannot describe the 
structural and electronic parameters simultaneously with good accuracy of all kinds

Fig. 2 Unit cell of the 
scheelite structure
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of systems. As an example, it can be mentioned the generalized gradient approx-
imation (GGA) or local density approximation (LDA) functionals, which tend to 
underestimate the band gap value (Egap) of the materials.

There are several studies in the literature that compare the results of several func-
tionals [79–82], showing that a single functional is not capable of providing good 
results for any material, and for different materials one should seek the functional that 
best describes its properties, since the choice of the functional in a DFT simulations 
has a fundamental role. 

In the simulations shown here, the choice of functionals used in each structure 
followed the algorithm demonstrated in Fig. 1. The functionals tried were PBEXC 
[83], B3LYP [84], BLYP [85], B1WC [86], PBE0 [87], HSE06 [88, 89], PBESOL0 
[87] and WC1LYP [80]. Among those functionals, the B3LYP-D3 showed the best 
results for the PbMoO4, WC1LYP for SrMoO4 and PbWO4, while B1WC for SrWO4. 

The B3LYP-D3 functional, it is the B3LYP functional added to the D3 dispersion 
correction [90], the B3LYP can be represented through the equation Exc  = 0.80 ∗(
E LD  A  
x + B ∗ E BEC  K  E  

x

) + 0.20 ∗ E H F  
x + E LD  A  

c + 0.81 ∗ (EGG A  
c − E LD  A  

c ), where 
E LD  A  
x e E LD  A  

c , the LDA exchange-correlation functional, EGG A  
c the GGA correlation 

functional, E H F  
x the HF exchange functional and E BEC  K  E  

x is the Becke exchange 
functional, and by definition the value of the percentage of the exchange functional 
by HF is 20% in the B3LYP. 

In the case of WC1LYP, this functional can be described through the expression 
Exc  = 0.84∗ EWC  

x +0.16∗ E H F  
x +E LY  P  c , where EWC  

x is the WC exchange functional, 
E H F  
x the HG exchange functional and E LY  P  c is the LYP correlation functional, in 

which by definition the default HF percentage for this functional is 16%, since it is 
the value that multiplies the term of the HF exchange functional [80]. In PbWO4, 
the WC1LYP functional was used as described, in the case of SrMoO4 we modified 
this parameter seeking greater accuracy of the results, through systematic variations, 
a value of 10% was found for the HF exchange functional. The B1WC functional 
is very similar to WC1LYP, the only difference between them is in the correlation 
functional, while WC1LYP uses the LYP functional, the B1WC functional uses the 
PWGGA [86]. the numerical values for the parameters are the same, in SrWO4 the 
parameter that multiplies E H F  

x has been changed to 0.10 for better results (Table 1). 

Table 1 Lattice parameters and band gap energy for PbMoO4 (B3LYP), PbWO4 (WC1LYP), 
SrMoO4 (WC1LYP-H10%) e SrWO4 (B1WC-H10%) 

Material Functional a (Å) c (Å) Egap(eV) 

PbMoO4 B3LYP 5.41 (0.4%) [91] 11.83 (2.2%) 3.48 (0.8%) [62] 

PbWO4 WC1LYP 5.44 (0.1%) [91] 12.03 (0.1%) 3.98 (2.3%) [92] 

SrMoO4 WC1LYP (10%) 5.48 (1.6%) [93] 12.12 (0.7%) 4.42 (0.5%) [94] 

SrWO4 B1WC (10%) 5.41 (0.2%) [95] 11.99 (0.2%) 5.01 (1.4%) [96] 

* The values in parentheses indicate the percentage differences from the experimental
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2.2 Surfaces 

The surfaces are constituted by models that indefinitely extend through the xOy plane, 
and are finite in the z axis, thus constituting a two-dimensional (2D) model, called 
slabs. In our calculations, for the same plane (hkl) several slabs are simulated as a 
function of the increase in the number of atomic layers to incorporate the bulk char-
acteristics into the 2D model. This increment is done until convergence is obtained 
in the surface energy (Esur f  ) calculation for these slabs, which is described from the 
expression Esur f  = (Eslab − nEbulk)/2A, where Eslab is the slab total energy, Ebulk 

é is the bulk total energy, n is the number of molecular units in the bulk present in 
the slab, and A is the slab unit cell area. 

Structural properties of the outermost layers of the (001), (100), (101), (110), 
(111) and (112) surfaces, and the band gap energy (Egap) calculated for each of 
the corresponding models are described in Table 2. For all materials, the outermost 
coordination polyhedra centered on A (A = Sr or Pb) exhibited a 6 coordination 
for the (001) and (112) surfaces and 5 coordination for the (100), (101) and (110) 
surfaces; the only difference occurred for the plane (111), which for PbWO4 and 
SrWO4 presented coordination 4 while in the cases of PbMoO4 and SrMoO4 it 
presented coordination 5. 

Observing the results shown in Table 2, it is possible to relate the coordination of 
the outermost polyhedra centered on A, with the stability of each plane. The surfaces 
(001) and (112) are the most stable for all materials, and are the ones with the greatest 
coordinations in their outermost polyhedra. For the outermost coordination polyhedra 
centered on B (B=Mo or W), in all models the coordination was kept equal to the 
bulk. 

For PbMoO4 and SrMoO4, it is observed that the plane that has the highest Esur f  

is (100), while for PbWO4 and SrWO4 is the (111), this can be directly related to 
the lower coordination of the outermost polyhedra centered on A exhibited by these 
materials. Besides that, it is observed that the surfaces that exhibited the highest and 
lowest Egap values were (111) and (001) for PbMoO4, (112) and (111) for PbWO4, 
(101) and (111) SrMoO4, and (101) and (100) for SrWO4. Further on, as we will 
see, the knowledge of these values together with the energies of the valence band 
maximum (VBM) and the conduction band minimum (CBM), is very important for 
the search for new applications for these materials, mainly in the photocatalysis field. 

2.3 Eletronic and Structural Descriptors 

The use of a single value to describe the coordination of an atom in relatively distorted 
polyhedra can be a difficult task. There are several surfaces in which the polyhedra 
have the same coordination number (cn), but due to the different distortions suffered 
by the polyhedra in the geometry optimization process, the atoms are not bonded 
in the same way as for the bulk. It is then necessary to use a parameter that, when
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Table 2 Low Miller Index surfaces (hkl) modeled for each of the materials, coordination of the 
outermost polyhedra centered on A (Pb or Sr) and B (Mo or W), surface energy (Esur f  ), band gap 

energy (Egap) 

PbMoO4 

Surface (001) (100) (101) (110) (111) (112) 

Pb-centered [PbO6] [PbO5] [PbO5] [PbO5] [PbO5] [PbO6] 

Mo-centered [MoO4] [MoO4] [MoO4] [MoO4] [MoO4] [MoO4] 

Esur f 0.66 0.81 0.68 0.81 0.72 0.68 

Egap 3.47 3.59 3.57 3.54 3.98 3.51 

PbWO4 

Surface (001) (100) (101) (110) (111) (112) 

Pb-centered [PbO6] [PbO5] [PbO5] [PbO5] [PbO4] [PbO6] 

W-centered [MoO4] [MoO4] [MoO4] [MoO4] [MoO4] [MoO4] 

Esur f 0.27 0.40 0.29 0.39 0.73 0.28 

Egap 3.97 4.12 4.04 4.11 3.07 4.14 

SrMoO4 

Surface (001) (100) (101) (110) (111) (112) 

Sr-centered [SrO6] [SrO5] [SrO5] [SrO5] [SrO5] [SrO6] 

Mo-centered [MoO4] [MoO4] [MoO4] [MoO4] [MoO4] [MoO4] 

Esur f 0.60 1.16 0.72 0.76 1.00 0.68 

Egap 4.38 3.25 4.45 4.00 3.15 4.20 

SrWO4 

Surface (001) (100) (101) (110) (111) (112) 

Sr-centered [SrO6] [SrO5] [SrO5] [SrO5] [SrO4] [SrO6] 

W-centered [WO4] [WO4] [WO4] [WO4] [WO4] [WO4] 

Esur f 0.57 1.15 0.77 0.81 0.95 0.66 

Egap 4.95 3.81 5.14 4.78 4.97 4.92 

counting the number of coordinated atoms, evaluates the distortions that occur in 
the polyhedra. For this, it is possible to rely on a model capable of providing an 
average coordination number (ECoN ), evaluating all surrounding atoms through a 
scheme in which they are weighted, no longer being counted as whole atoms, but as 
fractional atoms with values between 0 and 1, and this number gets closer to zero as 
the distance between two atoms tends to a very large value. 

In this work ECoN is given by the following equation [97, 98]: 

ECoN =
∑

i 

wi (1) 

where the quantity called “bond weight” of the i-th bond is given by:
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wi = exp

[

1 −
(

li 
lav

)6
]

(2) 

where li is the bond length of the i-th bond and lav is a weighted average bond length 
defined by: 

lav =
∑

i li exp

[
1 −

(
li
/
lmin

)6
]

∑
i exp

[
1 −

(
li
/
lmin

)6
] (3) 

To evaluate the effect of the coordination breakdown on the polyhedra coordina-
tion in each plane, related to the respective relative stabilities of each surface through 
the values of Esur f  , we will use the sum of each of the effective coordination numbers 
(ECoN ) of the outermost clusters centered on A and B (Fig. 3). 

Fig. 3 Sum of the effective coordination numbers (ECoN ) of the outermost polyhedra centered 
on A and B for each one of the surfaces, arranged in the order of stability for a PbMoO4, b PbWO4, 
c SrMoO4 and d SrWO4
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According to Fig. 3, it is possible to see the tendency of an inverse relationship 
between the greater effective coordination of the outermost polyhedra and the rela-
tive stability of the surfaces: as the value of the sum of the ECoN decreases, the 
surface energy increases. This relationship is not exact, because here only the most 
external polyhedra were taken into account. Some models there are more coordina-
tion polyhedra in addition to the most external ones in which coordination breaks 
occur, and these are also decisive for the relative stability of the models. 

As a result of the coordination breaks that occur in the (hkl) surfaces, changes 
occur in the charge distribution in the outermost regions of each surface, and the 
terminations are determinant for the type of interaction that each surface can exhibit. 
Each of the surfaces has the same charge distribution patterns, with a single change 
occurring in the (111) plane, where the molybdates exhibit a different pattern than the 
tungstates. This change is associated with the coordination changes observed for these 
models (Table 2). The (100) plane exhibits a different pattern from that observed for 
the other surfaces, with regions of positive potential alternating in continuous bands 
with regions of negative potential (Fig. 4). 

The surfaces (101), (110) and (100) are the ones that exhibit regions with highest 
density of positive charges, in that order, while the (001) plane is the one that exhibits 
the regions with the highest density of negative charges. It is possible to observe that 
the exchange of Sr for Pb in the structures generates a greater presence of regions 
with a density of positive charges, so it can be inferred that for these structures, the 
presence of Pb makes the systems more accessible to interactions with negatively 
charged systems. In the case of (111) surface, the exchange of Mo for W generates 
a slight decrease in the area of the regions with a density of positive charges. For the 
(111) surface, the exchange of Mo for W generates a slight decrease in the area of 
the regions with a density of positive charges. 

Fig. 4 Electrostatic potential isosurfaces (VS(r)) for the surfaces (001), (100), (101), (110), (111) 
and (112) of PbMoO4, PbWO4, SrMoO4 and SrWO4
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2.4 Representation of Morphological Transformations 

It is possible to represent the morphological transformations systematically, when 
instead of using the Esur f  values for each surface, using the dimensionless ratio 
between the Esur f  surface energies and the lowest surface energy for the simulated 
Esur f  (hkl) surfaces is used (Eq. 3). Through this type of representation, each possible 
morphology can be associated with a vector ϒ�(1×n) (n is the number of simulated 
surfaces (hkl)), where its elements are �(hkl), which are associated with each of the 
surfaces (hkl) can be obtained by the product of the vector associated with a vector 
ϒ�

DFT  (1×n) (Eq. 5) and the modifier diagonal matrix τ  (n×n), according to Eq. (6). 
The elements of the vector indicated in Eq. (6) are sufficient information to represent 
any morphology that contains the surfaces (hkl) present in the morphological map.

�(hkl) = Esur f  

Esur f  (hkl) 
(4) 

ϒ�(1 × n) = ϒ�
DFT  τ = [

�(001) .  .  . �(hkl)
] = [

τ(001) .  .  .  0 .  .  .  .  .  .  .  .  .  0 .  .  .  τ(hkl)
]
(5) 

ϒ� = [
�(001) .  .  . �(hkl)

]
(6) 

Because the reference crystal (vn+1) being the ideal crystal, obtained through 
geometry optimization, its modification matrix is the identity matrix itself. However, 
for the other vertices, the modification matrix corresponds to matrices that relate 
the surface energy variation for one plane at a time, until the value of �(hkl) which 
corresponds to the maximum exposure for each one of the vertices in the graph. 

Using the Esur f  values determined from the obtained relaxed structures, the ther-
modynamic crystals for each structure were generated (Fig. 5). All structures have 
the (001), (101) and (112) surfaces exposed, varying the relative exposure rate. In 
PbMoO4 the surface (101) dominates the crystal morphology, followed by (112), 
(001) and (111); in PbWO4 the surface (112) dominates the morphology, followed 
by the surfaces (101) and (001); in SrMoO4 the same occurs as for PbWO4 with 
the difference that the plane (110) is exposed; in SrWO4 the same occurs as for the 
decreasing order of relative exposure is the same observed in the last three cases, 
without the presence of any additional plane besides (001), (101) and (112). 

Starting from the dimensionless ratio �(hkl) = Esur f  (hkl)/Esur f  (001), a matrix of 
surface energy ratios for PbMoO4 was constructed and it is shown in Fig. 6a. The 
column v7 corresponds to the reasons �(hkl) of the thermodynamic crystal of the 
PbMoO4. The columns v1, v2, v3, v4, v5 and v6, correspond to the reasons�(hkl) so that 
the plans (001), (100), (101), (110), (111) and (112), have higher relative exposure, 
respectively. Figure 6b, represents the crystals that can be obtained by modifying the 
values of�(hkl) to one or two surfaces from the thermodynamic crystal. The elements 
e1−6 represent the crystals shown in Fig. 6a, where the values of �(hkl) were modified 
so that each of the surfaces would have greater relative exposure, the elements e7−21 

represent all combinations of changes that occurred in �(hkl) in Fig. 6a taken in pairs.
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Fig. 5 Thermodynamics crystals for the a PbMoO4, b PbWO4, c SrMoO4 and d SrWO4, and  
exposure relative rates in thermodynamic crystals for each one of the surfaces for the e PbMoO4, f 
PbWO4, g SrMoO4 and h SrWO4 

Fig. 6 a Ratios between surface energies, b Representative matrix of morphological transforma-
tions and c shows that through variations in �(hkl) it is possible to arrive at any morphology for any 
of the materials in this work
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In Fig. 6c, for example, starting from the thermodynamic crystals for each of the 
materials, applying the modification in the values of �(111) and �(112) at the same 
time, one reaches the crystal e20. The same reasoning can be applied to obtaining 
any elements of the modification matrix. The advantage of using the dimensionless 
ratio �(hkl) is that regardless of the system chosen, a change in the value of �(hkl) 
corresponds to the same morphological transformation. The surface energy ratio 
matrix (Fig. 6a) can be used with the same values for any system present in this 
work and the same morphologies will be obtained, except (001), where the surfaces 
present in the ideal crystal even with a lower rate of relative exposure, are found in 
the morphology of v1. 

An application arising from the elements of the surface energy matrix and the 
construction of Wulff crystals is the determination of the density of states (DOS) of 
crystalline particles, ρparticle(ε). As an approximation, assuming an additive linear 
model that is based on the contribution of each of the exposed surfaces to the elec-
tronic structure, it is possible to determine the DOS of any morphology of interest, 
just by knowing the relative exposure rate of each of the surfaces. In this way, the 
DOS of a nanoparticle can be given by the equation: 

ρparticula(ε) =
∑

(hkl)[Ahkl]particulaρhkl (ε)
∑

(hkl)[Ahkl]particula 
(7) 

where, Ahkl is the total surface (hkl) area exposed in the particle, and ρhkl is the DOS 
of the respective surface (hkl). 

Through the model of Eq. (7), the DOS of the thermodynamically stable crystals 
of each material were estimated (Fig. 7). For the thermodynamically stable crystals 
of the PbMoO4, PbWO4 and SrWO4 the surface (101) was the one with the highest 
electronic contribution, followed by (111) in the case of PbMoO4, (112) and (001) 
for the others, only for the SrMoO4 the plane (112) was the one with the highest 
electronic contribution, followed by plans (101), (110) and (001). 

For regions close to the valence band maximum (VBM), the (101) plane presented 
the highest electronic contribution, while the (112) and (001) were surfaces with 
the highest contribution in the close to conduction band (CB). Although this is a 
qualitative estimate, we can compare the values of Egap for each of the particles, the 
thermodynamic crystal of the PbMoO4 was the one that exhibited the lowest value 
of Egap, 2.12 eV. The thermodynamic crystals of the PbWO4 and SrMoO4 have the 
same values as Egap, 2.75 eV; while SrWO4 was the one that exhibited the highest 
value of Egap, 3.43 eV.  

The development of this new methodology is important for the analysis and predic-
tion of properties in a rational way, in addition, ways to associate this methodology 
with other electronic and structural descriptors of our models have been sought. It 
is worth mentioning that despite the possibility of estimating the DOS of a nanopar-
ticle, it is not safe to say that the band gap of the nanoparticle in question coincides 
exactly with the band gap observed experimentally for the morphology in question, 
and these representations have a qualitative character [99].
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Fig. 7 Density of states (DOS) for each thermodynamic crystals (v7) built using the Wulff’s model 
for a PbMoO4, b PbWO4, c SrMoO4 and d SrWO4 

3 H2 Production by Water-Splitting Using ABO4 
Compounds 

Among the renewable energy sources, photocatalytic water separation provides a 
promising method for the generation of clean, low-cost and environmentally sustain-
able energy through the production of H2 using solar energy. There are several reports 
in the literature of metal oxides that are usable for the production of H2 through water 
separation [53]. For catalysis to occur on the surface of a semiconductor, it is neces-
sary that a photon of energy equal to or greater than its value of Egap reach the 
surface a, so that an electron (e−) is excited by being promoted to the conduction 
band (CB), leaving a hole (h+) in the valence band (VB). Besides that, the excited 
electron and the hole can recombine or be trapped in a metastable state, and they 
can also participate in reactions with electron donors and acceptors adsorbed on the 
semiconductor surface. Under proper conditions, the excited electron can reduce H+ 

ions producing H2 gas and the hole can generate O2 [83].
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The efficient separation of pairs e− − h+ is crucial for catalysis. The choice of 
a system requires prior knowledge about the levels of the VBM and the CBM in 
relation to the redox potential of the molecule of H2O. When the analysis is done for 
the vacuum level, the energy of the CBM needs to be lower than the redox potential 
H2O/O2 and the VBM energy be higher than redox potential H+/H2. 

To evaluate the applicability of the systems studied for the production of H2 
through the photocatalytic breakdown of the water molecule, two dashed lines 
representing the E°(H+/H2) and E°(O2/H2O) redox potentials were introduced in 
Figure 8. The redox potentials were adjusted considering the compensation of the 
band alignment concerning to the vacuum level for all simulated planes of each 
material. 

Observing the alignment of bands for PbMoO4 systems in which the (100), (101) 
and (111) surfaces are exposed, the results shows a favorable condition for the produc-
tion of H2 through photocatalytic of the water molecule. The materials PbWO4, 
SrMoO4 and SrWO4 are promising candidates for the production of H2, because for 
all surfaces, VBM is below the redox potential H2O/O2 and CBM is above the redox 
potential H+/H2. Still observing the alignment of bands, it is possible to notice that 
for all materials, the plane (101) is the one that exhibits the highest value of CBM 
and VBM. For the PbMoO4 and PbWO4 the plane that exhibits lower values of CBM 
and VBM is the (001). For the SrMoO4 and SrWO4, the plane (100) is the one with 
the lowest CBM value. 

Fig. 8 Band alignment (valence band and conduction band VS vacuum level) to a PbMoO4, b 
PbWO4, c SrMoO4 and d SrWO4
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4 Concluding Remarks 

In this chapter, we demonstrate that computer modeling of low Miller index (hkl) 
surfaces of scheelite ABO4 (A=Sr or Pb e B=Mo or W) compounds, in addition to 
revealing properties not yet studied for these materials, and it can serve to show what 
are the relationships between atoms A or B that are present in their structures. Also, 
we saw their potential applications, generating motivation for further studies where 
a family analysis of compounds of the tungstates and molybdates of the scheelite 
group would be carried out. 

Using the Esur f  values and the Wulff’s construction, the morphologies of the 
thermodynamic crystals were estimated for each of the materials, it was shown that 
considering this crystal as a starting point, it is possible, through the modulation 
of one or more Esur f  values, to propose several stabilization routes for any type of 
morphology that is within the truncation imposed by the material’s spatial group. 

The exchange of atoms A or B, and even the formation of heterostructures consti-
tuted by these materials in association with the study of their surfaces, can result 
in new functionalization mechanisms of these materials for several applications. As 
seen in the present chapter, when the possible production of H2 was analyzed through 
the photolytic breakage of the H2O molecule, where it was observed that due to the 
difference in relation to the electronic properties of each of the surfaces, systems with 
a certain plane (hkl) exposed in their nanoparticles may result in potential candidates 
for this type of application. 

We see that the intrinsic atomic properties and the electronic properties of coor-
dination polyhedra that had their coordination broken and that appear in the exposed 
surfaces of the morphologies are fundamental to explain the mechanisms of semicon-
ductor functionalization in general. The approach used for computational modeling 
of crystalline solids and their surfaces (hkl) can be used for all known structures 
generating several contributions to materials engineering. 
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Abstract Nowadays, the O3 decomposition on heterogeneous catalysts is highly 
relevant for atmospheric applications where oxygen is typically formed, and wastew-
ater treatment where the interest is to form hydroxyl radicals (advanced oxidation 
processes). Although both reaction mechanisms appear not to share a relationship, the 
surface chemistry and phenomena arising on the catalysts seem to indicate the oppo-
site. Here, experimental and theoretical studies proposed in the literature are revis-
ited to determine these characteristics influencing the catalytic O3 decomposition on 
different materials. It is systematically found that strong Lewis sites via a chemisorp-
tion process induces oxygen formation, while physisorption involving weak Lewis 
sites on surface hydroxyl groups decomposes ozone into hydroxyl radicals. Oxygen 
vacancies could act as active sites in both cases, and the point-of-zero-charge (PZC) 
is crucial to preserve surface hydroxyl groups at positive pH values slightly above 
PZC. The regeneration of active sites depends on the multi-valent oxidation state of 
the surface metal. Thus, the acid character of the catalyst (Lewis), the adsorption 
energy of O3, HO• and other oxygenated surface groups, and the charge transfer rate 
of the metallic redox atoms on the surface can be regarded as molecular descrip-
tors for the design of novel catalysts for either atmospheric or wastewater treatment 
applications. 
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1 Introduction 

The elevated pollution of recalcitrant organic compounds (poor degradation due 
to stability) including pharmaceutical compounds, pesticides, and dyes in topwater 
reservoirs and groundwater is a major concern worldwide, due to bioaccumulation 
resulting in numerous diseases for human beings. To tackle this complex problem, 
diverse advanced oxidation processes have been envisaged, where ozone (O3) has 
stood out due to its high oxidation potential (2.08 V vs. SHE), and its ease of imple-
mentation at the industrial level. However, O3 is not able to completely mineralize 
(i.e. transformation into CO2 and H2O) the recalcitrant organic compounds in many 
cases, whence its decomposition into ozone has been envisaged to promote the forma-
tion of hydroxyl radicals (HO•) in water, which exhibit considerably higher oxidation 
potentials. On the other hand, the O3 catalytic decomposition into O2 is crucial since 
this gas is very toxic under atmospheric conditions (e.g. laser printers, office photo-
copiers, sterilizers, and aircraft cabins). Although ozone is valuable in the upper 
region of the atmosphere because it absorbs harmful ultraviolet radiation [1], it is 
quite aggressive on the earth’s surface because it can cause respiratory diseases, and 
accentuate the photochemical smog formed between volatile organic compounds 
and nitrogen oxides [2, 3]. In the range of 0.1–1 ppm, ozone can cause damage to 
the mucous membranes, irritability in the throat, and headaches [4]. The regulations 
regarding the permissible limits for exposure during 8 h is 0.1 ppm. Therefore, the 
problem of O3 decomposition using catalysis is of technological interest due to its 
effects on human health. 

Catalytic ozonation is divided into homogeneous catalytic ozonation, where 
metals in the same phase (e.g. ions) are used to promote the reactions, and heteroge-
neous where solid catalysts of metals, alloys, carbons, zeolites, and oxides are used 
to accelerate the O3 decomposition, regardless of the application. To date, heteroge-
neous catalysis has been preferred because it generates greater stability during radical 
or oxygen productions, in addition to the fact that the catalyst can be reused without 
further treatment. There are not many systematic studies conducted to account for the 
O3 decomposition on heterogeneous catalysts, where metal oxides (Au2O, Fe2O3, 
Ni2O3, AgO, Ag2O, CuO, Cu2O) have been found to be more active than metals, 
based on equal weights [5]. Comparing each unsupported oxide material using equal 
volume, but without controlling the surface area (0.8–160 m2 g−1), the following 
order of activity was proposed [6]: Ag2O > NiO > Fe2O3 > Co3O4 > CeO2 > Mn2O3 

> CuO  > Pb2O3 > Bi2O3 > SnO2 > MoO3 > V2O5 > SiO2. However, the surface 
factors and phenomena influencing the O3 decomposition on heterogeneous cata-
lysts have not been comprehensively discussed, to design novel synthesis methods 
with controlled surface properties for the enhancement of this mechanism for wastew-
ater and atmospheric applications. Specifically, it has not been possible to conclude 
which surface properties are overriding to determine whether a catalyst will form HO• 

or O2, although this is implicitly within the complex mechanism proposed for the 
decomposition of this gas, based on the stages of initiation, propagation, and termi-
nation [7–10], but relevant underlying chemistry causing this mechanistic difference
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has not been evidenced. Under this idea, the present review critically exposes the 
experimental and theoretical state of the art of how the surface chemistry and prop-
erties of the catalyst affect the divergence of O3 decomposition into either hydroxyl 
radicals or oxygen, within the context of the heterogeneous catalytic ozonation. 
Firstly, the homogeneous reaction mechanism of O3 decomposition most accepted 
in the literature is revisited to establish a comparative baseline against reactions 
arising on heterogeneous catalysts. The surface properties (experiment and theory) 
promoting the heterogeneous mechanism are then reviewed depending on the cata-
lyst composition, to draw conclusions about the most influential factors affecting this 
mechanism. It is worthwhile mentioning that textural properties like geometric and 
surface area, pore size and volume, pore distribution, among others; along with trans-
port phenomena are particularly relevant to enhance O3 decomposition on hetero-
geneous catalysts. However, they are herein not regarded since experimental data in 
the literature is completely varied, and most studies do not report this information. 

2 Reaction Mechanism of O3 Decomposition 

General, physical and thermodynamic properties of O3, as well as its general chem-
istry, have been formerly discussed [11]. It is known that O3 can oxidize different 
chemical species in solution via the direct or indirect homogeneous mechanism. The 
indirect reactions are of interest since it includes a diversity of interesting species, 
according to the following stages [7–10]: 

Initiation step 

Ozone and hydroxide ions react to produce the superoxide anion radical (O2 
•−) and 

hydroperoxyl radical (HO2 
•). 

O3 + OH− → O•− 
2 + HO•− 

2 (1) 

HO2 
• dissociates to form O2 

•− and H+ 

HO• 
2 ↔ O•− 

2 + H+ (2) 

Radical chain 

O3 can react with O2 
•− formed in reactions (1) and (2), to yield ozinide anion radical 

(O3 
•−) in one step, followed by the HO3 

• production which is the predecessor of 
hydroxyl radicals, as follows: 

O3 + O•− 
2 → O•− 

3 + O2 (3) 

O•− 
3 + H+ → HO• 

3 (4)
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HO• 
3 → HO• + O2 (5) 

HO• + O3 → HO• 
4 (6) 

HO• 
4 → O2 + HO• 

2 (7) 

The end of the reaction produces HO2 
• to start again from reaction (1). Chem-

ical species converting HO• into superoxide radicals perform as chain carriers (i.e. 
promoters). The O3 consumption is initiated when the pH is risen in solution resulting 
in a chain reaction mechanism generating non-selective HO•. Although these radicals 
are very reactive, since they oxidize the region with the highest electron density of 
the objective species, they display a very short half-life (<10 μs) in concentrations 
below 10–4 M. O2 is formed on reaction (3) after the formation of some radical inter-
mediate species, before the hydroxyl radical, which could connect these mechanisms 
to some extent. 

Termination 

This stage arises when chemical species react with the hydroxyl radical to yield 
secondary radicals which do not generate HO2 

•/O2 
•−. These scavengers end up in a 

chain reaction. 

HO• + CO2− 
3 → OH− + CO•− 

3 (8) 

HO• + HCO− 
3 → OH− + HCO• 

3 (9) 

HO• + HO• 
2 → O2 + H2O (10)  

Many species can initiate, promote or terminate the chain reaction. 

3 O3 Decomposition on Metal Oxides/Hydroxides 

The metal atom of the oxides/hydroxides are assumed as Lewis acidic sites, but when 
in contact with water molecules of the solvent, they act as Lewis bases, generating 
surface hydroxyl groups. The predominant charge on the surface hydroxyl groups 
will depend on the acidity of the interface. Basicity greater than the pHPZC of the 
oxide will generate an anionic surface charge. In general, O3 will react with the 
surface -OH− to form HO•. 

Some catalysts present evidence of their catalytic activity, independent of the 
presence of O3, as for  TiO2. TiO2 promotes the decomposition of O3 in acidic condi-
tions, while in pH neutral conditions acts as an inhibitor. However, there is evidence
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that the effect of the catalyst is due to the direct adsorption of the organic compound 
on the active sites, and not to the O3 decomposition [12]. In addition, the surface 
OH groups are involved in the degradation; which mostly depends on the vacancies 
arising to a greater extent, in the rutile-type structure. 

In iron oxide systems, the pH determines the charging properties of the surface 
hydroxyl species [13]. 

O3 + Me − OH+ 
2 → Me − OH+ + HO• 

3 (11) 

HO• 
3 → HO• + O2 (12) 

Me − OH•+ + H2O → Me − OH+ 
2 + HO• (13) 

Therefore, these groups represent the preferred catalytic adsorption sites in 
FeOOH. In the case of Fe2O3, the oxidation-reduction cycles of the Fe2+/Fe3+ pair 
are responsible for the generation of HO• from O3 [14]. 

Fe2+ + O3 → FeO+ 
2 + O2 (14) 

FeO+ 
2 + H2O → Fe3+ + HO• + OH− (15) 

Fe3+ + O3 + H2O → FeO2+ + HO• + O2 + H+ (16) 

Liu et al. compared the performance of various types of ferrites. The activity 
trend found was CuFe2O4 > NiFe2O4 > CoFe2O4 > ZnFe2O4 [15]. The proposed 
mechanism incorporates changes in the oxidation state of the metal site caused by 
the transfer of electrons to O3. 

O3 + Mn+ → O2− 
2 + M(n+1)+ + O2 (17) 

O2− + H+ → HO• 
2 (18) 

O3 + HO→ 
2 HO• + 2O2 (19) 

O3 + O2− → O2− 
2 + O2 (20) 

O2− 
2 + M(n+1)+ → Mn+ + O2 (21) 

The authors explain the difference in the performance of the oxides based on their 
mesoporous characteristics, which behave as gels or small granules that are limited
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to enter the nanometric pores at high concentrations of organic species, where O3 

reacts with surface hydroxyl groups to generate short-lived HO•. 
Zhang et al. evaluated the same group of ferrites, where the activity adopted the 

following order: CoFe2O4 > NiFe2O4 > CuFe2O4 > ZnFe2O4 [16]. This behavior 
was attributed to changes in the oxidation state of the metallic surface as well as 
the density of surface hydroxyl groups present. Both processes perform at the same 
time, without being able to deduct the mechanism. The authors proposed the HO3 

• 

generation as an intermediate based on the literature, to subsequently generate HO•. 
In this direction, an electron from metal A of AFe2O3 can be transferred to O3 to 
generate O3 

•− and trivalent A. The O3 
•− reacts with the H+ to produce HO3 

• and 
again HO•. The trivalent metal A is reduced by the O of the lattice. 

Bulanin and colleagues examined the molecular ozone adsorption on dehydrated 
oxides using FT-IR spectroscopy at low temperatures (77 K) describing that O3 retains 
basic properties [17], generating at least four ways of O3 adsorption with Lewis acid 
sites of different strength: physical adsorption; weak hydrogen bonds with surface 
OH groups; molecular adsorption via coordinative bonding to weak Lewis sites as 
in ZrO2, MgO and CeO2; and O3 dissociation (no molecular adsorption) on strong 
Lewis sites of TiO2, Al2O3 and ZnO produces a free O2 molecule and a surface 
oxygen atom attached to the catalytic surface. These results suggest that depending 
on the strength of the catalytic surface, O3 could dissociate rapidly into O2 as required 
for atmospheric applications (O3 chemisorption), or forming HO• radicals required 
for wastewater treatment (O3 physisorption). 

Dhandapani and Oyama reviewed patent literature concerning the composition, 
preparation, and performance of catalysts promoting O3 decomposition, suggesting 
that monoliths can be used to enhance contact between O3 and catalyst without exces-
sive pressure drop at high flow rates [4]. Conductivity measurements conducted with 
several metal oxides in the range of 103–105 Ω cm resistivity showed the following 
activity order for the decomposition reaction: MnO2 > Co3O4 > NiO  > Fe2O3 > Ag2O 
> Cr2O3 > CeO2 > V2O5 > CuO > MoO3, where the first four oxides (along with 
CeO2) are p-type oxides, while the rest in the last positions of activity towards O3 

decomposition are n-type oxides. These results suggest that p-type semiconductor 
oxides are required to spur the catalytic decomposition, being consistent with the 
productions of O2

− and O2 
2− species during O3 decay. 

Ding and colleagues revealed that the gaseous O3 decomposition under high 
relative humidity without light irradiation was remarkably enhanced from 4.8% on 
anatase TiO2 to 100% on aluminum reduced anatase since this last catalyst possesses 
the most evenly distributed particle size, and mainly largest content of Ti3+/Ti4+ (i.e. 
several oxidation states) couples and oxygen vacancies (V×), as described in the 
following mechanism [18]: 

O3 +
[
Ti3+

] → O2 + O−[
Ti4+

]
(22) 

O3 + O−[
Ti4+

] → 2O2 +
[
Ti3+

]
(23)
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2O3 + 2O-[Ti4+] + Vὂ → 2O2 + 2TiO2                                                                            (24) 

2O3 + 6Vὂ → 3O2                                                                                                                             (25) 

Psaltou et al. examined 18 solid phases categorized in metal oxides/hydroxides, 
minerals, and carbons to determine the role of Point-of-Zero (PZC) charge and wetta-
bility towards the O3 decomposition into HO• radicals [19]. They found that neutrally 
to slight positive hydrophilic surfaces enhance this reaction, although the adsorption 
capacity is not correlated to the catalytic activity of the materials. Silica alumina, 
alumina 504, alumina-507, SiO2, Bayoxide, zeolite, calcite, and dolomite presented 
the best performance to decompose ozone into radicals since these catalysts are 
neutrally charged with moderate/high wettability around the typical pH value (7) of 
wastewater treatment plants, thus, no additional pH adjustment is required to increase 
the oxidation capacity of the O3 system. 

Ernst et al. evaluated batch experiments on catalytic ozonation in buffered and 
unbuffered solutions of refractory organic compounds (oxalic, acetic, salicylic, and 
succinic acids) [20], where the adsorption of the organic model on the catalyst surface 
is not mandatory for effective oxidation, in fact, this adsorption seems to inhibit the 
catalytic effect. The reaction mechanism consists of O3 adsorption on the catalyst 
surface, followed by its rapid decomposition due to the presence of hydroxyl surface 
groups on Al2O3, to produce O2H radicals directly or indirectly. O2H reacts with 
another O3 molecule to produce O3

− radical, which finally decomposes into O2 and 
HO•. The above mechanism highlights that the oxidation capacity relies on the O3 

and OH surface groups interaction on the Al2O3 catalyst. 
Other investigations related to aluminum hydroxide/oxide have also attempted to 

reveal the mechanism of catalytic ozonation for the degradation of taste and odor. Fei 
et al. revealed that catalytic ozonation in the presence of several aluminum catalysts 
can substantially promote 2,4,6-trichloroanisole removal compared with the single 
ozonation [21], according to the following order of activity: γ-AlOOH > γ-Al2O3 

> α-Al2O3. HO• was found as responsible for the organic elimination, where the 
charge and density of surface hydroxyl groups influenced the catalytic activity of the 
materials. 

Further experiments were carried out to investigate the relationship between the 
density of surface hydroxyl groups of aluminum hydroxides/oxides and the concen-
tration of HO• radicals produced from ozone decomposition. Minghao et al. inves-
tigated the catalytic activity of FeOOH on ozonation of oxalic acid [22], indicating 
the generation of hydroxyl radicals at acidic and neutral pH conditions, according to 
the following mechanism: 

O3 + Me − OH2 → Me − HO• + HO• 
3 (26) 

HO• 
3 → HO• + O2 (27)
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Me − OH• + H2O → Me − OH• 
2 + HO• (28) 

2O3Me − OH → Me − O• 
2 + HO3 • +  O2 (29) 

HO• 
3 → HO• + O2 (30) 

Me − O• 
2 + O3 + H2O → Me − OH + O2 + HO• 

3 (31) 

The hydroxyl groups both in a neutral state (Me-OH) and positive charge state 
(Me-OH2+) can perform as the active sites for ozone decomposition into hydroxyl 
radicals. 

The catalytic activity of the metal hydroxides catalyst depends on whether the 
coexisting Lewis bases are stronger or weaker than ozone, since this oxidizing agent 
(Lewis base) should be adsorbed and react with the hydroxyl groups on the surface 
of the catalyst, treated as Bronsted acid. 

Lei et al. evaluated that the use of Cu-cordierite in heterogeneous catalytic 
ozonation considerably promotes the nitrobenzene degradation and mineralization in 
aqueous solution, compared to sole ozonation [23]. The nitrobenzene adsorption was 
too small to make a significant contribution to the contaminant elimination during 
the catalytic ozonation. It was proposed that the catalytic surfaces of metal oxides 
were covered with hydroxyl groups, due to the chemisorption of dissociative water 
molecules on the surface ions, when introducing the Cu-cordierite into the aqueous 
solution. Subsequently, O3 can react with the surface hydroxyl groups, initiating the 
HO• production on the surface. 

The contributions of molecular ozone (39.22%), hydroxyl radicals (45.20%), and 
surface adsorption (15.57%) were examined during bezafibrate degradation using 
cobalt-loaded red mud, and tertiary butanol as an organic quencher, confirming the 
role of this catalyst to form hydroxyl radical reaction [24]. Surface cobalt load devel-
oped mesopores, which increased the specific surface area. Co3O4 growing over the 
mesopore surface contributed to the active functional groups of Co–O–, which was 
identified as one of the surface catalytic reaction sites. 

Yang Liu et al. synthesized stable MnO2 surface for O3 decomposition under 
humid conditions [25], disclosing that the combination of a high concentration of 
active oxygen vacancies and Lewis acid sites generates a weak interaction with water 
molecules defining the high activity to transform ozone along with the facile recovery 
of the occupied oxygen vacancies ([VO]s: active sites for ozone decomposition), 
according to the following mechanism: 

[O3]g + [VO]s → [O − VO]s + [O2]g (32) 

[O3]g + [O − VO]s → [O2 − VO]s + [O2]g (33)
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[O2 − VO]s → [O2]g + [VO]s (34) 

Additionally, these authors connect the weak strength of water adsorption on the 
catalyst surface (i.e. S-300) with the weakening of the poisoning effect of water 
during humid decomposition. 

The catalytic activity of mesoporous materials on manganese oxide on nitroben-
zene ozonation was evaluated by Minghao et al. [26]. The following possible reaction 
mechanism was proposed ascribing the O3 decomposition into HO• to the electron 
transfer between the catalyst and ozone: 

O3 + Mnn+ → O− 
2 + Mn(n+2)+ + O2 (35) 

O− 
2 + H+ → HO• 

2 (36) 

O3 + HO• 
2 → HO• + 2O2 (37) 

O3 + O2− →  O2− 
2 + O2 (38) 

O2− 
2 + Mn(n+2)+ → Mnn+ + O2 (39) 

Hui Zhao et al. confirmed by XPS analysis, that the oxidation of Mn(III) to 
Mn(IV) promotes ozone decomposition, and the oxidation of lattice oxygen reverses 
the manganese state [27]. An α-MnO2 nanotube was used as a catalyst for phenol 
degradation, identifying the balance of Mn(III)/Mn(IV) vs O(-II)/O(0) as the primary 
factor influencing the performance. 

4Mn(III)O2 − OH(H2O) + 4O3 − 4e → 4Mn(IV)O2 + active oxygen species 
(40) 

4Mn(IV) + 2O(−II) → 4Mn(III) + O2 (41) 

2O3 + 4e → 2O(−II) + 2O2 (42) 

Lewis acid sites were also confirmed as reaction centers for catalytic ozonation, 
but the authors were unable to associate the presence of HO• species, O2 

•−, •O2, or  
•O as responsible for the degradation. 

Not only the type of transition metal but also the crystal structure of the oxides 
influences the catalytic response. To this concern, the type of manganese catalyst 
(MnO2, Mn2O3, and Mn3O4) presented different catalytic performances in wastew-
ater [28], associated with its higher surface hydroxyl groups, higher electron transfer 
ability, surface area, or oxygen vacancy. MnO2 was found to be more active than 
others. For phenol, chlorophenol, and cresol eliminations, •O2

− by a nucleophilic
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attack, and 1O2 and O3 by an electrophilic attack in bulk solution were mainly 
responsible for the oxidation process. The crystal phase of MnO2 was also subjected 
to analysis by Nawaz et al. [29]. Among phases α, β, δ, γ, λ, and ε, phase α was the 
most active for the degradation of 4-nitrophenol. It exhibited a lower average oxida-
tion state and stronger oxidation-reduction peaks in voltammetry characterization, 
which was connected with a higher O3 decomposition. The greatest contribution 
identified for the degradation was in the solvent bulk by O3, O2 

•− and O• species. 

4 O3 Decomposition on Carbon-Based Materials 

Rivera-Utrilla and Sanchez-Polo evaluated the ozonation proccess using different 
commercial activated carbons (Ceca AC40, Norit, Merck, Witco, Ceca GAC, Filtra-
sorb 400, Sorbo) displaying dissimilar physicochemical surface properties [30]. 
Sorbo, Ceca GAC, and Norit carbons exhibit the greatest O3 decomposition due to 
the largest contents of basal plane electrons and oxygenated surface groups of basic 
nature (chromene and pyrone). These former basic sites are located at π electron-rich 
regions within the basal planes of carbon, acting as catalytic centers (Lewis base) to 
reduce ozone molecules to OH− or H2O2, which are precursors of highly oxidative 
radicals. A large macroporosity in carbon favors the O3 entry to the surface active 
centers, also promoting its decomposition. 

Super-fine powdered activated carbon has been proposed and investigated as a 
novel catalyst for the catalytic ozonation of oxalate by Tianyi et al. [31], revealing that 
surface reaction was significant occurring according to the Langmuir-Hinshelwood 
mechanism. The following reactions may describe the pathway of the super-fine 
powdered activated carbon catalyzed ozonation process: 

AC + O3 → AC − O• (43) 

Adsorption of organics (R): 

AC + R → AC − R (44)  

Reaction between adsorbed species: 

AC − O• + AC − R → Products (45) 

The surface basicity character along with the type of metallic surface concentration 
remarkably affects the capacity to transform O3 into •OH radicals, since Sanchez-
Polo et al. revealed that only metals undergoing O3 oxidation are effective [32]. To 
this concern, surface oxidation of Mn(II)-doped carbon aerogels into Mn(III) and 
Mn(IV) leads to the following mechanism:
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O3 + Mn2+ → MnO2+ + O2 (46) 

MnO2+ + H2O → Mn3+ + HO• + OH− (47) 

2Mn3+ + 2H2O → MnO2 + Mn2+ + 4H+ (48) 

Co(II) and Ti(IV)-doped carbon aerogels displayed no activity whatsoever in this 
mechanisms. The increase of ozonation cycles promotes the Mn(II) surface oxidation 
to larger oxidation states, resulting in a catalyst inactivation due to the formation of 
surface oxygenated species (i.e. –C=O). In this direction, the O2 reduction concentra-
tion (rising surface basicity) generates an increase in the surface electronic density, 
whence the rate of the mechanism is described by reactions (46–48). Thermal activa-
tion treatment of aerogels with significant acid surface character (pHPZC ≈ 3–4) and 
high surface concentrations (~20%), produces a significant rise in surface basicity 
because of the removal of surface oxygenated functional groups. 

Other strategies such as carbon doping have been studied. Zhiqiang et al. 
performed a synergetic mechanism of HO• formation and an intra-electron-transfer 
nonradical reaction in the catalytic ozonation of ketoprofen with the in situ N-doped 
hollow sphere carbon (NHC) [33]. The high graphitization degree (ID/IG = 0.78 
− 0.88) and low unsaturated oxygen content (0.10–1.38%) of NHC highlighted the 
dominant role of N-heteroatoms in the O3/NHC system. The graphitic N forming in 
the bulk of the graphitic structure served as the “electron-mobility” region to promote 
ketoprofen degradation with the transfer of electrons from the ketoprofen molecule to 
O3 via a nonradical reaction process. The pyrrolic and pyridinic N located at defects of 
the graphitic structure acted as the “radical-generation” region to decompose O3 into 
•OH for degrading ketoprofen by a radical oxidation process. This finding provided 
a brand new insight into engineering N-doped carbonaceous catalysts precisely in 
the catalytic ozonation process for the efficient treatment of organic-contaminated 
water. 

5 O3 Decomposition on Zeolites 

Valdes et al. analyzed the influence of compensating cation content upon the ozone 
removal using a Chilean natural zeolite (53% clinoptilolite, 40% mordenite, and 
7% quartz), concluding that the elimination of zeolite compensating cation content 
promotes ozone diffusion within the zeolite structure to enhance the O3 reduction 
on its surface active sites [34]. This reaction occurs depending on the adsorption 
strength on the zeolite surface: ozone adsorption on weak Lewis acid sites or ozone 
decomposition forming O• and O2 on strong Lewis acid sites. The proposal relies 
on the fact that O3 is a Lewis base due to its resonance structure, where one of the 
oxygen atoms possesses high electron density and consequently affinity to Lewis 
acid sites on the material.
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Ikhlaq et al. analyzed the catalytic ozonation of coumarin on γ-alumina and ZSM-
5 zeolites in an aqueous solution to distinguish between radical and non-radical 
mechanisms [35]. Although both materials eliminated coumarin from the solution, 
alumina is more active than the zeolite due to the catalytic formation of hydroxyl 
radicals, displaying the greatest activity around the point of zero charge (pH) where 
surface hydroxyl species transform O3 into HO• radicals. On the other hand, zeolites 
generate a direct reaction between adsorbed ozone and adsorbed coumarin (a simple 
adsorption mechanism), without promoting hydroxyl radical generation. 

Brodu et al. examined synthetic ZSM-5 zeolites with different Si/Al2 ratios and 
similar specific surface areas and microporous volumes to account for chemical 
properties defining interactions between these materials and ozone [36]. The total 
amount of removed O3 was directly proportional to the total concentration of Lewis 
acid sites, where two types of Lewis sites were identified: O3 decay on strong Lewis 
acid sites and adsorption on mild Lewis acid sites. DRIFT experiments exposed 
adsorbed peroxide and atomic oxygen species on ZSM-5 zeolites, whereby the ozone 
interaction with Lewis acid surface sites yields: 

O3 + Zn − Al → Zn − Al · · ·  O + O2 (49) 

O3 + Zn − Al · · ·  O → Zn − Al · · ·  O2 + O2 (50) 

Zn − Al · · ·  O2 → Zn − Al + O2 (51) 

6 Modelling Studies of O3 Decomposition 

Quantum chemistry study methods are ideal to complement the investigation of 
experimentally proposed mechanisms for surface chemical reactions. Consequently, 
the literature abounds in density functional theory methods due to their reliability 
and computational cost, applied both in periodic systems (plane-wave basis-set) 
and clusters (atomic-center orbitals). In the former, the most popular exchange and 
correlation functionals are PBE (Perdew–Burke-Ernzerhof) and LDA (Local-density 
approximations). In cluster modeling, the workhorse continues to be the parameter-
ized B3LYP (Becke, 3-parameter, Lee-Yang-Parr). These simulations are sometimes 
accompanied by calculations of transition states, reactivity index, and Van der Waals 
interactions. 

Modeling homogeneous catalysis, namely, the reaction of oxygenated species 
with organic agents is a common practice in the literature. These activities allow 
obtaining a theoretical foundation of the degradation mechanism of the contaminant 
as a function of the experimentally observed reaction time. These have made it 
possible to describe synergistic effects of the chemical environment on the reactivity 
of O3 [37], sites of attack by radicals [38], and reaction pathways [39–41]. These
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simulations have confirmed the proposed mechanisms based on the chemical intuition 
of the different oxygenated species, nucleophilic, electrophilic, and radical reactions 
on specific atoms. 

Yu et al. described conclusions drawn from the modeling strategy of these surface 
reactions via DFT calculations [42]. In their opinion, these studies have not only 
been able to explain the experimental observations but have also served as a guide to 
developing new catalysts. In the case of heterogeneous catalysis, they mention: (a) 
Defects in graphene structures serve as catalytic sites to decompose O3. (b) Sites with 
high valence electron density, or sites with very negative or very positive electrostatic 
potential lead to redox reactions that are converted into active sites. (c) Mn-doped 
g-C3N4 has been proposed as a suitable catalyst by DFT methods. (d) The active 
sites of organic agents in homogeneous phase reactions with the O3 and HO• species 
have been studied. (e) Consider that DFT is a promising approach, as long as key 
steps in the O3 decomposition are undertaken in the future. 

Zhang et al. used O3-H2O2 on TiO2 to remove NO from flue gases [43], where 
a remarkable increase in the conversion efficiency was achieved by doping with S. 
Simulations via DFT showed that the presence of S modifies the surface chemical 
environment, improving the adsorption by hydrogen bonds of -OOH on Ti5c and 
bridging oxygens. In addition, the Lewis acidity is increased, improving the adsorp-
tion of NO and its conversion. The proposed mechanism consists of the adsorption 
of H2O2 on the TiO2 surface. The formation of Ti-OOH is favored by sulfur doping. 
This surface termination reacts by transferring electrons to O3 to form the species 
HO2  ̇ and O3  ̇ which in turn, due to the acidic environment, form HO• and O2˙− 

among other radicals. It should be noted that the authors only modeled by DFT the 
effects of doping on the adsorption of H2O2, without continuing with the interaction 
with O3. 

Using plane-wave DFT calculations, Zhang et al. calculated that the NiO(100) 
surface is capable of transferring electrons to the O3 molecule in the adsorption 
process, because the calculated HOMO on the surface is shifted to very positive 
energy values [44]. The geometry relaxation produces the decomposition into an O2 

molecule and adsorbed O˙. Adsorbed O  ̇ can react with other O3 to form O2 and 
O2˙− (superoxide radical ion). O  ̇ can also react with one molecule of H2O to form  
two HO•. These processes are described as exothermic or with very low activation 
energy. In the experimental part of their work, using EPR, they observed the increase 
in the generation of ˙OH with the introduction of NiO. 

Carbon materials 

The use of carbon materials lessens some disadvantages of the use of metals, however, 
their activity for O3 decomposition is normally lower. The main disadvantage they 
present is the presence of radical trapping sites, which leads to the decomposition of 
ozone without the release of HO• [45]. The presence of heteroatoms (N, P, F, etc.) in 
the graphitic structures generate three forms of active sites for ozone: free electrons, 
free electron pairs, and delocalized electrons. 

Structure-reactivity relationships have been a difficult goal but addressed by some 
authors. Yu et al. studied the mechanism of O3 decomposition to B-, N-, P-, and
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Si-doped graphene [46]. Interestingly, the mechanism they found was the same as 
Zhang et al. for NiO(100). That is, O3 decomposes generating Oads and molecular 
O2. These Oads represent a crucial active site for the process of generating active 
oxygen species in the presence of ozone. Two plausible mechanisms for Oads are the 
formation of adsorbed O2 and O2*− released from ozone or the formation of two ˙OH 
upon reaction with a molecule of water. The type of species depends on the chemical 
environment and the authors studied 20 possible descriptors to determine structure-
reactivity relationships. One of them, the condensed dual descriptor, showed a large 
linear correlation with the activation energy of O3 decomposition. 

Using plane-wave DFT methods, Zhang et al. studied the reactivity of different 
functional groups on graphitic carbon nitrides [47]. Lee et al. obtained a similar 
result for the physisorption of O3 in the basal plane of graphene, with an adsorption 
energy of 0.25 eV [48]. However, they analyzed the dissociative chemisorption of this 
species, to form an epoxy group in the basal plane, calculating an activation energy 
of 0.72 eV and an adsorption energy of 0.33. These results imply that the proposed 
mechanism is also viable on graphene. In addition to graphene, the conclusions 
can be extrapolated to graphite carbon materials in general. The formation of the 
epoxide groups was indirectly confirmed experimentally, forming a monolayer of 
Al2O3 with an XPS signal of an epoxy group, on HOPG via atomic layer deposition. 
This monolayer does not form if HOPG is not initially exposed to O3. 

Zhang et al. used zero-valent boron to attack two common problems in heteroge-
neous catalytic ozonation, namely the recovery of active sites, and the scavenging 
of the *OH generated [45]. The first is minimized by the spontaneous dissolution 
of B2O3. The second by the mediated valence circulation of counterions. The free 
2p orbital of B can effectively receive the free electron pair of O3, generating strong 
adsorption. This in turn forms *OH and O*. O3 adsorption promotes internal charge 
transfer in the ZVB, which enables another B-B bond to continue O3 decomposition. 

The most important steps involve the dissociation of O3 into O, and migration of 
O on the surface of the B° particle. Release of O to generate *OH from water. The 
authors propose that in this case, in addition to the known reactivity sites, coordinate 
binding sites are described, in which the presence of ozone activates the B-B bonds 
via internal electron transfer. Where this activation to form *OH overcomes the case 
of the ending –OH−. 

7 Conclusions 

Experimental and theoretical studies proposed in the literature have been revisited 
with the aim of determining those surface properties and factors strongly influ-
encing the catalytic O3 decomposition on different materials based on metal hydrox-
ides/oxides, carbon-based materials, and zeolites, among others. Table 1 shows a 
compendium of surface properties and factors consistently reported, in order to reveal 
the findings described below. Apparently, each characteristic has a contribution to a 
certain extent, which could not be weighed, since the reviewed studies do not present
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Table 1 Surface properties and factors reported in the literature accounting for O3 decomposition 
on heterogeneous catalysts of wastewater and atmospheric applications 

Application Factors influencing O3 
reduction/removal 

References

Gas phase ozone decomposition p-type semiconductor character required 
to spur O3 catalytic decomposition into 
O2

− and O2 
2− intermediates 

[4] 

Removal of clofibric acid from aqueous 
solution 

Organic adsorption on catalytic sites 
more plausible than O3 decomposition 

[12] 

Oxalic acid ozonation Charging properties of the surface 
hydroxyl species influenced by pH 

[13] 

Atrazine degradation Oxidation-reduction cycles of Fe2+/Fe3+ 

pair 
[14] 

Degradation of shale gas Changes in the metal oxidation state 
when reacting with O3 promotes the 
formation of O2− and HO2 

• species 

[15] 

Oxalic acid ozonation Variations in the oxidation state of the 
metallic surface (Fe2+/Fe3+) along with 
the density of surface hydroxyl groups 
forming O3 

•− and HO3 
• 

[16] 

Ozone adsorption on different oxides O3 adsorption relies on strength of 
Lewis acid sites: physical adsorption; 
weak hydrogen bonds with surface OH 
groups; molecular adsorption via 
coordinative bonding to weak Lewis 
sites as in ZrO2, MgO, and CeO2; and  
O3 dissociation (no molecular 
adsorption) on strong Lewis sites of 
TiO2, Al2O3 and ZnO producing O2 

[17] 

Decomposition of gaseous ozone Multi-valent oxidation states (Ti3+/Ti4+) 
coupled with oxygen vacancies 

[18] 

p-chlorobenzoic acid degradation in 
water 

Point-of-Zero charge determines affinity 
between O3 and catalyst, where neutral 
to slight positive surface charge 
improves •OH production 

[19] 

Eliminations of oxalic, acetic, salicylic, 
and succinic acids 

Oxidation capacity depends on O3 and 
OH surface groups’ interaction on Al2O3 

[20] 

2, 4, 6-trichloroanisole elimination Charge and density of surface hydroxyl 
groups 

[21] 

Oxalic acid destruction O3 (Lewis base) decomposition into 
HO• depends on the strength of hydroxyl 
groups on the catalyst surface acting as 
Bronsted acid 

[22] 

Nitrobenzene degradation Hydroxyl groups on the catalyst surface [23]

(continued)
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Table 1 (continued)

Application Factors influencing O3 
reduction/removal 

References

Bezafibrate degradation Active functional groups of 
Co–O– performing as surface catalytic 
sites of HO• production 

[24] 

O3 decomposition under humid 
conditions 

The combination of a high concentration 
of active oxygen vacancies (sites for O3 
decomposition) and Lewis acid sites 
results in a weak interaction with H2O. 
The weak strength of H2O adsorption on 
the catalyst surface avoids catalyst 
poisoning 

[25] 

Nitrobenzene ozonation Multi-valent oxidation states 
(Mnn+/Mn(n+2)+) 

[26] 

Phenol degradation Balance of Mn(III) to Mn(IV) oxidation 
and the oxidation of lattice oxygen 
O(-II)/O(0) which reverses the Mn state. 
Lewis acid sites are reaction centers for 
catalytic ozonation 

[27] 

Phenol oxidation Higher electron transfer ability and 
higher amount of oxygen defects or 
surface hydroxyl groups 

[28] 

4-nitrophenol MnO2 with a low average oxidation state [29] 

1,3,6-naphthalene-trisulfonic acid 
degradation 

oxygenated surface groups of basic 
nature (chromene and pyrone) acting as 
catalytic centers (Lewis base) to reduce 
O3 

[30] 

Oxalate catalytic ozonation Surface basicity character due to the 
removal of surface oxygenated 
functional groups along with the type of 
metallic surface concentration 
undergoing O3 oxidation 

[31] 

Efficiency of O3 transformation into 
HO• 

The capacity of metallic surface 
oxidation. Surface basicity because of 
removal of the surface oxygenated 
functional groups 

[32] 

Gas O3 decomposition Ozone (Lewis base) adsorption on weak 
Lewis acid sites or ozone decomposition 
forming O• and O2 on strong Lewis acid 
sites 

[34] 

Catalytic ozonation of coumarin Surface hydroxyl groups (most reactive 
at pH close to PZC) transform O3 into 
HO• 

[35] 

Gaseous ozone abatement O3 removal was proportional to the total 
concentration of Lewis acid sites. Two 
types of Lewis sites were identified: O3 
decay on strong Lewis acid sites and 
adsorption on mild Lewis acid sites 

[36]
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an equivalent instrumental analysis, in addition to a similar experimental or theo-
retical methodology. Accordingly, all the characteristics converging towards a high 
activity of O3 decomposition are considered. In particular, this reaction apparently 
requires surface properties depending on the application (atmospheric or wastew-
ater treatment), on the one hand, the gaseous decay of O3 (Lewis base) towards O2 

requires strong Lewis sites through a chemisorption process, while the formation of 
HO• in aqueous solution could arise through physisorption involving weak Lewis 
sites on the surface -OH- groups, as occurs in the ozone homogeneous catalytic 
decomposition in alkaline media. To this concern, the point-of-zero-charge is crit-
ical to maintaining surface hydroxyl groups, which can be achieved at positive pH 
values slightly above PZC. The oxygen vacancies could perform as active sites of 
both O3 reaction processes on the catalyst surfaces. The O3 decomposition requires 
a redox process for which the multi-valent oxidation state of the surface metal (e.g. 
Me2+/Me3+, M3+/Me4+) is more a requirement for the regeneration of active sites, 
rather than a factor stimulating O3 decay activity. In this way, it can be concluded 
that the acid character of the catalyst (Lewis), as well as the adsorption energy of 
O3, HO•, and other oxygenated surface species, and the charge transfer rate of the 
metallic redox atoms on the surface can be considered as molecular descriptors for 
the design of novel catalysts. Indeed, the magnitude of these properties can tune the 
kinetics of O3 decomposition into oxygen or radical species, where manganese oxide 
phases meet most of the aforementioned factors and surface properties.
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Abstract The necessity of new methods to substitute the Haber-Bosch process in 
the synthesis of NH3 using ambient conditions, generating fewer greenhouse gases, 
and dispensing less energy, drove the investigation of the electrocatalytic process in 
the N2 reduction reaction in the last decade. An impressive number of manuscripts 
have already been published in this sense, mainly focusing on the reduction of N2 

to NH3 generation under ambient conditions. The use of diverse catalysts has been 
investigated targeting an effective reaction for N2 reduction and NH3 synthesis under 
ambient temperature and pressure looking to materials with grate resistance against 
corrosion, high current density, good stability, and important active sites with pref-
erential adsorption of N2. This chapter will present the mechanism and reaction 
pathway involved in the reduction of N2 by electrochemical process under ambient 
conditions and the main catalysts employed for this synthesis. Additionally, it is 
discussed the implication that the different designed-cells such as single cell, H-cell 
and MEA can cause in the efficiency of the reduction reaction of N2. Finalizing, 
future perspectives where also pointed in order to, together with what is presented 
along this revision, promote an incentive for researches to look for new carbon free 
emissions possibilities to maintain the NH3 production minimizing the environmental 
and economic impact of the common synthesis route of this important fertilizer. 

1 Introduction 

The nitrogen cycle performs a crucial role in modern society, however, N-containing 
natural sources alone, cannot supply human needs, due to its importance in the 
agriculture and pharmaceutical industry, related to the production of compounds 
that is the basis of human maintenance [1–3]. The industrial process of ammonia 
production is still up to date dependent on Haber–Bosch process (HBP) developed
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in the early 1920s [3]. The energy consumption of the HBP represents around 3% 
of all the energy spent on our planet [2, 4–6], in addition to consuming around 5% 
of all world natural gas production and generating hundreds of millions of tons of 
CO2 annually [7, 8]. This scenario motivates intensive studies in different areas such 
as biocatalysis [9], molecular catalysis [10, 11], and electrocatalysis [12, 13] aiming 
for high yields and clean routes for ammonia synthesis. 

In general, an electrochemical process is related to the charge transport across 
interfaces between chemical phases [14]. One of the well-known interfaces is found in 
electrochemical cells, which is defined by two electrodes separated by an electrolyte 
[14, 15]. The most useful electrochemical system is the cell with three electrodes 
which is the working and counter electrode, where the half-reactions of reduction and 
oxidation takes place, and a reference electrode which allows precise monitoring and 
control of the external potential applied (Eapp) [14–16]. The use of electric energy 
from a sustainable source to promote the N2 reduction reaction (NRR) is one of the 
most promising routes to produce NH3 at moderate temperature and atmospheric 
pressure [3, 17]. A schematic representation of the NRR is presented in Fig. 1 [14, 
18]. 

When an external negative potential is applied at the working electrode, the elec-
trons in the conducting material reach an energy level high enough to be transferred 
to a vacant orbital of the molecule in the solution, which will define the half-reaction 
of reduction [14, 16]. At the counter electrode, occurs the half-reaction of oxidation, 
which depends on the solvent used and the pH of the solution; however, the most 
common reaction is the water oxidation, represented as Eq. (1) for acidic and Eq. (2) 
for alkaline environments [14, 15]. 

3H2 O → 6H+ + 3/2O2 + 6e− (1) 

6OH− → 3H 2 O + 3/2O2 + 6e− (2) 

Fig. 1 a Scheme of NRR in a H-type cell using silver chlorate as reference electrode and b 
reduction process at the catalyst—electrolyte interface
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These equations are important because in NRR the H+ ions dissociated by water 
are used to form NH3 at the cathode, while the water oxidation occurs at the anode 
[17]. The half-reactions at the cathode of NRR in an acidic condition are shown by 
the Eq. (3) and an alkaline condition in the Eq. (4). 

6H+ + N2 + 6e− → 2NH3 (3) 

6H2 O + N2 + 6e− → 2NH3 + 6OH− (4) 

Coupling the half-reactions in both conditions the overall reaction is the same 
and is represented by the Eq. (5), as seen, depending on pH different ions need to 
migrate between the electrodes. In acidic condition the solvated protons are formed 
at the anode and migrate to cathode, where will form single bonds with nitrogen 
under electrocatalytic process [16, 17]. By the other side, in alkaline condition, the 
hydrogen in H2O is used to produce NH3 and OH− ions, which need to migrate to 
the anode to be oxidized to O2 [17]. 

N2 + 3H2 O → 2NH3 + 3/2O2 (5) 

The electrochemical NH3 synthesis from NRR is challenging due to some thermo-
dynamics characteristics of molecular N2, such as high thermodynamic dissociation 
energy (941 kJ mol−1), large ionization energy (15.6 eV), and high electron affinity 
(−1.9 eV), which reduces its reactivity and leads to low process efficiency [19, 20]. 
Besides that, there are a competition among the NRR and the hydrogen evolution 
reaction (HER), since these two reactions shows similar thermodynamic potential 
at room temperature [13]. In this sense, the target of producing ammonia electro-
chemically with high efficiency is closely aligned to the use of catalysts materials, 
which were not only highly active for NRR but also chemically stable and made of 
abundant and nontoxic elements [20]. 

In the search for materials that act as a catalyst for NH3 electrosynthesis, the feasi-
bility of N2 fixation in the catalyst surface is a relevant parameter, since a strong inter-
action will poison the active site, and the weak one will not allow the N2 activation, 
resulting in low faradaic efficiency (FE) and NH3 yield [21]. The bond strength-
catalytic activity analysis is provided by the Sabatier principle and results on the 
volcano-type relationship of the electrocatalysts materials, which is qualitative guid-
ance for better catalysts choices [22]. Briefly, a great electrocatalyst towards NRR 
catalysis needs to provide a strong N2 activation together with intermediate binding 
for reaction species [19]. 

In this sense, this chapter will bring a discussion around the electrocatalytic reduc-
tion of N2 for NH3 synthesis, taking into consideration not only the possible mecha-
nisms pathways but also the theoretically and experimentally most promisor metals, 
oxides, sulfides and phosphides as catalysts reported in the literature. Figure 2 repre-
sents the catalysts that will be addressed in this chapter and the most important factors 
to build this materials for the electrochemical reduction of N2. Additionally, will be
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Fig. 2 Schematic representation of the catalysts and the synthesis factors that will be presented in 
this chapter 

presented the possibilities of reactors for the NRR and the influence of each option in 
the NH3 yield, besides the future perspectives to achieve an environmentally friendly 
option to substitute the HBP. 

2 N2 Reduction Mechanism and the Most Favorable Metals 
and Oxides Electrodes for the Reaction 

Nitrogen reduction obtained by electrocatalysis technique, mainly under ambient 
conditions, provides an energy-saving and low-pollution method for the synthetic 
ammonia industry, benefiting the fertilizer and textile industry [23]. The reaction 
mechanism for the reduction of N2 with NH3 generation using the electrocatalysis 
technique is based firstly on the generation of the charges in the electrode surface, 
with the reduction of N2 in the cathode while the generation of the proton happens 
in the anode, usually from the water oxidation [23, 24]. There are two different 
pathways for NH3 formation, associative (Fig. 3a) and dissociative (Fig. 3b). As can 
be observed in Fig. 3a, in the associative mechanism both N remain bonded to each 
other while the hydrogenation occurs until one NH3 is formed the last N-N bond is 
broken [25]. It is worth mentioning that the hydrogenation, in this case, can happen
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Fig. 3 Possible reaction mechanisms for the N2 reduction forming NH3 by a association and b 
dissociation. Adapted from Ref. [26] 

preferentially in a distal associative pathway, where the hydrogen is inserted in the 
outermost N first, as demonstrated in Fig. 3a, or by an associative alternating pathway 
where the addition of H undergoes alternating each of the two nitrogen centers [26]. 
On the other hand, the second possible mechanism for the NH3 synthesis occurs by 
dissociation of both N species, as can be observed in Fig. 3b. The N≡N bond, in 
this case, is broken before the beginning of the hydrogenation generating N atoms 
adsorbed independently in the catalyst surface to the conversion of a single NH3 

molecule [26]. 
Montoya and co-workers [4] demonstrated that for the associated pathway, the 

limitation of the N2 reduction reaction on solid metal surfaces is related to the linear 
scaling relationship between N2H and NH2 surface sites on transition metals. So, 
this step should be the target to obtain a good catalyst for the N2 reduction by 
electrocatalysis under ambient conditions. To summarize, the reaction pathway for 
the N2 reduction reaction with NH3 formation by an electrochemical process based 
on DFT calculations reported in the literature [27–29] can be demonstrated by the 
Eqs. (6)–(13) hereafter. 

N2 + 1e− → N ·− 
2 (6) 

H2 O + 1h+ → H+ + O2 (7) 

N ·− 
2 + 1H+ → N2 H (8) 

N2 H + 1e− + 1H+ → N2 H2 (9) 

N2 H2 + 1e− + 1H+ → N2 H3 (10) 

N2 H3 + 1e− + 1H+ → N2 H4 (11)
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N2 H4 + 1e− + 1H+ → N2 H5 (12) 

N2 H5 + 1e− + 1H+ → 2NH3 (13) 

The most promisor metals to do this conversion of N2 to NH3 can be observed 
in the volcano plot presented by Norskov and coworkers [4], where it is possible to 
compare the HER and NRR overpotentials as a function of the N surface sites binding-
energy (N*), and individual transition metal points for (111) and (211) facets. In both 
cases, the limiting potentials are less negative for HER than for NRR (at least 0.5 V 
for Re (111)), suggesting a higher selectivity to HER [4]. For HRR there is a mild 
difference between the Gibbs free energy and also the limiting potential comparing 
the metals with (111) and (211) facets. Those differences are more pronounced for 
the NRR. For (111) facets it is possible to conclude that the lower overpotential on 
transition metals for N2 reduction reaction is obtained under Re and Ru catalysts, 
while for (211) surfaces, the best option could be Ru, Ni, Rh, Ir, and CO. 

Figure 4 shows a volcano plot comparing the limiting-potential determining step 
against the binding energy for NH3 synthesis by the electrochemical reaction on 
diverse metal oxides with (110) facets, where the lines were constructed using scaling 
relations, and take into consideration three of the six electrochemical reaction steps 
of the NH3 formation mechanism [30]. The promisor catalysts concerning the oxides 
explored in this diagram are OsO2, ReO2 and, TaO2. However, according to Fig. 4b 
[30], among than just TaO2 favors the adsorption of the intermediate NNH over 
hydrogen adsorption, and thus this surface should be able to reach higher yields of 
NH3 formation compared to the other oxides. To be able to suppress the H2 side-
reaction is probably the first biggest challenge around N2 reduction in the presence 
of water [26]. As it is known that the design of heterojunctions (or multijunction) 
catalysts can improve the electrochemical performances of electrodes, those metals

Fig. 4 a Volcano plot comparing the limiting-potential determining step against the binding energy 
for NH3 synthesis by the electrochemical reaction on metal oxides. b Free energy of adsorption of 
NNH compared to of H on the surface of different metal dioxides. Reproduced with permission 
from Ref. [30], Copyright 2017 American Chemical Society
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and oxides electrodes should be taken into consideration in the build of materials for 
N2 reduction reactions.

3 Most Relevant Catalysts for the Electrochemical 
Reduction of N2 

3.1 Noble Metals 

The transition from HBP alternatives through efficient, robust, and stable catalysts 
remains a huge challenge. Catalysts for the electrochemical ammonia production 
from dinitrogen reduction, for example, configure a specific research area, due to the 
potential to compete with the HBP and reduce associated greenhouse gases emissions. 
The main advantages of working with electrochemical systems are the ease of scaling 
the system while diminishing dependence on fossil fuels, further leading to a more 
accessible process. 

As mentioned before, the FE achieved for electrochemical NRR are sharply 
reduced due to the competing HER. There is a wide variety of experimental param-
eters studied that proved influence directly in the performance, such as the nature 
of the electrolyte [31–33], however, the primary challenge to make electrocatalytic 
ammonia synthesis feasible is an electrocatalyst design that suppresses HER while 
carrying NRR. Though, most electrocatalyst surfaces present a poor specificity 
towards NRR [34], including hindrances such as multiple electron transfer and high 
activation energy associated with this reaction. Four main factors can be appointed 
to be crucial when considering a suitable nitrogen reduction electrocatalyst: size, 
electronic, coordination, and orientation effects [34]. 

Amongst the most promising electrocatalysts for ammonia production are the 
noble metals-based [35, 36], reported in the work of Yanbin and co-workers, where 
Ag-doped Cu nanosheets achieved an expressive FE of over 20%. The Ag doping 
induced electron-deficient Cu atoms formation, which enhanced N2 adsorption, at the 
same time that suppressed HER [37]. The combination of silver with other materials 
can be extended for an array with other noble metals, e. g. gold [38], leading to an 
effective ammonia electrocatalyst. A tunable localized surface plasmon resonance 
(LSPR) can be a primal factor in dinitrogen electrochemical reduction, together with 
other aspects as the surface area and the Ag/Au ratio in the sample. However, a 
satisfactory electrocatalyst must show good faradaic efficiency for NRR over HER, 
in addition to good stability. As demonstrated by El-Sayed and co-workers [35], 
when silver is converted to silver oxide (Fig. 5a), the faradaic efficiency of an Ag/Au 
electrocatalyst reduces dramatically (Fig. 5b), from 35.9 to 23.4% for Ag2O/Au, 
it is a substantial decrease of almost 35% of the material activity, which indicates 
that, according to the catalyst nature, the simple fact of work in an O2-free system, 
considerable influence on the process.
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Fig. 5 a Raman spectra of bimetallic Ag/Au-based electrocatalyst before (red line) and after (blue 
line) O2 treatment where is possible to observe Ag2O-related bands after treatment. b Ammonia 
yield and Faradaic Efficiency at some applied potentials in a 0.5 M LiClO4 aqueous solution. Reprint 
with permission from Ref. [35], Copyright© 2019 American Chemical Society 

Gold alone is another noble metal with potential for electrochemical nitrogen 
reduction, with good yields and faradaic efficiency. Although the good responses of 
gold-based catalysts are being attributed to factors as morphology [39], presence in 
composites [40], among others, studying how a reaction mechanism occurs is the 
first step to design architectures that improve this process. Surface-enhanced infrared 
absorption spectroscopy (SEIRAS) allowed clears some parameters [41]. Throughout 
the NRR over an Au film, species as the N2Hy species were observed at potentials 
beneath 0 V versus RHE in different wavelengths: 1453 (H-N-H bending), 1298 (H-
N-H wagging), and 1109 cm−1 (N-N stretching). This result indicates that the reduc-
tion follows an associative mechanism, with the triple bond in N2 breaking concerted 
with the hydrogen insertion. On the other way, the same bands were not observed 
on a platinum surface under the same conditions, with is consistent with the huge 
efficiency of Pt for HER, the main competitive reaction found in the electrochemical 
ammonia synthesis. 

3.2 Transition Metal Oxides 

Transition metal oxides (TMOs) are among the metal-based materials that have been 
intensively investigated for N2 electroreduction. In contrast with other transition 
metal-based materials, TMOs presents facile large-scale preparations and chemical 
stability. Recently, several TMOs have been reported as NRR catalysts including 
TiO2, Nb2O5, MnO2, VOx, CeOx and W, Fe, Mo, and Bi oxides [42–44]. Some early 
theoretical studies [45] have indicated that Ti shows stronger binding with N2 than 
with H-atoms which is beneficial for NRR applications. TiO2-based materials present 
excellent chemical stability and strong affinity to N2 adsorption [30] making them a
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potential electrocatalyst for NH3 synthesis. Yang and co-workers [46] have shown  
that bulk TiO2 presents extremely low N2-to-NH3 conversion efficiency (0.95% at − 
0.15 V versus RHE) owing to the high energy barrier for N2 activation. The authors 
demonstrated that tailoring the TiO2 electronic structure by creating oxygen vacan-
cies (OVs) into the TiO2 surface enhances its NRR catalytic efficiency achieving a 
higher FE of 9.17%. 

Combining oxygen vacancies engineering and morphology control has shown to 
be even more beneficial for TiO2 NRR performance. Fang and co-authors [47] showed  
from DFT studies that introducing oxygen vacancies on 2D-TiO2 structure lowers 
the energy barrier for NRR and the RDS for the N2 reduction on the catalyst surface 
is 0.25 eV on the OV site while its 2.29 V at defect-free-TiO2 surface. Moreover, the 
steps for ammonia formation are thermodynamically more favorable on the OV site 
leading to higher faradaic efficiency. The effect of Ti+3 defect sites on TiO2 in NRR 
performance was investigated as well. Chen and co-authors [8] demonstrated that 
Ti+3 ions are the main catalytic sites in Ti2O3 nanoparticles and significantly lowered 
the overpotential of the potential-determining step for N2 conversion. The Ti2O3 

electrocatalyst produced an NH3 yield and FE of 26.01 μg h−1 mg−1 
cat and 9.16%, 

respectively, at −0.25 V versus RHE. Even though defect engineering improves 
TiO2-based catalysts performance the faradaic efficiencies remain relatively low. In 
this sense, other TMOs have been explored for NRR applications. 

Nb-based oxides have proved to be active catalysts for N2 electroreduction [48, 
49]. Wang and co-workers [50] reported a Cu-doped niobium oxide anchored on 
carbon material by solvothermal method coupled with pyrolysis for NRR in acidic 
and neutral electrolytes. The authors suggest that Cu doping interacts with Nb 
and induces lattice-disorder formation near the dopant site ensuring more active 
sites to drive the reaction. Electrochemical tests show that the Cu-Nb2O5@C elec-
trode exhibits excellent activity and high selectivity N2 to NH3 conversion with 
a yield rate of 28.07 μgh−1 mg−1 and a FE of 13.25% at −0.2 V versus RHE 
in acidic electrolyte. Vanadium oxide has also been applied to N2 electroreduc-
tion. Fang and co-workers designed a multivalent vanadium oxide-reduced graphene 
oxide (mVOx-rGO) nanosheets. The hybrid catalyst exhibited a larger NH3 yield 
of 18.84 μg h−1 mg−1 

cat than V2O5-rGO with 8.09 μg h−1 mg−1 
cat. The authors 

explained that the high NRR performance occurs not only on phase boundaries 
but also at the multivalent vanadium oxide surface. In addition, owing to oxygen 
vacancies mVOx adsorb N2 and water more strongly leading to a better conversion 
performance [51]. It has already been shown that metal alloying synergy provides an 
improvement on catalytic efficiency [52]. Furthermore, the natural biological N2 fixa-
tion through the enzymatic pathway involves bimetallic active centers [53]. Recently, 
many bimetallic oxides have been demonstrated to be good electrocatalysts for NRR 
(see Table 1). 

Chu and co-authors [53] developed FeMoO4 nanorods for NRR electroreduction. 
DFT calculations demonstrated that the synergistic effect of Fe and Mo enhances 
the N2 adsorption and accelerates charge transfer. In addition, the unsaturated three-
fold coordinated Mo acted as the major active site for N2 activation. Mo-doping 
strategy also improved NRR electrocatalytic performance of MnO2 nanoflowers
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Table 1 Summary of reported bimetallic transition metal oxides-based catalysts reported in the 
literature for NRR under ambient conditions 

Catalysts Experimental conditions FE (%) NH3 yield References 

FeMoO4 0.5 mol L−1 LiClO4 
−0.3 V versus RHE 

13.2 45.8 μg h−1 mg−1 
cat 

(−0.5 V vs. RHE) 
[53] 

Mo-MnO2 0.1 mol L−1 Na2SO4 
−0.4 V versus RHE 

12.1 36.6 μg h−1 mg−1 
cat 

(−0.5 V vs. RHE) 
[54] 

BiMoO6 0.1 mol L−1 Na2SO4 
−0.6 V versus RHE 

8.17 20.46 μg h−1 mg−1 
cat [55] 

NiWO4 0.1 mol L−1 HCl −0.3 V 
versus RHE 

19.32 40.05 μg h−1 mg−1 
cat [56] 

[54]. From theoretical studies, the authors revealed that Mo-doping delivered multi-
functions for NRR: induced defect level improving MnO2 conductivity, acted as 
NRR active site, activated inert Mn sites enhancing the intrinsic NRR activity of the 
MnO2, and suppressed HER. Xing and co-workers [55] reported the development of 
highly stable Mo-modified bismuth oxide hollow spheres for N2 electroreduction. 
The authors explained that the Bi-Mo combination not only enhances NRR catalytic 
activity but also the stability of Mo-based catalysts. W-based nanomaterials have 
also been reported as active catalysts for NRR. To overcome the low efficiencies of 
W-based oxides, Wang and co-authors [56] have developed a porous NiWO4 cata-
lyst. The obtained catalyst has shown superior catalytic activity and stability NRR 
performance than the NiO and WO3 monometallic oxides in a wide pH range. The 
porous structure provides a better exposition of active sites and facilitate electrolyte 
transport. These mentioned reports highlight that TMOs are excellent candidates 
for electrochemical NH3 synthesis but low efficiencies have been achieved. Thus, 
to rationally design more efficient catalysts some strategies including surface and 
defect engineering, heteroatom-doping, and heterostructure construction. must be 
applied to further improve TMOs catalysts performance for NRR. 

3.3 Sulfide-Based Catalysts for NRR 

The intensive reaction pathways exploration for N2 fixation on biocatalyst revealed 
the presence of transition metals (TMs) elements, such as Fe, Co, Mo, Ni, acting in 
the coenzymes, in which, later studies, pointed out the d orbitals configuration as 
enhancers of the bonding interaction between the N2 and the TM catalyst surface [20, 
57, 58]. Theoretical investigations based on density functional theory (DFT) calcu-
lations about single metal atom catalysts, in the associative mechanism for NH3 

synthesis, reveal the Mo and Fe elements as the most promising candidates [19]. 
Experimentally, Zhao and co-workers reported that, on the thermodynamic view, 
the initial hydrogenation step of N2 occurs spontaneously and preferentially in the
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Mo(111) surface; but in the kinetic view, the Fe(110) surface shows better electrocat-
alytic activity from the potential-dependent rate constant of the rate-determining step 
[59]. Wang and co-workers prepared a (110)-oriented Mo nanofilm and applied it in 
the electrochemical reduction of aqueous N2, in which a FE of 0.72% was achieved 
at an overpotential of 0.14 VRHE and a NH3 rate of 3.08 × 10–11 mol s−1 cm−2 at − 
0.49 V versus RHE [60]. 

Although, the TMs can also be in the form of nitrides, carbides, oxides, and 
sulfides. Taking advantage of enzymatic studies to natural NH3 synthesis, the TMs 
sulfides, such as MoS2 [61], FexSy [62], and CuxSy [63], has aroused great attention 
due to the structural similarity with nitrogenases active site [64]. MoS2 is a relative 
nontoxicity and earth-abundant material, which is known as an effective catalyst 
towards HER, which its layered structure provides not only high surface area but 
also tunable electronic structure [65]. The presence of Mo and S elements in nitro-
genases raise the attention to its catalytic activity towards NRR [20]. Besides that, 
computational studies appointed the plausibility, in mechanistic terms, of the NH3 

electrosynthesis on the sites where Mo atoms are exposed to the electrolyte [66]. 
Experimentally, Zhang and co-workers were the first groups that prepared MoS2 
nanosheet hydrothermally on carbon cloth and applied it as a catalyst to NH3 elec-
trosynthesis under room temperature and atmospheric pressure. The catalyst achieved 
FE of 1.17% with a NH3 yield equal to 8.08 × 10–11 mol s−1 cm−2 at –0.5 V versus 
RHE in 0.1 M Na2SO4 [67]. 

Despite the pioneering, greater catalytic efficiency needs to be achieved for large-
scale application and various strategies have been adopted to promote the MoS2 
performance for NH3 electrosynthesis. Xuping Su and co-workers improved the 
catalyst selectivity towards N2 reduction by preparing a defect-rich MoS2 nanoflower, 
which achieves an FE of 8.34% and a NH3 yield of 29.28 μg h−1 mg−1 

cat at −0.40 V 
versus RHE, against 2.18% and 13.41 μg h−1 mg−1 

cat of defect-free counterpart [61]. 
Matanovic and co-workers with DFT studies also show the improved efficiency 
by the incorporation of defects and additional elements on MoS2 nanosheets for 
improved FE and NH3 yield [66]. More specifically, sulfur-vacancy (VS) defects 
play a key role in improved MoS2 nanosheets catalysis towards NRR. Chaoqun and 
co-workers prepared an optimized VS-MoS2 which achieved a NH3 average yield 
rate of 46.1 × 10–11 mol s−1 cm−2 at −0.5 VRHE with a FE of 4.58% at −0.4 V 
versus RHE. The DFT calculations reveal the improved electrocatalytic efficiency as 
a consequence of high N2 selectivity on the catalyst surface [68].  The same sulfur-
vacancy effect was observed for amorphous MoS3, which achieved a NH3 yield of 
51.7 μg h−1 mg−1 and FE of 12.8% at −0.3 V versus RHE in 0.5 M LiClO4 [69]. The 
poor electrical conductivity is an issue that hinders even the high catalytic efficiency 
of MoS2 nanosheets. Based on that, the high surface area and electrical conductance 
of rGO was used for Xianghong Li and co-workers to prepare a MoS2 nanosheet-
reduced graphene oxide hybrid (MoS2-rGO), which achieves FE of 4.58% and a NH3 

yield of 24.82 μg h−1 mg−1 
cat at −0.45 V versus RHE in 0.1 M LiClO4 [70]. 

The interface engineering with the heterostructure design is another strategy to 
expedite the NRR kinetics and improve the electrocatalytic performance since the 
strong interfacial interactions of two catalyst materials not only boost the electron
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transfer but also optimize the free energies of reaction intermediates [71]. In such an 
effort, Ke Chu and co-workers prepared a MoS2/C3N4 heterostructure that exhibited 
a FE of 17.8% and a NH3 yield of 18.5 μg h−1 mg−1 

cat at−0.3 V versus RHE in 0.1 M 
LiClO4 solution at ambient conditions. The DFT calculations provide further infor-
mation that the heterostructure approach provides a decrease in the energy barrier 
for the stabilization of the intermediate and promotes a more favorable H adsorption 
on S edge sites of MoS2, leading to high FE [72]. The core/shell heterostructure 
design is an interesting strategy to balance the selectivity and activity of the elec-
trocatalyst for NRR. Based on that, Jiang and co-workers grow an ultrathin MoS2 
layer on Cu2-xS quantum dots, which achieves a FE of 6.06% and a NH3 yield of 
22.15 μg h−1 mg−1 

cat at −0.5 V versus RHE. The improved results were attributed 
to the enhancements of nitrogen adsorption capacity, electrochemical active surface 
area, and charge transfer rate [73]. 

The structural differences between the crystalline and amorphous catalyst form 
are another interesting factor to be analyzed in the catalytic efficiency studies since 
they afford different elements in contact with the electrolyte that can result in different 
degrees for N2 fixation and consequent NH3 synthesis. In such an effort, Patil and 
co-workers ascribed the presence of more active sites for N2 adsorption in the low 
crystallinity structure of 1 T-MoS2, when compared with the corresponding crys-
talline one. The prepared 1 T-MoS2 catalyst on Ni foil achieved a FE of 27.66% 
with a NH3 synthesis rate of 1.05 μg min−1 cm−2 at −0.3 V versus RHE in 0.25 M 
LiClO4 electrolyte [74]. 

The Fe presence on the coenzyme responsible for the natural NH3 synthesis 
increased the efforts for Fe-based catalyst design, and the sulfides have gained 
interest as a noble-metal-free electrocatalyst [62]. Specifically, the Fe4S4 clusters 
play an important role as an electron carrier for the N2 fixation on the nitrogenases 
[75]. Based on that, Fe3S4 nanosheets were synthesized via hydrothermal route and 
the obtained catalyst was capable to produce NH3 electrochemically at a yield of 
75.4 μg h−1 mg−1 

cat and a FE of 6.45% at −0.4 V versus RHE [76]. Another strategy 
to prepare a Fe-based sulfide catalyst was the H2S-plasma treatment on a Fe foam 
substrate. The facile and self-supportive strategy provides a catalyst that shows a 
NH3 production rate of 4.13 × 10–10 mol s−1 cm−2 and a FE of 17.6% at −0.30 V 
versus RHE in 0.1 M KOH. The DFT calculations suggested the well-defined Fe-Fe 
distance on FeS(011) surface as a crucial factor for achieving the catalyst results 
towards NRR [77]. 

Intensive efforts have been made to improve the electrochemical conversion of N2 

to NH3, and they usually are delimited by tempts to mimic the biological mechanism 
on nitrogenases enzymes. In such an effort, computational analysis has been shown 
that the increased sulfur sites facilitate the proton transfer to N2 fixation [78]. Based 
on that, Cu-based sulfides catalysts were prepared, taking advantage of the variety 
Cu2-xS (0  ≤ x < 1) structures to achieve a higher number of active metal sites. The 
as-prepared catalyst shows a NH3 production rate of 2.19 μmol h−1 cm−2 and a 
FE of 14.1% at −0.1 V versus RHE. The DFT calculations reveal that the catalyst 
mechanism to NRR mimics the pathway observed in nitrogenases by the hydrogen-
bonding interactions on the Cu2-xS surface [79]. However, the stability of the Cu
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sulfide-based catalyst acts as a bottleneck to its large-scale application, since the 
structures usually change to oxides during NRR in a reductively degraded mechanism 
[80]. Based on that, Kim and co-workers prepared a Cu9S5 catalyst and designed 
an electrochemical regeneration sulfur method to reconstruct the degraded surface. 
More interesting, this oxide/sulfur cycle mimics the biocatalyst cycle to N2 fixation, 
reconstructing the metal-sulfur bond and restoring the NH3 electrosynthesis. The 
Cu9S5 catalyst achieves an efficiency of 10.8 ± 0.4 μg/hcm2 at −0.5 V versus RHE 
[63]. Table 2 presents a summary of the NH3 yield under transition metal sulfides 
reported in the literature. 

Table 2 Summary of transition metal sulfides-based catalysts reported in the literature for NRR 
under ambient conditions 

Catalyst Experimental conditions FE (%) NH3 yield References 

Mo(110) Ultra-pure water 
−0.49 V versus RHE 

0.72 3.09 × 
10–11 mol s−1 cm−2 

[60] 

Defect-rich MoS2 0.1 mol L−1 Na2SO4 
−0.40 V versus RHE 

8.34 29.28 μg h−1 mg−1 
cat [61] 

MoS2 0.1 mol L−1 Na2SO4 
−0.50 V versus RHE 

1.17 8.08 × 
10–11 mol s−1 cm−2 

[67] 

MoS2-rGO 0.1 mol L−1 LiClO4 
−0.45 V versus RHE 

4.58 24.82 μg h−1 mg−1 
cat [70] 

MoS2/C3N4 0.1 mol L−1 LiClO4 
−0.30 V versus RHE 

17.8 18.5 μg h−1 mg−1 
cat [72] 

Cu2-xS/ 
MoS2 

0.1 mol L−1 Na2SO4 
−0.50 V versus RHE 

6.06 22.1 μg h−1 mg−1 
cat [73] 

MoS3 0.5 mol L−1 LiClO4 
−0.30 V versus RHE 

12.8 51.7 μg h−1 mg−1 
cat [69] 

VS-MoS2 0.1 mol L−1 Na2SO4 
−0.50 V versus RHE 

4.58 46.1 × 
10–11 mol s−1 cm−2 

[68] 

1 T-MoS2 0.25 mol L−1 LiClO4 
−0.30 V versus RHE 

27.66 1.05 μg min−1 cm−2 [74] 

Fe3S4 0.1 mol L−1 HCl 
−0.40 V versus RHE 

6.45 75.4 μg h−1 mg−1 
cat [76] 

FeSx 0.1 mol L−1 KOH 
−0.30 V versus RHE 

17.6 4.13 × 
10–10 mol s−1 cm−2 

[77] 

Cu1.81S 0.1 mol L−1 KOH 
−0.10 V versus RHE 

14.1 2.19 μmol h−1 cm−2 [79] 

Fe-CuS/C mol L−1 KOH 
−0.60 V versus RHE 

NI 42 μg h−1 cm−2 [80] 

Cu9S5 0.5 mol L−1 Na2SO4 
−0.50 V versus RHE 

NI 10.8 ± 0.4 μg/hcm2 [63] 

NI: not informed
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3.4 Transition Metal Phosphide-Based Catalysts 

In recent years, transition metal phosphides have presented excellent performances 
for electroreduction reactions such as HER and CO2 reduction [81–83] and in the 
last few years have been gaining attention for electrochemical ammonia synthesis 
due to their good electrical conductivity and high intrinsic activity. TMPs is a class 
of compounds in which phosphorous is combined with transition metals. Its distinct 
electronic structure is derived from the intrinsic charged character of metal (Mδ+) and 
phosphorous (Pδ−) [84, 85] good features for NRR-related intermediates adsorption 
[86]. Although, TMPs are potential candidates for NRR applications, limited N2 and 
preferred H-adsorption severely affect their reaction rate and FE for aqueous NRR 
[86–88]. Thus, achieving a balance between the HER and NRR is important for 
obtaining higher faradaic efficiencies for ammonia electrosynthesis [87]. 

Among the TMPs applied to NRR, Co, Fe, and Mo-based phosphides have been 
extensively investigated. From a Density Functional Theory Study, Meng and co-
workers [89] have shown that CoP is capable of efficiently driving NRR since the 
N2 molecules can be strongly adsorbed on the CoP surface and it presents the lowest 
rate-determining step barrier of 0.724 eV in comparison with reported top-ranking 
electrocatalysts. The authors also modulated the CoP surface N2 adsorption capacity 
by incorporating a hydrophobic layer and confinement of CoP nanoparticles in CNT 
structure. Moreover, those modifications resulted in an improvement of the Faradaic 
efficiency from 7.3% for the CoP nanoparticles up to 19.4% for the O-CoP/CNT 
heterostructure at −0.5 V vversus RHE. 

The electrocatalytic performance of Fe-based phosphides for N2 electroreduc-
tion was investigated by Wu and co-authors [90]. The results have shown that Fe2P 
monolayer presented certain activity towards NRR but required a high onset poten-
tial value of 0.48 V to drive the reaction while Fe3P monolayer proved to have low 
activity for the reaction. The authors also verified that the Mo-modified Fe2P and 
Fe3P monolayers presented a considerable decrease in the onset potentials to 0.3 and 
0.17 V, respectively. Electronic analysis has shown that the heteroatom introduction 
contributed to N2 activation by enhancing the degree of matching between the metal 
atoms and N2 molecule orbitals. In addition, Luo and co-workers [91] have compared 
the catalytic activity of bare and Mo-doped FeP nanospheres in acidic electrolytes. 
Experimental results have shown that Mo-FeP nanospheres presented FE four times 
higher (7.49%) than the bare iron phosphide electrode. The metal-doping strategy 
was also used to improve the NRR activity of nickel phosphide nanosheets [92]. The 
Fe-NiP2 catalyst presented NH3 yield 12.2 times higher than pure NiP2. From theo-
retical calculations, it was verified that Fe-introduction lead to optimization of the 
active center and the electron configuration enhancing NRR efficiency. Another work 
that explores Fe-based phosphide for NRR was carried by Jiang and co-workers [93]. 
They reported self-supported Ni-Fe phosphide nanoplates for NRR under ambient 
conditions. The Ni-Fe-P nanoplates were synthesized by hydrothermal growth of 
LDHs followed by a low-temperature phosphidation. The catalyst exhibited high 
faradaic efficiency of 39.9% at −0.1 V versus RHE in 0.1 mol L−1 Na2SO4 and NH3
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yield of 16.40 μg h−1 mg−1 
cat. The authors attributed the high activity for NRR to 

the nanostructure and the synergistic effect between Ni and Fe in the active sites. 
Many efforts have been made for improving iron phosphide NRR efficiency by 

inhibiting HER at the catalyst surface. Xu and co-workers [94] built an octade-
canethiol (C18) monolayer on Fe3P nanoarrays to enhance N2 interaction and resist 
proton transfer. The C18@FeP electrocatalyst produced an NH3 yield of 1.80 × 
10–10 mol s−1 cm−2 at −0.3 V versus RHE and FE of 11.22%, while the Fe3P material 
presents poor catalytic activity as predicted by Wu et al. [90]. Theoretical calculations 
suggest that the alkanethiol surface modification leads to in changes ate the reaction 
mechanism pathway from enzymatic to the consecutive and improved NRR selec-
tivity. The hydrophobic surface coating also enhanced Mo3P4 performance towards 
N2 electroreduction. Lin and co-workers [95] have shown that fluorosilane (FAS) 
coating layer improves NRR efficiency 3.9 times higher in comparison with non-
modified Mo3P4 catalyst. The authors explained that FAS-modification weakens H 
absorption at the catalyst surface and prevents water from closing the electrocatalyst 
surface. 

Investigations demonstrated that other transition metals-based phosphides are 
potential catalysts for N2 electroreduction. Drawing on vanadium biological role 
in nitrogen fixation at nitrogenases [96], V-based catalysts have been explored for 
NRR [51, 97, 98]. In the work of Wei and co-workers [99], VP nanoparticles were 
in situ grown on V foil and evaluated as electrocatalysts for NH3 synthesis. The 
electrochemical results showed that the VP catalyst produced an NH3 yield of 8.35 
× 10–11 mol s−1 cm−2 at 0 V versus RHE and FE of 22%. DFT studies demon-
strated that the P insertion was beneficial for lowering the N2 activation energy 
and accelerating the hydrogenation reaction. Arif and co-workers [100] studied the 
effect of growing NiFeV-layered double hydroxides (LDH) onto hollow CoVP in 
NH3 production efficiency. From experimental tests, the authors observed greater 
faradaic efficiency (13.8%) for the NiFeV-LDH@CoVP heterostructure in compar-
ison with the bare materials electrodes (CoVP—10.4% and NiFeV-LDH-3.1%). The 
authors explained that the enhancement at NRR performance can be attributed to 
some key factors such as the P insertion that weakens the N≡N bond, and to the 
hollow hierarchical structure that facilitates the access for the surface-active sites for 
the reactants. Yiran and co-workers [101] predicted by DFT and ab initio molecular 
dynamics simulation that two-dimensional pentagonal Ti, Zr, and Hf phosphides 
have improved the adsorption ability of N2 at their surface. The strong adsorption 
occurs through the ‘acceptance-donation’ mechanism by the hybridization between 
transition metal-d and nitrogen–π* orbitals. The authors demonstrated that above 
the evaluated materials, Penta-TiP follows the distal-pathway mechanism and has 
the lowest overpotential of 0.56 eV for the RDS. A summary of the NH3 produc-
tion using transition metal phosphides and the most relevant experimental conditions 
reported in the literature is presented in Table 3.
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Table 3 Summary of reported transition metal phosphide-based catalysts reported in the literature 
for NRR under ambient conditions 

Catalysts Experimental 
conditions 

FE (%) NH3 yield References 

O-CoP/CNT 0.1 mol L−1 

Na2SO4 
−0.5 V versus 
RHE 

19.4 39.58 μg h−1 mg−1 
cat [89] 

Mo-FeP 0.1 mol L−1 

HCl 
7.94 
(−0.2 V vs. 
RHE) 

13.1 μg h−1 mg−1 
cat 

(−0.3 V vs. RHE) 
[91] 

Fe-Ni2P 0.1 mol L−1 

HCl 
−0.3 V versus 
RHE 

7.92 88.51 μg h−1 mg−1 
cat [92] 

Ni12P5/FeP4 0.1 mol L−1 

Na2SO4 
−0.1 V versus 
RHE 

39.9 3.08 × 10–10 mol s−1 cm2 

(16.40 μg h−1 mg−1 
cat) 

[93] 

C18@Fe3P 0.1 mol L−1 

Na2SO4 
−0.3 V vs RHE 

11.22 8.35 × 
10–11 mol s−1 cm−2 

[94] 

Mo3P4 0.1 mol L−1 

PBS 
−0.2 V versus 
RHE 

10.1 17.3 μg h−1 mg−1 
cat [95] 

VP 0.1 mol L−1 

HCl 
0 V versus  RHE  

22 8.35 × 
10–11 mol s−1 cm−2 

[99] 

NiFeV@CoVP 0.05 mol L−1 

H2SO4 
−0.3 V versus 
RHE 

13.8 1.6 × 10–6 mol s−1 cm−2 [100] 

3.5 Rational Catalyst/Support Design 

Density functional theory (DFT) calculations are a valuable tool for engineering cata-
lysts that are stable, active and, selective for electrochemical ammonia synthesis, even 
when considering room temperature and ambient pressure. Skúlasson and co-workers 
[102] studied the thermochemistry of cathodic reaction through DFT calculations to 
build a free energy profile for a range of transition metal nitrides, then allowing to 
predict the onset potential for each material for NRR. After considering conditions 
as catalyst poisoning, structural vacancies, and active crystalline facets, the authors 
found that the (100) planes of a fcc structure should be the most suitable, with VN, 
CrN, NbN, and ZrN catalysts being able to generate ammonia at −0.51 V, −0.76 V, 
−0.65 V and −0.76 V versus SHE, respectively. The free energy diagram for the
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Fig. 6 Free energy diagram for NH3 formation via Mars-van Krevelen mechanism on the (100) 
facet of an fcc structure of VN The blue line represents the free energy of all the stable intermediates 
calculated at zero potential while the red line represents the free energy of all the stable intermediates 
at the onset potential. Reprint with permission from Ref. [102], Copyright© 2015 Elsevier 

material that showed the lowest onset potential (VN) is presented in Fig. 6, following 
the Mars-van Krevelen mechanism [103]. The rate determination step (RDS) for the 
ammonia electrosynthesis on VN is the first nitrogen atom protonation, with a gibbs 
free energy of 0.51 eV. The results also indicate that hydrogen evolution should not 
compete with NRR, thus leading to a high yield process [104]. 

Besides de vanadium nitride, this metal oxynitride (VON) also presented good 
activity towards electrochemical NRR [98]. First, computational methods evaluated 
the nitrogen reduction mechanism in VON considering how to improve activity and 
selectivity front of hydrogen evolution. One point to mention is the possibility of 
self-annihilation of the active sites, as the VON structure contains both oxygen and 
nitrogen anions at the subsurface. Nitrogen vacancies generated in the initial steps 
of the mechanism, and that directly influence the efficiency of the process can be 
replaced by the migration of the O or N anions. With a structure containing many 
oxygen vacancies (oxygen content about 12%), VON achieved a balance amongst the 
consecutive protonation preference at nitrogen sites over vanadium sites, allowing an 
onset potential of only 0.4 V versus RHE. On the contrary, for a structure with higher 
oxygen content (about 30%) and more nitrogen vacancies, the required overpotential 
increased about 0.2 V versus RHE in comparison to the previous structure, however 
presented the lowest energy barrier for N2 adsorption/dissociation (~0.3 eV), thus 
leading this catalyst to a higher NH3 turnover frequency, although with lower stability. 

The rational catalyst design for electrochemical NRR is critical and very chal-
lenging, mainly due to the need to overcome competition with HER. However, defect 
engineering has proven to be useful to improve nitrogen adsorption, and, further 
reduction preferentially to hydrogen. Xiaohui and co-workers [105] presented a 
plasma-assisted synthesis of different noble metal phosphides (iridium, osmium, 
rhenium) with abundant surface step atoms. DFT calculations showed that reveal 
the defects (the low-coordinate step atoms on the edge) can lower the activation
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energy for the NRR, achieving NH3 yields of 94 μg h−1 mg−1 
cat for the iridium-

based material. The plasma treatment exposed the IrP2 (313) crystal planes instead 
(111). The (111) index favors only H+ adsorption, preferentially leading to hydrogen 
evolution, otherwise, the (313) plane, in addition to the low coordinated step atoms 
favors dinitrogen adsorption, resulting in an exceptional catalyst for NRR. 

The defect engineering in addition to surface functionalization helps to explain the 
activity of bidimensional materials as graphene derivatives and MXene-based mate-
rials. While MXenes usually exhibit poor catalytic activity towards NRR because 
their edges typically contain functional groups such as OH* and F* that mitigates 
the N2 adsorption at the active sites, the modification of surface termination of an 
MXene with an element such as iron, replaces the undesirable terminal groups, as 
well harshly reduced the surface work function. Lowering the work function increases 
the density-of-states near the Fermi level, and lowers the energy barrier for effective 
electron transfer to the absorbed dinitrogen molecule, thus improving the kinetics of 
the ammonia conversion reaction [106]. 

The engineering of efficient material architectures based on graphene, in turn, 
goes through defect engineering and surface functionalization, but also for hybrid 
materials (composites and heteroatom doping) [107]. N-doping in carbon nanomate-
rials, for example, may allow the obtention of a metal-free catalyst for NRR, where 
both pyrrolic and pyridinic sites favor the N2 adsorption during the NH3 conver-
sion [108]. The graphene defects also can be very suitable for anchor transition 
metal single-atom and increase catalytic activity by changing the binding energies 
towards the graphene framework. This is an attractive approach, as long it enables the 
maximization of elemental utilization efficiency when compared with bulk materials 
[109, 110]. Different single-atom catalysts (SACs) from transition metal (e.g., Ti)  
have shown free energy lower than ruthenium for NRR, which can be attributed to 
back-bonding amongst π* orbital in *N2 and the d-hybridized Ti orbital [111, 112]. 
Oschatz and collaborators reported an N-doped carbon nanomaterial containing Au 
single sites with enhanced performance in nitrogen electroreduction [113]. Even after 
six cycles of reuse, and at a potential of −0.2 V versus RHE, the faradaic efficiency 
was about 12%, with an ammonia yield of 2.32 μg h−1 cm−2. 

Graphitic carbon nitrides (g-C3N4) configure another type of materials from the 
“graphene family”, that had been reported as a platform for single-atom stabiliza-
tion. For nitrogen to ammonia conversion, these materials also had been exploited 
containing SACs from a range of transition metals [114]. Besides the N2 molecule 
adsorption being a primal factor for the effective ammonia generation, the stabi-
lization of possible reaction intermediates (*NNH, *NNH2, *N, *NH, and *NH2) 
is also fundamental for the consecutive protonation steps in the mechanism. The 
pyridinic and pyrrolic nitrogen present on the g-C3N4 structure facilitate the above-
mentioned N2 adsorption, while transition metals are suitable for the stabilization 
of the intermediate. The first protonation step in the NRR is usually the most diffi-
cult thermodynamically, with a free energy of about 1 eV for a Ru flat surface for 
example [45]. This free energy can be reduced to almost half in a g-C3N4 containing 
Ru single-atom as demonstrated by Liu and co-workers (Fig. 7) [115]. In their work, 
the authors screened 20 metals from the 3, 4, and 5d block to explore the effect of the
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Fig. 7 Free energy diagram of a Co@g-C3N4, b Ru@g- C3N4, and  c W@g- C3N4 for NRR 
through a distal pathway. Reprint with permission from Ref. [115], Copyright© 2019 American 
Chemical Society 

studied metal on NRR, and the most promising were Co, Ru, and W with the lowest 
free energy for the reaction. The improved activity can be explained in terms of N-
adatom adsorption energy being changed due to the bonding/antibonding population 
of the metal center influence. Lastly, the ligand nature could strongly affect the NRR 
performance, by tuning the adsorption energy of the intermediates, when comparing 
g-C3N4 with N-doped support. 

4 Electrochemical Reactors Types for the N2 Reduction 
Reaction 

The electrochemical production of NH3 under ambient conditions and heterogeneous 
catalysts have gained a real interest just in the twenty-first century with the devel-
opment of different electrocatalytic reactors for liquid and solid electrolytes [22]. 
The success in the ammonia production laying in the design of a reaction system 
with an effective catalyst that is not just suitable for N2 reduction reaction but also 
is able to minimize the HER [23, 116] and also, in the reactor configuration and its 
apparatuses, which includes electrolyte, nitrogen flow rate, temperature, etc. [24, 26]. 
This section will discuss the functionality and the differences among most known 
reaction systems for the electrocatalytic reduction of N2, including single-chamber 
cell, double-chamber cell, and back-to-back cell (Fig. 8). 

The simplest and also first type [117] of reactor to be applied in the reduction of 
N2 by electrochemical reaction is the one-compartment cell (or single chamber cell) 
represented in Fig. 8a. In this type of reactor, the counter and working electrode are 
in contact with the same electrolyte. The positive points of this configuration are the 
simplicity and the low cost of this design. There is no need for an exchange membrane 
or a specific structure of electrode for the reaction. On the other hand, both electrodes 
in the same compartment lead to a competition between the proton reduction to 
H2 formation and the N2 reduction [116] and, make possible the oxidation of the 
product NH3 by the counter electrode [118]. In both cases, resulted in a decrease of
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Fig. 8 Schematic representation of a single chamber cell, b H-type cell and c back-to-back cell 
for electrochemical N2 reduction reaction at ambient conditions. Adapted from Ref. [22] 

the faradaic efficiency for the N2 reduction reaction. Additionally, this configuration 
allows only mono experimental conditions [118]. 

The most common reactor for the N2 reduction by electrocatalysis is the so-called 
two-compartment cell, or double chamber reactor, or H-type cell [2, 3, 27, 119–121] 
(Fig. 8b). In this configuration, the working and reference electrodes are placed in
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one compartment while the counter-electrode is in the other compartment. There 
is more than 1 advantage of this configuration compared with the single chamber 
cell. Firstly the fact that two different electrolytes can be applied in the system, 
being practicable to choose the best electrolyte for both chambers separately [122], 
and also making possible the use of a gradient in the pH of those compartments, 
inducing the charge transfer [123]. Secondly, the possibility of the oxidation of the 
NH3 formed in the cathodic chamber decreases. However, the migration of NH3 

through the Nafion membrane has been reported in the literature [124], indicating 
that both compartments should be analyzed. 

The last reactor configuration that will be discussed here can be defined as a 
back-to-back cell, using usually a membrane electrode assembly (MEA) (Fig. 8c). 
In this type of reactor can be employed liquid electrolyte on both sides [122], liquid 
on one side and gas phase on the other one[3], or solid-state electrolyte on both 
sides [24], as it is schematically represented in Fig. 8c. The important point of 
this configuration is the two porous electrodes (anode and cathode), in general, a 
gas diffusion electrode (GDE), that are separated by proton (or anion) exchange 
membrane [22]. This configuration brings the possibility to develop both electrodes, 
cathode and anode, and that way, to obtain a pair of catalysts more suitable for the 
interest reaction with the opportunity to develop non-noble metals counter-electrodes. 
Moreover, the proximity of both electrodes reduces de charge transfer resistance 
of the electrochemical cell. Additionally, if the cathode has no contact with the 
liquid electrolyte, there is an inhibition of the H2 competing reaction [116]. On the 
other hand, the absence of water can reduce the proton conductivity on the Nafion 
membrane decreasing the NH3 production rate [22]. 

5 Conclusions and Future Perspectives 

Human maintenance is based on the nitrogen cycle, however, natural N-containing 
sources alone, cannot supply all the modern human needs, and the industrial Haber– 
Bosch process of ammonia production, the most important source of nitrogen, 
presents higher energy consumption and huge production of greenhouse gases. In 
this sense, there is a race to obtain a clean route for N2 reduction reaction producing 
ammonia with high yields. Regarding that, the use of electric energy from a sustain-
able source to promote the electrochemical NRR is one of the most promising 
routes to produce NH3 at moderate temperature and atmospheric pressure, due to 
the necessity to overcome the large overpotential to activate the extremely stable N2 

molecule. 
Undoubtedly the catalyst is the essential piece to obtain an efficient reduction of N2 

with high yields of NH3. There are many metals and metal oxides that can be applied 
with this target, mostly when the combination of them is investigated. It is possible to 
highlight the use o noble metals, transition metal oxides, phosphide, sulfide, nitrite, 
and carbon-based catalysts that were reported in the literature delivering motivating 
results for the synthesis of NH3 under ambient conditions. However, it is worth paying
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attention to the reactor setup that is employed for this reaction. The optimization of the 
experimental electrochemical parameters and an appropriate design of a reactional 
cell can improve the process and bring it more close to a large scale. For that, it 
is important that researchers and engineers join forces to develop the best system 
possible. It is also important to emphasize that theoretical calculations are helpful 
tools to predict the interaction of the catalyst with the N2 and to propose a mechanism 
for the reduction process. 

Finally, from a future perspective, it is possible to predict that there will be a 
continuous development around the NRR and electrochemical reduction is one of 
the major candidate processes to replace the HBP. For that will be needed investment 
in green electrical energy sources, besides the search for a direct reduction of nitrogen 
from the air, once it is the most predominant element in the atmosphere, and using 
another proton font than water, which is also extremely necessary for the maintenance 
of human life. Taking into consideration an environmentally friendly process, the best 
option for the proton source should be an organic waste that could be oxidized in the 
anodic compartment if the reaction occurs in an H-type or back-to-back cell. If all 
those progress were made, the HBP may not be the oldest industrial process running 
for too long. 
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Overview: Catalysts, Feedstocks 
in Biodiesel Production 

Carlton A. Taft and Jose Gabriel Solano Canchaya 

Abstract Considering factors such as cost, and increasing energy demands, the 
world is searching for alternative energy sources, which are renewable, sustain-
able and environmental friendly. We mini-review the biodiesel process and as 
such, we overview FAME production; usage of feedstocks/sources including edible, 
non-edible, waste, cooking oils, shells, ashes, fats, algal oil; experimental char-
acterization; basic, acid, homogeneous, heterogeneous catalysts and their combi-
nations including (alkaline earth metal oxides, transition metal oxides, zeolites, 
supported catalysts, hydrocalcite, mixed metal oxides, ion exchange resins, biomass 
based, sulfated, sulfonated carbon-based, enzyme, bifunctional solid; experimental 
production with different feedstocks, catalysts and yields; usage of nanomaterials 
(metal, non-metal oxides, metallic, carbon-based, graphene, MWCNT, core-shell 
and hybrids); electrocatalytic procedure can be done in absence or presence of 
catalyst or co-catalyst and does not require elevated temperatures; application of 
artificial inteligence, machine learning methods. We also overview the production 
process including comparison of methods, conclussions and outlook. The biodiesel 
process can benefit from accurate/fast modeling instruments such as materials and 
biomolecular simulations, including machine learning to better handle, design, opti-
mize, monitor and control the systems. Nano biodiesel catalysts can help with quality, 
selectivity and secure better yields with existing technolgies. We underline a number 
of early papers published by some of us involving catalysts, feedstock, biodiesel 
production, with corresponding material simulation as well as alternative energetic 
routes such as fuel cells. It is of interest to continue accompanying progress in other 
areas including electric transportation vehicles (responsible for a large part of our 
energy demands), geothermal, solar, hydro, wind power, fuel cells, materials with 
potential for energetic technological applications discussed in a number of chapters 
of this book.
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1 Introduction 

Due to cost and increasing demands, the world is seeking alternative energy resources 
which are renewable, environmental-friendlly and sustainable. Actually more interest 
is being paid to heterogeneous catalysis as compared to homogeneous catalysis, 
in particular regarding the chemical synthesis for biodiesel production, whereas 
catalysts can be reused/tuned for specific requirements [1–45]. 

The population of the world has an exponential growth as well as a high standard 
of living leading to very high increase of total primary energy consumed (TPEC). 
The transportation of services and goods, is one of the principal contributors to 
global economy, and is expected to continue to increase yearly. One of the viable, 
sustainable, cost effective solutions is organic waste matter to produce primary and 
secondary biofuels. 

The biofuels can be categorized as primary biofuels including those produced 
directly from forests, animal waste, crop residues, plants and secondary biofuels 
(including those produced from combination of feedstocks, microorganisms, 
biomass). The secondary generation can be separated into first Generation including 
those obtained from crops such as sugar cane, corn, barley, soybeans, sunflower 
oil, etc., via fermentation process. The second generation uses feedstocks which are 
non-edible (including jathropa, castor oil, wheat straw, grass, waste vegetable oil). 
The third generation includes microalgas species. The usage of second and third-
generation biofuels avoids food security/deforestation/water shortage, requiring, 
however, solid economics. First generation feedstock yields bioethanol, biodiesel and 
vegetable oil. Second generation feedstocks yields biodiesel. bioethanol, biomethane, 
Fischer-Tropsch gasoline, Third generation feedstocks yields biodiesel, butanol, 
gasoline, methane, ethanol, vegetable oil and jet fuel [1–8]. 

For all the reasons stated above, the biomass-derived heterogeneous catalysts are 
now at the fore-front of biodiesel production whereas nano/bifunctional catalysts 
have become very important due to their high surface area and potential to convert 
triglycerides/free fatty acids to biodiesel. 

Effectively, biofuels, which are good sources of energy and potential fossil fuel 
substitutes, can be prepared from waste, plants, forestry, agricultural by-products and 
are gaining great attention due to their sustainable, environmental-friendly nature. 
Some of the properties are similar to conventional petro-diesel (fossil fuel) whereas 
other properties are improved, such as better lubrification, high flash point, cetane 
number, combustion efficiency, lower sulphur content, CO2 emission and better 
lubrification. 

The lower flash point of petrodiesel (337 K) as compared to biodiesel 
(423 K) makes the latter non-explosive, non-inflammable, whereas transporta-
tion/handling/storage is safe, easy and directly used without additional modifica-
tions in engines of automobiles. Considerable investments are being made to make 
biodiesel more economical and sustainable which is validated by the large number, 
with exponential increase, of research papers published in this field [1–8].
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Fossil fuels will not suddenly stop but there is worldwide effort to attain low carbon 
footprints whereas biofuels, hydrogen, compressed natural gas, liquefied petroleum 
gas and alcohol show great potential as alternative energy sources. Biofuels includes 
bioethanol, biogas and biodiesel, which can be obtained from biomass resources, 
integrating the challenges of environmental benefits, energy security, renewability, 
availability and sustainability supporting electricity, transportation fuels, heating and 
power. 

Biodiesel has the advantage of releasing fewer emissions, with more complete 
combustion because it is highly oxygenated, promoting energy sufficiency, being 
sulfur-free, with profitable physicochemical properties with the disadvantages, 
however, of higher maintenance cost, less energy content, high cost of establish-
ment, releasing more nitrogen oxides, separation and purification stage for product 
and undesirable side reactions. Biodiesel is also an appropriate choice for diesel 
engines since they indicate 41% less greenhouse emission, no need for signifi-
cant modifications, physical and chemical advantages. Biodiesel and petrodiesel are 
miscible in any ratio which has led to usage of their combination in both developed 
and underdeveloped countries. In this chapter we will focus on biodiesel produc-
tion including fame production, catalysts, feedstocks, experimental characteriza-
tion, nanotechnology, material and biomolecular simulations via machine learning 
applications [1–8]. 

We overview fame production; edible, non-edible, waste, cooking oils, fats, shells, 
ashes, algal oil; experimental characterization; basic, acid, homogeneous and hetero-
geneous catalysts including alkaline earth and transition metal oxides, zeolites, 
supported catalysts, hydrocalcite, zeolites, mixed metal oxides, biomass based cata-
lysts, ion exchange resins, sulfated and sulfonated carbon-based catalyst, enzyme 
and bifunctional solid catalysts; nanomaterial stimulants; materials and molecular 
simulation models such as artificial inteligence and machine learning. We underline 
some of our previous work in this line of reasearch including biodiesel by hydroes-
terification of oil from the Microalgae Scenedesmus dimorphus; Hydroesterification 
of Nannochloropsis Oculata microalga’s biomass to biodiesel using as catalyst pure 
niobium oxide; niobium oxide supported on alumina and niobium oxide impreg-
nated with phosphoric acid; niobium oxide solid catalyst: esterification of fatty acids, 
modeling for biodiesel production, production of biodiesel by a two-step niobium 
oxide catalyzed hydrolysis and esterification [1–4]. We also overview the production 
process as well as comparison of methods, conclussions and outlook for the future 
including comments regarding other alternative sources of energy [1–45]. 

We emphasize the interest to continue accompanying progress in other areas 
including electric transportation vehicles (responsible for a large part of our energy 
demands), geothermal, solar, hydro, wind power, fuel/solar cells, materials with 
potential for energetic technological applications discussed in a number of chapters 
of this book.
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2 Fame Production 

The process to produce biodiesel is called transesterification/alcoholysis whereas 
non-edibe/edible oils or triglyceride (TG) and alcohol go through a nucleiphilic 
reaction forming byproducts of glycerol and FAME (fatty acid methyl esther). In these 
reactions an esther is formed at each conversion step whereas three ester molecules 
are formed during the transesterification process with the conversion of trigliceride to 
diglyceride, followed by conversion of diglyceride to monoglyceride, and at the end, 
monoglyceride to glycerol. The reaction of transesterification converts triglyceride of 
vegetable oil into biodiesel (FAME). Nonetheless, a reaction (esterification) between 
alcohols and carboxylic acids yielding esters is necessary to convert all vegetable oil 
free fatty acids (FFA) into biodiesel [1–8]. 

Often, the high FFA vegetable content is first converted via esterification reaction 
to FAME using an acid catalyst which is followed by the transesterification reaction 
using a basic catalyst to convert triglycerides to FAME. The (trans)esterification or 
simultaneous esterification and transesterification reactions in one-pot can convert 
both high FFAs of vegetable oils and triglycerides of vegetable oils to FAME reducing 
time/cost. 

Overall, the catalysts can be homogeneous, heterogeneous, bi-functional. The 
heterogeneous catalyst can also be bi-functional and be a base or an acid. Base 
includes metal oxides, mixed metal oxides, hydrotalcite, zeolite, bio-mass derived. 
Acids includes mixed metal oxides, ion exchange resin, sulfated catalyst, sulfonated 
carbon-based catalysts. 

ASTM is the american Society for testing, which describes biodiesesl as a mono-
alkyl ester which is produced from animal fats or edible/non-edible oils. Animal 
fats/vegetable oils comprise mainly triacylglycerol (TAG), an esther of fatty acid 
and glycerol, whereas the physicochemical properties are strongly influenced by 
TAG composition which can dictate the biodiesel quality produced. The fatty acids 
(FA) can be divided into groups with carbon–carbon single bonds and unsaturated FA 
with at least one carbon–carbon double bond. In vegetable oils the FA mostly found 
include stearic, linolenic, oleic, linoleic, palmitic, palmitoleic, arachidic, myristic). 

The biodiesel production mainly uses non-edible, edible vegetable oils, waste 
cooking oils and animal fats (yellow grease, tallow, chicken fat, lard) and produc-
tion by-products of fatty acids of omega-3 originating from fish oil. Algae are also 
feedstock of promise due to availability in sewage water, shallow ocean water, ponds 
without dislodging land for food production [1]. Approximately, 27% biodiesel is 
produced worldwide from soyabean oil, whereas 20% from rapeseed and 31% from 
palm oil. About 75% of biodiesel cost arises from feedstock expenses, making it 
of interest to consider carefully selection of those expenses whereas each country 
should use feedstock according to local availability. 

India usage for biodiesel production includes soybean, rapeseed, karanja, 
jatropha, sunflower; USA usage includes uses waste oil, soybean, peanuts; Brazil 
usage includes soybean/palm oil/castor/cotton oil; Canada usage includes animal 
fat, soybean oil, rapeseed; France usage includes rapeseed, sunflower; UK usage
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includes waste cooking oil, rapeseed; Japan usage includes waste cooking oil; 
China usage includes rapeseed oil, waste cooking oil, Jathropa; Greece usage 
includes cottonseed; Germany usage includes rapeseed; Norway usage includes 
animal fats; Spain usage includes linseed oil, sunflower; Italy usage includes rape-
seed, sunflower; Mexico usage includes waste oil, animal fat; New Zealind usage 
includes tallow, waste cooking oil; Ireland usage includes fry ing oil and animal 
fat, Sweden usage includes cottonseed; Turkey usage includes sunflower/rapeseed; 
Peru usaage inclludes jatropha, palm; Indonesia usage includes jatropha, coconut, 
palm oil; Malaysa usage includes palm oil; Phillipines usage includes jatropha oil, 
coconut; Bangladesh usage includes Pangamia Pinnata oil, rubber seed; Pakistan 
usage includes jatropha oil; Iran usage includes palm, jathropa, algae oil, Thailland 
usage includes palm, il, jatropha, coconut oil, Iran usage includes use palm, castor, 
jathropa; Singapore and Ghana usage includes palm oil; Zimbabwe usage includes 
jatropha oil, Kenya usage includes castor oil; Mali usage includes jathropa oil; Cuba 
usage includes neem oil, Jatropha curcas, moringa; Australia usage includes jathropa, 
waste cooking oil, animal tallow, pangamia and Mali usage includes jathropa oil 
[1–8]. 

The selection/usage of first-generation biofuels is important to reduce biodiesel 
production cost but resulted, however, in the usage of edible oils leading to a food 
versus oil problem/distrubance of the agricultural farmland allocation. Consequently, 
in order to mitigate the problems of first-generation biodiesel, non-edible oils were 
targeted as biodiesel feedstocks. The first generation biofuels also have a larger cost 
than fossil fuels. In order to mitigate these problems non-edible oils are now targeted 
as biodiesel feedstock. More than 300 species of non-edible oils are available in South 
Asia and India (~1million tons per year of non-edible oils) including jathropa curcas 
oil (JCO) and pangamia pinata (karanja). The European Union (EU) has reduced 
the dependency on edible oil and price as well of biodiesel by raising the share of 
waste cooking oil (second position after rapeseed), recycled vegetable and palm oils. 
Germany, France, Spain, Netherlands and Poland are the large biodiesel producers in 
the EU. Non edible crops plantation under proper world-wide administration could 
strongly reduce our dependence on fossil oils and edible feedstocks [1–8]. 

3 Edible, Non-edible, Waste, Cooking Oils, Waste Fats, 
Algal Oil 

Regarding edible oils, in a number of nations sunflower/rapeseed/palm oil/soybean 
edible oils have been used as feedstocks for production of biodiesel, i.e., cocunut 
oil (Cocos nucifera) from plant coconut; soybean oil (Cycline max) from plant 
soybean; palm oil (Elaeis guineensis) from plant Mesocarp of palm oil; sunflower oil 
(Helianthus annuus) obtained from plant sunflower; rapeseed oil (Brassica napus) 
obtained from plant rape [1–8].
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Non-edible plant oils, in addition to their evident importance, have low cost and 
high oil content and do not pose a fuel vs food problem. They can also be grown in 
areas not suited for agriculture (arid/barren regions) and grow with almost no atten-
tion in harsh regions reducing significantly cultivation/biodiesel production costs 
[1]. 

Some of the non-edible plant oils used in biodiesel production include Jatropha 
curcas (comercially available), Madhuca indica (Mahua)/commercially available), 
Moringa oleifera (moringa seed), Calophyllum inophyllum, Salvadora oleoides 
(Pilu), Nicotiana tabacum (tobaco), cottonseed oil, apricot seed, rubber seed oil, 
Eruca sativa Gars, terebinth, rubber seed oil, Pongamia glabra (Karanja/commerically 
available), desert date, Acrocomia aculeata (macaúba), Crambe abyssinica (hochst), 
Crotonn megalocarpus, linseed oil, rubber seed oil, Sapium sebiferum (chinese 
tallow), Sapindus mukorossi (soapnut), Euphorbia tirucalli (milk bush), Pistacia 
chinenis (bunge seed), Callophyllum inophyllum, Salvadora oleoides (Pilu), Nico-
tiana tabacum (tobacco), Eruca sativa Gars, terebinth, desert date, Azadirachta 
indica (neem)/commercially available), Acrocomia aculeata (macauba), Crambe 
abyssinica (hochst), linseed oil, rubber seed oil, Sapiindus mukorosi (soapnut), 
Sapium sebiferum (chinese tallow), Euphorbia tirucalli (milk bush), Calophyllum 
inophyllum (polanga oil), jojoba, leather pre-fleshings, sal oil [1–8]. 

Waste cooking oil (WCA) reduces the expense of biodiesel production since it 
is much cheaper than fresh vegetable oils and, based on their FFA content, can 
be classified as brown grease for FFA content larger than 15% and yellow grease, 
otherwise. Billions of tons of WCA are generated annually originating mostly from 
food procesing industries and commercial restaurants whereas the portion not used 
in biodiesel is likely to used for production of soap or mostly dumped into rivers 
contaminating water and contributing to the environmental pollution [1–8]. 

Animal fats used as feedstocks for biodiesel production includes tallow, chicken 
fat, lard, with high quantity saturated fatty acids yields, and however, poor cloud/pour 
points among chemical physical properties, but having high oxidation stability and 
high cetane number among its chemical physical properties and importantly as well, 
lower price. 

The industrial-scale synthesis of biodiesel production using agal oil [1–8] is  
considered to be a very promising and highly sustainable as several strains of 
microalgae can in hours double in size offering the capacity of creating large number 
of biodiesel litres per hecare each year and the microalgal strains grows in saline water 
medium, non-arable land and does not compete with production of food. Some of us 
early reported research on biodiesel by hydroesterification of oil from the Microalgae 
Scenedesmus dimorphus [1]. 

4 Experimental Characterization 

We summarize in this section the experimental/analytical techniques used to charac-
terize FAME/catalysts. In order to detect the presence of various functional groups in
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the catalyst, Fourier Transform Infrared Spectroscopy (FT-IR) is used. Energy disper-
sive x-ray spectroscopy (EDX) is used to investigate the chemical composition. To 
investigate the crystallinity and detection of elements in the catalyst, x-ray diffrac-
tion can be used. Scanning Electron Miscroscopy (SEM) and transmission electron 
microscopy (TEM) can be used to investigate the surface morphology, structure and 
particle size. Thermogravimetric analysis (TGA) is used to determine the stability 
of the catalyst. Quantitative detection of metal oxides are commonly determined 
by x-ray fluorescence (XRF) and routine determination of the elements as well 
as chemical state information present in catalyst are done by x-ray photoelectron 
spectroscopy. Gas chromatography-mass spectroscopy (GC–MS) yields chemical 
components/percentages of FAME. Brunauer-Emmett-Teller (BET) analysis is used 
to determine the pore volume/diameter, surface area. NH2 and CO2 temperature 
programmed desorption (TPD) analysis is used to study the basicity of the catalyst. 
NMR can be used to obtain information about degree of carbonization and trans-
formation to FAME. Purity of FAME is obtainable from 1H NMR as well as the 
percentage conversion from vegetable oil [1–8]. 

5 Homogeneous Catalysts 

The homogeneous catalysts can be base (KOH, NaOH) as well as acid catalysts 
(hydrofluoric, sulphuric, hydrochloric, sulphonic). The homogeneous base catalysts 
NaOCH3, (NaOH, KOH) are easily accesible/cheap and widely investigated in the 
transesterification process indicating minimum reaction time, ambient temperature 
and pressure, although in the case of the two latter catalysts, water is formed as 
byproduct reducing the biodiesel yield. Water is not formed in sodium and potassium 
methoxide. Alkaline catalysts can be used for transesterification of vegetable oils with 
low FFA content at least (<2 wt%) [1–8]. 

The homogeneous base catalyst (KOH) was used under various conditions, with 
different feedstocks (duck tallow, soybean oil, rapeseed, waste frying oil, palm kernel, 
Pongamia pinnata, frying oil, roselle oil, vegetable oil, crude rubber/palm oil, used 
olive oil, with different yields (84%, 96%, 95%, 96%, 96%, 92%, 73%, 99%, 87%, 
98%, 94%), respectively. The homogeneous base catalyst (NaOH) was used with 
camola oil, waste cooking oil, cotton seed oil, waste frying oill, sunflower, cotton 
seed oill, refined palm oil with yields of 98%, 90%, 97%, 97%, 97%, 97%,95%, 
respectively. NaOCH3 was used as a catalyst for the transesterification of rice bran 
oil with a 83% biodiesel yield in 60 min [8]. 

6 Acid Catalyst 

Due to lower cost and higher reactiviy, acid catalysts are not as preferred compared 
to base catalysts. On one end, the base catalysts have a negative point, i.e. they
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can react during transesteriification with feedstock FFA yielding saponification 
consuming/reducing the reactivity of the catalyst. On the other end, acidic catalysts 
indicate better outcome to transesterificaation of vegetable oils/fats with more than 
2% wt% of FFA. The acid catalysts can be used to bring down the FFA content by prior 
esterification to a transesterification using base catalyst. However, the usage of acids 
such HCl, H3PO4, H2SO4 for direct transesterification indicate major limitations 
including slow reaction rates, environmental and corrosion related problems. These 
problems have made acid-catalyzed biodiesel production unpopular. In general, acid 
catalyzed esterification/transesterification reactions require high temperaures, long 
reaction times and catalyst loading as compared to base-catalyzed transesterification 
reactions [1–8]. 

7 Heterogeneous Catalysts 

The usage of homogeneous catalysts is uneconomical, labor intensive, with low 
quality of glycerol produced whereas the catalyst cannot be regenerated. On the 
other hand, the heterogeneous catalyst can be recovered/reused for catalytic reac-
tions reducing the biodiesel cost. The heterogeneous catalysts, in contrast to the 
homogeneous catalysts, is recyclable, eco-friendly, reusable, less toxic with reduced 
energy intake and minimum corrosion providing a route that is more efficient and 
economical for biodiesel production. The heterogeneous catalysts can be grouped as 
basic or acidic. Some of these catalysts can promote in one pot both esterification 
and transesterification reactions simultaneously using high FFA content in vegetable 
oils/animal fats, without pretreatment. 

8 Basic Heterogeneou Catalysts 

Some of the constraints of basic homogeneous catalysts can be overcome by using 
basic heteregeneous catalysts which can yield good catalytic production wth mild 
reaction conditions, with the restriction however, of been suited mostly for feedstock 
with low FFA content in order to avoid saponification reactions and reduction of 
biodiesel production. As examples, we note that solid base catatalysts include alkaline 
metal oxides, transition metal oxides, hydrotalcites, mixed metal oxides, biomass-
based catalysts, zeolites. 

9 Alkaline Earth Metal Oxides 

The alkaline earth metal oxides are insoluble in ethanol and have low toxicities with 
basicity in the order MgO < CaO < SrO < BaO whereas the first, MgO, is almost
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inactive to transesterification. On the other hand CaO is highly insoluble in alcohol, 
easily available, cheap, non-toxic and although it is widely used in FAME production, 
it is sensitive to FFA content and looses activity during saponification. Highly active 
and sentive to moisture, SrO forms byproducts by reacting with water and CO2. 
Some alkaline earth metal oxide-catalyzed biodiesel production indicated that using 
CaO with sunflower, soybean and rapeseed oil resulted in yields of 90–95%. BaO 
with feedstock of palm oil and SrO with soybean oil indicated 95% yield [1–8]. 

The conventional magnetic stirring process was found to be less efficient than the 
ultrasonic-assisted biodiesel synthesis (order of four times faster) and in the case of 
CaO and SrO resulted in biodiesel increase of up to 70% for SrO and CaO underlying 
the importance of ultrasonication in biodiesel synthesis. Unfortunately, the catalytic 
reusability test indicated that in the ultrasonic process the catalyst reusability test 
indicated great decrease of BaO catalytic activity due to leaching. 

10 Transition Metal Oxides 

The transition metal oxides (high reactivity) have high sensitivity towards moisture 
and low reusability which affects their catalytic efficiency leading to the investigation 
of other oxides such as metal oxides of Ti, Zn, Zr which show very good catalytic 
activities, are highly stable and easily available. There have been numerous transi-
tion metal oxide-catalyzed biodiesel production yields including Co(n)@chitosan, 
Cu(n)@chitosan, using soybean oil; SO4 

2−/ZrO2, using crude coconut oil and crude 
palm kernel oil; (Vanadyl phosphate, Na2MnO4) using soybean oil; Mn doped ZnO, 
using Mahua oil [1–8]. 

Some of us reported production of biodiesel by a two-step niobium oxide catalyzed 
hydrolysis and esterification [4]. Hydroesterification of Nannochloropsis Oculata 
microalga’s biomass to biodiesel using pure niobium oxide, niobium oxide supported 
on alumina and niobium oxide impregnated with phosphoric acid was early reported 
by some of us [2]. Our former group also early reported niobium oxide solid catalyst: 
esterification of fatty acids and modeling for biodiesel production [3]. 

11 Zeolites 

The zeolites are essentially aluminosilicates with a microporous crystalline structure 
depending on synthesis procedures with wide structural modifications yielding excel-
lent acid-base catalysts, whereas catalytic properties can be improved by varying 
the Si/Al ratio and the pore size and incorporating as well Na+, K+, Mg2+ metal 
ions responsible for the basic nature. Different fame productions were catalyzed 
by zeolites (La/zeolite beta, KOH@NaX zeolite, La2O3/NaY zeolite, Sodalite,
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CaO@NaY zeolite, KOH/zeolite, Zeolite X, La/zeolite beta, FAK/K-X zeolite, Ba-
Zr, Ba-Sr/ZSM-5, H4[W12SiO4@zeolite Hβ] under different conditions with varying 
reaction conditons (temperature, catalyst loading, reaction time, yields, etc.) [1–8]. 

12 Supported Catalyst 

The catalyst suport is good for providing high porosity/surface area (where metals are 
anchored) and reducing mass transfer limitation increasing thus stability/reusability 
of alkaline earth metal oxides. Silica, alumina, ZrO2, ZnO have been proposed for 
production of FAME [1–8]. 

Aluminum is well used as support for basic/acidic catalyst in both esterification 
and transesterification reactions. Aluminum supported biodiesel production cata-
lysts includes CaO@Al2O3, K@KOH@Al2O3, K@γ-Al2O3, KI@Al2O3, KOH/La-
Ba-Al2O3 using for feedstock rapeseed oil, microalgae, soybean oil, palm oil, 
nannochloropsis oculata. In addition to alumina there are other various material cata-
lysts support as well as activated carbon, i.e. KOH/AC, Ag@ZnO, K2SiO3@AlSBA, 
KOH/AC, CaO/SiO2, CaO/AC, KF/AC, K2CO3@KFA which have been used with 
rapeseed oil, microalgae, soybean oil and nannochloropsis oculata [1–8]. 

13 Hydrocalcite 

Due to their tunable properties and outstanding performance, hydrotalcites have 
become important solid catalysts in transesterification. These catalysts belong to 
the layered double hidroxide (LDH) family with formula [Mn2+Mn3+(OH)2(n+m)] 
m+[Ax−]m/x.yH2O, where M is metal and Ax− is an anion with x in the range 0.1–0.5. 
A number of hidrotalcites (Mg–Al–HT, Mg/Al-CO3, K/Mg–Al, MgAl-CO3, K-Mg–  
Al HT, Zn–Al HT, KF/Ca-Al, Zn5(OH)8(NO3)2.2H2O) using feedstocks soybean 
oil, sunflower oil, palm oil, poultry fat, microalgae oil, WCO, jathropa oil indicated 
yields between 75 and 98% [1–8]. 

14 Mixed Metal Oxides 

Mixed metal-oxide catalysts are synthetized to increase surface area, stability, basic or 
acidic strengths in order to prepare stable, reusable, efficient solid catalysts whereas 
combination of two metal oxides can yield unique properties different from the 
individual properties. Highly reactive mixed metals for catalysis can be obtained at 
relatively low temperatures [1–8]. 

A number of transesterification production of vegetable oils using metal-oxides 
including (CaO–CeO2, La2O3/ZrO2, TiO2–MgO, SrO/SiO2, SrO/CaO, TiO2–ZnO,
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ZnO–La2O3, CaO–ZnO, MgO–ZrO2, ZrO2@SiO2, SiO2/ZrO2 NP, MgO–CaO) and 
feedstock including (sunflower oil, WCO, olive oil, rapeseed oil, palm oil, soybean 
oil, palm kernel oil, stearic acid), indicated yields ranging from 49 to 96%. 

In particular, solid ZrO2 base biodiesel catalysts became of considerable interest 
due to their economic viability and benign environmental nature whereas different 
types have been developed such as microporous solid base composites. Studies of 
the physicochemical properties and efficacy/influence of various support materials 
on biodiesel synthesis indicated higher conversion rates from higher surface areas 
and higher number of Lewis acid sites. Nanosized mixed metal oxides (SiO2/ZrO2) 
prepared via sol-gel strategy indicated 96% biodiesel yield after 3 h reaction time 
and was reusable for 6 consecutive cycles with small drop in activity. 

The mixed metal oxides with high reactivity can be obtained at relatively low 
temperatures which places them in high demand for catalysis. Various calcium 
containing mixed metal catalysts for biodiesel production indicated good reactivity 
using rapeseed oil feedstock whereas CaO–CeO2 indicated high yield and stability 
compared to other CaO containing mixed metals and could be reused many times 
with good yields. 

15 Biomass Based Catalyst 

The bio-waste heterogeneous catalyst for biofuel have gained considerable atten-
tion since waste materials have considerable advantages (ecofriendly, non-toxic, 
economic, cheap, abundant, sustainable, renewable, easily available). Some workers 
use waste bio-mass as a catalyst for edible low FFA oil as well as edible and non-edible 
high FFA oil. The biomass catalysts including bones, waste shells, plant ashes, indus-
trial waste making the biodiesel environmental benign and production cost effetive 
[1–8], 

A number of solid-base catalysts derived from egg-shells used for FAME 
production includes chicken eggshell using catalyst (CaO, CaO/W/Mo, CaO/anthill, 
CaO/Zn, CaO/KF/Fe3O4, CaO/SiO2, CaO/rice husk, CaO/coconut waste, Li/Cao, 
CaO/Zn, CaO/KF/Fe3O4, CaO/fly ash, CaO/KF, Na/CaO), using as feedstock 
(soybean oil, Karanja Oil, WCO, palm oil, rapeseed oil, sunflower oil, JCO, 
Microalgae Chlorella vulgaris, Microalgae/S. Armatus, chicken fat, catfish oil, 
helianthus annuus L oil, cotton oil, C. sativa oil, C. inophyllum oil, WCPO, Palm 
oil, Nahor oil, Eucalyptus oil, Neem oil, Soybean oil, Madhuca indica oil, SODD, 
Jathropa oil) with yields from 75 to 80%. CaO obtained from chicken eggshell used 
for biodiesel synthesis after calcination at 1000 C indicated yields over 95% [1–8]. 

Sea-shell derived and mollusk derived solid catalysts, for biodiesel production, 
using for catalyst source oyster and pyramidella shell, river snail shell, snail shell, 
mussel/cocle/scallop shell, mussel shell (perna varidis), fresh water mussel shell, 
mussel/clamp/oyster, angel wing shell, clamshell, short necked clam shell, white
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bivalve clamshell, venus clam, abalon shell, T. jourdani shell, A. cristatum shell, cock-
leshell, obtuse horn shell, biont (turtle) shell, turbonilla striatula shell, chicoreus brun-
neus shell, Shrimp shell, P. erosa seashell, crab shell), catalyst (CaO, CaO/KI, CaO, 
KBr/Kaolin, nano-CaO, C/CaO/NaOH, CaO/KOH, CaO-SO4, CaO/KF, CaO/Ba, 
CaO/Na-ZSM-5), and feedstock (soybean oil, jatropha oil, WCO, palm oil, soybean 
oil, WFO, palm oil, H Wightiana Oil, A. Africana seed oil, castor oil, Chinese tallow 
oil, karanja oil, Neel oil, Mustard oil, Karanja oil, Neem oil, rapeseed oil) indicated 
conversion rates from 74 to 99% [1–8]. 

Waste plant ashes is also serving as heterogeneours catalyst in biodiesel production 
whereas alkali/alkaline earth elements such as K, Ca, Mg present in the plant biomass 
ashes can act as highly basic cataysts for biodiesel transesterification using low FFA 
vegetable oils. The biomass can be washed, dried and burnt, calcinated to produce 
highy basic ash catalysts. Different plant ash catalyst sources including (oil palm 
ash, ripe plantain fruit peel, coconut husk, cocoa pod husks, rubber seed shell, wood 
stem, birch bark, organge peel, cocoa pod husk, walnut shell, sugar bet waste, banana 
peel, sugar beet waste) and using feedstock such as palm oil, soyben oil, JCO, WCO, 
sunflower oil, rubber seed oil resulted in high percentage of biodiesel yield under 
various conditions [1–8]. 

16 Ion Exchange Resin 

The ion exchange resin meets many of the requirements for an ideal catalyst since 
resin is a solid insoluble material able to discharge and retain ions simultaneously and 
can be broadly categorized into anionic and cationic based on their cross-linkages and 
functional groups responsible for permutation of ions with properties such as activity 
at low temperature and easy recovery from liquid mixtures using simple methods. 
These cationic resins have more active sites, lower residual water production, non-
corrosive nature, which are important for FAME reactions/production. They are often 
used for purification/softening of water at room temperatures. Some ion exchange 
resins catalysts used in biodiesel production include (D261 anion-exchange resin, 
Amberlyst A26 OH anion exchange resin, Amberlvst-15, basic anion exchange resin, 
Amberlyst 15 ion exchange resin, Amberlyst, Basic anion exchange resin, Amberlyst 
15 ion exchange resin, Amberlyst, Amberlyst-26, Amberlyst A-26 OH, Amberlite 
gel resin, Cation-exchange resin, Purolite-PD206), using as feedstocks (soybean oil, 
acid soybean oil, Hydrolyzed sea ango oil, pongamia oil, lagenaria vulgaris seed 
oil, hydrolyzed sea mango oil, canola oil, tallow fat, WCO, rice bran oil, corn oil) 
indicated yields from 67 to 95% [1–8].
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17 Sulfated Catalyst and Sulfonated Carbon-Based 
Catalyst 

Due to their super-acid properties, sulfated catalyst are interesting for transesteri-
cation, The sulfated inorganic metal oxides are chemically stable, and have super 
acidity, redox and acid–base properties for which zirconia is widely studied. A 
number of sulfated catalysts were indicated to be adequate for biodiesel produc-
tion. These sulfated catalysts include (SO42/ZrO2, (SO42/SnO2–SiO2, SnSO4, 
SO42/SnSO2/SiO2, SO42/TiO2, Ti(SO4)O, TiO2/PrSO3H) using as feedstocks Neem 
oil, WCO, Soybean oil, Jatropha oil, Rapeseed oiol, WCO) indicated biodiesel 
production ranging from 51 to 98% under various conditions [1–8]. 

A number of different sizes, shapes and structure of carbon materials have been 
developed and used as low-cost catalysts for transesterification. Considered as a 
new group of the metal-free solid acid catalyst with original carbon structure and 
Bronstein acidity equivalent to concentrated H2SO4, SO3H-functionalized acidic 
carbon materials can be easily prepared by the incomplete carbonization of aromatic 
compounds in concentrated H2SO4 or sulfonation of ncompletely carbonized natural 
organic matter. These materials have lower production costs, high chemical, thermal 
stability, distinctive surface chemistry and are biogenic-enviroment-friendly. 

18 Enzyme Catalyst 

Enzyme catalysts have been used in recent years to improve the product separation, 
reaction conditions, ecological benign nature of high-quality biodiesel production 
on the industrial scale and do not form soap. The enzymes can be immobilized on 
a matrix on support materials (entrapment, adsorption and covalent bonding). The 
entrapment method have been used for the large scale production of bacterial/fungal 
lipases. The immobilized lipase catalyst indicate large tolerance to high thermal 
stability, pH variation and high substrate selectivity. The lipase catalyst also indi-
cates superior quality, higher yield, freedom from soap formation, lower reaction 
temperature and ability to work with various feedstocks [1–8]. 

19 Bifunctional Solid Catalyst 

Solid acid catalysts, contrary to basic solid catalysts, are insensitive to the FFA content 
and esterify waste/low cost oils without pretreatment although water formed during 
the reaction could lead to decomposition of triglycerides to diglycerides resulting 
in additional catalyst leaching and FFA. It is thus of interest to search for dual type 
solid catalyst (solid acidic character and solid basic character) to tackle both FFA 
and easy transesterification of triglycerides to FAME [1–8].
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20 Nanomaterial Stimulants 

It is possible to link efficient biodiesel production with energy optimization 
and carbon utilization whereas nanomaterials (metallic/metal oxides, non metal 
oxides, biomolecules, enzymes/biocatalyst and carbon-based) can play important 
roles in enhancing overall biodiese production product as well as energy opti-
mization. Biodiesel producion is still hampered by numerous hurdles in order to 
achieve economical viability (cost-intensive pre-treatment steps) and nanotech-
nology is been used in the pre-treatment step whereas the small size (1–100 nm) 
brings higher interfacial surface area, high selectivity, porosity, more active sites, 
high chemical stability/absorption capacity, crystallinity and improved catalytic 
activities. Nanotechnology deals with syntheses (top-down/physical, bottom-
up/chemical methods), characterization, control of size and shape of the nanomaterial 
[5, 7, 18–30]. 

Nanomaterials used for biodiesel applications include metal/non-metal oxides 
(TiO2, Fe3O4, ZnO, CaO, SiO2, Al2O3) with higher thermal stability and higher 
melting points; metallic (Ni, Ag, Au, Rh, Pd, Pt) with higher catalytic activity, 
moderate temperaure, stability; carbon-based (CNT, graphene, MWCNT, fullerenes) 
with higher stability, inert, higher thermal conductivity, core-shell (Ag/SiO2, 
Au/SiO2, Ni/SiO2, Fe3O4/SiO2, Au/TiO2, Fe/C, FeNi/SiO2, ZnO/SiO2) with higher 
stabillity, improved multifunctional properties and hybrid (FeMo, CuMo) with 
synergetic catalytic cability. 

Nanoferrites are ceramic powders which due to iron oxides in their core compo-
nent exhibit ferrimagnetic properties. Based on their crystalline strucutre they are 
classified as hexagonal (MFe12O9), garnet (M3Fe5O12) and spinel (MFe2O4). Sepa-
ration and recovery is easily facilitated by using magnetic nanoscale catalyst and 
applying external magnetic fields [17]. 

Nanomaterial functions in biofuel production includes for biodiesel (reduces acti-
vation energy, improve reaction kinetics, reduces methanol/oil ratio, activate nucle-
ophilic and electrophilic groups by proton transfer); for biogas (ATP-dependent direct 
uptake of zero-valent iron, electron transfer, and reduction pathways); for biohy-
drogen (improvement of elecron transfer rate, decreases dissolved oxyden (DO) 
levels in the culture, improve efficacy of the oxygen-sensitive hydrogenase, provide 
nutrition to microbial growth, accelerate electron transfer between ferredoxin and 
hydrogenase; acts as an enzyme carrier, enhance the separability of the enzyme 
durng hydrolysis and pretreatment, cofactor for ensymatic activities, aid the struc-
tural stability of the enzymes, ability to modulate oxidation-reduction potential); 
Fischer Tropsch synthesis (improve FTS activity, olefin selectivity, CO conversion 
rates) [5, 7, 18–30]. 

Nanomaterials can be used for economic viability/energy optimization whereas 
low cost biofuel could become a good alternative and tools (mechanical agita-
tion, microwave, microchemical/heat transfer technologies, ultrasonication) could 
be more widely used. Microchemical technologies could be alternatives for batch 
reactor systems since microsystems require half the time for maximum extraction
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compared to conventional reactors, i.e. batch extraction < microwave-assisted extrac-
tion < ultrasonic-assited extraction < slug-based extraction. Nanofluids are also used 
in mass/heat transfer operations since they enhance heating/cooling rates whereas it 
has been observed that heat transfer was regulated by concentration/size/properties 
of the nanoparticles via transfer coefficients of thermophoresis (movement from 
temperature gradient), diffusiophoresis (migration of particles to higher concentra-
tion), brownian (random fluctuations). Bioethanol, hidrotreated vegetable oils and 
biodiesel are good choices for the future. In order to increase rates/yields/products 
strategies like coiled flow interter (CFI) and coiled flow reverser (CFR) have shown to 
be efficient (changes in centrifugal force/flow direction) compared to batch reactors 
[5, 7, 18–30]. 

Mechanical vibration, microcowave, ultrasonication, pulsation have already 
shown to increase biofuel yields whereas ferrofluids can also move in oscil-
lating magnetic fields for mixing and easily separable. Microchemical technolo-
gies such as conduit miniaturization, coiled flow inverters could also be poten-
tially used for biodiesel production, heat transfer fulids and ionic liquids could 
be used for heating/cooling circuits. Nano-technology based conversion routes can 
convert waste biomass to biofuels (syngas, biodiesel, HVO) and in combination with 
microchemical technologies for process intensification could make biofuels more 
competitive by improving cost-effectiveness whereas the catalytic actiity depends 
on crystallographic arrangement, coordination number and ionization [5, 7, 18–30]. 

21 Electrocatalytic Process for Transesterification 

A DC electric field is passed throug dissolved ionic substances or molten salts 
resulting in decomposition in simple substances. Electrocatalytic reactor loaded with 
mixture of methanol, catalyst, vegetable oil, co-solvent and electrolyte solution. The 
hydroxyl ions and chlorine reach the anode and oxidized in chlorine and oxygen 
whereas hydroxl ions and hydrogen are formed on the cathode. The reaction of 
methanol with hydroxyl form the methoxide ion stronly nucleophilic and attacks 
the carbonyl moiety in the glyceride molecule to result in methyl ester and glyc-
erine. The electrocatalytic procedure can be done in absence or presence of catalyst 
or co-catalyst and does not require elevated temperatures whereas the production 
by conventional transesterification processes often requires high ambient tempera-
tures and a specialized catalyst. Metals and metal oxides can be used as electrodes. 
Voltage, elctroode type. Stirring rate, co-solvent, electrode type, reaction tempera-
ture and duration, concentration of NaCl and oil-to methanol molar ratio can affect 
the biodiesel yield. The constituent of the cathode plays decisive role and stimulates 
the search for new materials for making electrodes with high catalytic acivity.
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22 Artificial Inteligence and Machine Learning Methods 

Artificial inteligence (AI) is the ability of machines for using computer science tech-
niques like fuzzy logic, machine learning, heuristic algorithms to simulate the human 
brain activities and can be, among complex tasks, used to make predictions such 
as biomass/biofuel properties, bioenergy end-use/conversion process performance, 
supply chain modeling, optimization. The optimization methods include genetic 
algorithm, response surface methodology and Taguchi method. Artificial Neural 
Network and Regression and Analytical methods can be used for internal combus-
tion engine research. AI bioenergetic systems applications are still limited although 
studies indicate great potential for finding solutions for bioenergy development 
projects [31–45]. 

Machine learning (ML) methods can be used in industrial processes to monitor, 
optimize, control systems, diagnose mistakes, forecast maintenance, notify process 
attacks. Some powerful machine learning algorithms include principal component 
analysis (PCA), decision trees (DT), linear regression, k-nearest neighbor classi-
fier (KNN), random forests regression (RFR), artificial neural networks (ANN) and 
support vector machines (SVM) whereas a programmed process uses consecutive 
iterations based on external variant inputs, gradually updating the problem-solving 
capability/self-improvement, to solve complicated questions of studies involved. ML 
technology can be important in processes involved in biodiesel production such as 
extracting oil, pretreating feedstock, transesterification, reaction, separating prod-
ucts, recovering unreacted alcohol, neutralizing glycerin, washing and purification 
[31–45]. 

In the soil phase of biodiesel production, machine learning applications including 
extreme gradient boosting (GBL, GBD), gene expression programming (GBT), 
ANN, random forest (RF), supported vector regression (SVR), supported vector 
machines (SVM), principal component analysis (PCA), partial least square (PLS)) 
were applied to predict sorghum crop yield, biomass yield in forest, estimate corn 
production environmental impacts, and land productivity. In the feedstock phase 
of biodiesel production single and multiple linear regression methods as well as 
ANN methods were used to predict viscosity, oxidative stability, density, kinematic 
viscosity and estimate rheological properties [31–45]. 

Regarding production of biodiesel from renewables, ML can be usefull in all the 
steps incuding extracting oil, pretreating feedstock, transesterification reaction, sepa-
rating products, recovering ureacted alcohol including modeling biodiesel-fueled 
engines and combustion approaches [31–45]. 

23 Comparison of Catalysts in the Production Process 

We can compare the catalysts [1–45] used for transesterification/esterification. We 
start with homogeneous alkali (NaOH, KOH) offering high reactivity, faster reaction
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rate, minimum cost, encouraging kinetics, moderate working conditions whereas 
for high FFA feedstock it is inappropriate; in the presence of FFA and moisture it 
deactivates, high amount of waste water is required, as a side reaction saponification 
occurs and is non-recyclable. 

Next we have the acid catalysts, HCL, HF, H2SO4, which are non-reactive 
to FFA content in oil and moisture, with simultaneous catalyzed esterifica-
tion/transesterification reactions which, however have slow reaction rates, long reac-
tion times and are corrosive in nature, involving higher reaction temperature/pressure, 
equipment corrosion, weak catalytic activity, high oil/alcohol requirement and 
difficulties to recycle. 

Heterogeneous alkali catalysts (CaO, SrO, MgO, mixed oxide and hydrotalcite) 
are non-corrosive, environmentally benign, recyclable, fewer disposal problems, easy 
separation, higher selectivity and longer catalyst life. They involve slow reaction rates 
compared to the homogeneous, low FFA requirement in the feedstock (<1 wt%), 
highly sensitive to water and FFA, saponification as a side reaction, soap formation, 
high volume of wastewater, leaching of active catalyst sites, difussion limitations, 
complex and expensive synthesis route, high cost of catalyst synthesis. 

The heterogeneeous alkali catalysts include CaO, SrO, MgO, mixed oxide and 
hydrotalcite, which are non-corrosive, environmentally benign, recyclable, have 
fewer disposal problems, easy separation, higher selectivity, longer catalyst life, 
with disadvantages of slow reaction rates compared to homogeneous one, low FFA 
requirement for feedstock, high sensitivity to water and FFA, saponification as side 
reaction, soap formation, high volume of wastewater, leaching of catalyst sites, 
difussion limitations, complex and expensive synthesis routes. 

The acid catalysts include ZrO, TiO, ZnO, ion-exchange resin, sulfonic modi-
fied mesostructured silica, which are insensitive to FFA and water content in the 
oil, catalyze tranesterification and esterification reactions simultaneously, are eco-
friendly and recyclable as well as non-corrosive to reactors and their parts but have 
the disadvantage of moderate reaction rates, long reaction time, higher reaction 
temperature and pressure, high alcohol/oil requirement, weak catalytic activity, low 
acidic sites, low micro porosity, leaching of active catalyst sites, diffusion limitations, 
complex and expensive synthesis routes and high cost of catalyst synthesis. 

24 Comparison of Industrial Production Methods 

Both acid and homogeneous based catalysts have high reactivity compared to hetero-
geneous catalysts. However, the homogeneous catalysts have low quality glyc-
erol production, inability for catalyst regeneration and lengthy biodiesel production 
process leading to an uneconomical process with considerable labour and leading 
to the usage of solid catalysts. Supported solid base catalyst and basic metal oxides 
indicate excellent activity for biodiesel production with, however, industrial limita-
tions due to their high sensitivity against FFA limits. The acid counterparts also have 
their limitations as they are not efficient towards the transesterification reactiuons.
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Mixed metal oxides are gaining more attention due to their excellent chemical and 
thermal stability, high surface area as well as tailored acid-base properties and can 
be used for (trans)esterification of high FFA content vegetable oils. Enzyme-based 
catalysts operate at mild reaction conditions, are environmentally benign and display 
high specificity with however, sensitivity towards poor operational stability, heat, and 
pH range, limiting industrial applicability. The immobilized lipase has the advan-
tages of high thermal stability, cost-effectiveness and great tolerance to changes of 
PH, i.e., industrial scale applicability. Bio-waste catalysts are cost-effective, easily 
available, environmentallly benign with industrial scale applicability but are limited 
by reusability due to leaching of active sites and they also face srong competi-
tion for industrial applications with the metal-free carbon based solid acid cata-
lyst (environmental-friently, biogenic, low production costs, great chemical/thermal 
stability and surface chemistry). The bifunctional catalysts possess both solid basic 
chacharacter (transesterification to FAME) and solid acidic character (address FFA), 
are thermostable/insensitive to moisture, very reusable and can be used in industrial 
scale biodiesel productions. 

25 Conclussions and Outlook 

The industrial globalization/increase in human population and the limited fossil 
fuel resources sparks the need for alternative/renewable/sustainable fuels such as 
biodiesel production from methods such as transesterification using homogeneous 
and heterogeneous catalysts whereas due to limitations of the former and numerous 
advantages of the latter makes the heterogenous catalysts the most promising. 
However, reactivity of solid catalysts are dependent on selection of a number of 
variable (oil type, temperature, reactor, leaching), leading to nanotechnology as the 
emerging promising branch of science for biodiesel catalysis including (produc-
tion of easily recoverable solid-acid or solid-base catalysts, serving as interface 
between homogeneous and heterogeneous catalysts) whereas magnetic nanoparticle-
supported catalyst can be cost effective by possibility of being easily recoverably 
for the reuse of catalysts. Nanomaterials can be used for economic viability/energy 
optimization whereas low cost biofuel could become a good alternative. AI can 
be used to make predictions including biomass/biofuel properties, bioenergy end-
use/conversion process performance, supply chain modeling, optimization. ML 
can be usefull in all the steps of biodiesel production from renewables including 
extracting oil, pretreating feedstock, transesterification reaction, separating prod-
ucts, recovering ureacted alcohol, modeling biodiesel-fueled engines and combus-
tion approaches. Molecular Simulations models of materials and biomolecules can 
yield a better understanding of the catalytic process involved in biodiesel production. 

We must also, however, remain alert for the ongoing progress of new poten-
tial, emerging energetic routes including transportation electric vehicles as well as 
geothermal, solar, hydro, wind power, fuel/solar cells and materials with potential 
for energetic applications discussed in other chapters of this book.
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Abstract Parkinson’s disease (PD) is caused by a lack of dopamine, causing an 
imbalance in the cognitive and motor regions of the brain. Therefore, the search for 
new inhibitors is important to increase the therapeutic possibilities. Thus, medicinal 
plants are more studied because they have many substances with varied biological 
activities. With Medicinal Chemistry, through in silico studies, it is possible to design 
molecules with defined activity, then confirm this activity in in vitro and in vivo 
tests. In this study, the animal model used was Danio rerio (zebrafish), due to the 
similarities of its central nervous system with that of humans. Thus, the study aimed 
to in silico drug design and evaluate the in vivo acute toxicity of molecules with 
the prediction of MAO-B activity for the development of drugs that are candidates 
for the treatment of PD. According to the results obtained in silico, it was possible 
to identify Amburoside A as a promising bioligand from which the analogs PMC1, 
PMC2, PMC3 were obtained, the last being tested in zebrafish for acute toxicity test 
with a negative result, indicating that it is a promising molecule to treat Parkinson’s 
disease.
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1 Introduction 

The diagnosis of neurodegenerative diseases is gradually increasing in the world 
population, due to the growing number of people diagnosed. The most diagnosed 
neurodegenerative disease is Alzheimer’s Disease, and the second most common is 
Parkinson’s Disease (PD), which affects people aged 55–60 years [1].  And in Brazil,  
there was an increase in the frequency of neurodegenerative diseases diagnosed in 
individuals over the age of 60, including Parkinson’s disease. PD is a neurodegen-
erative disease caused by the death of dopaminergic neurons which are responsible 
for the synthesis of the neurotransmitter dopamine (AD), affecting the cognitive and 
motor regions of the brain [2]. The cause of neuron degradation has not yet been 
discovered, but some hypotheses have emerged to explain the pathophysiology of 
PD, one of which is the oxidative stress caused by monoamine oxidase B (MAO-B) 
by degrading dopamine, releasing free radicals, in addition to decreasing the amount 
of the neurotransmitter in the synaptic cleft [3, 4]. 

Given the relationship between MAO-B and the pathophysiology of PD, the focus 
of many studies is on inhibiting this enzyme to decrease its activity and increase 
AD in the synaptic cleft, in addition to reducing the production of free radicals. 
However, this class of medication is not widely used in treatment due to its side 
effects, and this causes patients to fail to adhere to treatment [5, 6]. Thus, there is a 
growing number of studies with medicinal plants, considering their variety of natural 
substances, in which they can assist in the development of drugs with better activities, 
in addition to always seeking to reduce side effects, and there is also greater adherence 
to the treatment by the Brazilian population when the medication is of natural origin. 
Among the medicinal plants found in the Brazilian flora, there is Passiflora incarnata 
and Amburama cearensis with a potent antioxidant and neuroprotective effect, from 
which natural substances can be used to plan antiparkinsonian drugs [7, 8]. 

Since the 18th century, the discovery of new drugs was made at random based 
on traditional knowledge, empirical practice of using natural products to treat 
diseases. Although they have not been analyzed correctly, it was possible to identify 
many molecules with important pharmacological activity. With the advancement of 
computer technology, there was, consequently, an increase in structural databases 
making the in silico study through molecular modeling, bioinformatics, and artificial 
intelligence, more accessible and interesting for research, due to its quick access and 
result with lower cost [9]. A widely used in silico approach is the virtual screening 
process, based on in vitro and/or in vivo tests, several molecules are subjected to 
computational tools to simulate various tests, such as pharmacokinetic and toxi-
cological properties, activity prediction and synthetic viability, among others, this 
approach to drug discovery is called Medicinal Chemistry [10]. 

The choice of the animal model in the in vivo test depends on the objective of 
the study and the pathology to be studied. In the case of PD, since the 1980s, the
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fish Danio rario, popularly known as Zebrafish, started to use, as this fish has many 
important characteristics for carrying out various studies, such as rapid growth facil-
itating studies of reproductive toxicity, and lower financial cost for both purchasing 
and maintaining the environment [11]. In addition, Zebrafish fish have anatom-
ical and functional characteristics similar to those of mammals, such as the brain 
where dopaminergic neurons, Purkinje cells of the cerebellum and motor neurons are 
found. Some studies have suggested that the neurotoxin 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP) is metabolized in Zebrafish embryos and larvae by a 
monoamine oxidase similar to mammalian MAO-B [12]. 

According to data obtained in the scientific literature, this study aimed to plan 
MAO-B inhibitor drug candidates from the prototype of natural origin, through 
Medicinal Chemistry, using in silico planning, synthesis of analogs and evaluation 
in vivo toxicity. 

2 Results and Discussion 

2.1 A Bibliographic Search of Natural Substances 

In Fig. 1, the medication, used as a standard, and the natural substances described 
in the literature and used in this study are observed, respectively: Selegiline (1), 
Amburoside A (2), Harman (3), Harmaline (4), Harmalol (5), which were designed 
in the ChemSketch 12.0 software [3, 4, 7, 12–14]. 

Selegiline was the first MAO-B inhibitor to be discovered. The molecule was 
synthesized by Zoltán Ecseri at Chinoin Pharmaceuticals (Budapest, Hungary) in 
1962, and its selective inhibitory effect of selegiline on one of the MAO isoforms 
was identified by Knoll and Magyar (1972). Since then, this drug has been used 
for the treatment of PD, as it is an irreversible inhibitor that in high doses has 
antidepressant activity, it also has a neuroprotective action against MPTP (1-
methyl-4-phenyl-1,2,3, 6-tetrahydropyridine) and its sympathomimetic effects are 
related to methamphetamine metabolites. However, due to its adverse effects such 
as insomnia, dizziness, headache, bradykinesia, among others, patients abandon 
treatment [4, 6, 15]. 

Of the various plants reported in the literature, two plants belonging to the 
Brazilian flora Amburana cearensis, which is native to the Brazilian northeastern 
region and Passiflora incarnata native to the Amazon, were found to enhance the 
plants of the national flora, in which experimental studies with activity were reported 
neuroprotective effects in induced PD models [8, 13, 16]. 

A. cearensis (sin. Torresea cearensis) is a plant belonging to the Leguminosea 
family, popularly known by several designations, such as imburana of smell, cherry 
and coumarou [16]. In a review study of Brazilian plants with inflammatory activity, 
the natural substances isokaempferide (12.5, 25 and 50 mg/kg) and amburoside 
A (25 and 50 mg/kg), isolated from the shells of A. cearensis, with considerable
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Fig. 1 Chemical structure of Selegiline (1), and of the natural substances Amburoside A (2), 
Harman (3), Harmaline (4), Harmalol (5) 

anti-inflammatory activity, as they inhibited the migration of neutrophils and leuko-
cytes and the production of TNF-a and prostaglandins E2 [17]. In another study, the 
phenolic glycosides found in A. cearensis, Amburosideo A and B had their biolog-
ical activity evaluated in cell cultures exposed to the neurotoxin 6-hydroxydopamine 
(6-OHDA), a hydroxylated derivative of dopamine that is possibly formed endoge-
nously in patients with PD, however, only amburoside A showed neuroprotection 
[7, 13]. 

P. incarnata popularly known as passion fruit, a word of indigenous origin (tupi), 
is a herbaceous, climbing plant from northern South America. The main constituents 
of P. incarnata leaves are flavonoids (0.25%), such as vitexin, isovitexin, orientin, 
isoorientin, apigenin and kampferol. Alkaloids based on the ß-carboline ring system, 
harman, harmin, harmaline and harmalol are said to be effective anti-Parkinson 
compounds [15]. Flavonoids with potential antioxidant activity such as antiparkin-
sonian and for improving memory in the treatment of Alzheimer’s disease were also 
evaluated in which the results showed a significant decrease in free radicals [8]. 
Other studies with P. incarnata, with the aqueous extract of dry leaves, evaluated the 
effects of the extract in albino mice that were experimentally induced by neurolep-
tics to develop DP catalepsy, as this is an animal model used to screen for drugs and 
obtained positive results in terms of activity [18].
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Fig. 2 Derivation of the pharmacophoric group of Selegiline and the 4 natural substances 

2.2 Derivation of the Pharmacophoric Pattern 

Pharmacophore is the set of electronic and steric characteristics that identifies one or 
more functional groups or structural subunits, necessary for better molecular recog-
nition by the receptor and, therefore, for the desired pharmacological effect, these 
are classified by a score [20]. Selegiline and the 4 substances of natural origin were 
submitted to the webserver PharmaGist obtaining the pharmacophore. Figure 2 shows 
the result of the pharmacophore with Selegiline as the pivot molecule, however, in 
the grouping there was only the natural product Harmalina with the score of 4.825 
showing the spatial characteristics: a hydrogen bond acceptor group (yellow sphere), 
a hydrophobic group (sphere green) and an aromatic region (purple sphere). On the 
basis of these results similar essential regions were identified in the other natural 
substances. 

Hagenow and collaborators [21] identified, for the MAO-B inhibitor, the phar-
macophoric pattern with a hydrophobic region, two acceptor regions and an 
aromatic region. While Mathew et al. [22], find a model with a hydrogen acceptor, 
a hydrophobic and two aromatic regions. In the present study, the aromatic, 
hydrogen-accepting and hydrophobic regions were similar to previous studies. 

2.3 Molecular Docking Study 

For the study of docking simulation, the standard drug Selegiline (1) and the natural 
substances Amburoside A (2), Harman (3), Harmaline (4), Harmalol (5) were consid-
ered as a ligand and, as an enzyme, MAO-B. For that, first, the selection was made 
from the Protein Data Bank (PDB) database of the crystallographic structure of MAO-
B deposited in the form of a complex under the code 4A79, with the resolution of 
1.89 Å. The software used was GOLD 5.4, which uses the genetic algorithm for 
the purpose of flexible ligand docking experiments within protein binding sites [23].
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Fig. 3 Result of the docking simulation with the lowest RMSD for the validation of the 4A79 
complex 

This was used to identify the MAO-B binding site so that the interaction between 
the ligands and the enzyme can be simulated. 

The validation of the docking simulation software consists of the replication of 
the experimental result of the positions of the atoms of the ligand in relation to the 
active site of the enzyme, acquired from the crystallographic complex, and through 
the GOLD 5.4 software, several coupling tests were performed in an attempt to 
obtain the same positions of the atoms of the experimental result. The most used 
method to analyze if the software managed to reproduce the experimental result is 
the calculation of the Mean Quadratic Deviation (RMSD) in which previous studies 
showed that results smaller than 2 Å have a high success rate for replicating the 
experimental result [24]. Through the Discovery Studio Visualizer software [14] it  
was possible to visualize the RMSD value of 1.381 Å compared to the position of 
the ligand from the experimental result of the 4A79 complex, shown in Fig. 3. 

Hydrophobic interactions occur between nonpolar regions such as aromatic rings 
and methyls. Conventional hydrogen bonds are characterized when a proton acceptor 
region interacts with a proton donor region due to the difference in electronegativity. 
This type of coupling occurs between electronegative atoms such as oxygen and 
nitrogen [25]. Hydrogen bonds with a distance below or equal to 3 Å are relevant 
to affirm that there is interaction, while hydrophobic bonds have a distance below 
or equal to 5 Å so that there is an interaction between amino acids and the natural 
binding product [26]. 

Figure 4 shows the possible interactions between the amino acid residues of 
the active site that were selected as described in the literature: TYR398, TYR435, 
PHE343, LEU171, TYR326, ILE316, PRO104, PRO104, ILE199, LEU171, 
CYS172, TRP119 [27] and the standard medicine, Selegiline, along with the studied 
natural substances. The analysis showed that the possible connections were mostly 
hydrophobic interactions and had two amino acids in common LEU171 and CYS172, 
and all the studied molecules had interaction with more than 3 amino acids among 
the 12 of the active site. 

Table 1 shows the results of the docking simulation with the possible interac-
tions for the standard molecule Selegiline (1), and the substances of natural origin 
Amburoside A (2), Harman (3), Harmaline (4) and Harmalol (5).
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Fig. 4 Representation of the molecular docking simulation of the amino acid residues of the MAO-
B active site and the studied natural substances: Selegiline (1), Amburoside A (2), Harman (3), 
Harmaline (4) and Harmalol (5)
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Table 1 Docking simulation between the studied molecules and the amino acid residues of the 
MAO-B enzyme active site 

Molecules Active site 
amino acids 

Atoms involved Interaction 
types 

Distance (Å) Score

Selegiline PRO 104 Alkyl-H Hydrophobic 3.99 64.54 

LEU171 1343 C-Ph Hydrophobic 4.24 

CYS172 S-Ph Van der Waals 4.73 

ILE199 Alkyl-C Hydrophobic 4.22 

ILE 316 Alkyl-C Hydrophobic 4.64 

Alkyl-C Hydrophobic 4.84 

TYR 326 Ph-C Hydrophobic 5.28 

Ph-Ph Hydrophobic 5.46 

Amburoside A LEU 171 1343 C-Ph Hydrophobic 3.97 105.20 

CYS 172 H–O Hydrogen 
interaction 

2.65 

S-Ph Hydrophobic 5.06 

ILE 199 Alkyl-Ph Hydrophobic 3.83 

Alkyl-Ph Hydrophobic 4.89 

TYR 398 O–H Hydrogen 
interaction 

2.11 

TYR 435 OH–H Hydrogen 
interaction 

2.51 

Harman LEU 171 C1343-Ph Hydrophobic 4.52 64.01 

CYS 172 S-Ph Hydrophobic 4.83 

TYR 398 Ph–Ph Hydrophobic 4.51 

Ph-Pirrol Hydrophobic 5.36 

Ph–C14 Hydrophobic 4.06 

TYR 435 Ph–C14 Hydrophobic 3.84 

O–H Hydrogen 
interaction 

2.09 

Harmaline LEU 171 C1343-Ph Hydrophobic 4.21 57.32 

CYS 172 S-Ph Hydrophobic 4.76 

ILE 199 O–H Hydrogen 
interaction 

3.08 

Alkyl-C11 Hydrophobic 4.79 

Alkyl-Ph Hydrophobic 4.86 

Alkyl-Ph Hydrophobic 4.22 

ILE 316 Alkyl-C11 Hydrophobic 4.87 

TYR 326 Ph–Ph Hydrophobic 3.36 

Harmalol LEU 171 C1343-Ph Hydrophobic 4.19 57.50

(continued)
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Table 1 (continued)

Molecules Active site 
amino acids 

Atoms involved Interaction 
types 

Distance (Å) Score

CYS 172 S-Ph Hydrophobic 4.88 

ILE 199 Alkyl-C11 Hydrophobic 4.20 

ILE 316 Alkyl-C11 Hydrophobic 5.28 

Alkyl-C15 Hydrophobic 4.72 

TYR 326 Ph–Ph Hydrophobic 5.34 

Ph-C15 Hydrophobic 4.92 

The docking simulation between Selegiline and the MAO-B amino acid residues 
showed 8 interactions in 6 different amino acid residues from the active site: 
CYS172, TYR326, PRO104, ILE316, ILE199 and LEU171. All interactions were 
hydrophobic, with the exception of the interaction with the amino acid residue 
CYS172 in which a van der Waals interaction was obtained between the sulfur atom 
of the amino acid CYS172 and the resonance of the aromatic ring of the molecule 
with a distance of 4.73 Å. With the amino acid residue TYR326, two hydrophobic 
interactions were observed, one between the resonance of the aromatic ring of the 
amino acid and the carbon of the methyl radical of the molecule, and the other 
between the aromatic rings of both the amino acid and the molecule, with distances 
5.28 Å and 5.46 Å, respectively. With the amino acid residue PRO104, a hydrophobic 
interaction was obtained between an alkyl group of the amino acid and the hydrogen 
atom of the molecule with a distance of 3.99 Å. With the amino acid residue ILE316, 
two hydrophobic interactions were observed, between an alkyl group of the amino 
acid and the carbon of the methyl radical, and another interaction between the alkyl 
group of the amino acid residue and the tertiary carbon of Selegiline, with distances of 
4.84 Å and 4.64 Å, respectively. With the amino acid residue ILE199, a hydrophobic 
interaction was obtained between an alkyl group of the amino acid and the carbon 
of the methyl radical of the molecule with a distance of 4.22 Å. With the amino acid 
residue LEU171, a hydrophobic bond was obtained between an alkyl group of the 
amino acid and the aromatic ring of the molecule with a distance of 4.24 Å, with a 
score of 64.54. 

The simulation between Amburoside A and the MAO-B amino acid residues 
showed 7 bonds in 5 different amino acids: LEU171, CYS172, TYR398, TYR435 
and ILE199. Most of the interactions are of the hydrophobic type (4), and there 
have also been three interactions of hydrogen between the hydrogen (H) and oxygen 
(O) atoms. With the amino acid residue LEU171, a hydrophobic interaction was 
obtained between the alkyl group of the amino acid residue and the aromatic ring of 
the natural substance with a distance of 3.97 Å. The amino acid residue CYS172 had 
two interactions, one of the hydrogen interaction type between the H of the amino 
acid and O of the natural substance with a distance of 2.65 Å, and the other of the 
hydrophobic type between an alkyl group of the amino acid residue and the ring. 
aromatic of the natural substance, with a distance of 5.06 Å. With the amino acid
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residue TYR398, a hydrogen interaction was obtained between the O atoms of the 
amino acid residue and the H atoms of Amburoside A with a distance of 2.11 Å. The 
amino acid residue TYR435 showed a hydrogen interaction between the hydroxyl O 
of the amino acid and the H of Amburoside A with a distance of 2.51 Å. The amino 
acid residue ILE199 showed two hydrophobic interactions, between alkyl groups of 
the amino acid residue and the aromatic ring of Amburoside A, with distances of 
3.83 and 4.89 Å, with a score of 105.20. 

In the simulation between Harman and the MAO-B amino acid residues, 7 inter-
actions were observed in 4 different amino acids: TYR435, TYR398, LEU171 
and CYS172. Most interactions are of the hydrophobic type and only one of the 
hydrogen interaction type. With the amino acid residue TYR435, two interactions 
were observed, one of the hydrogen interaction type between the O of the amino 
acid residue and the H of Harman, and another of the hydrophobic type between the 
aromatic ring of the amino acid residue and the alkyl group, with distances of 2.09 Å 
and 3.84 Å, respectively. With the amino acid residue TYR398, three hydrophobic 
interactions were observed, one between the aromatic rings of the amino acid residue 
and the Harman, another between the aromatic ring of the amino acid residue and the 
pyrrolidine ring of the Harman, and one between the aromatic ring of the amino acid 
residue and the alkyl group of the Harman with distances 4.51 Å, 5.36 Å, 4.06 Å, 
respectively. The amino acid residue LEU171 showed a hydrophobic interaction 
between the alkyl group of the amino acid residue and the aromatic ring of Harman 
with a distance of 4.52 Å. The amino acid CYS172 showed a hydrophobic interac-
tion between the alkyl group of the amino acid residue and the aromatic ring of the 
Harman at a distance of 4.83 Å, with a score of 64.01. 

In the simulation between Harmaline and the MAO-B amino acid residues, 8 
interactions were observed in 5 different amino acids: ILE199, CYS172, TYR326, 
ILE316 and LEU171. Most of the bonds were of the hydrophobic type, with only one 
of the hydrogen interaction type. With the amino acid residue ILE199, a hydrogen 
interaction was obtained between the O atoms of the amino acid residue and H of 
Harmaline, and three hydrophobic interactions, one between the alkyl group of the 
amino acid residue, and the three aromatic rings of the natural product, with distances 
of 3.08 Å, 4.79 Å, 4.86 Å and 4.22 Å, respectively. With the amino acid residue 
CYS172, an interaction was obtained between the sulfur atom (S) of the amino acid 
and the aromatic ring of Harmaline with a distance of 4.76 Å. With the amino acid 
residue TYR326, a hydrophobic interaction was obtained between the aromatic rings 
of the amino acid residue and the alkyl group of Harmaline with a distance of 3.36 Å. 
The amino acid residue ILE316 presented a hydrophobic interaction between alkyl 
groups of the amino acid residue and the pyridine of Harmaline with a distance of 
4.87 Å. The amino acid residue LEU171 presented two hydrophobic interactions, 
one between the alkyl group of the amino acid and the aromatic ring of Harmaline 
with a distance of 4.21 Å, with a score of 57.32. 

In the simulation between Harmalol and the MAO-B amino acid residues, 7 inter-
actions in 5 different amino acids were observed. All interactions are hydrophobic. 
With the amino acid CYS172, an interaction was obtained between the sulfur (S) of 
the amino acid residue and the aromatic ring of Harmalol with a distance of 4.88 Å.
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With the amino acid residue TYR326, two interactions were observed, one between 
the aromatic rings of the amino acid residue, with the alkyl group of Harmalol, with 
distances of 5.34 Å and 4.92 Å, respectively. With the amino acid residue LEU171, 
an interaction was obtained between the alkyl group of the amino acid residue and the 
aromatic ring of Harmalol with a distance of 4.19 Å. The amino acid residue ILE199 
showed an interaction between the alkyl groups of the amino acid and the pyridine 
group of Harmalol with a distance of 4.20 Å. The amino acid residue ILE316 showed 
two interactions between the alkyl groups of the amino acid residue and the aromatic 
ring of Harmalol with distances of 5.28 and 4.72 Å, with a score of 57.50. 

However, the standard molecule Selegiline an irreversible MAO-B inhibitor drug, 
this irreversibility characteristic is associated with the adverse effects of the inhibitors 
due to inactivating, totally or partially, the enzyme for a long period of time, in some 
cases causing the destruction of some functional groups of the active site, in which it 
is related to the type of bonds covalent, and in this case, it is assumed that the covalent 
bond is between the sulfur atom of the CYS172 residue and the molecule, in addition 
to being the only one that presented weak interaction with the amino acid residue 
PRO104 but important for conformation and stabilization of the interaction, with it 
is assumed that these two interactions may be the cause of the side effects of this 
drug. For the docking results, Selegiline showed 8 interactions in six different amino 
acids, being CYS172, TYR326, PRO104, ILE316, ILE199, LEU171, and the closest 
result to the standard molecule was the natural product Harmaline for presenting 8 
interactions with the same amino acids the which Selegiline also interacted, with the 
exception of PRO104. Therefore, it can be deduced that Harmaline is more likely 
among the four substances of natural origin to present inhibitory activity of the 
MAO-B enzyme, in the same way as Selegiline, indicating irreversible inhibition. 
However, the natural substance Amburoside A showed 7 possible interactions in 
which 3 were with amino acids equal to which Selegiline interacted, and 2 different 
amino acids belonging to the active site, and its score was higher (105.20) in relation 
to the other molecules, indicating that probably the inhibitory action of Amburoside 
A is different from Selegiline and may be reversible, a characteristic that is desired 
in the planning of drugs with inhibitory action on MAO-B. 

The study by Dhiman et al. [28]. presented the docking for the piperine, alkali 
of Piper nigrum in which they demonstrated possible links with TYR326, TYR398, 
PHE168, TRP119, PHE103, ILE199, CYS172, PHE343 and TYR188. Emphasizing 
that the natural substances in the present study also showed interactions with these 
amino acid residues, with Amburoside A being the highlight, out of the five amino 
acid residues that interacted, three are present in the study by Dhiman et al. [29]. 

Hagenow and collaborators [21] docked two compounds for MAO-A and MAO-
B. With that, it was observed that the compounds had interaction with the amino 
acid residues LEU164, PHE168, PRO102, GLN206 and CYS172, the latter also 
interacting with the studied natural products.
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2.4 Prediction of Pharmacokinetics (ADME) 
and Toxicological Properties 

2.4.1 Prediction of Pharmacokinetic Properties 

The in silico models of ADME properties, in comparison with traditional experi-
mental tests, have greater applicability to meet the huge demand generated in the 
large-scale screening of new molecules. In addition, in vitro and in vivo tests have 
disadvantages that limit their use on a large scale: they are complex and expensive 
in terms of materials, infrastructure and qualified personal. Therefore, the in silico 
study is used as a complementary tool in research, being more used in the screening 
stage [29, 30]. 

For these reasons, there is great interest in the industry in the generation of ADME 
models in silico that can quickly assist in the selection of promising molecules and 
guide the elimination of compounds with an inappropriate pharmacokinetic profile. 
On the other hand, the integration of ADME models (in silico, in vitro and in vivo) 
seems to be an essential path to be followed in all stages of the drug discovery 
process. For the pharmacokinetic properties, the QikProp program was used, in which 
it predicts important parameters to be evaluated, mainly, in the absorption and distri-
bution of a certain molecule in comparison with 95% of other molecules already 
known in the database. In addition, the program performs screening of molecules 
with the potential to be orally administered drugs through the Lipinski rule [31]. 
In this study, the parameters included for evaluation were: Human Oral Absorp-
tion (HOA), Caco-2 cells, Madin-Darby canine kidney cells (MDCK), blood–brain 
barrier (BBB), LogP, hydrogen donor, hydrogen acceptor. The results of the ADME 
prediction of this study are shown in Table 2. 

To estimate Human Oral Absorption (HOA), the QikProp software predicts 
through the number of violations of Lipinski’s Rule of Five (RO5) and the percentage 
of HOA. The analysis of RO5 is made by the number of violations of this rule, being 
allowed only one violation for the following parameters to be considered a molecule 
with good bioavailability by oral route: less than 5 hydrogen donors, less than 10

Table 2 Pharmacokinetic properties of Selegiline (1) and natural substances: amburoside A (2), 
Harman (3), Harmaline (4) and Harmalol (5) 

Absorption Distribution 

Molecules AOH 
(%) 

Donor 
de H 

Acceptor 
de H 

LogP pCaco-2 
(nm/s) 

pMDCK 
(nm/s) 

LogBB 
(Ccerebral/Cblood) 

1 100 1 1 6.41 909.5 5376.77 0.291 

2 28.757 6 10 −2.51 10.649 3.648 −3.76 

3 100 1 1 −0.96 4456.5 2487.91 −0.725 

4 100 2 1 −2.08 3375.0 1842.24 −3.3 

5 78.236 3 1 −0.45 336.8 168.814 −0.051
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hydrogen acceptors, molecular weight less than 500 daltons and LogP less than 5 [32]. 
All the molecules under study, including the pivot, showed zero violations in relation 
to RO5, with the exception of Amburoside A, which presented only one violation, 6 
hydrogen bonding donor groups, however, it continues to have a satisfactory result for 
oral absorption. While for the percentage result, where >80% high absorption, 25– 
80% medium and <25% low absorption, natural substances showed between medium 
and high absorption. Therefore, both Selegiline (standard molecule) and substances 
of natural origin present satisfactory results of physicochemical properties to be 
considered good drugs for oral administration.

Caco-2 cells are useful for measuring parameters of cell permeability in vitro, 
an important test to assess the intestinal absorption of drugs. In addition, in vitro 
cell permeability is often also determined with Madin-Darby canine kidney cells 
(MDCK), which have a shorter growth time than Caco-2 cells. Values above 500 nm/s 
for both properties are considered ideal. For the permeability parameter in Caco-2 
cells, the studied molecules showed results above 500 nm/s, with the exception of 
Amburoside A and Harmalol that showed values below 500 nm/s, while the molecules 
that showed results above 500 nm/s were Harman (3) and Harmaline (4), indicating 
that most will probably be well absorbed in the body. For MDCK cells, most of the 
studied molecules also showed satisfactory results with greater evidence for Harman 
(3), Harmaline (4) and Harmalol (5) (Table 2). 

The blood–brain barrier (BBB) is a complex structure consisting of cellular 
elements and an extracellular matrix. It plays a fundamental role in determining 
the types of molecules that can selectively act in the CNS, therefore, this is one of 
the most important parameters for this study, considering that the studied molecules 
and the proposed analogs must have an action in the CNS, that is, present good perme-
ability in the blood–brain barrier. The range indicating the possibility of crossing this 
barrier is −3.0 and 1.2. And for this parameter, the studied molecules showed good 
permeability, emphasizing that the natural substances Harman (3) and Harmalol (5) 
presented better results of LogBB; (Table 2). 

Dhiman et al. [28] performed the ADMET in the QiqProp software of compounds 
derived from the alkaline piperine prediction of natural substances derived from 
piperine that have potential inhibitory activity for MAO. In this study, natural 
substances showed between medium and good results for the analyzed parameters, 
and none showed more than one violation of Lipinski’s RO5. Jiang et al. [33] produced 
a pharmacokinetic study of Harman and Harmaline in vitro and in vivo using the rat 
animal model, with intravenous administration, natural substances were detected in 
the striatum 300 min after administration, indicated that they have good blood–brain 
barrier permeability, confirming the in silico result obtained in the present study. 

According to the two studies mentioned above, natural substances with MAO-B 
inhibitory activity have satisfactory results to be considered good in the absorp-
tion and distribution properties, for further research. Although the natural substance 
Amburoside A has presented results that are not so satisfactory, it can be modi-
fied based on the pharmacophore and molecular docking, highlighting the result 
obtained for this last parameter, to improve its pharmacokinetic characteristics, as
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in vitro results were quite satisfactory in the study by Ribeiro et al. [18] and Almeida 
[7], indicating that it has potential activity. 

2.4.2 Prediction of Toxicological Properties 

In the planning and development of new drugs, the study of toxicological properties 
is very important, since the relationship between damage and effectiveness is the 
factor in choosing a drug for a given treatment [34]. 

The study of the mutagenic and carcinogenic properties of molecules is carried 
out in animals to obtain results that they would probably have in humans. However, 
the cost of researching toxicological properties is quite high when the study involves 
several molecules, with which new tools and methodologies for the prediction of 
these properties appear [35]. 

As an example, the DEREK software, which contains a subset of about 50 rules 
that describe toxicophoric substructures responsible, for example, for skin sensi-
tization [36] and makes this prediction considering the presence of alkyl halides, 
aldehydes, α, β compounds unsaturated, aromatic amines, phenols, hydroquinones, 
isothiazolinones, alkyl sulfonates and aromatic nitro groups in the test molecules 
[37]. Improvements are constantly being made to alerts and predictions are included, 
such as alerts for 1,2-diketones and isothiazolinones improving the definition of the 
toxicophoric group [38]. 

In the prediction of toxicological properties, only Amburoside A (2) presented a 
toxic action of altering the chromosome responsible for human reasoning, indicating 
the catechol group as the toxicophoric group, this group did not present interaction 
in the molecular docking and is also not part of the pharmacophore, therefore, it can 
be modified to not present more toxicity. And no natural substance showed warn-
ings about Genotoxicity, Mutagenicity and Carcinogenicity, irritation, reproductive 
effects and neurotoxicity (Table 3). 

Mathew et al. [22] carried out in vitro toxicity studies with chalcones that had 
potential MAO inhibitory activity. The results showed that the majority of chalcones

Table 3 Toxicological properties of Selegiline (1) and natural substances: amburoside A (2), 
Harmaline (3), Harman (4), Harmalol (5) 

Molecules Human 
carcinogenicity 

Mutagenicity in 
bacteria in vitro 

In vitro 
mutagenicity 
Salmonella 
typhimurium 

Chromosome 
damages human 
in vitro 

1 Absence of alert Absence of alert Absence of alert Absence of alert 

2 Absence of alert Absence of alert Absence of alert Catechol 

3 Absence of alert Absence of alert Absence of alert Absence of alert 

4 Absence of alert Absence of alert Absence of alert Absence of alert 

5 Absence of alert Absence of alert Absence of alert Absence of alert
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did not show toxicity to liver cells at 1 μM. Upon increasing the concentration to 
5 μM, some compounds exhibited moderate toxicity.

Is et al. [39] presented a study with MAO inhibitors in which the toxicological 
properties were evaluated in silico, in which the two molecules were subjected to 26 
different QSAR models of toxicity, such as mutagenicity, carcinogenicity, cytotoxi-
city, anemia, genotoxicity, hepatotoxicity, liver necrosis and neurotoxicity, presented 
low probability and/or negative results for the QSAR models, indicating that they 
are probably not toxic. 

With the results of in silico toxicity of natural substances, it can be deduced that 
the probability of these substances being toxic is minimal, mainly because they have 
in silico studies of MAO-B inhibitors in which most of the molecules showed no or 
moderate toxicity, confirming the study conducted in that research. 

2.5 Structural Modifications, Activity Prediction 
and Synthetic Viability 

2.5.1 Structural Modifications 

First, the bioligand Amburoside A was selected because it presented experimental 
results for in vitro MAO-B inhibitory activity described in the literature and in the 
present in silico study of molecular docking it presented quantities of interactions 
similar to Selegiline (standard molecule) in some different amino acids, indicating 
that it probably has an inhibitory action differently from Selegiline, and may be 
reversible inhibition since it did not present covalent binding. With that, the modifica-
tions had the objective to improve the pharmacokinetic and toxicological properties 
and to specify the biological activity. In general, based on the probable pharma-
cophore, glucose was removed and the radicals of the aromatic ring of the catechol 
group were modified, in which it was identified as a probable toxicological region, 
the ester group was removed to increase liposolubility to improve the passage in the 
blood–brain barrier and thus, facilitating the synthetic process (Fig. 5). 

The molecules obtained are from the chalcone family, in which they have an 
open chain containing a phenyl ring attached to the carbonyl group and the other 
benzene ring linked by a three-carbon enone fragment, that is, they are α, β- ketones 
unsaturated, in which one aromatic ring is directly linked to carbonyl and the other to 
carbon β of olefinic function, this family is widely used due to its various biological 
activities such as cancer, inflammation and diabetes, with this, many drugs based on 
chalcones have been approved for clinical use [40]. 

In the study by Tran et al. [41], chalcone analogs were synthesized for antibacterial 
activity of methicillin-resistant Staphylococcus aureus. One of these synthesized 
chalcones has the same structure as PMC1 and has low antibacterial activity. Another 
study carried out with the synthesis of chalcones as potential antidiabetic agents, also 
used the structure of PMC1, but it did not obtain results for antidiabetic activity [42].
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Fig. 5 Natural substance Amburoside A (2) and the three analogs entitled PMC1 (6), PMC2 (7), 
PMC (8) 

Salama et al. [43] carried out a study on the synthesis of new tetrazole deriva-
tives, in which one of these synthesized molecules has the same structure as PMC2. 
However, no biological activity tests were performed, the study aimed to show 
the possibility of synthesizing through the reaction of dienones with the reagent 
tetrachlorosilane-sodium azide and its structural contribution of NMR. 

In the study by Bai et al. [44], molecules were synthesized to assess antitumor 
activity. Among these molecules, one has a chemical structure similar to PMC3, 
however, it did not show antitumor activity in vitro. 

In general, there are few in vivo studies of neuroprotective and antioxidant biolog-
ical activity, mainly in PD, with chalcones. In a study by Chen et al. [45], they obtained 
a positive result for the cytoprotective activity of a chalcone, in which the cells were 
subjected to a toxin that decreases the Parkin, Parkin1 and DJ-1 proteins that are asso-
ciated with PD, and after the treatment with the synthesized chalcone was observed 
a significant increase of these proteins. Therefore, using the chalcone family to treat 
neurodegenerative diseases is very promising. 

2.5.2 Activity Prediction 

The activity prediction performed by the PASS web server is based on the structural 
formula of the substance, with great precision for more than 3500 pharmacother-
apeutic effects, being the parameter of the probability of being active (Pa) and the 
probability of being inactive (Pi) and it is only considered a molecule probably active 
when Pa > Pi. If Pa > 0.7, the substance is very likely to exhibit activity in the experi-
ments, but the possibility that the substance is the analog of a known pharmaceutical
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agent is also high. If 0.5 < Pa < 0.7, the substance is likely to exhibit activity in 
the experiments, but the probability is less, and it is different from the substance in 
which the pharmaceutical action is known. If Pa < 0.5, they are unlikely to exhibit 
activity in the substance test. However, if the presence of this activity is confirmed 
in the experiment, the substance may be a new chemical entity [46, 47]. 

However, for the prediction of MAO-B inhibitory activity, analog 1 (PMC1) 
presented the value of Pa 0.238, analog 2 (PMC2) presented the value of Pa 0.198 
and analog 3 (PMC3) presented the value of Pa 0.282. These results demonstrate 
great progress for the development of these molecules planned as potential MAO 
inhibitors, specifically MAO-B, as they were compared with a variety of molecules 
that already have activity, mostly, proven to inhibit MAO-B, indicating that the 
planning is following the objective of the study (Table 4). 

The SEA web server performs the prediction of biological activity indicating 
the biological target based on chemical similarity, and can assume that a particular 
molecule may have an affinity with a certain target. As in the study by McCarrol and 
collaborators, who used SEA for a virtual screening in order to identify whether some 
molecules would have action on targets other than the Zebrafish GABA receptor and 
compare with the in vivo assay [48]. 

SEA mainly uses two values to perform the activity prediction by chemical simi-
larity. The E-value is the value of the expectation that the similarity is not random 
between the sets, in which the values closer to zero or less than 1 × 10−10 consider 
that the activity prediction is not likely to be occurring by chance. While the Tanimoto 
Coefficient (Tc) is the expected chemical similarity of value 1 [49]. 

For the PMC1 molecule, DP-related activities were obtained, represented by the 
values of E-value 4.426e−35 and Tc of 0.86 for human enzyme MAO-B, and the 
values of E-value 2.509e−11 and Tc of 0.69 for human MAO-A enzyme, indicating 
that PMC1 has a greater affinity for the MAO-B enzyme and greater probability 
of not being a random alignment. For PMC2, results were obtained for E-value 
2.342e−24 and Tc 0.58 for human MAO-B enzyme, E-value 9.906e−08 and Tc 0.29 
for MAO-B mouse enzyme, and E- value 1.408e−07 and Tc 0.57 for human MAO-
A enzyme, indicating that PMC2 has similar characteristics to interact with both 
the human enzyme MAO-A and MAO-B. For PMC3, E-value 7.283e−14 and Tc 
1 were obtained for human MAO-A enzyme, E-value 2.505e−28 and Tc 0.73 for 
human MAO-B enzyme, and E-value 2.683e−08 and Tc 0.35 for COMT rat enzyme, 
indicating that PMC3 has a non-significant tendency towards MAO-A instead of

Table 4 Prediction of biological activity with the PASS webserver for Selegiline and the planned 
molecules PMC1, PMC2 and PMC3 

Molecules Pa Pi Activy 

Selegiline 0.366 0.055 Inhibition of monoamine oxidase B 

PMC1 0.238 0.005 

PMC2 0.198 0.007 

PMC3 0.282 0.005
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Table 5 Prediction of 
biological activity with the 
SEA webserver for Selegiline 
and the planned molecules 
PMC1, PMC2 and PMC3 

Molecules E value Tanimoto 
coefficient (Tc) 

Activity 

Selegiline 4.213e−38 1.00 MAO-B rat 

3651e−35 1.00 MAO-A rat 

2.909e−12 1.00 MAO-B human 

3.929e−11 1.00 MAO-B bovine 

2.838e−12 0.62 MAO-A human 

5.504e−07 0.33 MAO-A bovine 

PMC1 4.426e−35 0.86 MAO-B human 

2.509e−11 0,69 MAO-A human 

PMC2 2.342e−24 0.58 MAO-B human 

9.906e−08 0.29 MAO-B mouse 

1.408e−07 0.57 MAO-A human 

PMC3 7.283e−14 1.00 MAO-A human 

2.505e−28 0.73 MAO-B human 

2.683e−08 0.35 COMT rat 

MAO-B and still has a probable interaction with COMT thus deducing that its action 
may be multi-target (Table 5).

2.5.3 Synthetic Viability 

To predict the synthetic viability of the compounds, the SYLVIA software was used, 
which verifies through calculations the levels of difficulty of synthesis scoring from 
1 to 3 for compounds that are easy to synthesize with the background of the image 
colored green, 3–6 for medium-sized ones with a yellow background and 6–10 for 
compounds that are very difficult to synthesize with red background [50]. Analog 1 
(PMC1) showed a value of 2.52 indicating it is easy to synthesize, analog 2 (PMC2) 
showed a value of 3.74, that is, medium ease in synthesis, and analog 3 (PMC3) was 
2.77, easily synthesized. The proposals are promising because they present biological 
activity for MAO-B inhibitors and mainly because they are possible to synthesize. 

2.6 Synthesis of Planned Molecules by Claisen-Schmidt 
Reaction 

The Claisen-Schmidt reaction is a classic reaction (Fig. 6), described by R. L. Claisen 
and J. G. Schmidt, widely used in the synthesis of chalcones through the aldolic 
condensation of an acetophenone with an aromatic aldehyde [51]. This reaction can 
occur in both acidic and basic environments, generating an enol or enolate from
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Fig. 6 Claisen-Schmidt condensation of chalcone 

the ketone, respectively, followed by the aldol addition and dehydration, resulting 
in the aldol adduct. Despite being simple, the Claisen-Schmidt reaction has some 
disadvantages, such as slow reaction, production of artifacts and most have low yield, 
ranging from <10% to 100> conversion. To increase the likelihood of better yield, 
aluminum chloride (AlCl3) is also used as a Lewis acid for the synthesis of chalcone 
[40]. 

Since it is a basic reaction for the synthesis of chalcones, with easily accessible 
reagents and relatively simple protocol, it was decided to synthesize the analogs 
proposed in this work to have their toxicities tested in Zebrafish. Molecules 6, 7 and 
8, where synthesized with 15%, 46% and 5% yield, respectively. All molecules were 
synthesized more than once to obtain the minimum amount of 1 g, to be used in the 
biological experiments. 

The structures of the synthesized products were confirmed using the techniques of 
nucler magnetic resonance (NMR), infrared spectroscopy (IR), gas chromatography-
mass spectrometry (GC-MS) and melting point (m.p.). The 1H and 13C NMR spectra 
of molecules 6 and 8 showed the characteristic signals expected for these compounds, 
with emphasis on the 1H–1H coupling constant of 15,6 Hz, characteristic of double 
bonds in the trans geometry with values close of to the expected value of 16 Hz. 
For molecule 7 it was not possible to obtain the coupling constant for double 
bonds because of the formation of multiplets, but the chemical shifts of 1H and 13C 
confirmed the structure of the product. The analysis by mass spectrometry showed 
the m/z for molecules 6, 7 and 8 equals to 224, 248 and 238 Da, consistent with the 
calculated values for their molecular ions. 

2.7 Pharmacological Activity in a Zebrafish Model 

2.7.1 Subjects and Creation Procedure 

The animals were kept on the Zebrafish Platform of the Drug Research Laboratory, 
Biological Sciences and Health Department of the Federal University of Amapá 
(UNIFAP), Brazil. At a temperature of 26 ± 2 °C with a light cycle of 10 h light/14 h 
dark. Standardized water (ISSO 1996) was used for the maintenance of adult fish. For 
the production of standardized water, deionized water was used and the following 
salts were added: CaCl2 ×2H2O (117 mg/L), MgSO4 ×7H2O (49.3 mg/L), NaHCO3 

(25.9 mg/L) and potassium chloride (2.3 mg/L) (Sigma Aldrich).
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The adult fish were fed with commercial feed and Artemia saline. These were 
treated according to the guide for the care and use of experimental animals. The 
behavior of the fish was assessed by a human observer and filmed, after a week 
under normal conditions and treatment. This study was submitted and approved by 
the Committee on Ethics in Animal Use—CEAU of UNIFAP, receiving protocol 
number 013/2018. 

2.7.2 Toxicity Test of the Studied Substance 

The acute in vivo toxicity test in an animal model Danio rerio, known as Zebrafish, 
has a lower cost and time, and can be performed at the beginning of preclinical devel-
opment, and this justifies the acceptance of this methodology by the drug regulatory 
bodies [53]. 

Of the three synthesized molecules, PMC1, PMC2 and PMC3, PMC3 was chosen 
for the toxicity test because it does not have scientific studies of activity in the central 
nervous system, and in the prediction test of biological activity in silico it showed 
possible inhibition in two enzymes that are related to the pathophysiology of PD. 
For acute oral toxicity, the administration of a single dose of PMC3 is considered 
in this study and observation after 24 h to identify whether there was death in the 
groups, administering concentrations of 350, 750, 1500 and 2500 mg/kg, according 
to the recommendations of the OECD protocol 236 [54] after the highest level of the 
administered dose (2000 mg/kg) it is suggested that there is no mortality in the tested 
population. Based on this methodology, the acute toxicity test was also performed 
by the intraperitoneal route, to confirm the possible absence of toxicity of the PMC3 
analog by both routes, in which for both routes there was no death or behavior change 
of the 30 fish tested in total. The results are shown in Table 6. 

Due to the chalcones not having good solubility in water, it was necessary to 
add DMSO and Tween 80 to the distilled water to obtain a mother concentration of 
200 mg/mL, so it was possible to dilute according to the bodyweight of each fish. 
Soon after administration, it was noted that there was an increase in the swimming 
activity of the fish in both routes, with the same behavior for the control group. The 
fish were evaluated for 7 days and showed no significant differences in behavior and 
had a mortality rate of 0%. 

Table 6 Number and 
percentage of animals killed 
after treatment with PMC3 
orally and intrapenitorially at 
doses of 350, 750, 1500 and 
2500 mg/kg in zebrafish 

Dose mg/Kg Number of dead animals Percentage % 

Control Group 0/3–3 0 

350 0/3–3 0 

750 0/3–3 0 

1500 0/3–3 0 

2500 0/3–3 0 

N = 3 animals/intraperitoneal route and 3 animals/oral route
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3 Conclusion 

This study was divided into three parts: molecular modeling, synthetic route and 
acute toxicity in vivo, to obtain a drug candidate with MAO-B inhibitory activity 
for the treatment of Parkinson’s Disease. Thus, the natural substances (Amburo-
side A, Harman, Harmaline and Harmalol) selected for the in silico study of the 
pharmacophore, molecular docking, pharmacokinetic and toxicological properties 
demonstrated satisfactory results indicating a greater probability of good absorption 
and distribution, in addition to MAO inhibitory activity. −B due to interaction with 
the active enzyme site provided by docking. 

Based on these results, Amburosídeo A was indicated as a bioligant to propose 
the modifications, and thus 3 molecules of the chalcone family named PMC1, PMC2 
and PMC3 were obtained, although they already exist in the virtual database, these 
molecules do not have studies for the treatment of disease of the central nervous 
system, and the majority being for antimicrobial activity in which they did not 
show good results. Therefore, predictions of activity and synthetic viability were 
also performed, in which the three molecules showed activity to inhibit MAO. The 
PMC3 prediction for COMT inhibitory activity is also noteworthy, indicating that this 
molecule probably has a multi-target action, in addition to presenting easy synthesis. 
In the synthesis stage, it was possible to synthesize the three molecules with an 
average yield of 40%, confirming the prediction of synthetic viability. Subsequently, 
PMC3 was selected to perform the acute toxicity test on Zebrafish, due to its likely 
multi-target action, and even with the highest dose (2000 mg/kg) administered, the 
mortality rate in the study population was 0%, indicating the lack of toxicity in this 
parameter. Thus, this study demonstrates the importance of Molecular Modeling in 
decreasing the time and cost of research, in addition to proposing three new potential 
drug candidates for the treatment of Parkinson’s Disease. 

4 Experimental Session 

4.1 Search for the Structures of Natural Substances 

To propose new drug candidates with antiparkinsonian biological activity with the 
inhibition of the monoamine oxidase B (MAO-B) enzyme for the treatment of 
PD, first, an online database search was performed with the descriptors “medic-
inal plants”, “Antiparkinsonian activity” and “natural compounds”, to find natural 
substances that are described in the literature with antiparkinsonian, antioxidant 
or neuroprotective activity in vitro or in vivo experiments on animal models with 
induced PD.
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4.2 Derivation of the Pharmacophoric Pattern 

The pharmacophore represents the set of functional domains of the studied bioligands 
through which the possible types of interaction that the ligands in common can make 
with the receptor site are defined [55]. The pharmacophoric pattern was determined 
from the online server PharmaGist (http://bioinfo3d.cs.tau.ac.il/PharmaGist/) [56] 
and observed its image on the ZINCPharmer web server (http://zincpharmer.csb.pitt. 
edu/pharmer.html). 

4.3 Molecular Docking Study 

Molecular docking is a computational method to identify the mode of interaction of 
ligands at the enzyme or receptor binding site through specific key interactions and 
to predict the binding affinity between protein-ligand complexes [57]. The GOLD 
5.4 software (Genetic Optimization for Ligand Docking) was used to simulate the 
interaction between the ligands and the MAO-B enzyme through calculations that 
employs the genetic algorithm for flexible ligand docking experiments within protein 
binding sites [17]. 

4.4 Prediction of Pharmacokinetics (ADME) 
and Toxicological Properties 

4.4.1 Prediction of Pharmacokinetic Properties (ADME) 

For the pharmacokinetic properties, the parameters of human oral absorption (AOH), 
cell permeability in Caco-2 and MDCK cells and the penetration of the blood–brain 
barrier (pBHE) were used, as well as the properties related to the rule of five (logP, 
molecular mass, hydrogen donors, and hydrogen acceptors) for natural substances, 
using the QikProp module of the Schrödinger software [58]. 

4.4.2 Prediction of Toxicological Properties 

The natural substance toxicological properties were predicted using the DEREK 
software (Deductive Estimate of Risk from Existing Knowedge) [34]. DEREK has a 
system that makes predictions of toxicity, such as mutagenicity, carcinogenicity, skin 
sensitization, irritation, reproductive effects, neurotoxicity, among others, through 
the correlation rules implemented in the software [12, 28]

http://bioinfo3d.cs.tau.ac.il/PharmaGist/
http://zincpharmer.csb.pitt.edu/pharmer.html
http://zincpharmer.csb.pitt.edu/pharmer.html
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4.5 Structural Modifications, Activity Prediction 
and Synthetic Viability 

The changes in the structure of the studied molecules were carried out based on 
the study of docking, on the properties of significant pharmacokinetics and toxi-
cology. In addition, it was also possible to predict the activity of the proposed 
new compounds using the PASS webserver (http://www.akosgmbh.de/pass/index. 
html), which predicts with high accuracy (70–80%) up to 2000 biological activities 
for chemical compounds. And SEA (http://sea.bkslab.org/) uses the protein-related 
set of molecules similarity based on the chemical similarity established between 
its ligands, by searching large compounds databases and creating cross-destination 
similarity maps. 

The prediction of synthetic viability was performed using the SYLVIA soft-
ware (http://www.molecular-networks.com/online_demos/sylvia/), in which it indi-
cates whether the molecule has characteristics of easy (green), medium (yellow), or 
difficult (red) synthesis. 

4.6 Synthesis of Planned Molecules by Claisen-Schmidt 
Reaction 

The search for organic compounds that show activity as MAO-B inhibitors for the 
treatment of PD was based on chalcone nuclei. The chalcones were synthesized by 
a Claisen-Schmidt reaction that describes a process in which a benzaldehyde and a 
methyl ketone are condensed in the presence of catalysts, this reaction is considered 
one of the most classic reactions in organic chemistry, with the catalysts being strong 
or acid bases [52]. 

Typical procedure for PMC1 (6): In a 250 mL flask, 30 mL of ethanol, 4-
hydroxybenzaldehyde (5.1 mmol) and acetophenone (5.0 mmol) were stirring for 
10 min, then added 6 M NaOH (5 mL) dropwise and remaining in magnetic stirring 
for 24 h at room temperature. Small pieces of aluminum foil were added to reaction 
in an attempt to increase the yield. After this period, the mixture was transferred to 
a Beaker (500 mL) containing approximately 100 g of crushed ice and 10% HCl 
(15 mL) in manual stirring with a glass stick until the formation of the precipitate. 
Vacuum filtration was performed to obtain the precipitated solid 6. 

Typical procedure for PMC2 (7): In a 250 mL flask, 30 mL of ethanol, cinnemalde-
hyde (5.1 mmol) and 4-methylacetophenone (5.0 mmol) were stirring for 10 min, 
then added 6 M NaOH (5 mL) dropwise and remaining in magnetic stirring for 
24 h at room temperature. Small pieces of aluminum foil were added to reaction in 
an attempt to increase the yield. After this period, the mixture was transferred to 
a Beaker (500 mL) containing approximately 100 g of crushed ice and 10% HCl 
(15 mL) in manual stirring with a glass stick until the formation of the precipitate. 
Vacuum filtration was performed to obtain the precipitated solid 7.

http://www.akosgmbh.de/pass/index.html
http://www.akosgmbh.de/pass/index.html
http://sea.bkslab.org/
http://www.molecular-networks.com/online_demos/sylvia/
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Typical procedure for PMC3 (8): In a 250 mL flask, 30 mL of ethanol, 4-
hydroxybenzaldehyde (5.1 mmol) and 4-methylacetophenone (5.0 mmol) were stir-
ring for 10 min, then added 6 M NaOH (5 mL) dropwise and remaining in magnetic 
stirring for 24 h at room temperature. Small pieces of aluminum foil were added 
to reaction in an attempt to increase the yield. After this period, the mixture was 
transferred to a Beaker (500 mL) containing approximately 100 g of crushed ice and 
10% HCl (15 mL) in manual stirring with a glass stick until the formation of the 
precipitate. Vacuum filtration was performed to obtain the precipitated solid 8. 

All substances were characterized by 1H and 13C NMR, infrared spectroscopy, gas 
chromatography–mass spectrometry and melting point (supplementary material). 

4.7 Acute Toxicity in a Zebrafish Model 

4.7.1 Subjects and Creation Procedure 

The adult Zebrafish (approximately 0.3 g in weight) were created on the ZebraFish 
Platform of the Pharmaceutical Research Laboratory, from the Federal University of 
Amapá, following standard fish care and maintenance protocols [53]. The environ-
mental variance was maintained, at a minimum, for all behavioral experiments. The 
adult Zebrafish were kept in deionized water containing 200 mg/L of salt. All animal 
care procedures were submitted to the Animal Use Ethics Committee of the Federal 
University of Amapá. 

4.7.2 Acute Toxicity Test 

This test consists of administering the studied molecule to the fish in a certain dose 
and, if the fish survives at least 7 days, it indicates a high probability of the substance 
not being toxic 60. To perform this test, two routes of administration were used, 
both orally, due to the planned and synthesized substance being indicated as a drug 
candidate by the oral route, and the intraperitoneal route because it is the route of 
administration of the neurotoxin used in other studies. For the test, 12 adult fish were 
used, divided into four groups, containing three fish in each group, and the substance 
PMC3 fasted once in four different concentrations, 350, 750, 1500 and 2500 mg/kg, 
with 0.250 g of PMC3 diluted in 900 μg/mL of water, 90 μg/mL of DMSO and 
10 μg/mL of Tween 80.
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5 Ethical considerations 

The Ethics Committee on the Use of Animals of the Federal University of Amapá— 
CEUA-UNIFAP is a deliberative and advisory body of the Higher Administration 
of the University in normative and consultative matters, in questions about the use 
of animals for teaching and research. This work was submitted and approved by 
protocol 013/2018 by this Animal Use Ethics Committee (CEUA). 
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Abstract Protein-Tyrosine Kinases (PTK) are responsible for the protein–protein 
transfer of the phosphate present in ATP molecule. This activity is essential and 
allowed due to its activation through phosphorylation. However, when an inade-
quate activation occurs, then triggers neoplasms, such as Chronic Myeloid Leukemia 
(CML). The treatment of these diseases in their chronic phase occurs through tyro-
sine kinase inhibitors (TKIs). Examples of TKIs are imatinib, dasatinib, gefitinib, 
erlotinib, nilotinib, afatinib, sorafenib and ponatinib, which act specifically on the 
protein target. TKIs are a major scientific development for the treatment of BCR-
ABL related cancers. However, the numerous possible mutations of the active site 
of the protein prevent the action of these inhibitors and consequently induces the 
spread of the disease. Therefore, the computational study of the electronic structure 
and the molecular docking of these drugs are essential to understand the conforma-
tions of the protein active site. This study also leads to effectively advance in the 
treatment involving TKIs. For a good direction of these studies, it is necessary to 
know their electronic properties and the orientation of their respective ligands in the 
active region of the enzyme. Therefore, this work aims to shed light on the develop-
ment of new potential drugs centered in protein mutations, against neoplasms related 
to BCR-ABL. 
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1 Introduction 

1.1 Chronic Myeloid Leukemia and Tyrosine Kinase 
Inhibitors 

The class of protein-Tyrosine Kinase (PTK) is responsible for a range of intra- and 
extracellular processes, such as metabolic regulation, signaling, cell adhesion, cell 
division and differentiation, as well as apoptosis. PTKs are responsible for trans-
ferring the phosphate present in adenosine triphosphate (ATP) [1–3]. This activity 
is essential and allowed due to its activation through phosphorylation. However an 
inadequate activation can triggers neoplasms, such as Chronic Myeloid Leukemia 
(CML) [4–7]. The treatment of these diseases in the chronic phase occurs through 
tyrosine kinase inhibitors (TKIs), such as imatinib, gefitinib, erlotinib, nilotinib and 
afatinib, which acts specifically on the protein target. However, the numerous possible 
mutations of the protein active site prevent the action of these inhibitors, which conse-
quently induces the spread of the disease. Therefore, the computational study of the 
electronic structure, as well as the study through molecular docking of these drugs 
plays a key role to understand the conformations of the protein active site and how 
to effectively advance in the treatment involving TKIs [8]. 

CML is a clonal chronic myeloproliferative neoplasm, characterized by the recip-
rocal translocation between chromosomes 9 and 22-t(9;22) (q34;q11), giving rise 
to the Philadelphia chromosome (Ph). In the Ph chromosome—disease indicator— 
the gene from the BCR-ABL1 fusion is found, a determinant factor for CML and 
responsible for the synthesis of the oncoprotein tyrosine kinase BCR-ABL intrinsic 
to the pathology[6]. In this context, the BCR-ABL protein is present in all patients 
with CML, and its hyperactivity triggers the release of cell proliferation effectors 
and apoptosis inhibitors, and its activity is responsible for the initial oncogenesis of 
CML [9]. 

Until the advent of imatinib mesylate TKI, in the 2000s, the treatment options that 
allowed an improvement in the survival rate and quality of life were limited to scarce 
drugs, such as bisulfan. However, these drugs did not have the desired efficacy and 
safety for the patient [10, 11]. Thus, the target therapy is through TKIs, which are 
the first-line for the treatment of cancers related to BCR-ABL and their respective 
mutations. According to Cortez et al. [12] the biggest challenge for the treatment of 
CML is primary or acquired drug resistance through tyrosine kinase mutations in the 
ATP binding region. 

In the present study, the inhibitors afatinib, axitinib, dasatinib, gefitinib, erlotinib, 
imatinib, lapatinib, nilotinib, pazopanib, ponatinib, sorafenib e and tozasertib were 
analyzed (see Fig. 1). They act competitively with ATP, natural substrate of TK, and 
binds to the intracellular domain of the TK portion of the EGFR. Then, suppressing 
its autophosphorylation and consequent cascade signaling of the BCR-ABL signal 
transduction pathway [13]. 

Therefore, studies taking into account the wild and mutated forms of the BCR-
ABL T315I protein were carried out together with molecular docking studies and
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Fig. 1 2D molecular structures of studied TKIs
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computational calculations, in order to characterize the inhibitor molecular struc-
ture. Therefore, to analyze their most primordial residues that present an effective 
interaction with the inhibitor and the active site of the protein. We have analyzed 
the positions presented by each of TKIs within the enzyme and the conformation of 
their orbitals. The aim is to understand the interaction between them, as well as to 
indicate which inhibitor is more effective in the BCR-ABL inhibition process.

1.2 BCR-ABL Protein 

The BCR-ABL translocation, known as the Philadelphia Chromosome, results from 
the fusion of part of the ABL oncogene, located on chromosome 9, with the BCR 
gene, located on chromosome 22 [14], as well as having a tyrosine kinase activity, 
thus stimulating cell growth and proliferation [8]. It is activated through signal trans-
duction cascades that start with the addition of a phosphate group coming from ATP 
(phosphorylation), which binds to the active site of the protein [8]. 

In this context, the substrate pocket is located in a deep crack where there is located 
an important residue named “gatekeeper”, that of threonine 315 (Thr315) shown in 
Fig. 2, which is also involved in binding to ATP, thus being essential to stabilize 
the active conformation of BCR-ABL [15]. For this reason, the threonine residue 
is a determinant target for the interaction with the inhibitor. The T315I mutation 
confers resistance and decreases the molecular interaction to the first and second 
TKIs generation due to a replacement of the threonine residue by one of isoleucine 
[15]. Given the extreme importance of the Thr315 residue, in both cases of substrate 
and inhibitor binding, several studies and research interests were attracted, as it is 
believed that this region is a great potential pharmaceutical target [15]. 

Another important region of the protein is the so-called “A-loop” or activation loop 
(Fig. 3) which plays a central role in the activation of BCR-ABL, and is responsible for 
indicating the critical role in modulating the kinase activity, as contains a conserved 
catalytic site, called “DFG-out”, formed by residues Asp381, Phe382, and Gly383 
and their respective interactions [15]. In some cases, the “DFG-out” can undergo an 
inversion in relation to the active conformation of the protein, so this generates a 
resistance to inhibitors [16]. 

Protein kinases have been the focus of many targeted treatments. Tyrosine kinases 
are enzymes responsible for activating many proteins through signal transduc-
tion cascades. Proteins are activated by adding a phosphate group to the protein 
(phosphorylation): 

ATP + Protein - OH → ADP + Protein - phosphorylated + H+. 

Tyrosine kinase inhibitors can compete with ATP, the phosphorylating entity, the 
substrate, or both, or they can act allosterically, binding to a site outside the active 
site, affecting its activity with conformational change. Aiming at the tyrosine kinases 
that regulate cell growth and proliferation, there are highly effective inhibitors, such



Electronic and Structural Insights of BCR-ABL Inhibitors Under LMC … 393

Fig. 2 Inactive conformation for the ABL domain of PTK, showing the Thr315 gatekeeper residue 

as imatinib mesylate, (Gleevec, STI 571), and Nilotinib, (Tasigna, AMN107), for the 
treatment of CML and gastrointestinal stromal tumors (GIST) [8]. 

The resistance presented to imatinib inhibitor by some patients leads to the first-
generation inhibitors. Subsequent inhibitors nilotinib, bosutinib and dasatinib, are 
also known as second generation were created and took the lead in inhibiting BCR-
ABL as well as other TK mutations such as T315I. 

In this sense, the objective of this work is to analyze the characteristics, such as 
chemical groups, volume and intermolecular forces of the first-generation optimized 
inhibitors as well as the second-generation ones to compare them with the other 
inhibitors and ligands presented in this work. Molecular docking methodology was 
used to qualitatively analyze the interactions between protein-inhibitor of BCR-ABL 
protein in the wild and mutated state.
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Fig. 3 BCR-ABL conformation for the A-loop, and the DFG catalytic site with nilotinib molecule 
complex in light blue 

2 Methodology 

2.1 PDB Structures and Molecular Docking 

The wild and mutated forms of the BCR-ABL T315I protein were studied together 
with molecular docking studies and computational calculations. The aim is to inves-
tigate the molecular structure of inhibitors and to analyze their most primordial 
residues that present an effective interaction with the inhibitor and the active site of 
the protein. We have also analyzed the positions presented by TKIs within the enzyme 
and the conformation of their orbitals. In such a way, to understand the interaction 
between them, as well as to indicate descriptors for inhibitor effectiveness. 

Although there are several mutations in the ABL-BCR protein, only the T315I 
mutation was selected due to its characteristic of resistance to imatinib. Ten three-
dimensional structures of proteins were taken from the Protein Data Bank (PDB). 
The two proteins from Homo sapiens were selected, being 3QRK (UniProtKB:
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P00519) and 3QRJ (UniProtKB: P00519), because they present minor alterations 
when compared to the literature. The catalytic sites (P1 and S1) of the structures 
were analyzed, keeping them intact. The ending residues presented in only one of 
the proteins were removed to obtain better similarity, and the marked difference 
between the two proteins was only the T315I mutation. 

We carried out the study of the interaction of the BCR-ABL protein through 
docking, in its wild-type oncological conformation, using the structures deposited 
in the PDB database under the code 3QRK; and its oncological conformation with 
mutation, under the code 3QRJ(T315I). Two oncological conformations of BCR-
ABL T315I were also studied: the wild type 3OXZ and the mutated type 3OY3. 
We compared the scores obtained, having the maximum DP-987 inhibitor reference, 
with the IC50 values, and the most likely conformations with the highest score values 
obtained. The docking study was carried out with the AutoDock4.2.6 [32] and VMD 
[33]. 

Inhibitors used for the treatment of CML, imatinib, ponatinib, nilotinib, bosutinib 
and dasatinib, were studied; and added inhibitors used in the treatment of other types 
of cancer: axitinib, erlotinib, gefitinib, lapatinib, pazopanib, sorafenib and tozasertib, 
to qualitatively and quantitatively assess the interactions of these inhibitors with 
their therapeutic target. The structures of the inhibitors were taken from DrugBank 
and PubChem (Table 1). The geometric structures of the ATP molecule (DrugBank 
ID: DB00171) were also obtained from the DrugBank database and from it the 
structure of the ADP ligand was generated with the removal of a phosphate group, 
the two molecules were optimized using the same computational protocol of the 
other inhibitors. 

2.2 Electronic Structure 

The TKI structures were geometry optimized at first using semiempirical PM6 
method. Calculations were also performed using density functional theory (DFT) 
with the functionals B3LYP and ωB97XD with the 6-311+G(d,p) basis function 
using the Gaussian09 computational package [34]. The structural and electronic 
properties were studied, such as dipole, the SCF orbital energies of frontier orbitals, 
the highest occupied molecular orbital (HOMO) to the HOMO-−4, the lowest unoc-
cupied molecular orbital (LUMO) to LUMO + 4, and the HOMO-LUMO gap. In 
addition to evaluating the volume and size of the molecules.
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Table 1 Analyzed TKIs 

Inhibitor Target protein Drugbank ID References 

Afatinib EGFR DB08916 Keating [17] 

Axitinib VEGFR DB06626 Roskoski [18] 

Bosutinib BCR-ABL, Src family DB06616 Keller-von Amsberg and 
Schafhausen [19] 

Canertinib pan-erbB DB05424 Arora and Scholar [20] 

Dasatinib BCR-ABL, Src family, c-KIT, 
PDGFR, Ephrins 

DB01254 Müller et al. [21] 

Erlotinib EGFR DB00530 Scheffler et al. [22] 

Gefitinib NSCLC DB00317 Sordella et al. [23] 

Imatinib BCR-ABL, c-KIT, PDGFR DB00619 Manley et al. [24] 

Lapatinib EGFR DB01259 Arora and Scholar [20] 

Nilotinib BCR-ABL, c-KIT, PDGFR DB04868 Fujita et al. [25] 

Pazopanib VEGFR, PDGFR, FGFR DB06589 Sonpavde et al. [26] 

Ponatinib BCR-ABL, T315l, VEGFR, 
PDGFR, FGFR, EPH, KIT, RET, 
Tie-2 e FLT3 

DB08901 Zhou et al. [27] 

Rebastinib Tie-2 tyrosine kinase receptor DB13005 Janku et al. [28] 

Sorafenib RAF kinase, PDGF, VEGF 
receptor 2 & 3 kinases and c-KIT 

DB00398 Keating and Santoro [29] 

Sunitinib RTK, GIST, PDGF-R, VEGFR, 
RET, CSF-1R, and FLT3 

DB01268 Demetri et al. [30] 

Tozasertib BCR-ABL T315l 5494449 Ferreira and Andricopulo 
[31] 

3 Results and Discussion 

3.1 Frontier Molecular Orbitals 

In the present study, the inhibitors afatinib, axitinib, dasatinib, gefitinib, erlotinib, 
imatinib, lapatinib, nilotinib, pazopanib, ponatinib, sorafenib, and tozasertib were 
also evaluated (see Fig. 1), which act competitively with ATP, a natural substrate 
of TK. They also bind to the intracellular domain of the tyrosine portion EGFR 
kinase, suppressing its autophosphorylation and consequent cascade signaling of the 
BCR-ABL signal transduction pathway [13]. 

Figure 4 shows the profile energy of the frontier molecular orbitals (FMO) of 
the inhibitors obtained with semiempirical PM6 method, and B3LYP and ωB97XD 
functionals. The functionals and semiempirical methods presented almost the same 
behavior. However, some patterns can be observed. Imatinib, afatinib, dasatinib and 
ponatinib are in a separate group in both the HOMO − n and the LUMO + n series.
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Fig. 4 Energy profile of the frontier molecular orbitals of TKIs of HOMO to HOMO − 4 and  
LUMO to LUMO +4 series. Values are in eV. Calculations were performed with PM6 semiempirical 
method, and using hybrid functionals B3LYP and ωB97XD
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Fig. 5 The isosurface difference (LUMO-HOMO) distribution and localization for some TKIs 
studied. Calculations using B3LYP/6-311+G(d,p) level 

This pattern was observed for all methods, with small variations, always grouping 
the imatinib, afatinib, dasatinib and ponatinib.

Figure 5 shows the energy difference between the isosurfaces of HOMO and 
LUMO orbitals. The distribution of the gap of TKIs molecules have different profile, 
which is the expected behavior in consonance with the kind of kinase protein where 
it acts more efficiently. The natural substrate ATP, and its product after the phospho-
rylation of the protein kinase (ADP) have similar distribution and location, in the 
adenosine group. The VEGFR and PDGFR inhibitors, axitinib, dasatinib, pazopanib, 
and sorafenib, presents their gap equally distributed throughout the fragments of 
their molecules. The BCR-ABL type II inhibitors imatinib, nilotinib and ponatinib 
show similar profile of distribution and location, in the opposite position. The EGFR 
inhibitor afatinib presented profile similar with ponatinib and sorafenib, both BCR-
ABL inhibitors. This can indicate a new use of the afatinib as BCR-ABL inhibitor, 
or a new molecule derivates of this inhibitor. 

3.2 Docking and the Electronic Structure Correlation 

The protein has two essential sites for inhibition, named P1 site for the interaction 
site with ATP, and S1 site for the interaction site with protein phosphorylated by the
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Fig. 6 Comparison of 
docking score values of wild 
protein 3QRK with mutated 
protein 3QRJ. Disclaimer for 
Dasatinib* referring to 
Dasatinib at S1 site. 
Pazopanib* referring to 
Pazopanib at P1 site. 
Ponatinib* referring to 
Ponatinib at S1 site, and 
Sorafenib* referring to 
Sorafenib at S1 site 

cascade process. Figure 6 illustrates docking score values of wild protein 3QRK and 
mutated protein 3QRJ. To identify whether the inhibitors were effective, we added 
the ATP and ADP molecules as a minimum score threshold. Thus, the inhibitors 
must have inhibition higher than the molecules that would be the natural substrates 
of the P1 site. 

Docking score of inhibitors are suggestive of the binding capacity of inhibitors. 
The more negative their score, the greater the binding strength of interaction in a 
set of molecules. We chose substrates as minimum energy thresholds, from which is 
known that the inhibitor must score more negative than the natural substrate and to 
become effective for the wild 3QRK and mutant 3QRJ proteins (Table 2). 

Mutant protein (3QRJ) has a mutation of the Thr315 residue by an isoleucine, and 
has a narrower catalytic pocket. Inhibitors showed greater difficulty for inhibition 
(interaction) of both sites of 3QRJ, especially at the P1 site. This is evidenced by the 
lower score value of the ATP molecule by the P1 site in the mutated protein than in 
the wild protein. Figure 7 depicts the correlation of score values with the gap and
ΔE. 

The ΔE (HOMO − (HOMO − 1)) shows a range of values between 0.05 and 
1.44 eV for all inhibitors, and imatinib, afatinib and ponatinib presents the largest
ΔE values. This trend is also followed by the gap values for imatinib, afatinib and 
ponatinib. Ponatinib has the largest score value for both proteins and presents the 
gap value close to 3.0 eV. Similar conclusions were observed for imatinib, pona-
tinib and ponatinib derivate molecules in the recent work of Pereira et. al [35]. In 
order of inhibition of mutated protein: ponatinib (−14.25 kcal mol−1), nilotinib 
(−12.82 kcal mol−1), imatinib (−12.65 kcal mol−1), lapatinib (−12.56 kcal mol−1), 
and axitinib (−12.46 kcal mol−1). 

The docking study demonstrated that for wild-type (3QRK) protein inhibition 
is favored due to a larger pocket volume [36]. The order of score for the wild 
protein is ponatinib (−14.25 kcal mol−1), imatinib (−13.84 kcal mol−1), nilotinib 
(−13.13 kcal mol−1), and axitinib (−11.89 kcal mol−1). This demonstrates that the
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Table 2 Docking score of inhibitors, for both the wild 3QRK and mutant 3QRJ proteins BCR-
ABL. The interaction site (P1 and S1), the gap energy, and the energy difference between HOMO 
and HOMO-1 using B3LYP/6-311+G(d,p) level 

Ligand 3QRK/kcal.mol−1 3QRJ/kcal.mol−1 Site Gap/eV ΔE/eV 

ADP −7.73 −6.07 P1 5.24 0.80 

ATP −8.00 −7.50 P1 5.27 0.88 

Afatinib −9.50 −10.00 P1 2.43 0.82 

Axitinib −11.89 −12.46 S1 3.81 0.24 

Dasatinib −9.03 −10.63 P1 3.54 0.19 

Erlotinib −9.85 −9.79 S1 4.27 0.71 

Gefitinib −8.97 −9.60 P1 3.85 0.70 

Imatinib −13.84 −12.65 P1 and S1 2.70 0.77 

Lapatinib −11.20 −12.56 P1 and S1 3.65 0.29 

Nilotinib −13.13 −12.82 P1 and S1 3.87 0.05 

Pazopanib −11.06 −11.03 S1 4.14 0.32 

Ponatinib −14.25 −14.30 P1 and S1 2.98 1.44 

Sorafenib −11.75 −11.72 P1 and S1 4.80 0.52 

Tozasertib −10.59 −11.14 P1 4.58 0.42 

Fig. 7 Docking score for both the wild 3QRK and mutant 3QRJ proteins BCR-ABL compared to 
the gap energy, and the energy difference between HOMO and HOMO-1 at B3LYP/6-311+G(d,p) 
level
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inhibitors designed for the disease have high affinity for the protein and consequent 
inhibition. Otherwise, the inhibitor lapatinib is designed for breast cancer and has 
high inhibition for the wild protein [37], corroborating the result with the clinical 
treatment used of imatinib in breast cancer [38].

3.3 Comparison of the Docking at P1 and S1 Sites of the Wild 
and Mutated Proteins 

The analysis demonstrates that the inhibitors showed greater inhibition in the wild 
protein than in the mutant protein, with one exception being ponatinib. On the other 
hand, ATP has greater interaction with the wild protein than the mutated one, demon-
strating that the mutation has its characteristic due to greater interaction with the P1 
site. This demonstrates that inhibitors with greater inhibitory activity in the region of 
the P1 site will present greater inhibition. Ponatinib inhibitor has the highest score 
value and, its characteristic of inhibiting both sites make it stand out compared to 
imatinib and nilotinib. 

Our results for the wild protein show that classical inhibitors for leukemia have 
a greater number of interactions with P1 and S1 sites (Fig. 8). Despite not being 
designed for such protein, these results demonstrate that there is a characteristic 
correlation of the docking results. For the two proteins, ponatinib stand out with the 
highest score followed by nilotinib. 

The inhibitor tozasertib is an exponent for its strong interaction that occurs with 
the Glu286 and His361 residues, components of the P1 site in the wild protein. In

Fig. 8 Representation of docking from the inhibitor interaction with key amino acids. Column 1: 
representation of the pocket of P1 and S1 sites; Column 2 represents inhibitors with the highest 
score at the P1 site; Column 3 represents inhibitors with the highest score at P1 and S1 site; Column 
4 represents inhibitors with the highest score at S1 site
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the mutated protein, the inclusion of Ile 315 showed no difference for the reported 
bindings, see Fig. 8.

For S1 site, the best inhibitors are axitinib, dasatinib, ponatinib and pazopanib. The 
inhibitor axitinib has a high score in both proteins, demonstrating that the site present 
for protein interaction resulting from the inhibition cascade anchors the inhibitor. 
Such characteristics indicate a strong candidate as a basis for the design of new 
hybrid ligand or as a leader molecule in the proposition of new ligands for inhibiting 
the S1 site. It was observed that inhibitors that contain a sulfur atom in their molecular 
composition (axitinib, dasatinib, and pazopanib) have a strong interaction with the 
S1 site. 

Final Remarks 

The molecular docking study of a set of tyrosine kinase inhibitors were studied. 
The molecules include afatinib, axitinib, bosutinib, canertinib, dasatinib, erlotinib, 
gefitinib, imatinib, lapatinib, nilotinib, pazopanib, ponatinib, rebastinib, sorafenib, 
sunitinib, tozarsetib. They are divided into. The catalytic sites, P1 and S1, of the 
structures of 3QRK (UniProtKB: P00519) and 3QRJ (UniProtKB: P00519) were 
analyzed. Quantum chemistry descriptors were used, such as, frontier molecular 
orbital energies and distribution, and HOMO-LUMO and HOMO-(HOMO-1) energy 
differences were used to assess the binding affinity of those inhibitors. It is possible to 
devise some properties that help on the generation of new hybrid ligand with greater 
inhibition on both sites. 
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1 Introduction 

Since the dawn of mankind, chemicals that alter behavior and cognition were already 
employed for the most diverse purposes, from recreational use to religious rituals 
[1]. Many of these substances today are called ‘drugs of abuse’ which are those 
that, when used legally or illegally, cause psychological, mental, emotional or social 
damages [2]. 

The most commonly used drugs of abuse in the world are cocaine, mari-
juana, amphetamines, which has its most expressive agent Ecstasy (methylene-
dioxymethamphetamine) and hallucinogenic substances such as lysergic acid diethy-
lamide (LSD) [3]. Due to the increased use of such substances, in the last 50 years 
there has been a significant advance in the understanding of the processes by which 
drug abuse causes dependence, especially with respect to its biomolecular targets 
[4]. Illicit use of these substances has been increasing in underdeveloped countries, 
data from the United Nations Office on Drugs and Crime (UNODC) reports large-
scale apprehensions of cocaine, Cannabis sativa, amphetamines and other proscribed 
substances worldwide, among which the most commonly found is marijuana. Still 
according to UNODC data, there are around 200 million users of some drug abuse 
worldwide [5]. 

Misuse and consequent chemical dependence are complex disorders regulated by 
a wide range of biochemical interaction networks and changes in gene expression in 
the mesolimbic dopaminergic system [6]. Understanding drug-induced changes in 
molecular and cellular interactions processes help to reveal a better understanding of 
these specific behavioral changes in chemical dependence [7]. This review introduces 
the pathophysiology, molecular drug interaction mechanisms and their reference 
biological targets, the drugs used and the perspectives in the treatments in case of 
chemical dependence of the main illicit drugs currently used. 

2 Method  

A bibliographical review was carried out in several electronic databases such as 
PubMed, Scielo, Web of Science, Science Direct and Nature, in order to investigate 
the publications that refer to the topic of Cannabis, LSD, Amphetamines and Cocaine. 
The descriptors used to capture the relevant articles were: marijuana, cannabis, 
Lysergic Acid Diethylamide, cocaine, Physiopathology, symptomatology, chemical 
dependency, treatment. Among the scientific works used in this research, more than 
80% were published in the period from 2013 to 2019.



Pathophysiology, Molecular Interaction Mechanism, Metabolism, Pharmacotherapy ... 407

3 Cannabis sativa 

3.1 Cannabis 

The Cannabis sativa plant, commonly known as marijuana belongs to the Moráceas 
family, known as “hemp” in India, and grows spontaneously in regions of tropical 
and temperate climate [8]. The use of Cannabis is predominantly smoked and can 
also be found in the form of resin in the form of plaques or rods, called hashish. 
The Leaf can be mixed with crack, or as skunk—a polymorphic form of marijuana 
[9] that is cultivated in a special way and with psychotropic power 7 to 25 times 
stronger than common marijuana, with content of the main psychoactive substance,
Δ [9]-Tetrahydrocannabinol (Δ [9]-THC), estimated at 0.2–0.3% of the plant [10]. 
Figure 1 represents the chemical structure of Δ [9]-THC. 

3.1.1 Action Mechanism of Cannabis 

Two cannabinoid receptor subtypes, CB1 and CB2, have been identified and are 
responsible for many biochemical and pharmacological effects produced by most 
cannabinoid compounds [11]. Psychotropic activity is caused by interaction with 
the Δ [9]-THC (Fig. 1) and the cannabinoid receptor CB1 [12], being the activa-
tion trigger for this process of conformational changes of this receptor, the inter-
action of the cannabinoid with the amino acid residue Ser383 and its surroundings 
(Fig. 2). Despite the differences between cannabinoid receptor CB1 and CB2, most 
cannabinoid compounds interact similarly in the presence of both receptors [13]. 

With the conformational change of the cannabinoid receptor CB1 a series of 
reactions occurs, including inhibition of Adenylate Cyclase, which decreases the 
production of cAMP (cellular activities depend on the enzyme cyclic adenosine 
monophosphate—cAMP); opening of the potassium channels (K+), reduction of 
signal transmission and closure of calcium channels (Ca+ [2]), leading to a decrease

Fig. 1 Structural formula of
Δ [9]-THC
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Fig. 2 Amino acid residues 
of the cannabinoid receptor 
CB1 interacting with Δ

[9]-THC 

in the release of neurotransmitters. Whose decreased concentration is related to the 
psychotropic effects of C. sativa [14].

The location of cannabinoid receptor CB1 in the central nervous system (CNS) is 
directly associated with the behavioral effects produced by cannabinoids. The higher 
density of these receptors is found in (a) cells of the basal ganglia, involved in the 
coordination movements of the body [15], (b) in the cerebellum, a region responsible 
for the coordination of body movements and cognition [16], (c) hippocampus, respon-
sible for learning, memory, fear, and response to stress and (d) cerebral cortex, respon-
sible for cognitive functions [17]. Regions with lower concentrations of cannabinoid 
receptor CB1 are also involved with reactions derived from the use of C. sativa, 
and these are (a) region of the hypothalamus, related to temperature regulation, 
hydroelectrolytic balance, and reproductive function, (b) Amygdala responsible for 
emotional response, (c) column vertebral body responsible for peripheral sensation 
and (d) brain stem responsible for sleep regulation and motor control [15, 16]. 

3.1.2 Metabolism of Cannabis Sativa

Δ [9]-THC is a very lipophilic molecule and, not by chance, easily crosses the 
blood–brain barrier (BBB). In addition, it is rapidly distributed to more vascularized 
organs and tissues, such as the lungs, kidneys, liver, heart salivary glands, pituitary, 
and thyroid [17]. The decrease in blood pressure of the molecule is mainly due 
to its first-pass metabolism, although its main metabolite, 11-OH-THC, also has 
psychoactive power, high liposolubility and acts promptly in the CNS [18].



Pathophysiology, Molecular Interaction Mechanism, Metabolism, Pharmacotherapy ... 409

Fig. 3 Catalytic cycle of cytochrome P450. RH represents the substrate of the drug and ROH is 
the corresponding hydroxylate metabolite [20]

Δ [9]-THC is rapidly converted to 11-hydroxy-THC (11-OH-THC) in the liver 
by microsomal hydroxylation, mainly by the isoenzymes CYP2C9, CYP2C19 and 
CYP2D63 [19]. These enzymes belong to the cytochrome P450 family and are 
responsible for the aromatic hydroxylation that occurs in the conversion of the 
compounds mentioned above. This reaction is very common for drugs and xeno-
biotics that have an aromatic ring, and its mechanism is shown (Fig. 3). Cytochrome 
has a prosthetic group with iron protoporphyrin (Fig. 4), which is extremely important 
for the electronic transfer system [20]. 

The Δ [9]-THC substrate is oxidized by the isoenzymes according to the mecha-
nism of action of the cytochrome P450, below is a schematic of the chemical reaction 
in a simplified way (Fig. 5). 

In Fig. 6, the hydroxylation mechanism catalyzed by cytochrome P450 is shown. 
A radical reaction is observed, and the compound is released after the reaction with 
water. This step can be repeated, yielding the compound 11-hydroxy-THC (11-OH-
THC) [21]. 

After step 6 present in the catalytic cycle (Fig. 4), the 11-hydroxy-THC (11-OH-
THC) can be oxidized again. It would return to the cycle and after all reactions would 
convert to the 11-N-9-carboxy-9-THC (THC-COOH) (Fig. 7) [23, 24]. 

Thereafter, cytochrome P450 is involved in oxidation where the inactive metabo-
lite 11 -Nor-9-carboxy-9-THC (THC-COOH) is excreted in conjunction with
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Fig. 4 Structure of iron protoporphyrin IX, the prosthetic group of cytochrome P450 [20] 

Fig. 5 Aromatic hydroxylation reaction of Δ 9 -THC being converted to 11-hydroxy-THC (11-
OH-THC) by the isoenzymes CYP2C9, CYP2C19 and CYP2D63 

glucuronic acid [25]. The complete reaction of Δ [9]-THC metabolism is shown 
below (Fig. 8): 

About 100 THC metabolites were identified. In addition to the liver, there are 
other organs capable of metabolizing cannabinoids, such as the lungs, heart, and 
intestines, although to a lesser extent (Fig. 9) [26].
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Fig. 6 Cytochrome P450 catalyzed hydroxylation mechanism [22] 

Fig. 7. 11-Hydroxy-THC (11-OH-THC) oxidation reaction being converted to 11-Nor-9-carboxy-
THC (THC-COOH) by the cytochrome P450 

3.2 Lysergic Acid Diethylamide (LSD) 

Lysergic Acid Diethylamide (LSD) (Fig. 10) was first synthetized from ergot in 
1938 and banned by FDA in 1966. At the beginning of their popularization the prod-
ucts contained 0.25 LSD per sugar cube or dose, currently the circulating products 
contain about 0.4–0.06 mg per dose [27]. Although also found in liquid form (drops), 
capsules, tablets, gelatin cubes or microdots, is mainly consumed orally in the form 
of illustrated seals (blotters) [28]. Variations in standard consumption include: swal-
lowed by themselves, wrapped in cigarette paper, mixed with a drink, impregnated 
with a candy, a biscuit or a drop of sugar. It can also be left on or under the tongue 
or between the cheek and gum. Other more marginal routes of administration are 
known: in the smoke, injected or instilled in the eye in liquid form [29].
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Fig. 8 Complete reaction of Δ [9]-THC metabolism and subsequent formations of 11-hydroxy-
THC (11-OH-THC) and 11-N-9-carboxy-THC (THC-COOH) 

∆9-THC 11-hydroxy-THC (11-OH-THC) 

11-Nor-9-carboxy-∆9-THC (THC-COOH) 

Fig. 9 Δ [9]—THC and some of its major metabolites
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Fig. 10 Structural formula 
of lysergic acid diethylamide 

3.2.1 Action Mechanism of LSD 

The hallucinogenic and psychotic effects of LSD are related to the interaction of this 
drug in the serotoninergic, dopaminergic and adrenergic systems. 

The Serotonergic System 

Serotonin syndrome is characterized by hyperstimulation of postsynaptic seroton-
ergic receptors, presenting symptoms frequently associated with the use of LSD such 
as tremors, hyperreflexia, muscle spasms, tachycardia, hyperthermia, and delirium 
[30, 31]. 

LSD activates different signaling cascades of serotonin (5-HT) receptors, and 
the interaction with the 5-HT2A receptor, coupled to G protein, is the main factor 
responsible for the hallucinogenic action related to the serotoninergic receptor [32]. 
At this receptor, LSD acts as an agonist increasing the rate in the brain or preventing 
abstinence from 5-HT. Consequently, when 5-HT binds to 5-HT2C receptors, a strong 
response of inositol triphosphate occurs, a secondary messenger involved in the 
transduction of the biological signal with or without increased intracellular levels 
and phosphorylation of calcium [13].
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Dopaminergic System 

LSD can directly activate the two major categories of dopaminergic receptor 
subtypes, D1 and D2 [33]. It is known that the ventral tegmental area receives afferent 
serotonergic neurons from the raphe nucleus, so that activation of 5-HT2A may affect 
the local dendritic release of dopamine in the mesolimbic and mesocortical pathways 
[34]. The release of dopamine into the cortical and limbic structures characterizes the 
first phase (with an estimated duration of 60 min in rats) of the effects of LSD. The 
second phase (approximately 60–100 min occurs in rats after LSD administration) 
is mediated by stimulation of D 2 receptors, which is also consistent with the idea 
that excess dopaminergic activity may be the cause of drug-induced psychosis [35]. 

Adrenergic System 

LSD has little affinity for α2 adrenergic receptors and may also increase glutamatergic 
transmission in the cortex by the presynaptic activation of the 5-HT2A receptor and 
subsequent activation of α-amino-3-hydroxy-5-methyl-isoxazole (AMPA) recep-
tors. This fact contributes to the rapid onset of the tolerance effect on the mental 
responsiveness to the use of LSD in humans (around 4 days) [36]. 

3.2.2 Docking 

The simulation of the coupling of the LSD structure bound to one of the molecular 
targets allowed to clarify the relation of the chemical structure of this drug with its 
activity, kinetics, and signaling. Although lysergamides are relatively rigid, they are 
found to have conformational flexibility [37] generating stereochemical differences, 
mainly related to the amide substitution of these that adopt a restricted conformation 
in the binding site, a fact that has influence in the hallucinogenic activity, so that 
these conformations are crucial for the hallucinogenic effects of LSD [38]. 

The positioning and interactions of diethylamide contribute to the long residence 
time of LSD in 5-HT2B and 5-HT2A targets [32]. In the active site of these targets, 
the ergoline system of LSD forms a narrow slit lined with hydrophobic side chains 
that comprise aromatic interactions with the phenylalanines of residues Phe340 and 
Phe341 and bonds of H with residue Gly221. In relation to the diethylamide group 
of LSD, one ethyl group forms non-polar interactions with residues Leu132 and 
Trp131, while the other group extends to Leu362 acetate (Fig. 11) [39].
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Fig. 11 Residues of 
Serotonin Receptor amino 
acid interacting with lysergic 
acid diethylamide 

3.2.3 Metabolism of LSD 

At the beginning of this century, studies indicated that LSD metabolism would be 
converted into phase I biotransformation into hepatic microsomes and human hepato-
cytes for 2-oxo-3-hydroxysilergic acid diethylamide (OH-LSD) and N-desmethyl— 
LSD) [40] metabolite present in human urine at concentrations 16–43 times greater 
than LSD [18]. 

The LSD is oxidized in OH-LSD by the cytochrome P450 according to the scheme 
shown in Fig. 12. 

Another reaction that occurs also in LSD is dealkylation, which occurs in drugs 
containing secondary or tertiary amines, an alkoxy or substituted alkyl thiol group. 
The lost alkyl group becomes its corresponding aldehyde. In the case of dealkylation 
occurring in LSD for conversion to nor-LSD N-Desmethyl-LSD, the corresponding 
aldehyde is the methanal [20]. 

The reaction occurs in two steps, the first being hydroxylation in the methyl 
group bound to the nitrogen, forming an unstable intermediate. The second step is 
the decomposition of this intermediate, shown in the figures below: 

Due to the extensive metabolism of LSD, research is advancing in the discovery 
of new metabolites, and the most recent ones conclude that myeloformidases 
(MPO), abundantly expressed in neutrophils and monocytes and also in neurons and 
microglia, may also be involved in the metabolism of this substance. This pathway 
of formation of metabolites would occur concomitantly with the cytochrome P450 
system giving rise to another important metabolite, N, N-diethyl-7-formamido-4-
methyl-6-oxo-2,3,4,4a,5,6-hexahydrobenzo[f]quinoline-2-carboxamide (FOMBK), 
which is an open indolic ring compound. Hydrolysis of the FOMBK metabolite leads
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Fig. 12 LSD metabolic pathway and 2-oxo-3-hydroxy lysergic acid [40] 
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Fig. 13 Formation of the unstable intermediate in the dealkylation step [20] 

to 7-amino-N, N-diethyl-4-methyl-6-oxo-2,3,4,4a, 5,6-hexahydrobenzo [quinoline-
2-carboxamide (AOMBK) [41]. The formation of these two products is shown in 
Fig. 17. 

The above scheme first shows the formation of a radical, followed by the reaction 
with an oxygen molecule. The loss of an oxygen will form the compound O–H-
LSD while another alternative would be the formation of an unstable intermediate, 
which will give rise to OH-LSD and FOMBK. With the exit of a molecule of H2CO, 
AOMBK is formed (Fig. 18).
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Fig. 14 LSD dealkylation reaction in nor-LSD N-Desmethyl-LSD 

Fig. 15 Complete reaction of LSD metabolism 

Fig. 16 LSD and its metabolites 

3.3 Amphetamine 

Amphetamines are substances that have a very complex system that implies several 
consequences due to inappropriate use. These include a diverse class of synthetic 
chemicals and naturally occurring alkaloids, e.g. ephedrine and cathinone, which
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Fig. 17 Proposed reaction for the formation of AOMBK and FOMBK using MPO [42] 

are synthesized in the plant species Ephedra sinica and Catha edulis, respectively 
[43, 44]. 

The complexity to explain the mode of action of these substances is due to the 
mechanisms of action ranging from the central and peripheral stimulation of the
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Fig. 18 LSD and its metabolites 

release of endogenous biogenic amines by the binding to the monoamine trans-
porters, which are already difficult to define chemical structures until the blockade 
of absorption induced by methylphenidate [45]. 

Amphetamine (Fig. 19) is produced in the laboratory and belongs to the class 
of phenylethylamines, which are sympathomimetic substances with a predominant 
action in the CNS, whose induction causes hyperactivity of brain activity. In general, 
amphetamines and illicit derivatives are used for feelings of euphoria, relaxation, 
anxiety decline, whose response is dependent on the organism [46]. Due to stimula-
tion of the CNS, the most common users of amphetamines are those whose activities 
related to this activation, such as the academics that although the intention is the 
improvement in cognitive performance, present greater difficulties and lower average 
score in relation to the non-users [47]; the drivers, in relation to the alert state [48]; 
young people to produce or intensify pleasurable effects or attenuate negative effects; 
individuals who seek the anorexic effect in search of improvement in self-esteem and 
the professionals of the arts in search of greater creativity [49]. 

Methylenedioxymethamphetamine commonly called Ecstasy or “Love Pill” and 
4-Bromo-2,5-dimethoxy-amphetamine, the “Wind Capsule” [50], are derived from 
amphetamines and are easily produced illicit drugs in clandestine laboratories and,

Fig. 19 Structural formula 
of amphetamine
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for this reason, there is a very rapid dispersion of these drugs by society, having 
influence in the most varied family contexts [51].

3.3.1 Action Mechanism of Amphetamine 

Amphetamine acts predominantly in the CNS, being an agonist of indirect action 
of the amines, mainly the dopamine and other neurotransmitters like serotonin and 
noradrenaline [52]. These competitively inhibit the transport of norepinephrine and 
dopamine and at high doses also inhibit the reuptake of serotonin [53]; releases 
dopamine and norepinephrine independent of Ca [2]+, that is, the effect does not 
depend on the depolarization of the nervous terminal [54]. Similar amphetamine 
drugs, in addition to acting as agonists in the indirect action of noradrenergic, 
dopaminergic and serotonergic synapses, also inhibit the enzyme monoamine oxidase 
(MAO), a flavoenzyme that catalyzes the oxidation of biogenic amines [45]. 

There is a widespread mechanism to explain the action of amphetamines on 
dopamine levels, which is related to neurotransmitter uptake, a fact that was found 
due to the administration of dopamine uptake inhibitors to attenuate the effects of 
amphetamine on the cytoplasmic transporter. This model is known as exchange diffu-
sion, where amphetamine acts directly and/or indirectly on the dopamine transporter. 
Amphetamine can increase the presence of this transporter on the inside of the cell 
and this leads to a reverse dopamine transport, decreasing its cytoplasmic concen-
trations and blocking the reuptake of this neurotransmitter that will be present in 
the synaptic cleft [55]. This abundant neurotransmitter will interact with various 
receptors on postsynaptic neurons, specified as type D1-like (D1 and D5) and type 
D2-like (D2, D3 and D4), these proteins differ in their molecular capacities and 
pharmacological responses when interconnected with dopamine [56]. 

The interaction between amphetamine and dopamine occurs through the inter-
action of the amine group with the carboxylate of Asp46 and is crucial for the 
hallucinogenic effect, considering that this residue is conserved between neurotrans-
mitters of biogenic amines. In addition to this interaction, the catechol group occupies 
the cavity in which residues Phe325 and Phe319 [57] (Fig. 20). 

3.3.2 Metabolism of Amphetamine 

In recent years, numerous compounds derived from amphetamines with modi-
fied ring systems have reached the market constituting a new class of psychoac-
tive substances (NPS) [58]. Of course, metabolic variation exists in each case, 
but metabolic O-demethylation is mediated by CYP2D6 (catalyzes the hydrox-
ylation of many amine rings) in man and by CYP2B and CYP2D enzymes in 
relation to methoxy-amphetamine metabolism in the case of species related to 
amphetamine. Metabolism continues with the formation of hydroxylated metabo-
lites, p-hydroxyamphetamine (POHA), p-hydroxynorephedrine (POHNOR), and 
p-hydroxyamphetamine glucuronide (POHAG) [59].
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Fig. 20 Amino acid 
residues from the dopamine 
transporter interacting with 
amphetamine 

In the conversion of amphetamine to 4-hydroxyamphetamine, a β-hydroxylation, 
performed by CYP2D6, occurs. This cytochrome belongs to the P450 family, so it 
will perform reactions similar to this. To obtain the POHA, the mechanism will be 
the same as that shown in Fig. 21. 

4-hydroxynethephedrine is obtained from 4-hydroamfetamine by the action of 
the enzyme Dopamine-ß-hydroxylase (DBH), which catalyzes the conversion of 
dopamine to norepinephrine using ascorbic acid, as can be observed in the following 
reaction (Fig. 22). 

DBH catalyzes the hydroxylation not only of dopamine, but also of other 
phenylethylamine derivatives, when available (Fig. 23). The minimum requirement 
appears to be a benzene ring having a two carbon side chain terminating at an amino 
group [61]. 

Fig. 21 Metabolic pathways of amphetamine [60]
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Fig. 22 Mechanism of dopamine ß-hydroxylase reaction (DBH) [61] 

Fig. 23 Amphetamine metabolites 

3.4 Cocaine 

The cocaine alkaloid (COC) (Fig. 24), commonly known as coca, is a drug of abuse 
that has a relatively short history compared to the Erythroxylum plant from which 
it derives. There are several species of this plant originating in the tropical zone 
of the South American Andes, of which the most outstanding are Erythroxylum 
novogranatense, Erythroxylum novogranatense Truxillense and Erythroxylum coca 
[62], the latter being the most prominent in the illicit use of COC [63].
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Fig. 24 Structural formula 
of cocaine 

3.4.1 Action Mechanism of Cocaine 

The psychotropic effect of cocaine is caused by stimulation of the CNS due to sodium 
channel block and neuronal inhibition by catecholamine uptake, changes in synaptic 
transmissions of noradrenaline, serotonin and dopamine [64], with the last inhibition 
of neuronal reuptake being the most important involved in the process of dependence 
[65]. It is important to mention that the amount of norepinephrine and 5-HT in the 
synaptic cleft is also increased during the cocaine effect, but with less significance 
[66]. 

Cocaine has similar actions to catecholamines, not acting directly on adrenergic 
or dopaminergic receptors, because it is known as an indirectly acting sympath-
omimetic amine. It can act by blocking the norepinephrine and dopamine reuptake 
carrier protein in the presynaptic terminal, increasing the levels and effects of these 
neurotransmitters in the synaptic cleft [67]. The difference between cocaine and 
amphetamine in relation dopamine reuptake inhibition is related to the inhibition site 
where these molecules act, while amphetamines occupy the same site as dopamine in 
the carrier protein, cocaine acts elsewhere, specifically at an allosteric site, causing 
carrier deformation that prevents interaction with dopamine [68]. 

Studies on cocaine docking with the neurotransmitter acetylcholine indicate that 
this interaction occurs mainly by the tryptophan maintained at the center of the 
active site and, to a lesser extent, by the Tyr195 residue. Thus, this binding occurs 
competitive and non-competitive, depending on the concentration of the compound 
[69] (Fig. 25). 

3.4.2 Metabolism of Cocaine 

The first step in the biotransformation of cocaine is catalyzed by CYP3A, where 
it occurs with oxidative N-demethylation of the substance in its biologically active 
hepatic metabolite, norcocaine. This conversion occurs by two alternative routes, 
one involving only the cytochrome P450 and the other requiring the monooxygenase 
containing the cytochrome P450 and (Flavin Adenine Dinucleotide (FAD) [70].
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Fig. 25 Amino acid residues of acetylcholine interacting with cocaine 

Fig. 26 Dealkylation reaction of cocaine 

In the first route, cocaine is directly N-demethylated in norcocaine by cytochrome 
P450. In this case the presence of a dealkylation reaction is again present, as can also 
be seen in LSD (Fig. 26). 

The second pathway was found to be a two-step reaction involving cocaine N-
oxide as an intermediate, the first step being made by a monooxygenase enzyme 
containing FAD [20]. The reaction mechanism of this monooxygenase containing 
FAD is shown in the figure below. This mechanism can be simplified in the following 
global reaction: 

NAD(PH)H+O2 + RN FMO−−→ NAD(P)+H2O + RN − O 

In this route, cocaine is first oxidized to cocaine N-oxide by FMO, followed by 
N-demethylation catalyzed by cytochrome P450 to norcocaine (Fig. 28). 

The major excreted metabolites of cocaine are benzoylecgonine (formed by 
non-enzymatic hydrolysis), methyl ester of ecgonine (both representing 75–90% 
of cocaine metabolism) and ecgonine (formed in smaller amounts). Ecgonine
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Fig. 27 Oxidation of compounds by microsomal flavin-containing monooxygenase (FMO) [20] 

methyl ester undergoes cholinesterase activity (liver and serum enzymes) while 
benzoylecgonine is formed by non-enzymatic hydrolysis [71, 72]. 

For the conversion of cocaine to methyl ester of ecgonine, enzymes are used 
cholinesterase (ChE). In this case, the substrate (cocaine) binds to the amino acid 
Asn70, and then binds to the active site of choline (cation π site). In the next step, 
cocaine rotates to the horizontal position for hydrolysis to occur and approaches 
Ser198 (Fig. 29). After all these steps are completed the final product is obtained, 
the methyl ester of ecgonine [73] (Fig. 30). 

In the case of benzoylecgonine and ecgonine, these compounds are formed 
by deesterification (hydrolysis) in the liver. In a reaction with water, a bond in 
the compound is broken, resulting in two compounds. At the same time, a water 
molecule divides into two, with one hydrogen being transferred to one compound 
and one hydroxyl to another compound. The hydrogen atom is transferred to the 
cocaine substrate, giving benzoylecgonine and hydroxyl to the alkyl methyl forming 
methanol. Methanol, in turn, reacts with cocaine, originating ecgonine methylester 
and a molecule of water [75] (Figs. 31, 32 and 33).
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Fig. 28 N-oxide cocaine oxidation by FMO, followed by cytochrome P450 catalyzed N-
demethylation to form norcocaine 

4 Physiopathology of Chemical Dependence 

Drug dependence is increasingly recognized as one of the leading causes of death, 
morbidity, and loss of productivity in developed countries. Due to the urgent clinical 
and social need to do something about addiction, neuroscience has advanced in the 
past 50 years favoring extraordinary progress in global efforts to combat addiction 
[76]. 

Drug dependence is defined by the 10th Revision of the International Classification 
of Diseases (ICD-10) with the presence of three or more dependency indicators. 
These indicators consist of: (a) a strong desire to use the substance, (b) poor use 
control, (c) withdrawal syndrome by stopping or reducing use, (d) tolerance to the 
effects of drugs, (e) need for larger doses to achieve the desired psychological effect, 
(f) a disproportionate amount of time spent by users obtaining, using and recovering 
from drug use, g) drug persistence, despite problems [77]. 

To create selective therapies with action on receptors and neurons altered by 
drugs and thus inhibit drug abuse, it is necessary to understand the neuronal changes
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Fig. 29 Amino acids from cholinesterase involved in the conversion of cocaine into ecgonine [73] 

associated with chemical dependence [78]. Since the beginning of research on chem-
ical dependence, the causative behavior of these has been seen as a consequence of 
alterations in the dopaminergic and GABAergic neurotransmission system, linked 
to the ability of psychoactive substances to interfere in the release and reuptake of 
dopamine in the neural circuit complex linked to the reward the brain, specifically 
the striatum [79] 

In this understanding, studies are needed to better understand how each substance 
causes these dopaminergic changes—which may be implicated in greater direct or 
indirect release of dopamine, modulation of reuptake into synaptic clefts, availability 
of receptors, or combination of variables presented at different levels [80]. 

4.1 Cannabis 

Cannabis consists mainly of three species: Cannabis sativa, Cannabis indica and 
Cannabis ruderalis. C. sativa presents serrated and green leaves, unisex flowers,
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Fig. 30 Schematic representation of the pathway of BChE catalytic hydrolysis with cocaine [74] 

Fig. 31 Formation reaction of benzoylecgonine and ecgonine methylester
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Fig. 32 Pathways to obtaining Cocaine metabolites 

granular and composed of fibers arranged on the stem [81]. The biosynthesis of 
C. sativa is concentrating on more than 600 chemical substances, including over 
60 different cannabinoids that are recognized for their toxic effects and potential 
therapeutic [82].

The main component responsible for the psychoactive activity of the plant was 
identified in the 1960s, known as Δ [9]-THC, (Fig. 1). In addition to Δ [9]-THC, 
cannabinol (CBN), carboxylated THC, canabidivarine, Tetrahydrocannabivarin, Δ

[8]-THC, canabigerol (CBG), cannabicromene (CBC) and Canabidiol (CBD), the 
latter constituting about 40% of the active substances of the plant [83, 84]. 

Cannabinoid receptor CB1, identified as molecular targets of exogenous and 
endogenous cannabinoids, are present in different tissues, such as liver, skeletal



430 J. V. Ferreira et al.

Fig. 33 Cocaine metabolites 

muscle, pancreas and fat [85]. These receptors are found in greater abundance in the 
ganglia of the base, in the hippocampus and in the cerebellum, mainly in the cerebral 
mitochondria [86]. CB2 cannabinoid receptors for many decades were thought to 
be distributed only in peripheral organs related to the immune system, but it is now 
known that they maintain a wide distribution in the CNS, mainly microglial cells, 
granular cells of the cerebellum, mast cells and in astrocytes humans [84, 87]. 

Cannabinoid receptor CB1, responsible for most of the psychotropic effects of 
cannabinoids, are present in areas associated with motor control, emotional response, 
learning and memory, targeted behaviors and goals, energy homeostasis and higher 
cognitive functions [88]. This is a membrane receptor coupled to a G protein that, 
when activated, inhibits the enzyme Adenylate Cyclase and the activity of the calcium 
channels, increasing the activity of the potassium channels and modulating the release 
of other neurotransmitters. In peripheral organs and tissues, cannabinoid receptor 
CB1 are expressed in lower density [89]. 

Interactions between Δ [9]-THC and cannabinoid receptor CB1 produce acute 
physical effects such as: dry mouth, dilated conjunctival vessels and accelerated 
heart rate [90]. This chronic interaction can also cause chronic obstructive pulmonary 
disease (COPD) and lung cancer, as well as containing levels of benzopyrenes similar 
to those of tobacco, also reduce the body’s immune defenses [91]. 

4.2 LSD 

Hallucinogenic drugs are substances capable of inducing perceptual, affective and 
judgment sensorial changes [92]. There is evidence that the characteristic effects
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of LSD and other hallucinogens, for example, psilocybin and mescaline, are medi-
ated by the serotonergic system and the dorsal raphe nucleus acting as agonist or 
partial agonist connected to 5-HT2A receptors. At higher doses, LSD also modu-
lates the ventral tegmentar area by stimulating D2 dopaminergic receptors, the Trace 
Amine Associate 1 receptor (TAAR1), and the 5-HT2A receptor [35]. The interaction 
between serotonin-glutamate systems and serotonin-dopamine signaling mediate 
synaptic activity in specific regions of the brain, such as the frontal cortex, cause 
hallucinogenic action with distortion of reality and altered senses, perception, cogni-
tion, mood, and psychosis [93]. LSD also acts on the locus coeruleus, which receives 
sensory stimuli from the body and produces sympathomimetic mechanisms [94]. 

About one hour after ingestion LSD is fully absorbed and reaches a higher 
plasma concentration in 3 h. Distribution throughout the body easily affects the 
CNS including being absolved by the placenta in pregnant women. The effects can 
last from 6 to 12 h, depending on the dose ingested [95]. 

Functional magnetic resonance imaging (fMRI) and magnetoencephalography 
(MEG) research have reported that the use of LSD causes increased blood flow from 
the visual cortex, increased whole brain functional integration (reduced modulatory 
organization) and decreased oscillatory power over a wide frequency range [96, 97]. 
Recent research conducted during rest conditions used complementary neuroimaging 
techniques that revealed marked changes in brain activity correlated with hallucino-
genic effects of LSD such as: (a) increased cerebral blood flow from the visual 
cortex; (b) the alpha power of the diminished visual cortex; and (c) a functional 
connectivity profile of the greatly expanded primary visual cortex strongly corre-
lated with visual hallucination classifications, implying that intrinsic brain activity 
exerts greater influence on visual processing in the brain [98]. 

4.3 Cocaine 

The effect of cocaine (Fig. 24) occurs through the competitive inhibition of dopamine 
transporters, inhibiting the removal of this neurotransmitter from the synaptic and 
postsynaptic spaces, thus increasing the extracellular concentrations of dopamine 
[99]. This inhibition prevents the conduction of electrical impulses inside the nerve 
cells, avoiding the rapid increase of the cellular membrane permeability to the sodium 
ions during depolarization [100]. Thus, there is an increase in the amount of other 
neurotransmitters such as norepinephrine, dopamine, serotonin and acetylcholine, 
involved in motivation, pleasure, cognition, learning, memory, fine motor control 
and modulation of neuroendocrine signaling [101]. 

Recent research suggests that cocaine serves as a negative allosteric modulator, 
altering the function of the dopamine reuptake transporter (DAT), and reversing its 
transport direction in a co-transport that depends on the burning of dopamine in the 
synaptic cleft, functioning as an analog of an inverse agonist. Activation of the sympa-
thetic nervous system produces an acute increase in blood pressure, tachycardia, a
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predisposition for ventricular arrhythmias and seizures, in addition to mydriasis, 
hyperglycemia, and hyperthermia [102]. 

Dopamine is essential as a drug reward mediator [103]. In the short term, cocaine 
stimulates dopamine neurotransmission by blocking dopamine uptake at D1 and 
D2 receptors [104], but in the long term the nerve endings mainly in the region 
of the ventral and dorsal striatum are depleted of this neurotransmitter [105]. This 
depletion contributes to the dysphoria that develops during cocaine withdrawal and 
the subsequent desire for more consumption, and this mechanism is responsible for 
the development of tolerance and dependence patterns [106]. At higher and more 
regular doses, the involvement of the serotonergic system may occur, directly or 
indirectly, in mediation of the CNS toxicity [107]. 

4.4 Amphetamines 

Amphetamines (Fig. 19) are a diverse group of compounds that resemble monoamine 
neurotransmitter transporters. In addition, the structural differences between the 
various amphetamines highlight the specificity with the carriers [108]. However, 
amphetamines also bind to targets of non-monoamine transporters such as, for 
example, adrenergic receptors or traced amine receptors [109, 110]. 

Human striatum is functionally organized into subdivisions, such as mesolimbic 
and mesostriated, which have the function of producing pleasure in response to 
positive events in the individual’s life, rewarding the learning process [111]. 

Amphetamine transporters coupled to the Na+/Cl−99, channels are responsible for 
the removal of the synaptic and postsynaptic spaces of dopamine and norepinephrine 
[112]. 

Amphetamine blocks dopamine reabsorption, thereby increasing the concentra-
tion of this neurotransmitter at synapses [113]. This fact causes inhibition of appetite 
[114], euphoria [115], insomnia, accelerated speech, feeling of power [116], irri-
tability [117], impairment of judgment, perspiration, and chills [118]. The resulting 
mydriasis is harmful and dangerous, especially for drivers because of the increased 
sensitivity to the presence of car headlamps [48]. 

The use of amphetamine is also a reason for hypertension and tachycardia that can 
lead to acute myocardial infarction or cardiac arrhythmias whose concomitance is 
usually fatal [119]. Vascular and ischemic attacks, which cause decreased attention, 
concentration and memory problems may occur at the CNS level, in addition to 
hyperthermia which may lead to seizures [120, 121]. 

Ecstasy is the common name for MDMA (3,4-methylenedioxyamphetamine) 
(Fig. 34), a derivative of methamphetamine substituted on the aromatic ring [122]. 
This is a powerful CNS stimulant, which increases activity in various neurotrans-
mitters and neurohormonal systems. This powerful neurobiological activation can 
be strongly euphoric, encompassing feelings of intimacy and closeness, and this 
state of humor is the main motivation of use by recreational users [123] Ecstasy  
causes dependence, although research suggests that this may be a less potent booster
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Fig. 34 Structural formula 
of 3,4 methylene-
dioxymethamphetamine 

than other drugs. Although less frequent the phenomenon of tolerance in chronic 
users may occur [124, 125], being the main withdrawal symptoms such as increased 
appetite, tiredness and drowsiness, bad mood, paranoia and irritability [126]. 

5 Symptomatology of Withdrawal Syndrome 

Abstinence syndrome is the set of signs and symptoms that generate feelings of 
discomfort and varying degrees of mental and physical suffering [127] that occurs 
when there is a voluntary or non-voluntary removal of drug use [128]. In general 
terms, the withdrawal syndrome presents symptoms such as dysphoria, insomnia, 
anxiety, irritability, nausea, agitation, tachycardia and hypertension. In correct treat-
ment, the initial identification of the type of drug used is important because the 
complications differ according to the substance [129]. 

5.1 Cannabis 

The effects of acute Cannabis intoxication appear after a few minutes of use with 
motor and cognitive deficits, such as short-term memory loss, impulsivity, and diffi-
culty remembering events that occurred immediately after use [130]. There are also 
loss of activities that require coordination and attention, such as driving, as well as 
reducing the ability to solve problems [131, 132]. 

In recent years a steady increase in epidemiological studies on the use of Cannabis 
and psychosis (or schizophrenia) has suggested that chronic use of Cannabis 
probably precipitates or worsens schizophrenia in individuals susceptible to this 
pathology [133], and may trigger anxiety attacks, with panic and depression reac-
tions [134]. Some examples of psychic effects are: depersonalization; altered state 
of consciouness; lethargy; depression; psychomotor excitation; hallucinations and 
illusions; panic attacks; somnolence; self-referral and paranoia; anxiety; prejudice 
of the judgment; irritability and concentration problems [132, 135]. 

The chronic use of marijuana is capable of causing cognitive impairment in the 
organization and integration of complex information, so that chronic users have lower 
verbal memory, reduced processing speed, and executive functioning [136]. Physi-
cally, chronic use may cause symptoms of chronic bronchitis induced by respiratory
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infections [137] while immunohistotopathological and epidemiological evidences 
suggest the influence of Cannabis on the risk of developing lung cancer [91, 138]; 
reduction in the number of spermatozoa [139], besides influencing the induction of 
genes linked to the onset of breast cancer [139]. Recent research suggests the influ-
ence of Cannabis in triggering intracranial arterial stenoses mainly in young users 
[140]. 

It is important to mention that the use of Cannabis during adolescence can cause 
lasting effects on brain functions that can compromise the performance of users in 
adult life in different sectors, whether personal or professional [141]. 

5.2 Cocaine 

Cocaine abuse is related to many physical, psychiatric, and social problems [142]. 
Although some neurological complications may occur in association with cocaine 
use, there appears to be no consensus among researchers about cognitive deficits 
arising from drug use [143]. 

The chronic use of cocaine is related to the vasoactive effects of the substance. 
There is evidence that abnormalities of cerebral blood flow frequently occur in users 
even in the absence of evidence of neurological symptoms [144]. Multiple episodes 
of substance abuse produce a cumulative effect and there is an increased incidence of 
stroke even in relatively young individuals, so it is suggested that cocaine use should 
be classified as a risk factor for cardiovascular and cerebrovascular diseases [145]. 

Among the classic physiological responses to cocaine use are increased blood 
pressure, heart and respiratory rates, body temperature, pupil dilation, high alertness 
and increased motor activity [146]. There are numerous and serious cardiovascular 
consequences for cocaine users with exclusive mechanisms of cardiotoxicity that 
include sympathomimetic effects, sodium and potassium channel blockade, oxidative 
stress, mitochondrial damage and consequent rupture of the excitation–contraction 
coupling [64], in addition to hypertension, tachycardia, seizures and persecutory 
delirium, characterized by severe cardiopulmonary dysfunction, hyperthermia and 
acute neurological alterations that frequently lead the user to death [147]. 

Some cases, probably caused by lack of dopaminergic control, extreme 
psychomotor agitation, hyperthermia, aggressiveness and hostility, have been 
described after cocaine use and require intensive care [148]. 

5.3 Amphetamines 

Amphetamines activate the reward system of the brain producing highly reinforcing 
effects, which can lead to abuse and dependence. The recreational use of these 
lipophilic compounds generates acute and chronic effects through the release of nora-
drenaline, mainly in the lateral hypothalamic area (LHA) [149], thus activating parts
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of the sympathetic nervous system and also decreasing the gastrointestinal activity 
with the consequent inhibition of appetite [150, 151]. Amphetamines and deriva-
tives also cause chills, a climate of confidence and presumption, mydriasis, xeros-
tomia, wheezing, frantic pulsation, hyperexcitation, feeling of power and euphoria 
[58, 152]. Consequently the body is agitated with high energy release and increased 
sexual desire, also occurring the feeling of well-being, joy and reduced fatigue [153]. 

Some amphetamines are able to act on the serotonergic system, increasing the 
release of the neurotransmitter at the synapse, responsible for the hallucinogenic 
effects, so that in removing the drug this system increases anxiety and reduces the 
ability to cope with stress, a fact that contributes to relapse of use [154]. 

The psychiatric impairment associated with the use of amphetamines may be 
cognitive, intellectual or affective [155]. These consequences are correlated with the 
duration of use as well as the amounts used. Memory, language and attention deficits 
are also reported among users [156]. Neurological failure may persist for 9 months 
or more after cessation of amphetamine use, but recovery in attention activity and 
improvement in cognitive functioning are possible with sustained abstinence [153]. 

About 40% of chronic users, in addition to developing the phenomenon of toler-
ance, may develop a toxic reaction, known as “Amphetamine Psychosis” [157] char-
acterized by symptoms such as agitation, irritability, insomnia, hallucinations and 
delirium. This may require a psychiatric hospitalization because this problem can 
lead the user to death [158]. 

Prolonged or intense use of amphetamines may trigger an abstinence syndrome 
characterized by a sudden change in dysphoric disorder, decreased libido, fatigue, 
increased appetite, deceleration and sleep disturbances, or accelerated psychomotor 
activity [159]. The severity of these symptoms is related to the duration and intensity 
of drug use and symptoms last up to 3 weeks [160, 161]. 

5.4 LSD 

The mental changes produced by LSD are variable and abnormal (although the 
sensory changes resulting from the use are not relevant), however, some conse-
quences are considered terror and panic. At low doses it causes hallucinations, delu-
sions, altered perception of time and space, mental confusion, memory lapses and 
generalized distortion [162], similar to schizophrenia [163], in addition to undesir-
able physical effects related to autonomic disorders such as nausea, increased blood 
pressure and frequency heart failure, body weakness, drowsiness, and increased body 
temperature [164]. 

Psychic effects vary depending on the user’s emotional state, context, quality 
and quantity of the product, ranging from extremely pleasant to very unpleasant 
[165]. Illusions, auditory and visual hallucinations, great sensory sensitivity with 
the glimpse of brighter colors and perception of imperceptible sounds, synesthesia, 
mystical experiences, feelings of well-being, ecstatic experiences, and euphoria are
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the most common effects [166]. The less common use of intranasal LSD can cause 
coma, hyperthermia, vomiting, mild gastric bleeding, and respiratory problems [167]. 

6 Pharmacological Treatment for Withdrawal Syndrome 

Drug damage can be acute, leading to intoxication or sudden changes called “over-
dose” and chronic, producing longer lasting changes, such as chemical dependency, 
and even irreversible changes [168]. 

One of the first reports on pharmacological treatment for chemical dependence and 
symptoms related to withdrawal syndrome was carried out by Sigmund Freud in his 
book Über Coca, where he described the use of cocaine to treat psychic disorders and 
dependence on morphine [169]. In the following months, Freud witnessed the “deep 
despair” of cocaine-treated patients who had symptoms such as fainting, convulsions, 
severe insomnia, and unusual patterns of behavior [170]. At that time, delirium 
tremens were reported—a state of temporary confusion leading to dangerous changes 
in the regulation of circulation and breathing, leading to the risk of heart attack, stroke 
or death [171]. 

The symptoms of cocaine withdrawal are eminently psychic, with depressive and 
anxious disorders being the most common. They usually appear more intense in the 
first seven days and appear less intense when the patient is in protected environ-
ments [172]. Currently, cocaine users with agitation and withdrawal syndrome can 
be treated with benzodiazepine [173], GABAergic agonists [174], and antipsychotics 
or with the combination of drugs [175]. The use of these drugs intramuscular (IM) 
or intravenous (IV) is recommended if the patient has intense psychomotor agitation 
and heteroaggressivity and should not accept oral medications [176]. 

More recently, disulfiram (a substance well known in the treatment of alcohol 
dependence) [177] and modafinil are used to control withdrawal symptoms in stabi-
lizing clinical and psychiatric conditions resulting from sympathomimetic and neural 
dysregulation caused by cocaine [178]. Disulfiram, at a dose of 250–500 mg daily, 
acts in the dopaminergic system, blocking the enzymes DβH [179], MAO inhibits the 
conversion of dopamine to noradrenaline and thus causing a reduction of dopamine 
in the nucleus accumbens, an integral part of the reward system [180]. Studies with 
selective DβH inhibitors are being conducted for use in minimizing the cardiovascular 
effects produced by cocaine [181, 182]. 

Modafinil blocks the reuptake of dopamine and noradrelin, increasing the concen-
tration in the brain, and increases the activity of the glutamate system, which is gener-
ally deficient due to chronic use of cocaine [183]. The dose used is 200 to 400 mg 
per day, although it does not offer statistically significant benefits, demonstrates the 
tendency of maintenance in the state of abstinence [184]. 

Cannabinoids are used as therapeutic agents against nausea and vomiting in 
terminal patients with cancer and AIDS. Cannabis decreases the intensity of spasms 
and tremors in the case of multiple sclerosis and epilepsy [185]. The main problem
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is that chronic use can cause serious side effects on cognitive functions, coordina-
tion, learning disabilities and impairment of memory, dependence, and induction of 
suicide attempts [186]. 

Research is advancing in the search for pharmacological approaches in Cannabis 
use disorders, obtaining more substantial data on the clinical efficacy of any specific 
drug to be used in the treatment of chronic users of the plant [187]. Buporpione, 
a noradrenaline and dopamine reuptake inhibitor, partial serotonin 5HT receptor 
agonists such as buspirone, are being studied but have reduced effects on Cannabis 
removal [188]. The use of cannabinoid receptor CB1 agonists seems to be the most 
promising, such as Dronabinol, which is associated with lofexedine, α2 adrenergic 
agonist [189]. Naltrexone, an opioid receptor antagonist, may moderate effects and 
reduce self-administration, whereas cannabinoid receptor CB1 antagonist, such as 
Rimonabant, has a small reduction in use but causes considerable side effects to 
psychic changes [190]. In the use of Cannabis derivatives, for example, nabiximol 
showed a reduction in most of the symptoms but was not effective in the long term 
of abstinence [191]. 

Initially amphetamines were used for narcolepsy [192] and are currently used for 
the treatment of Attention Deficit Hyperactivity Disorder (ADHD) in children and 
restricted obesity [193, 194] with its main mechanism of action being the blockade of 
neurotransmitter transporters that mediate the reuptake of monoamines potentiating 
dopaminergic, adrenergic and serotonergic neurotransmission [195]. The first step 
in treating amphetamine dependence is detoxification that aims to lower blood levels 
of the drug, but requires prolonged drug treatment. The main symptoms presented 
at this stage are anxiety and agitation, energy reduction and depressive mood, so in 
these cases benzodiazepines such as diazepam 5 mg are used orally and neuroleptics 
such as haloperidol 2 to 5 mg, oral or injectable [196]. It is very important to mention 
that psychosocial counseling is a factor that should accompany treatment from the 
beginning of detoxification [197]. 

LSD has analgesic effects in patients with terminal cancer [198], mainly with 
improvement of mood and reduction of anxiety [199]. In the mid-last century, 
LSD-based drugs indicated mental relaxation, anxiety in psychotic nature studies 
and treatment of alcoholism, with 100 ml ampoules of 100 μg, orally or subcuta-
neously / intravenously. These were allowed and made available for free to psychiatric 
clinics, however, the abuse of products prompted manufacturers to remove supplies 
of medicines [150]. LSD acts on several neurotransmitters, but action on serotonin 
seems to be the most important, due to the clinical presentation of delusions and 
hallucinations [200]. Benzodiazepine medicinal products such as diazepam 10 mg 
orally or midazolam 15 mg intramuscularly may be used to control the agitation and 
symptoms of schizophrenia caused by drug withdrawal [201]. Research advances in 
the use of isoxazol-9 during the removal of methamphetamine, since this molecule 
presents preliminary results that contribute directly inhibiting the search behavior of 
the drug [202].
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7 Conclusion 

This review concludes that drugs, in addition to being included in humanity from 
the earliest stages, are also present in society, following their own scientific evolu-
tion. With the development of new synthetic routes, the appearance of new drugs 
is not a rare occurrence, which exposes a considerable part of society to chemical 
dependence. In general, the treatments developed currently have little efficacy and 
act to combat the symptoms triggered by the withdrawal syndrome in users intensely 
dependent on Cannabis, cocaine, amphetamines, and LSD. Therefore, it is concluded 
that it is necessary to develop drugs that act selectively on biological targets involved 
in the process of chemical dependency, as well as those directly involved in the onset 
of withdrawal symptoms initiated by each drug of abuse. 
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Abstract Major depressive disorder is a disabling public health concern of high 
relevance worldwide. Psychotherapy and pharmacotherapy are the main approaches 
employed to treat patients with depressive symptoms. Antidepressants are drugs 
able to relieve symptoms of depression that work by affecting neurotransmitters like 
noradrenaline and serotonin in the brain. Despite antidepressant drugs are one of 
the most prescribed medicines in medical practice because of their proven clinical 
benefits, exposure to side effects and lack of efficacy result in outcomes that limit 
pharmacotherapy performance in some individuals. Thus, the continuous develop-
ment of therapeutic alternatives is a task of great importance including the design of 
monoamine oxidase (MAO) inhibitors that work by increasing neurotransmitters in 
the central nervous system. Medicinal plants have long been an important source of 
medicines and the results obtained against depression models for some plant species 
encourage new studies focused on the selection of natural molecules able to act as 
antidepressant drugs or at least as lead compounds for novel projects. Hence, we 
describe the chemical features of main active ingredients found in medicinal plants 
with antidepressant properties, including Kielmeyera coriacea, Rhodiola rosea and 
Banisteriopsis caapi, also comparing the properties of such natural molecules with 
pharmacophoric features of available MAO inhibitors drugs in order to validate 
promising antidepressants. 
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1 Introduction 

Major depressive disorder is a disabling public health concern of high relevance 
worldwide. Depression is also the most common mental disorder, affecting approxi-
mately 280 million people worldwide. Around 3.8% of the global population suffer 
from depression, including 5% among adults and 5.7% among people older than 60 
years [1]. The disorder is a disabling and life shortening condition accompanied by 
functional impairment and marked by typical clinical symptoms, including depressed 
mood, inability to feel pleasure, feelings of worthlessness and guilt, suicidal ideation 
and fatigue [2, 3]. 

The outbreak of severe acute respiratory syndrome caused by SARS-CoV-2 that 
since 2020 generated COVID-19 pandemic brought about threats not only related to 
concerns about the physical dimension due to coronavirus virulence but also related to 
mental status of people due to increased psychological distress associated with social 
isolation, death of close people, failure of health services and economic recession 
risks [4−6]. 

Cognitive therapy and medication are the main approaches used to treat patients 
with depressive symptoms. Antidepressants are drugs able to relieve symptoms of 
depression that work by affecting neurotransmitters like noradrenaline and serotonin 
in the brain. Despite antidepressant drugs are one of the most prescribed medicines 
in medical practice due to their proven clinical benefits, exposure to side effects 
and lack of efficacy result in outcomes that limit pharmacotherapy performance in 
some individuals. Adherence with medication is often poor resulting in more intense 
symptoms and worse prognosis [7]. Thus, the continuous development of therapeutic 
alternatives is a task of great importance including the design of molecules that 
work by affecting neurotransmission in the central nervous system. Medicinal plants 
have long been an important source of medicines and the results obtained against 
depression models for some plant species encourage new studies focused on the 
selection of natural molecules. 

2 Antidepressant Drugs 

Depressed mood is affected by key dysfunctions in brain circuitries mainly supporting 
emotion regulation and cognitive control [8, 9]. The pathophysiology of depression 
is not fully understood, and it is not possible to define just one cause. Genetic, 
biochemical, psychological and social factors must be considered as potential trig-
gers able to induce the depression disorder. Some functional changes observed in 
neurotransmission characterize the brain of patients with depression. Changes that 
result in depressed dopaminergic, serotonergic and noradrenergic neurotransmission 
are well documented when the depressive disorder is considered [10, 11]. Thus, 
the drugs available to treat depressive disorder are usually designed to enhance 
neurotransmission.
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The pharmacological treatment of depression must be planned taking into account 
the degree of illness, presence or absence of additional clinical and psychiatric comor-
bidities, financial cost, tolerability and adverse effects. Pharmacotherapy planning 
is performed in three stages: (a) acute/initial—aimed at symptomatic resolution; 
(b) control—aimed at sustaining control of disease symptoms; (c) maintenance— 
to prevent relapses. Antidepressant drugs are classified according to the chemical 
structure of drugs or their mechanism of action (Table 1) [12–16]. 

Table 1 Pharmacoloigc class and mechanism of action of antidepressant drugs 

Pharmacologic class Mechanism of action Examples of drugs 

MAO inhibitors Inhibition of MAO, increasing the 
concentrations of monoamines 
neurotransmitters within the central 
nervous system 

Tranylcypromine 
Moclobemide 
Selegiline 

Tricyclic antidepressants Inhibition of the reuptake of 
transmitter amines, increasing their 
concentrations within the central 
nervous system 

Amitriptiline 
Imipramine 
Clomipramine 
Nortriptiline 

Selective serotonin reuptake 
inhibitors 

Inhibition of the presynaptic 
reuptake of the neurotransmitter 
serotonin 

Fluoxetine 
Citalopram 
Escitalopram 
Fluvoxamine 
Sertraline 
Paroxetine 

Serotonin and norepinephrine 
reuptake inhibitors 

Reuptake inhibition of both 
serotonin and norepinephrine, 
generating potentiation of 
neurotransmitter activity in the 
central nervous system 

Venlafaxine 
Desvenlafaxine 
Duloxetine 

Serotonin receptor antagonists and 
reuptake inhibitors 

Inhibition of the reuptake of 
serotonin, blockade of 
α-1-adrenergic receptors and 
antagonism of 5-HT1a, 5-HT1c and 
5-HT2 receptor subtypes 

Trazodone 

Norepinephrine reuptake inhibitor Selective inhibition of noradrenaline 
reuptake, enhancing noradrenaline 
activity in the central nervous system 

Reboxetine 

Norepinephrine and dopamine 
reuptake inhibitors 

Inhibition of the reuptake of the 
neurotransmitters norepinephrine 
and dopamine from the synaptic 
clefts in central nervous system 

Bupropion
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3 Medicinal Herbs Against Depression 

Medicinal plants are natural sources of chemical compounds able to act with enor-
mous potential in the treatment of various diseases, including disorders that affect 
the central nervous system, such as depression. Hundreds of plants and their extracts 
have traditionally been used in folk medicine for generations and some medicinal 
herbs have been tested as potential antidepressant alternatives (Fig. 1), showing the 
ability to interfere with neurotransmitters receptors and enzymes related to their 
metabolism [17−20]. 

Despite the availability of reports of diverse plants in folk medicine used to treat 
depression symptoms, their antidepressant activity and the mechanism of action of 
the phytochemicals active molecules usually are not fully determined. These plant 
species should be considered as potential sources of natural molecule scaffolds for 
inspiring the design of improved antidepressant agents [21]. 

Rhodiola rosea L. belong to the genus Rhodiola and the family of Crassulaceae. 
This genus has nearly discrete petals, yellow flowers, stout roots, short root neck, 
reaches a height of 30–70 cm and has a basal rosette of leaves. R. rosea have been 
used for diverse affections since headache to mental disorders. Antioxidant, anti-
cancer, antidiabetic, antistress, antidepressant, neuroprotective, immunomodulatory, 
anti-inflammatory and analgesic activities have already been described for R. rosea. 
the explanation for such broad bioactivity is probably due to the molecular diversity of

Fig. 1 Examples of 
medicinal herbs with 
antidepressant properties 
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its phytoconstituents, where rosiridin, an aglycon phytochemical, seems to be one of 
the most important active ingredients. Other molecules like rhodioloside and salideo-
side were found to have neurological, cardiological and hepato-protective activity, 
what is important for preventing/mitigating/reducing stress-induced impairments and 
disorders related to neuro-endocrine and immune systems [22−23].

Rhodiola rosea extracts show the ability to inhibit monoamine oxidase (MAO) 
in vitro, an enzyme responsible for catalyzing the oxidation of neurotransmitters such 
as serotonin, dopamine and noradrenaline. Preclinical and clinical studies have shown 
that the use of R. rosea increases the level of serotonin in the central nervous system 
and the adaptogenic response to stressors. A phase III randomized double-blind 
placebo-controlled clinical trial using an extract of R. rosea L. rhizomes demonstrated 
an improvement in depression, insomnia, emotional instability, and somatization 
without important side-effects [24]. 

Another randomized placebo-controlled trial compared sertraline and the extract 
of R. rosea for treatment of major depressive disorder, showing that the plant 
was less effective than sertraline, a selective serotonin reuptake inhibitor, but had 
fewer adverse events and was better tolerated [25]. A third randomized double-
blind placebo-controlled clinical trial evaluated the antidepressant effects of a R. 
rosea capsule combined with sertraline. The group which used two capsules of R. 
rosea with one capsule of sertraline had statistically significant reductions in the 
Hamilton Depression Rating, Beck Depression Inventory and Clinical Impression 
Change scores than the other groups (sertraline with placebo and sertraline, placebo 
and one capsule of R. rosea groups). Therefore, a preparation of R. rosea capsules 
helped to improve the quality of life and clinical symptoms of depression when 
combined with sertraline [26]. 

Banisteriopsis caapi, also known as Jabuge, Mariri, Yagé or Caapi, is a native 
vine from Amazon region. This plant species is often combined with another species, 
Psychotria viridis, also known by locals as “Chacrona”, and generates a sacred indige-
nous beverage from the northwest Amazon called Ayahuasca, which is a psychoac-
tive plant tea used traditionally by the indigenous of the Upper Amazon and in more 
recent times by healers and members of religious syncretic groups [27−29]. 

B. caapi is rich in β-carboline or harmala alkaloids, such as harmine, harma-
line and tetrahydroharmine (THH) [30–31]. Its unique pharmacology depends on 
the oral activity of the hallucinogen DMT (N,N-dimethyltryptamine), which results 
from inhibition of MAO enzyme by β-carboline alkaloids. MAO is the enzyme that 
normally degrades DMT in the liver and gut [32]. Animal studies and clinical research 
suggests that B. caapi preparations show antidepressant activity, a therapeutic effect 
that has been linked to hippocampal neurogenesis. The three main alkaloids present 
in B. caapi, harmine, harmaline and THH, and the harmine metabolite harmol, also 
stimulate adult neurogenesis in vitro [33]. 

The Brazilian cerrado biome is a great source of medicinal plants, with several 
pharmacologically active species used in folk medicine, contributing to significant 
knowledge of bioactive compounds. Cerrado is the second main biome in Brazil, 
located in the middle west region and exhibiting a great diversity of natural plants 
[34]. The plants of the genus Kielmeyera (Clusiaceae) are endemic in South America
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and the Kielmeyera coriacea species is often documented primarily in savannahs, 
and it is also known as “pau santo”. This species is rich in xanthones, substances 
that have pharmacological properties, such as antitumor, antifungal, antibacterial, 
and anti-inflammatory activities. Organic extracts from different parts of the plant 
have been tested against oral microorganisms, and the inner bark extract showed 
promising results against aerobic and anaerobic oral microorganisms [35]. The 
hydroethanolic extract of Kielmeyera coriacea stems inhibits in a concentration-
dependent manner the synaptosomal uptake of serotonin (5-HT), noradrenaline and 
dopamine [36]. There is a great amount of xanthones in K. coriacea stems and the 
mainly are 1,3,7-triidroxi-2-(3-hydroxy-3-methylbuthyl)-xanthone, 1,3,7-triidroxy-
2-(3-methyl-but-2-enyl)-xanthone, 2-hydroxy-1-methoxixanthone, 3-hydroxy-2,4-
dymethoxy-xanthone, jacareubin, kielcorin and swertinin. These molecules are the 
most likely to be related to the antidepressant activity of K. coriacea [37]. 

R. rosea, B. caapi and K. coriacea, as described above, are plant species with 
phytochemicals with promising antidepressant properties able to inspire the design 
of optimized drugs. The knowledge of the chemical features of such phytochemicals 
(Table 2) is a key to develop novel therapeutical agents. Once one of the mecha-
nisms employed by antidepressant drugs is inhibition of MAO, the comparison of

Table 2 Main phytochemicals found in R. rosea, B. caapi and K. coriacea medicinal plants 

Rhodiola rosea Rosiridin 
Salidroside 
Benzyl β-D-glucopiranoside 
Hydroquinone 
Tyrosol 
Rosavin 
Triandrin 
Epigallocatechin 
Epigallocatechin 3-gallate 

Banisteriopsis caapi Harmine 
Tetrahydroharmine 
Harmaline 
Harmol 
Harmine N-oxide 
Harmic acid methyl ester 
Harmalinic acid 
Harmic amide 
Acethylnorharmine 

Kielmeyera coriacea 2-hydroxy-1-methoxyxanthone 
3-hydroxy-2,4-dimethoxyxanthone 
4-hydroxy-2,3-dimethoxyxanthone 
1,3,7-trihydroxi-2-(3-methylbut-2-enyl)-xanthone 
1,3,7-trihydroxy-2-(3-hydroxy-3-methylbutyl)-xanthone 
(Z)-2-ethylhexyl-3-(4-methoxyphenyl)-2-propenoate 
Swertinin 
Kielcorin 
Jacareubin
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the chemical features of MAO inhibitor drugs with these plant phytochemicals is a 
way to verify if MAO inhibition is the main mechanism used by phytoconstituents 
in order to generate the antidepressant effects observed when the medicinal plants 
are employed.

4 Pharmacophoric Features of MAO Inhibitors 
and Phytochemicals 

A pharmacophore is the ensemble of steric and electronic features necessary to 
ensure the optimal supramolecular interactions of a bioactive molecule with a specific 
biological target to generate a therapeutical response [38]. A pharmacophore model 
built in a ligand-based manner after superimposing a set of active molecules and 
extracting common chemical features considered essential for their bioactivity is a 
key drug design strategy for selecting naturally available compounds able to simulate 
the same features found in the set of active molecules [39, 40]. 

MAO inhibitors may potentiate the effects of an indirectaly-acting sympath-
omimetic amine called tyramine, leading to their limitation in clinical use due to the 
risk of inducing hypertensive crisis. Nevertheless, the more recently understanding 
that the potentiation of tyramine is minimal with MAO-A reversible inhibitors has 
led to their reintroduction to clinical use for treatment of depression [41]. A group of 
antidepressant drugs able to inhibit MAO-A selectively and reversibly functions as 
an appropriate set of active molecules for pharmacophore modeling. Moclobemide, 
brofaromine, toloxatone, befloxtone, lazabemide and cimoxatone (Fig. 2) meet such 
requirements. 

On the other hand, plant species with defined medicinal use against depression, 
including R. Rosea, K. coriacea and B. caapi, are interesting sources of molecular 
scaffolds in the search for lead compounds against depression. Applying a ligand-
based pharmacophore modeling strategy based on superimposition of both set of 
molecules is a way to enlighten the mechanism of action of these naturally occurring 
compounds and to answer if MAO-A inhibition is an important approach used by 
these plants’ active ingredients, helping to inspire the design of novel antidepressants 
in a more diverse chemical space. 

The top-ranked pharmacophore models generated with Pharmagist webserver 
[42] default parameters for MAO-A selective and reversible inhibitors reveal the 
alignment of one aromatic feature surrounded by hydrogen bond acceptor groups 
(Fig. 3). The best alignment of hydrogen bond acceptors is achieved when only 
moclobemide, toloxatone and cimoxatone are considered. In this case, an additional 
hydrogen bond acceptor feature is added to the model (Fig. 3C). 

When Rhodiola rosea phytochemicals (Table 2) are aligned with MAO-A selec-
tive and reversible inhibitors, the same pattern of an aromatic feature surrounded 
by hydrogen bond acceptors observed for MAO-A inhibitors is achieved by the top-
ranked model generated with Pharmagist webserver default parameters. A number
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Fig. 2 Chemical structure depiction of selective and reversible MAO-A inhibitors 

Fig. 3 Pharmacophoric models generated for MAO-A selective and reversible inhibitors



MAO Inhibitors from Natural Sources for Major Depression Treatment 459

of eight phytochemicals shared such features with MAO-A inhibitors (Fig. 4), 
revealing that Rhodiola rosea compounds have stereoelctronic features compatible 
for inhibition of MAO-A.

The model generated for B. caapi phytochemicals (Table 2) with MAO-A 
inhibitors also reveals a similar distribution of features in space, with a number of 
nine herb molecules aligned. The difference is that the aromatic feature is surrounded 
by one hydrogen bond acceptor and other hydrogen bond donor feature (Fig. 5). This

Fig. 4 Pharmacophoric model generated after combining MAO-A selective and reversible 
inhibitors and Rhodiola rosea phytochemicals 

Fig. 5 Pharmacophoric model generated after combining MAO-A selective and reversible 
inhibitors and Banisteriopsis caapi phytochemicals
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occurs because B. caapi phytochemicals are indole derivatives with a hydrogen donor 
function. Thus, basic requirements found in MAO-A inhibitors, including the pres-
ence of an aromatic ring and groups with hydrogen bonding capacity are reproduced 
by B. caapi phytochemicals.

Harmine is one of the phytochemicals described for B. caapi that had already 
been identified as a MAO inhibitor with reported crystal structure complexed with 
MAO-A [43]. Intermolecular interactions observed for harmine with MAO-A active 
site confirm that aromatic and hydrogen bonding features are crucial for enzyme 
inhibition (Fig. 6). 

At least nine K. coriacea phytochemicals (Table 2) also reproduced the basic 
features found in MAO-A inhibitors. Models combining an aromatic feature with 
hydrogen bond acceptors were also observed when both sets of molecules are aligned 
(Fig. 7). 

The scaffolds found in R. rosea, B. caapi and K. coriacea molecules were already 
described as privileged scaffolds for MAO inhibition, including indoles and xanthines 
[44], reinforcing that these species provide a rich source of phytochemicals to inspire 
MAO inhibitors drug design against depression. 

Fig. 6 Characterization of the intermolecular interactions between MAO-A and harmine crystal 
structure. Figure generated with Discovery Studio Visualizer v21.1.0.20298
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Fig. 7 Pharmacophoric models generated after combining MAO-A selective and reversible 
inhibitors and K. coriacea phytochemicals 

5 Conclusion 

A variety of phytochemicals from R. rosea, B. caapi and K. coriacea medicinal plants 
share chemical features considered essential for the antidepressant activity of MAO-
A selective and reversible inhibitors. These herb species show promising molecules 
with therapeutical potential justified by molecular scaffolds that can inspire the design 
of novel drugs to treat depression. 
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Abstract One-sixth of the world’s population, mostly in developing countries, are 
infected with one or more of the neglected tropical diseases (NTD). Leishmaniasis 
is a group of manifestations ranging from cutaneous to most severe visceral forms, 
caused by protozoan parasite Leishmania species. It is prevalent in 98 countries 
and territories, with over 350 million people at risk. In the Americas, cutaneous 
and mucosal leishmaniasis occurs in 20 countries, being endemic in 18 of them. 
Depending on the species causing the infection, the disease is characterized by tissue 
damage such as skin, mucous membranes and internal organs. The search for safer 
and more effective pharmacological therapies has increased the need to identify new 
bioactive compounds against these diseases. High-Throughput screening strategies 
aided by computer programs and large virtual libraries of protein structures and 
chemical compounds, allow studies for the discovery and drug design of promising 
compounds, even in the initial stages of drug research, from docking simulations
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and molecular dynamics, predictions of pharmacokinetic, toxicological profiles, and 
genomics analysis which allow to optimize the route for the development of new 
drugs. The purpose of this brief review is to provide information of new approaches 
to selection of appropriate computational protocol for detecting of new therapeutics 
for Leishmaniasis treatment. 

1 Introduction 

Leishmaniasis is a group of manifestations ranging from cutaneous to most severe 
visceral forms, caused by protozoan parasite Leishmania species. Visceral form 
of disease, caused by Leishmania donovani, characterised by prolonged fever 
(>2 weeks), weight loss, anemia, and splenomegaly. It is a disease prevalent in 98 
countries and territories, with more than 350 million people at risk. In the Americas, 
cutaneous and mucosal leishmaniasis occurs in 20 countries, being endemic in 18 of 
them, however they present different intensities of transmission: low, medium, high, 
intense and very intense [1]. 

In the period from 2001 to 2015, 843,931 new cases of cutaneous and mucosal 
leishmaniasis were reported to the Pan American Health Organization, with an annual 
average of 56,262 cases, distributed in 17 of the 18 endemic countries [1]. Leishmania 
parasites cycle between two hosts- human and sandfly, in two distinct life stages, as 
flagellar promastigote or amastigote form [2]. 

There are no vaccines for human leishmaniasis so far, disease control depends 
mainly on chemotherapy treatment [3]. However, some vaccines against L.infantum 
in dogs have been reported and marketed. The bioactives of pentavalent antimony 
[Sb(V)], meglumine antimoniate and sodium stibogluconate—first line of choice 
in the current treatment of patients with leishmaniasis—, have been used since the 
1940s, exhibit high toxicity and strong side effects such as cardiac arrhythmias and 
kidney damage [4]. 

Treatment-refractory patients and clinically resistant isolates have been tracked 
in several locations around the world [5–11]. Other secondary-line drugs such 
as pentamidine, amphotericin B and miltefosine also exhibit high toxicity, cross-
resistance and questionable efficacy, as well as the difficulty of not being economi-
cally viable for many countries where the disease reaches severe endemic levels. In 
fact, there is insufficient information on their efficacy due to the lack of standardiza-
tion, methodological shortcomings, and substantial differences in the characteristics 
of studied populations, besides other limitations [12–15]. 

In other way, there is caution about the environmental risks from the use of insec-
ticides to contain the disease transmission cycles. Canids are inevitably considered 
to be the main reservoir of L. infante L. chagasi) [16], which is suggested to carry 
the disease in several regions and main compartments. However, the outcome of 
these areas is questionable, and ethical issues make this alternative impractical in 
countries, for example, in Western Europe [17–19].
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In this study, we started from Google Scholar search therapies for leishmani-
asis that yielded 290,156 entries and one of the frequently used academic biblio-
graphic sources, PubMed, recovered over 13,740 published articles (both the basis 
accessed on 14 January 2022); in several cases, the relationship of advantages to the 
chemotherapy of the disease is poor, both dog and human leishmaniasis [21, 22]. We 
visited the literature of findings on some pathogenic protozoa, we addressed aspects 
in genomics, transcriptomics, proteomics and drug discovery design of ancient and 
recent Antileihsmania bioactives discovered. 

1.1 Genomic, Transcriptomic and Proteomic Approaches 
in Leishmaniasis 

Genomics and proteomics tools have enabled a paradigm shift in drug discovery 
and development protocol. Bioinformatics plays a key role in exploring genomic, 
transcriptomic and proteomic information to achieve epiphanies about the molecular 
mechanisms underlying the disease, and to identify and validate potential drug targets 
[23]. 

The technological improvement of tools such as automated DNA sequencing, 
microarray analysis and protein identification through genomics, transcriptomics 
and proteomics has produced an expressive amount of information, inducing the 
application of increasingly complex approaches to the analysis of the data obtained. 
Such data are freely accessible via the Internet in specialized databases, which are 
frequently revised and updated according to new experimental findings [24]. 

During the 1990s, several countries led the integration of international research 
groups to initiate several projects in search of mapping and sequencing the genomes of 
a range of parasites. During this period, the sequencing program of three Kinetoplas-
tida species was initiated: Leishmania major, Trypanosoma cruzi and Trypanosoma 
brucei. From the disclosure of the genomes of those organisms, the project was 
named Tritryps [25, 26]. The genus Leishmania was represented in this initial search 
for the species L. majorcepa Friedlin. In the course of further studies, several species 
of this genus, such as L. braziliensise, L. infantum, L. mexicana, had their genomes 
unraveled [27]. 

2 Comparative Genomics Between L. Major, L. Infantum 
and L. Braziliensis 

The sequences of the L. infantum and L. braziliensis genomes were obtained by 
sequencing using the shotgun approach, with a coverage of five and six times, respec-
tively. A comparative analysis was performed in order to align the sequences of these 
organisms against the contiguous reference sequences of L. major [29].
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Table 1 Comparison of characteristics of Tritryp genomes [28–30] 

Parameters L. infantum L. major L. braziliensis 

haploid genome (Mpb) 32.1 32.8 32 

Chromosomes – by haploid genome 36 36 35 

% G  + C Content 59.3 59.7 60.4 

% Encoding region 44 48 48.5 

Genes 8.154 8.298 8.153 

Pseudogenes 41 97 161 

Although these three species have a similar nucleotide content (about 33 Mb), 
L. braziliensis is genetically more distinct, as had already been observed in the 
difference in the number of chromosomes, see Table 1. The conservation of synteny, 
revealed by comparative genomic analyzes between these three species, suggests that 
the Leishmania genome is highly stable and has not undergone major rearrangements 
during speciation [28, 29]. 

A comparative analysis between the orthologous genes of the studied species 
revealed a high level of evolutionary conservation of the species in terms of gene 
content and order, even with some divergences in the number of copies of specific 
genes. The most distinct genome in the study (L. braziliensis) displays about 47 
genes that were not found in the other two species, L. infantum has 27 specific genes 
and L. major only 05 [29, 30]. 

From comparative analyzes between the mentioned genomes, it is verified that 
the largest number of specific genes for each species studied is found at the ends of 
the gene groups or in the subtelomeric portions of the chromosomes. The compar-
ison between the three Leishmania species showed that the gene variation is well 
distributed throughout the genome. Insertions, deletions and rearrangements in gene 
sequences may be responsible for this variation, with emphasis on the loss of func-
tion due to gene degeneration, which corresponds to approximately 80% of the total 
divergences between species [30, 31]. 

It is worth mentioning that the emergence of new genes can maintain a direct rela-
tionship with mechanisms for environmental adaptation and stimulus to the survival 
of the organism; in the same dynamics there may be the reappearance of some 
functions in genes of sequences previously identified as pseudogenes. Thus, it is 
necessary to use complementary methodologies, computational or not, associated 
with the analysis of genetic, immunological and biochemical aspects to elucidate 
their biological functions [28, 29]. 

2.1 Transcriptomic 

Transcriptomics is a set of analyzes of gene expression - through the qualitative 
and quantitative study of different RNAs - whether a given organism under a given
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condition or in comparison of different situations such as strains resistant or not to 
a given bioactive compound [30, 32]. The transcriptome and proteome of protozoan 
parasites, such as Leishmania spp., show significant differences between the different 
stages: amastigotes and promastigotes. These differences are related to the adaptive 
and survival process of the parasites to the different environments they reach in the 
hosts. Generally, these adaptations can encompass the expression of proteins that 
allow bypassing the vertebrate host’s immune response or that inhibit the action of 
the vector’s digestive enzymes [32]. 

After the release of the L. major genome, another study allowed the identification 
of 97.5% of the genes, using a high-density oligonucleotide microarray technique, 
via photolithography synthesis [32, 33], similar methodology also used to conduct 
research on L. donovani [34], L. Mexicana [32]. 

2.2 Transcriptomics of the Parasite-Vector Interaction 

The interaction between Leishmania parasite and vector is determinant for a range 
of metabolic and biochemical alterations, which trigger substantial changes in the 
set of proteins of such microorganisms. These adaptations have also been evaluated 
by semiquantitative PCR, real-time PCR and EST sequencing [35–37]. 

Another group of collaborators sequenced 2,520 ESTs from Lu midgut cDNA 
libraries. longipalpis, fed in the absence or presence of L. infantum [37]. There 
was a significant increase in the amount of transcripts expressed in the infected 
vector library. The transcripts with increased expression were correlated with 
defense/stress/oxidation (7% versus 4% obtained from the uninfected library), ribo-
somal proteins (16% versus 13%), proteins involved with intracellular mobiliza-
tion/cytoskeleton/cell adhesion (4% against 1%) and signal transduction (5% against 
2%). The findings of these last two studies, which used different analysis techniques, 
support the importance of more studies focused on the different Leishmania-vector 
systems, for a better understanding of the epidemiological profile of leishmaniasis 
[37, 38]. 

2.3 Proteomics 

The global analysis of protein expression in parasites of the genus Leishmania has 
been aimed at identifying and quantifying specific proteins expressed in stages of 
the biological cycle, proteins enriched from different cellular fractions or organelles 
and proteins involved in immunostimulation, among others. Such patterns of protein 
expression have contributed to the functional annotation of proteins and may allow 
the design of vaccines and the development of new drugs that target specific factors 
of each life stage [38–44].
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The modernization of 2DE (two-dimensional electrophoresis) technology to 
detect and differentiate antigenic proteins present in cell extracts [45], through 
their protein expression patterns, different species responsible for American cuta-
neous leishmaniasis [46] and the development of mass spectrometry (MS) to iden-
tify proteins, boosted proteomic studies on these parasites. Thus, proteomic maps 
have been described for several species of Leishmania from the Old and New World 
[47–50]. 

The techniques used for the global evaluation of proteins in parasites include 
the separation by electrophoresis method in one and two dimensions, followed by 
detection, excision and digestion of bands or protein spots for subsequent identifi-
cation by combining the peptide mass profile (PMF, Peptide Mass Fingerprinting) 
or by the masses of the peptide fragments obtained by MS in tandem, using electro-
spray ionization (ESI) as ionization sources, or even matrix-assisted laser desorption-
Ionization (MALDI) in combination with several masses, such as Time-Of-Flight 
(TOF), Quadrupole (Q), Fourier Transform (FT), Orbitrap, or their hybrids [48– 
51]. Other approaches, also widely used, couple peptide separation by one- or 
multidimensional liquid chromatography (LC) with mass analysis (LC–MS/MS). 

2.4 Genetic Target Validation in Leishmanial 

Leishmania parasites have specific biological characteristics that make genetic 
handling difficult; have a strong tendency to aneuploidy, making genetic manipu-
lation of essential genes unstable [52–54]. In most Leishmania species, RNA inter-
ference does not work, while in species in which RNAi does work, it has not yet 
been studied to the same extent as Trypanosoma brucei organisms, mainly due to the 
absence of an inducible system for explore the function of essential genes [55]. 

The promastigote phase of the Leishmania parasite can be located in the intestine 
of the insect vector, however this is not considered the relevant phase for human 
disease. Therefore, it is widely recommended to confirm the essentiality of a poten-
tial biological target using parasites in the amastigote phase of the Leishmania life 
cycle [56]. Leishmania possess a very efficient homologus recombination pathway 
for DNA repair that has been exploited as a basis for generating gene deletions, 
integrating epitope tags, or expressing transgenes [57–59]. 

We highlight an interesting set of experimental techniques that can be used for 
genetic validation in Leishmania: 

(I) Gene deletion via homologous substitution, where some drug resistance 
markers are targeted to the gene of interest by homology flanks through sequen-
tial transfections using electroporation. This strategy can be facilitated with 
CPISPR/Cas9 and short homology flanked cassettes in just one transfection 
[59–61]. 

(II) Facilitated Null Mutant Methodology with Unforced Plasmid Shuffle. An 
episome that expresses the focus gene is transfected into cell culture or a
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nutritional supplement is administered, favoring its survival to the subsequent 
deletion of chromosomal alleles of the gene of interest [59–61]. 

(III) Plasmid forced mixing. As in II, an episome also expressing the gene of interest 
is transfected into the parasite to favor the deletion of chromosomal alleles of 
the gene of interest [59–61]. 

(IV) Another pathway is the DiCre-inducible gene deletion. In this tactic, one allele 
of the target gene is replaced by a drug-selectable cassette containing a “flow” 
allele and, in the next step of the transfection stage, the remaining allele is then 
replaced by another drug resistance marker [59–61]. 

Drug target validation for antileishmania compounds seeks to acquire the evidence 
that determines whether a target molecule (protein or enzyme) is selectively inhibited 
by a bioactive compound resulting in the death of the organism, especially by the 
relationship of the target structure to a biological process parasite essential. Such 
evidence that helps to validate target structures may arise from genetic modifications 
of the pathogen or from inspection of the parasite with specific chemical probes. Well-
validated targets will be supported by genetic and chemical evidence, the robustness 
of the validation will require the amount of evidence obtained [62, 63]. 

The one example for trypanosomatids being the treatment of human African 
trypanosomiasis with Eflornithine (difluoromethylornithine, DFMO), a compound 
that inhibits ornithine decarboxylase [64]. Currently used antileishmanial drugs 
include pentavalent antimonials, amphotericin B, miltefosine, Meglumine antimo-
niate, Sodium stibogluconate Paromomycin, pentamidine, see Table 2. There are 
not target proteins identified, despite extensive research, although amphotericin B is 
cited to target ergosterol-containing membranes [65, 66]. 

3 Aspects of Drug Discovery in Antileishmania Therapy 

Drug discovery and development (DDD) of antileishmanial follow the protocol 
of identification of promising biological target, molecule candidates from natural 
sources, chemical libraries from pharmaceutical companies or those available for 
free access, or small chemical collections from university. This selection uses the 
range of bioactivities such as pharmacokinetic and toxicity tests (ADME / tox), phar-
maceutical chemistry and improvement of “druggability” of the macromolecule and 
biomolecular modification of standard pharmacophoric-based ligand, in addition to 
improvement of other pharmacokinetic parameters of interest [74, 75]. 

In another way, by treating “repurposed compounds”—a protocol that can reduce 
human labor costs and invested resources—the procedure can be significantly 
reduced, even with all the pre-clinical studies performed, new safety tests and 
synthetic viability need to be carried out. be carried out seeking to reduce the chances 
that the selected compound will not fail in the clinical stage [76, 77]. 

In recent decades, progress has been reasonable and, in most cases, no success 
is seen beyond academic results. A small number of new chemical entities have
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Table 2 Antileishmanial drugs currently used against cutaneous (C), mucocutaneous (MC) and 
visceral (V): indication (X) and Literature 

Marketed drug C MC V Literature

Anfotericin b 

X [67, 69, 70] 

Miltefosine 

X X X [3, 68] 

Meglumine antimoniate 

X X X [68, 70] 

Sodium stibogluconate 

X X X [68, 70, 73] 

Paromomycin 

X X [71]

(continued)
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Table 2 (continued)

Marketed drug C MC V Literature

Pentamidine 

X X X [68, 72] 

been identified for leishmaniasis, and no conclusive evidence has been reached in 
most cases when tested under real experimental conditions [78]. However, very 
recently hope has arisen from the discovery of new proteasome inhibitors GNF6702, 
GSK3494245 and LXE408, with the aid of comparative techniques, displayed in 
Table 3 [79–81].

Phenotypic screening of three million compounds and hit-to-lead optimiza-
tion against Leishmania donovani, Trypanosoma cruzi and Trypanosoma brucei

Table 3 Anti-leishmanials potential that are other clinical studies against cutaneous (C) and visceral 
(V) leishmaniasis: indication (X) and Year of discovery and bibliography 

Hits in silico L. Visceral L. Cutaneous Year and reference 

GNF6702 

X X (2016) 
[80] 

GSK3494245 

X X 2019 
[81] 

LXE408 

X X 2020 
[82]
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identified efficacious compound for VL, CL, Chagas disease and trypanosomiasis 
targeting parasite proteasome [82], led to the identification of a compound termed, 
GNF6702 with good efficacy for both cultures [82]. The reported compound inhib-
ited the proteasome through a non-competitive mechanism and without inhibiting 
the mammalian proteasome or cell growth of animals of this class. Inhibitor was 
in advanced preclinical study and could stand out as a future treatment against 
leishmanial [79].

Recently, another group of scientists, independent of the previous one, reported 
studies of target deconvolution and cryoelectron microscopy (cryo-EM) that revealed 
a small molecule as a potent and selective inhibitor of the chymotrypsin-like activity 
of the binding of the 20 s proteasome of the parasite L. tarentolae, in a region between 
the β4 and β5 subunits [79]. Both studies present strong clues for understanding the 
mechanisms of interaction and inhibition of specific catalytic activity for proteasome 
of Leishmania organism. 

Was reposted the optimization of GNF6702 that resulted to the selection of the 
termed LXE408, a molecule with interesting efficacy in murine models of visceral 
and cutaneous leishmaniasis that is in advanced stage human clinical trials. The same 
study reported high resolution cryo-MS costructure of LXE408 with Leishmania 
tarentolae proteasome in complexed with the competitive proteasome inhibitor borte-
zomib, which helps to clarify the non-competitive profile of the proteolytic complex 
inhibition for this new set of antileishmanial agents [82]. 

There are also promising compounds of natural origin that show interesting 
results, antileishmanial activity of strychnobiflavone flavonoid was recently reported 
against L. infantum and L. amazonensis amastigotes and promastigotes stages. 
Biological effect of this compound was verified because of its capacity to inter-
fere in the parasite mitochondrial membrane; however, its mechanism of action has 
not yet been elucidated [82, 83]. 

3.1 Insights Based in Bioinformatics Techniques 

In silico and bioinformatics approaches have followed a similar fate, and information 
on the effect of the next innovation waves (e.g., is not yet abundant enough to envision 
their possibilities, insofar that we are still waiting for a breakthrough in antiparasitic 
chemotherapy [16, 84–86]. 

Most of the papers are focused on a exploration of potential antileishmanial 
molecules, involving design and synthesis, molecular docking, dinamics simulations, 
ADME/Tox predictions, artificial intelligence, and automation of drug discovery, 
antileishmanial activity in vitro and ex vivo (59.49%; doubling the in vivo trials: 
25.42%), while we are still waiting for a breakthrough in antiparasitic chemotherapy 
[87–91].
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4 Considerations and Perspectives 

In this chapter we visit some of the recent knowledge on techniques employed in 
the search for chemical compounds and structures as potential therapeutic targets. 
The technical modernization of genomic approaches and systems biology have 
contributed to the improvement of drug discovery and development platforms, 
resulting in promising therapies. 

Synthetic chemical compounds and Products of natural origin have been demon-
strating potent and low-cost alternatives against several types of leishmaniasis, espe-
cially L. infantum and L. brazilienses. Systematic and complementary strategies of 
genetic manipulation and cell biology, reuse of commercialized drugs, as well as 
the automation of high-performance screening on compound bases have favored the 
emergence of new paths for the identification and development of antileishmania 
drugs. However, instability in the potency of host responses to different pathogens 
still needs standardization. 
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Abstract The Discovery of a drug with pharmaceutical actions goes through several 
stages, such as Hit to Lead and Lead Optimization. Hit to Lead comprises the phase 
in which small molecules are evaluated about their activity and their interaction with 
the target to generate lead compounds. Data analysis such as potency, selectivity, and 
other physicochemical properties play an important role in this step, as they form 
the basis for optimizing the next leads. The final stage of drug discovery is called 
Lead Optimization, whose function is to maintain or improve the desired properties 
present in selected compounds and, at the same time, reduce any deficiencies found 
in their structure. Studies of modifications in compounds for improvement can be 
carried out in experimental ways such as magnetic resonance and mass spectrom-
etry or also by computational methods. Computational methods used in this phase 
include pharmacophore studies, molecular docking, molecular dynamics, QSAR, 
among others. This chapter reports the computational techniques used for the lead 
optimization stage to present which paths can be followed and used for the rational 
discovery of new drugs.
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1 Introduction 

Drug Discovery is the multi-step process in which new drug candidates are discov-
ered. One of the steps is the Lead Generation or Hit to lead, that consists of the stage 
in which small molecules selected after several steps are evaluated and, often opti-
mized, to become lead compounds [1]. Hit molecules are compounds that show the 
desired activity about other molecules being screened and this activity is confirmed 
after a test. 

The lead generation process begins with the screening stage by High Throughput 
Screening (HTS) or virtual (VS), in which these hits are selected and evaluated to 
identify the most promising compounds. Then, these molecules undergo a limited 
optimization, obtaining compounds with the most adequate pharmacokinetic prop-
erties for the research [2]. Through these optimizations, hits are improved about 
the interaction with the receiving target when compared to the primary hit and this 
improvement can reach the order of magnitude of nanomolar [1]. 

After the Hit to Lead step, the compounds go through another step called Lead 
Optimization [3, 4]. The purpose of this step is to maintain previously acquired 
favorable pharmacokinetic properties or improve them [2], in addition to making 
any structural modifications to the Lead compound that aid in the interaction with 
the target [5]. 

Several techniques, both experimental and computational, can be used to improve 
a molecule. Among the most used experimental techniques, we can mention 
NMR-Based Screening, Mass-Spectrometry-Based Methods, Crystallography-
Based Approaches, HST, among others. 

Although experimental techniques have been used for a long time in the process 
of discovering a molecule, computational techniques have been gaining more and 
more space. The advantages of computational over experimental ones are related to 
money and time employed, and in the first one, these two factors are smaller [6]. 

In this chapter, we will focus on the computational methods used for the 
Lead Optimization step and we will divide them into three large groups: struc-
tural studies, conformational studies, and property and activity studies. The first 
group comprises the pharmacophore, fragmented, and bioisosterism techniques. 
The second is composed of molecular docking and molecular dynamics. Finally, 
the last group comprises structure/activity studies (QSAR), Machine Learning/Deep 
Learning, and ADMETox studies. 

2 Computational Methods Used in Lead Optimization 

Over the past few decades, computational methods have played a large role in drug 
discovery and development. Its great role is to avoid the high expense with the 
development part and also to help in getting a compost lead easier. Below we will
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list some computational methodologies that can be used in the Lead Optimization 
step within the Drug Discovery pipeline. 

2.1 Fragment-Based, Pharmacophore and Bioisosterism 

2.1.1 Fragment-Based 

The use of fragment-based drug discovery (FBDD) started over 20 years ago, being 
applied in both industry and academia [7]. The advantage of FBDD over HTS (High-
Throughput Screening) is the possibility of the use of small libraries with fragments 
that represents a larger number of drug-like compounds [8]. The principle is based 
on the fragments that exhibit lower or over potency are further designed to improve 
the ligand efficiency according to the protein structure to improve the potency to the 
maximum [9]. 

To improve the potency of selected fragments, different strategies can be used: 
growing by design, fragment linking, or merging [7]. After the selection and appli-
cation of the fragment modification strategy, the evaluation of the groups effect and 
modifications made to the structures carried out quantitatively, assess whether there 
was an increase in the affinity between the new compound or if the modifications 
only led to a non-specific or redundant volume increase. That is, it is verified whether 
the modifications contributed to the increase in the compound’s affinity and, conse-
quently, the fragment’s potency, or if the modifications only resulted in a compound 
with a larger chemical structure without affinity gain about the biological target [10]. 

In FBDD, the most used strategy is fragment growth, that is, modifications are 
made to the fragment that increases its size. In this case, information on the structure 
of the biological target and the binding mode of the fragment to the binding site 
can be used to direct the synthesis of chemical structures that can interact with this 
structure. 

Fragment linking is based on the process of joining two fragments that link in two 
different parts of the linking site, through a chemical linker or spacer. In this case, 
the size and type of spacer will depend not only on the distance between fragments 
at the site but also on how flexible the linker will be, as it is expected that the spacer 
implementation will not interfere with the original binding mode of the fragments. 
Although the addition is a quick way to get new compounds from fragments, often 
ADMET properties are not considered, resulting in compounds with low permeability 
due to the high number of rotatable bonds [11, 12]. 

Fragment merge is a different approach when you have two fragments, but in a 
situation where they partially occupy the same region of the binding site. In this case, 
the strategy must be more refined, as it is necessary to understand the parts of the 
molecules that overlap to create a nucleus that, in addition to fitting into the active 
site, is also able to improve the ligand’s potency when compared to the two fragments 
initials. Although this type of approach is already established in medicinal chemistry,
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it needs high-quality structures to follow in the optimization process, which becomes 
a disadvantage [7]. 

The use of in silico strategies can also be applied to fragment-to-lead optimization. 
For example, the use of hot spots at known binding sites can predict which regions of 
the pocket contribute to the binding structure interaction. Specifically, when you have 
a hit fragment already known and its binding mode at the binding site, a mapping of 
the subregions of the binding site around the fragment is performed, using organic 
probes with different functional groups, shapes, sizes, and polarity, to find regions 
in this space that can interact favorably with these probes [13]. From the selection 
of the most favorable probes, the lead compound design process begins, containing 
the functional groups containing the characteristics indicated by the probes in that 
region. 

The fragment-to-lead process can also be done using SAR and docking tech-
niques. The application of the use of SAR is performed by screening a database of 
bioactive compounds, commercial or not, applying a screening based on similarity, 
shape, pharmacophore, or fingerprints to find more complex structures containing the 
desired hit fragment. This technique can be combined with docking, which allows a 
more in-depth analysis of the binding pose of the sorted compounds at the binding 
site, making the selection of more promising compounds containing the desired frag-
ment more efficient. Finally, the molecular docking technique should always be used 
in combination with other techniques, as in the previous example, as the main func-
tion of docking is to predict the position, orientation, and binding scores of molecules 
at their binding sites [14]. 

De novo design, specifically de novo design software, is based on knowledge of 
the fragment binding mode, which is applied in the proposition of new compounds 
to increase binding affinity. This software applies the same F2L strategies mentioned 
above. For the most common strategy used in F2L, growing by design, Autogrow soft-
ware uses genetic algorithms to grow the molecule around its fragment, in addition to 
more modern versions relying on synthetic accessibility and the druggability of the 
generated molecule analyses [15, 16]. The GANDI software uses genetic algorithms 
to connect different fragments, keeping their predefined poses due to their interac-
tions at the binding site, and inserting fragments of bindings calculated through a 
scoring function based on a linear combination of force-field binding energy and 
similarity measures [17]. BREED software applies the same principle of fragment 
merge, that is, it merges different fragments by aligning the 3D coordinates of two 
fragments and recombining them to generate new molecules. The difference is that 
the software doesn’t just merge the same region partially occupy by the binding site 
but can recombine the fragments in a strategy called fragment shuffling [18]. 

2.1.2 Pharmacophores 

Paul Erhlich is recognized for coining the concept of pharmacophore: a molecular 
structure that carries (phoros) the essential characteristics responsible for the biolog-
ical activity of the drug (pharmacon), a definition that would be maintained until the
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revision of this concept by Peter Günd [19]. According to Peter Günd, a pharma-
cophore is “a set of structural features in a molecule that is recognized at a receptor 
site and is responsible for that molecule’s biological activity” [20]. Günd, Wipke, and 
Langridge were the first to develop software capable of recognizing pharmacophoric 
patterns in a set of molecules, the MOLPAT [21], and in 1989 Güner et al. released 
the first commercial software with the 3D searching system, MACCS-3D [22]. 

Pharmacophores in the lead optimization process are based on the same principle 
as the other optimization methods: use the chemical structure of different compounds 
to optimize the binding affinity and pharmacokinetic properties of the compound. 
There are two methods of generating pharmacophores: structure-based and ligand-
based. 

The ligan-based methods in pharmacophore modeling use information (features) 
obtained from a compound or a set of compounds with known activity on a partic-
ular biological target to identify the common set of structural features among them. 
Then, these characteristics are used to identify other similar compounds that are 
present in the database. Through the ligand-based method, different approaches can 
be used, such as similarity and substructure search, pharmacophore matching, or 
3D shape matching [23]. As pharmacophore models are connected to the struc-
ture–activity relationship, complementary analyzes, such as docking, support the 
analysis and selection of new compounds that interact better with the binding site. 
There is a vast list of computer programs for modeling pharmacophores [24], being 
DISCO [25] (Distance Comparisons) and e GASP [26] (Genetic Algorithm Similarity 
Program) from Tripos, and HipHop [27] from Accelrys, software used in ligand-
based approaches. Software developed based on statistical means (3D-QSAR) are 
CoMFA [28] (Comparative Molecular Field Analysis), Apex-3D [29], and HypoGen 
[30]. 

The structure-based method in pharmacophore modeling is based on the comple-
mentary analysis of the chemical characteristics of the binding site and their spatial 
relationships, followed by the creation of a pharmacophore model containing the 
main selected characteristics. In the use of the structure-based method in pharma-
cophore modeling, it is important to know a vast number of models can be generated 
and that not all of them will describe the real characteristics of the binding site, there-
fore the models must be analyzed with caution. There are two types of methods used 
in structure-based pharmacophore modeling: based on the macromolecule-ligand or 
the macromolecules [31]. The macromolecule-ligand-based method is used to deter-
mine the main sites of interaction between the ligand and the binding site. Examples 
of software that use this type of approach are LigandScout [32], Pocket v.2 [33], and 
GBPM [34], but for these programs to be used the 3D structure of the structure-ligand 
complex must be known. If there is no 3D structure of the structure-ligand complex, 
the macromolecule-based approach is applied. For example, this method can be 
found in Discovery Studio, which converts the interaction maps into the binding 
site pharmacophoric characteristics of the catalyst: H-bond acceptor, H-bond donor, 
and hydrophobic interaction. As this approach can lead to a vast number of pharma-
cophore models, Barillari et al. proposed the use of hot-spots-guided receptor-based
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pharmacophores (HS-Pharm) [35], which is a knowledge-based approach to iden-
tify ligand-anchoring atoms in protein cavities. Tintori et al. [36] also developed a 
computer program capable of generating receptor-based pharmacophoric models. In 
this case, the GRID software calculates the minimum energy pharmacological points 
for GRID Molecular Interaction Fields (MIFs) at the binding site and converts these 
points into pharmacophoric features. 

Once the pharmacophore model, also called the pharmacophore hypothesis, is 
obtained, it can be applied in a virtual screening using a database with 3D structures 
to select potential new ligands with chemical characteristics similar to the model. 
This technique is called “Pharmacophore-model-based virtual screening”. The disad-
vantage of using this technique is that if there is any failure during the process of 
obtaining the pharmacophore hypothesis, the results obtained from the screening will 
have a higher false-positive rate. Therefore, it is necessary that the pharmacophore 
model needs to be validated by different methods. 

2.1.3 Bioisosteres 

Bioisosterism is understood as the change of a part of the structure of a bioactive 
molecule by a substructure that has a similar shape and physicochemical properties. 
Bioisosterism is applied in the lead generation and optimization phase to improve 
the pharmacokinetic and pharmacodynamic properties of a compound with known 
biological activities, in addition to eliminating toxicity effects. Furthermore, bioisos-
teric substitution can be used in synthetic steps that are difficult to access the desired 
structure, as well as in the modification of cores that are already protected by patents. 

According to Alfred Burger [37], the term bioisosteres refers to compounds or 
groups that have similar shapes and volumes, a similar distribution of electrons, and 
similar physicochemical properties. Furthermore, bioisosteres should exhibit similar 
biochemical behavior and result in similar biological effects. Bioisosteric replace-
ment is based on the selection of bioisosterically suitable groups can be done through 
the knowledge acquired by the medicinal chemist or using in silico tools, so that in 
both cases it is expected to identify new groups that have a balance not only between 
shape and size but also in electronic, hydrophobic and hydrogen bonding properties. 
There is also scaffold hopping, whose objective is to replace the central core of a 
molecule with a structurally different unit, unlike the bioisosteric replacement that 
only alters the molecule’s functional groups. In other words, scaffold hopping is not 
used to improve the biological interactions but change the properties of the molecule 
by modifying the structure of the ligand. Consequently, scaffold hopping is more 
commonly applied in lead generation steps than in lead optimization steps. 

An efficient way to identify bioisosteres based on their properties is to use in silico 
methodologies capable to calculate a variety of descriptors to be used in bioisosteric 
replacement. A well-known descriptor-based method is called QSAR (Quantitative 
Structure–Activity Relationship), used to create congeneric series with one posi-
tion of alteration characterized as relevant in drug design [38]. These descriptors
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can also be more detailed and able to quantify the 3D volume overlap and electro-
static distribution of the desired group, acting as complementary descriptors with 
traditional 2D topological descriptors [39]. A different approach that can be applied 
in the search for bioisosteres is using a database such as BIOSTER, ChEMBL, and 
SwissBioisostere. The  BIOSTER [40] database contains bioisosteric analogs, beyond 
structurally and biologically related pairs of molecules such as prodrugs, peptide 
mimetics, and others. ChEMBL [41] is an open large-scale bioactivity database, 
including chemical, bioactivity, and genomic data to be explored by researchers. 
SwissBioisostere [42] provides the molecular substructural replacements and, also, 
how these replacements are performed from an activity point of view. 

As mentioned, the use of bioisosterism in drug discovery can be performed in 
different ways according to the objectives of the work, but always based on rational 
approaches. It can be done based on knowledge of medicinal chemists or in silico 
strategies that involve software, databases, and sets of descriptors. However, if the 
chosen strategy involves in silico methods, it is important to understand how these 
programs are validated to ensure that structure–activity relationships are maintained 
for successful bioisosteres predictions. 

2.2 Conformational Studies 

2.2.1 Molecular Docking 

Molecular docking is the method used to predict the preferential orientation of a 
ligand on a receptor, be it a protein or a nucleic acid molecule, in the formation of a 
stable complex [43]. This orientation can be used to understand the binding affinity 
between the two molecules, in addition to the formation of their complex, which is 
useful information for lead optimization, as can be seen in several studies [44] and 
help in the rational development of medicines, in addition to clarifying biochemical 
processes [44, 45]. 

To perform docking simulations, a receiver structure is required. Generally, this 
structure, when it is a protein, is determined by techniques such as x-ray crys-
tallography, NMR spectroscopy, or cryoelectron microscopy and is available in 
databases such as Protein Data Bank (PDB) [46] and the Worldwide Protein Data 
Bank (wwwPDB) [47]. 

There are other databases with information about link affinities such as PDBIND 
[48, 49], PDL (27–8), AffinDB (27–9), and BindingDB [50]. Often when it is not 
possible to obtain the structure by biophysical techniques, one way out is to build a 
model through homology modeling [51] or threading. 

The formation of the complex between the receptor and the ligand provides 
diverse information at the atomic level about the interaction between molecules, 
being extremely important for the optimization of compounds [52]. The conforma-
tion proposed by docking can be very different from that obtained experimentally,
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especially when dealing with a high-flexibility ligand with a small energy barrier 
between the different conformations [53]. 

This equality between experimental and in silico conformations becomes even 
more complicated when the binding pocket is composed of amino acids with flexible 
chains or even the presence of loops in the active site [54]. 

Protein structure and several ligand banks are the main components of a molecular 
docking study, but the success of the program to be used depends on the search 
algorithm and also on the scoring function [55]. 

The algorithm in docking programs has the function of helping to quickly obtain 
a new lead compound (when used in virtual screening) or to reproduce the experi-
mental conformation as accurately as possible (when used for validation of experi-
mental data) [56]. There are several search algorithms available such as Incremental 
Construction [57, 58], Genetic Algorithm [59, 60], Monte Carlo [61], among others; 
and each has a set of specific search parameters and methods. 

Scoring functions are mathematical approximation methods that assess inter-
molecular binding affinity or binding free energy, to optimize and classify the results 
to obtain the best guidance after the simulation [62]. There are several scoring func-
tions available [63–66], several of which have been compared and their accuracy 
tested [67, 68]. 

A strong relationship between experimental biological activity and predicted 
binding strength by scoring function was hardly noticed. To overcome this problem, 
several other approaches have been created [69], but none of them can be applied to 
molecular docking methodology due to the high demand for computational resources. 

The scoring functions are composed of several terms that describe different inter-
actions between the analyzed molecules and their contribution to the overall binding 
force. However, some terms cannot be accurately predicted and others are still in 
preliminary studies and are not included in the scoring function [70]. 

Although it has these disadvantages, molecular docking associated with scoring 
remains one of the most used tools for obtaining and optimizing hits [71]. There 
are reports in which docking scores have been successfully used to identify active 
compounds through virtual screening [72] and filtering out those that did not fit the 
binding site. 

In silico optimization of the hit, the compound aims to obtain compounds with 
improved activities that can be used for final tests. This optimization occurs through 
the analysis of ligand positions and the interactions performed with the receptor. 

Based on other published studies [73, 74], Enyedy and Egan set out to analyze the 
relationship between molecular docking scores and experimental IC50 data. They 
selected three kinases as targets (insertion domain protein receptor kinase—KDR, 
cyclin-dependent kinase 2—CDK2, and Abelson tyrosine kinase—C-ABL) and over 
4300 compounds measured for each kinase [71]. 

At the end of the study, they concluded that docking scores are useful for opti-
mizing the ligand at the binding site, to reproduce the binding modes observed exper-
imentally. However, these scores were not able to classify the order of compounds 
and did not always differentiate active from inactive molecules [71].
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Thus, although it presents several disadvantages, molecular docking can be used 
as a methodology to propose optimizations in compounds to obtain the one that will 
be part of the final tests and, perhaps, gives rise to a new drug. 

2.2.2 Molecular Dynamics 

Several crystallographic studies demonstrate the importance of the flexibility of the 
molecular target studied and its binding with the ligand, however, this whole process 
presents a high cost and extensive work. In this way, computational techniques, also 
called simulations, began to be developed to predict the movements of biomolecules 
[75], and one of this techniques is molecular dynamics. 

Molecular dynamics is a simulation technique developed in the late 1970s [76]. 
As it is a simulation technique, it aims to obtain information about the behavior of a 
certain system or process [77]. In this specific case, this technique is used to obtain 
data related to structural and thermodynamic properties of a biomolecule [78] using  
simple approximations based on Newtonian physics to simulate atomic movements 
and reduce computational complexity. 

The first step in a molecular dynamics simulation is to obtain the biomolecule. 
As described above, when the biomolecule to be used is a protein or enzyme, its 
resolved experimental structure can be obtained from the Protein Data Bank [79] or  
through techniques such as homology modeling or comparison modeling [80]. 

In possession of the biomolecule structure, the forces acting on each of the atoms 
in the system are estimated based on the interactions between bonded and non-bonded 
atoms [81]. Chemical bonds, atomic angles, and dihedral angles are modeled using 
simple virtual springs and a sinusoidal function. On the other hand, van der Waals 
interactions are modeled using the Lennard Jones potential [82] while electrostatic 
interactions are modeled according to Coulomb’s Law [83]. 

Energy terms are parameterized to fit quantum mechanical calculations and spec-
troscopic data to reproduce the real behavior of real molecules [81]. Simply put, they 
identify suitable van der Waals atomic radii, the best partial atomic charges used to 
calculate electrostatic interaction energies, and so on. These parameters are called 
the force field [83]. 

There are several force fields used in molecular dynamics such as AMBER 
[81, 84], CHARMM [85], and GROMOS [86]. Although they present similar 
results, the big difference between the aforementioned force fields is related to their 
parameterization. 

After calculating the forces acting on each of the atoms in the system, their posi-
tions are moved according to Newton’s laws. Simulation time is advanced and the 
process has been repeated millions of times. Due to the need for several calcula-
tions, molecular dynamics simulations are performed on supercomputers or clusters 
of computers with several processors in parallel [83]. 

Several studies comparing molecular dynamics simulations with experimental 
data are being used to validate the technique [87] and many show agreement between
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experimental and computational measurements [88–90]. Although there is success 
in the use of this computational technique, it is still limited by two challenges [91]. 

The first challenge is the computational cost since simulation routines longer than 
a microsecond in duration are prohibited and lead, in many cases, to a small sampling 
of conformational states. The second challenge is that the force fields used require 
further refinements, as they are poorly suited to systems where quantum effects are 
important, for example, when transition metals are involved in the bonding [91]. To 
overcome this last challenge, some researchers have introduced quantum mechanical 
calculations into classical molecular dynamics force fields [92]. 

Simulations have played an important role in Drug Design studies as they are 
excellent tools for identifying sites other than the one already known [93–95]. One of 
the cases that made use of this technology in drug development based on the integrase 
of HIV, a biomolecule that was not believed to be a good target [93]. In this case, the 
simulation showed a possible region for coupling molecules that were not evident 
in the available crystal structures. Subsequently, through X-ray crystallography, it 
was shown that the inhibitors bound at this site. This fact led to new experimental 
studies at Merck and Co [96] and, resulting in the production of a highly effective 
antiretroviral drug, Raltegravir. 

Another important role played by molecular dynamics is the identification of 
allosteric sites that can be used as sites for the discovery of new drugs. In a study 
carried out by Ivetac and McCammom [97], simulations were performed on human 
β1 and β2 adrenergic receptors, and five potential allosteric sites were identified, 
not evident in any of the existing crystal structures. 

Therefore, although it presents some challenges, molecular dynamics simulations 
are extremely useful to provide information and data where experimental methods 
cannot. In addition, the advancement of computational power and algorithm design 
will play a promising role in the design of new drugs. 

2.3 Structure–Activity Studies, Machine Learning/Deep 
Learning, and ADMETox Studies 

One of the most used tools during Drug Discovery processes is the understanding of 
the structure–activity relationship of a given compound, that is, the study of the effects 
that this particular ligand analyzed can cause during the interaction with its biological 
target, and from their understanding rationalize the factors that contribute positively 
or negatively to this interaction. The interactions of a molecule with its biolog-
ical target can be hydrophobic, such as Van der Waals, electrostatic, and hydrogen 
bonding interactions [98]. 

Thus, for compounds to present therapeutic activity, they must present a certain 
complementarity to their biological target, where functional groups of the molecule 
interact with specific residues in the catalytic cavity of the receptor. The greater the
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complementarity, the greater the affinity of the molecule structure by the receptor 
and potentially the greater it’s biological activity [98, 99]. 

To describe the types of interactions between a ligand and its biological receptor, 
an extensive set of molecular properties can be used since these properties are directly 
related to the intermolecular forces involved in the ligand-receptor interaction, as 
well as to the properties of transport and distribution of drugs. Molecular descriptors 
represent an important tool to predict the properties of substances, classify chemical 
structures, or look for similarities between them [98–100]. 

With the advancement of technologies aimed at Drug Discovery, the amount of 
data generated increased, creating libraries with thousands of structures that could be 
studied. With that, it was necessary, from chemometrics, the creation of descriptors 
that allowed computationally the analysis of large amounts of molecules and made 
it possible to establish a relationship between structure–activity. These descriptors 
created were: (1) conformational, (2) electronic, (3) information content, (4) quantum 
mechanics, (5) receptor-related, (6) shape-related, (7) spatial, (8) thermodynamic, 
and (9) topological, which are currently widely used by computational chemistry 
in Drug Discovery studies, as a way of understanding the action mechanism of a 
series of compounds and also as filters for compounds with uninteresting values and 
properties [99, 101, 102]. 

There is also a tool to quantify the structure–activity relationship (QSAR), widely 
used in Drug Discovery processes, which allows quantifying the contribution of each 
functional group of the molecule to its biological activity, making this correlation 
through mathematical equations or statistical analysis of data regarding the physic-
ochemical properties of the ligand with its biological activity against the target of 
interest. All QSAR analyzes are based on the assumption of linear additive contri-
butions of the different structural properties or characteristics of a compound to 
its biological activity, provided that there are no non-linear transport or binding 
dependencies on certain physicochemical properties [103, 104]. 

In this way, QSAR models make it possible to perform, using computational chem-
istry techniques, the analysis of large sets of molecules from previous experimen-
tally obtained data, becoming a quick and less expensive alternative to performing 
biological tests in large compound libraries, which requires time, animals and even 
the synthesis of compounds to be tested [104]. 

QSAR models can be classified as based on dimensionality from their structural 
representation or the way each of the descriptor values is derived, represented in 
Table 1 [104]: 

The models can still be classified according to the chemometric method used to 
quantify the structure–activity relationship, being divided into two categories: Linear 
Methods, which include linear regression, multiple linear regression, partial least-
squares, and main component analysis/regression. The other category is non-linear 
methods, consisting of artificial neural networks, k-nearest neighbors, and Bayesian 
neural nets [104, 105]. 

In this way, with the advancement of technology in the computational and 
chemoinformatics area, QSAR models have a fundamental role in the search for



492 M. P. Barcelos et al.

Table 1 Classification of QSAR models based on dimensionality 

1D-QSAR correlating activity with global molecular properties like pKa, log P, etc 

2D-QSAR correlating activity with structural patterns like connectivity indices, 
2D-pharmacophores, etc., without taking into account the 3D representation of these properties 

3D-QSAR correlating activity with non-covalent interaction fields surrounding the molecules 

4D-QSAR additionally includes an ensemble of ligand configurations in 3D-QSAR 

5D-QSAR explicitly represents different induced-fit models in 4D-QSAR 

6D-QSAR further incorporating different solvation models in 5D-QSAR 

Source The authors 

new bioactive compounds, being used as filters in virtual screening studies, facili-
tating the search for compounds with high and low potency toxicity. As no compound 
needs to be synthesized before computational evaluations by QSAR models, the tool 
also proves to be important in reducing the work involved in Drug Discovery studies, 
as well as costs, making it increasingly used [106]. 

2.3.1 Machine Learning/Deep Learning 

In recent decades, the advancement of technology in the field of biological, chemical, 
and computer sciences has generated a huge increase in the amount of data available to 
be analyzed, which has brought to light a need: the ability to organize and interpret this 
information with them to generate new outcomes in drug discovery. The creation of 
GPUs (Graphics Processing Unit) allowed an advance in the area of Drug Discovery, 
with the wide use of Machine Learning techniques [107]. 

Machine Learning (ML) is one of the branches of Artificial Intelligence (AI) that 
consists of creating algorithms that can learn from data provided by the programmer 
to distinguish patterns or sequences when faced with large volumes of information. 
There are two techniques used in ML: Supervised learning, where training models 
are developed in which the machine is taught from a given dataset to be able to 
predict future data values, or continuous variables. In this way, supervised models 
are effective for classifying data and predicting future values, in addition to allowing 
the understanding of variables that most influence the processes studied. There is also 
unsupervised learning, where the machine is used to perform exploratory analyses, 
being able to put together data sets in a way that makes sense to the user and that the 
user would not be able to see this pattern. Thus, unsupervised models can identify 
hidden or intrinsic patterns in large sequences of data, and use them to perform the 
grouping of information in a way that allows its use [108–110]. 

In the area of Drug Discovery in the last decade, there has been a significant 
increase in the use of ML techniques for the discovery of new bioactive molecules, 
largely due to the amount of information generated and the increase in the chemical 
and biological space available. The most common way of using ML algorithms is 
to provide a data series of compounds with biological activity already known to
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the machine, as a training set: In this way, the algorithm will be able to identify 
variables that influence or not the activity biological, and when placed in front of a 
large database it will be able to distinguish potential active compounds from inactive 
ones. Many pharmaceutical industries have been adopting the use of ML in their 
projects to search for new molecules and biological targets, which together with 
the advancement of technology in the computational area makes the area extremely 
relevant in the coming years [108, 110–112]. 

Still, with the advancement of AI techniques, the Deep Learning (DL) approach 
has also been widely used and is constantly evolving. DL is a technique derived from 
artificial neural networks and allows the creation of systems and algorithms that can 
detect patterns from large training data sets labeled or without labels. DL can discover 
several layers of patterns in datasets that have no organization, making it a tool that 
acts in a high degree of complexity. The application of DL during the steps of Drug 
Discovery is vast, including the prediction of bioactivity of compounds, prediction 
of synthetic pathways, prediction of tertiary structures of proteins in addition to the 
analysis of biological images [107, 108, 113]. 

Despite the great advancement of ML and DL techniques in the field of Drug 
Discovery, there are still some challenges to overcome: There is a great need for 
experimental data to build predictive models. This need for experimental data also 
becomes a challenge when it is known that experiments can present inconclusive or 
inconsistent data, in addition to the cost of performing and repeating experiments. 
These challenges are likely to be overcome in the coming years, with the engagement 
of chemists, bioinformatics, and programmers, as well as experimentalists coming 
together to propose solutions to challenges that are not yet solvable [111, 113, 114]. 

2.3.2 ADMET Studies 

Effective drugs with a high level of safety for users come from a combination of 
excellent pharmacodynamic (PD) and pharmacokinetic (PK) properties, including 
high affinity and selectivity to the biological target as well as adequate absorption, 
metabolism, excretion, and low toxicity (ADMET). 

In the past, in Drug Development processes, many drugs with potential ended up 
failing in advanced stages of research, for presenting one or more pharmacokinetic 
properties below the expected standards, or even for presenting toxicity not predicted 
during the initial trials. This scenario began to change with the advent of chemoin-
formatics in the early 1950s and more specifically in the 1990s, where Lipinski et al., 
provided an enormous contribution to computational models being able to predict 
pharmacokinetic properties of structures from their properties. physical–chemical 
[115, 116]. 

From the 2000s, when we entered the so-called big data era, with the emergence 
of huge databases that compile thousands of molecules that can be used in Drug 
Discovery research, there was a need for bioinformatics and data science., the creation 
of software and algorithms capable of predicting and filtering this massive amount
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of structures occurs, providing a basis for the next stages of research and avoiding 
failures in more advanced stages of the process [115]. 

Initially, the developed software, such as QikProp, PreADMET, admetSAR, were 
able to, from the determination of the physicochemical properties of the provided 
structures, make a correlation with pharmacokinetic parameters, providing estimates 
of values such as Log P, oral absorption, Log BB, Log D, and Log K, providing a 
starting point for early discovery or later optimization. Toxicity prediction is also 
able to be performed using software such as DEREK, METEOR, ADMETlab, etc. 
The operation of these consists of the use of an approach known as knowledge-based, 
where data from previously performed experimental tests are fed into the programs, 
and by correlation, these can predict endpoints such as carcinogenicity, mutagenicity, 
and teratogenicity [117, 118]. 

From 2010 onwards, the volume of data generated increased significantly and 
with the advent of the creation of GPUs (Graphics Processing Unit), it became 
possible to use Machine Learning (ML) algorithms to study the pharmacokinetics 
and toxicological effects of a wide range of compounds. ML algorithms are capable 
of predicting these same properties for a large number of compounds from a given 
training set, with experimentally determined PK and toxicity properties, in a faster 
and more efficient way than the software used so far, making with its use increasing 
exponentially in the processes of Drug Discovery and optimization [115, 117, 119]. 

In this way, it is possible to conclude that nowadays, it is increasingly necessary 
to use computational tools for the prediction of pharmacokinetic and toxicological 
properties, to reduce the discovery time for new drugs and also to prevent drugs with 
undesirable characteristics advance during the research and fail in final stages that 
are crucial for their approval, thus preventing the companies and research groups 
involved in the projects from having losses that make it impossible to continue the 
search for new molecules [115, 116]. 

3 Conclusion 

Drug Discovery is a very vast area, comprising several fields such as medicine, 
pharmacology, and biotechnology, and it aims to discover new drug candidates. This 
is an area with several stages, and in this chapter, we focus primarily on the Lead 
Optimization part. 

Several techniques were presented for the improvement of a Lead compound such 
as pharmacophore, molecular docking, molecular dynamics, ADMETOX studies, 
machine learning, among others. One technique is not better than the other, as they 
all have their advantages and disadvantages. Therefore, it is possible to notice that, 
when used together, they can improve the optimization of a molecule and take this 
candidate closer and closer to becoming a drug and reaching the people who need it.
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Abstract Currently a multitude of protein substrates are available to obtain value-
added peptides on the market, such as those used in food supplements, flavoring 
agents, culture media, antioxidants, antihypertensives, anti-inflammatory drugs, 
polyphenol oxidase inhibitors, among others. Enzymatic protein hydrolysis methods 
have demonstrated advantages due to their substrate specificity, unlikely forma-
tion of toxic products and occurrence under mild conditions. The use of isolated 
or combined proteases with different specificities has been applied in the production 
of more effective and stable bioactive and shorter reaction times, obtaining different 
peptide profiles (composition and molecular mass distribution). Several sources of 
protease extraction have been explored (animal, plant and microbial) in order to make 
the bioprocess more efficient and economical. Approaches to stimulating enzymatic 
activity is a field of study with intense activity, bringing it very close to industrial 
applications and consequent improvement in quality of life. Among these stimulatory 
technologies, advances have been reported with electrostimulation and ultrasound 
techniques.
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1 Protein Sources for Obtaining Amino Acids: Current 
and New Trends 

The growing demand for quality proteins for human and animal feed is associated 
with the need for green or environmentally sustainable methods to obtain these 
proteins [1, 2]. Thus, there is an intense investigation into the use of new protein 
sources capable of providing cost-effectiveness and higher biomass conversion rates 
[3, 4]. The range of protein content of insects is quite broad, with species having 
between 7 and 91% of their body dry weight [5]. In addition to their high protein 
content, food-eligible insects have a good amino acid profile, with different insect 
species exhibiting the presence of essential amino acids [6]. Species like T. molitor, 
Zophobas morio and A. diaperinus have essential amino acids at levels similar to 
those found in soy and bovine caseins [7]. Furthermore, it is believed that the system-
atization of their consumption will allow meeting the protein requirements for human 
food around the world [8], considering the economic and environmental limitations 
of animal protein production. 

Another alternative form of proteins are those derived from the so-called single 
cell proteins (SCP) or biomass [9], which can be obtained from different types of 
microorganisms, such as bacteria, fungi, yeasts and microalgae. One of the advan-
tages of these proteins is their rapid production, considering that most microorgan-
isms have growth rates much higher than those of plants or animals, suggesting a 
potential alternative for replacing more expensive conventional sources [10]. 

Despite the fact that microalgae have low cultivation density and slower growth 
rates than other microorganisms, they are a promising protein source that is not 
dependent on arable land for production, and can even be grown in non-potable 
water and without employing organic compounds, unlike other microbes. Another 
advantage of microalgae is their high concentration of proteins, with several species 
having protein content reported above 50% (e.g. species of the genus Chlorella, 
Dunaliella, Scenedesmus and Spirulina) [11]. Despite this fact, the bioavailability 
and protein digestibility of these organisms is reduced due to their complex cellulosic 
cell wall, and the need to employ cost-effective methods of releasing their contents 
[12]. 

In addition to their importance as a protein source, several amino acids or 
sequences of these have been reported to have bioactive activity, sometimes being 
referred to as bioactive peptides (BAP): antihypertensives, antioxidants, antidi-
abetics, immunomodulatory and metal-binding agents [13, 14]. Some potential 
sources of BAPs are macroalgae [15], vegetables [16], fermented meat products [17] 
and milk [18]. The consumption and market value of these molecules are expected 
to increase from US$40 billion in 2020 to US$95 billion in 2028, since they can 
be used to treat a variety of more frequent medical conditions (high blood pressure, 
cardiovascular disease, diabetes) and also as ingredients of functional foods and
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nutraceuticals, employed to improve the health of individuals [19]. Currently, the 
main way to obtain these molecules is by enzymatic hydrolysis, and there is intense 
research on optimizing their production and improving their bioactive characteristics. 
Thus, great technological advances could be achieved with methods that improve the 
activity of proteolytic enzymes, and favorably modify their products. 

2 Enzymatic Stimulation 

Enzymes are catalyzing macromolecules that accelerate or promote chemical reac-
tions by reducing the activation energy [20]. Although RNAs can also act as catalysts, 
the present review strictly refers to enzymes made up of amino acids. Currently, a 
myriad of industrial applications depend directly or indirectly on enzymes, ranging 
from traditionally well-known areas such as the food industry [21], pharmaceutical 
[22], wastewater treatment [23], textiles [24], biofuels [25], to others that use them 
as inputs to provide services, or that even emerged as a result of the development of 
specific enzymes: immunological and molecular diagnosis [26, 27], special cleaning 
for biotechnological and fine chemical equipment [28], and bioremediation [29]. This 
market was valued at US$8.63 billion in 2019, and is projected to surpass US$14.0 
billion in 2022, given the numerous benefits offered by enzymes, in the most varied 
industries [30]. 

Since they confer high efficiency and specificity, the adoption of enzymes has 
grown exponentially in recent years, replacing, totally or partially, reactions based 
on acids/bases and high temperatures. Furthermore, these molecules require milder 
conditions to catalyze the reactions, which, together with the possibility of reuse 
in several reaction cycles, affords better environmental sustainability to the process 
[31]. 

Despite all these advantages, enzymes have optimal activity conditions, losing 
their stability under extreme conditions of pH and temperature, as well as repre-
senting an increase in costs for the industry that adopts them [32]. Thus, to mitigate 
these limitations and maximize gains, intense research has been directed towards 
increasing their stability and activity, and obtaining and reusing enzymes [33]. To 
achieve these goals, some approaches can be employed, such as enzyme modifica-
tion by physical, chemical or genetic methods [34]; substrate pretreatment; increasing 
substrate binding of the enzyme; and improving prediction of reactions [35]. 

Currently, the main hydrolyzing enzymes come from the digestive system of 
mammals and through microbial pathways. Mammalian enzymes can be used in 
gastrointestinal digestion assays, in which there is sequential hydrolysis by the 
enzymes pepsin, trypsin and chymotrypsin [36] in order to obtain peptides from 
complex protein sources such as meat [37], milk [38] and insects [39]. 

Many microbial enzymes are available on the market, such as alcalase from B. 
licheniformis (Novozymes), proteinases from Bacillus sp (Novozymes), and ther-
molysins and proteinases from Aspergillus (USAII) [40–43]. Notwithstanding the 
smaller number of plant-derived enzymes for enzymatic hydrolysis, examples of
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their use in commercial applications include: papain, bromelain, and ficain, being 
used in applications such as fermentation, meat softening, milk coagulation, and 
digestion improvement [39]. In addition, the industry is searching for new protein 
products. For example, in order to enhance functional properties such as solubility, 
emulsification, foaming and thermal stability of proteins, the use of different classes 
of proteases has been investigated [6]. 

In the field of peptides, several processes can be applied to obtain these molecules, 
such as the use of enzymatic methods [44], thermal [45], micronization [46] and 
ultrasound [47]. The literature is clear in indicating that the highest yield of bioac-
tive peptides (BAP) is obtained when using hydrolyzing enzymes [41]. Enzymatic 
hydrolysis can be performed directly on homogenates of the protein source or on 
protein isolates. In certain cases, a precedent hydrolysis can be applied to protein 
denaturation by physical methods [6], such as the use of ultrasound (frequency of 
20 kHz, power of 250–600 W) in protein preparations to be lysed with commercial 
endoproteases from B. licheniformis [41]. 

Thus, intense effort has been directed to the investigation of methods to modify and 
increase enzymatic activity. Among the physical methods that still need to be better 
investigated, is the use of ultrasound and pulsed electric fields (electrostimulation). 

3 Effect of Ultrasound on Enzymes and Peptides 

Conceptually, ultrasound is an acoustic mechanical wave with a frequency greater 
than 18 kHz that needs a medium to propagate [48]. During the propagation of the 
wave, alternating cycles of compression and rarefaction are produced in the liquid 
medium, with consequent pressure reduction and formation of microbubbles. This 
process can lead to a stable cavitation, which leads to a cyclic expansion and compres-
sion of these bubbles, generating eddy currents in the liquid medium around bubbles 
[49]. Furthermore, when in transient cavitation, strong shear waves are generated, 
causing turbulence, accelerating the mixing of reactants, mass transfer, heat produc-
tion and even the dissociation of water and dissolved oxygen, to produce free radicals 
(-OH and -OOH) [50]. 

Due to its characteristics of high energy efficiency and low investment require-
ment, ultrasound has been used for several purposes, among which considerable 
attention has been given to its effect on the activity of enzymes and protein substrates 
[51, 52]. Its most traditional use has been in enzymatic and microbial inactivation. 
Despite this ability, new studies have indicated the possibility of its use as an enhancer 
of enzymatic activity [52–54], which may alter the conformation of enzymes and 
their functionality and interaction with the substrate, as well as improving the bioac-
tive properties of their peptides. A summary of ultrasound effects is presented in 
Fig. 1. 

The conformational changes in secondary and tertiary structures promoted by 
ultrasound waves have already been demonstrated [55–57], such as in tyrosinase 6, 
which had its active site modified, increasing its catalytic activity [58]. Furthermore, it
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Fig. 1 Effect of ultrasound on the activity of enzymes and proteins 

is believed that these conformational changes promote better exposure of the catalytic 
site and unfolding of the polypeptide chain, and consequent contact of the enzyme 
with its substrate [59, 60]. 

Furthermore, the radicals produced during ultrasonication can promote cross-links 
in protein molecules, which would alter sulfhydryl groups that modify enzymatic 
stability [61, 62]. As an example, the enzyme polygalacturonase is more stable when 
treated with ultrasound. This shows that more investigations need to be carried out 
with other enzymes, in order to find suitable parameters for the use of ultrasound, 
to promote enzymatic reactions under optimal conditions and in a more stable way 
[59]. Another work demonstrated better stability of a sonicated lipase, with evidence 
that some modifications promoted by ultrasound were irreversible [63, 64]. 

Furthermore, ultrasonic pretreatment of substrates can destroy aggregations and 
remove the non-catalyzed cuticle, making the substrate more vulnerable to enzyme 
attack [65], as well as uncovering regions of the substrate previously inaccessible to 
enzymes [66], facilitating their combination between enzymes and substrate. Also, 
ultrasound can directly reduce the degree of polymerization, promoting, in some 
cases, the homolytic and/or heterolytic cleavage of covalent bonds, the most common 
method being the breaking of C–C bonds [67], and preferably in the middle of the 
polymer chains, with consequent reduction their size, an aspect that could increase 
the speed of the reactions [68].
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It is also believed that ultrasound can uncover protein surfaces and create microp-
ores on their surfaces, with a consequent increase in their surface area and improved 
affinity between enzymes and substrates [69, 70]. It was demonstrated that the ultra-
sound pretreatment of wheat germ protein increased the hydrophobic amino acid 
content of the hydrolyzate, evidencing the loosening of the protein structure and better 
exposure of amino acid residues, and consequent greater vulnerability of proteins to 
alcalase. Furthermore, the pretreatment of proteins by ultrasound can increase the 
reaction rate and reduce the activation energy, as well as the gelatin particle size 
and variation of alpha helix protein structures, making them more susceptible to 
enzymatic attack [71]. 

The physical effects of ultrasound (shock waves and microjets) can cause 
molecules with high energy to collide [72], and protein aggregates can disintegrate 
under collision, if bound by weak hydrophobic forces, giving ultrasound the ability 
to homogenize solutions of proteins. Reconstituted whey solutions (5% wv) when 
sonicated at 20 kHz and 31 W, had their particle size reduced from 200 to 125 nm 
in a period of 60 min [73]. Similarly, another work reported about 50% reduction in 
aggregate particle size in whey suspensions with the use of sonication at 20 kHz and 
34 W for 2 min [74], and in denatured casein-whey mixtures [75]. Although ultra-
sound probes are narrower, they have a more intense cavitation region, and result 
in a more profound effect in whey concentrates [76]. Protein molecules are very 
susceptible to change when sonicated at higher intensities. Thus, micellar disruption 
of casein present in reconstituted solutions [77, 78], and better digestibility [78, 79], 
have been reported. Because of its vast applications, recent studies have reported the 
use of ultrasound as a way to improve production, extract and functionally modify 
peptides (Table 1), showing that much remains to be explored in this field. 

The application of ultrasound has been demonstrated as a way to reduce the 
extraction time and increase the yield and antioxidant properties of low molecular 
weight peptides from bovine bone [80]. This increase in bioactivity was also reported 
by Rivero-Pino et al. [91] when studying the extraction of BAP from Tenebrio molitor, 
in which peptides that inhibit the enzyme α-glucosidase had this property improved 
after using ultrasound for short periods. 

Interestingly, this approach was also used to stimulate the fermentation of 
skimmed milk by Lactobacillus paracasei in order to increase the yield of peptides 
in yogurt, as well as the number of viable cells, while the authors suggest that this 
effect was due to immediate enzymatic activation after ultrasound application [81]. 
A similar aspect was also observed when fermenting soybean meal with Bacillus 
subtilis under the effect of ultrasound, with an increase in peptide yield, purity and 
high ACE-inhibitory antihypertensive activity being reported [92]. Furthermore, 
an increase in the proteolytic activity of Flavourzyme® and Alcalase® enzymes 
was observed after pretreatment of solutions of the nitrogen-fixing plant Erythrina 
edulis, resulting in peptides with better antioxidant and antihypertensive activity. 
Similar antioxidant activity has also been reported when hydrolyzed chicken feathers 
were submitted to ultrasound pretreatment [83]. Furthermore, when ultrasound was 
applied to processed egg protein peptides, an increase was obtained in the contact
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Table 1 Peptides obtained or modified by means of ultrasound 

Origin of peptides Property Sources 

Bovine bone Antioxidant [80] 

Skimmed milk yogurt (Lactobacillus 
paracasei) 

[81] 

Egg protein [82] 

Chicken feathers [83] 

Whey [84] 

Whey [85] 

Sweet potato [86] 

Nut [87] 

Erythrina edulis Antihypertensive, Antioxidant [88] 

Fish (Nemipterus virgatus) Antioxidant, Anti-inflammatory, 
Antihypertensive 

[89] 

Soy Sauce (Moroni Fermentation) Palatability [90] 

Tenebrio molitor Antidiabetic [91] 

Whey prebiotic drink [87] 

Soybean meal Antihypertensive [92] 

Chelated corn with iron [85] 

angle of these peptides, in their antioxidant activity, as well as in the stability of their 
emulsions [82]. 

4 Electrostimulation on Proteins and Enzymes 
for the Production of Value-Added Peptides 

Another emerging technology for the stimulation of enzymatic activity is the use of 
pulsed electric fields (PEF). This technique basically consists of submitting samples 
to high voltage electrical pulses in a very short time (Franco et al. 2020). These pulses 
are characterized by having an intensity from 0.1 to 80 kV/cm, and the criterion for 
choosing the voltage varies according to the product and the purpose of this appli-
cation [93]. It is most commonly used in the food industry, especially in processing, 
in order to extend the shelf life of the product. Despite traditionally being presented 
more as a non-thermal method of inactivating microbes [94, 95], more recent appli-
cations have been proposed (Fig. 2): increased enzymatic activation [96], microbial 
control [97], and protein modification [98]. 

Among the advantages of electrostimulation is the speed of the process, since 
the application of each cycle lasts for a few micro or milliseconds, in addition 
to having a low energy expenditure, thus being considered ecofriendly [99–101]. 
Furthermore, by aligning an electric field along specific orientations of bonds in
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Fig. 2 Pulsed electric field in enzymes and peptides 

a molecule, bonds can be shortened, elongated or broken, making it possible to 
precisely control chemical reactions, including those catalyzed by enzymes [102]. 

Studies show that electric field pulses can promote conformation modification 
and enzymatic activity among different types of enzymes, with examples of activity 
reduction such as in amylase, glucose oxidase and lipase [103, 104]. On the other 
hand, increased activity of the anodic region of the laccase enzyme has been reported 
[105]. Given the relevance and prospects of this topic, researchers performed compu-
tational optimization of electric fields to optimize the biocatalytic activity of enzymes 
[106, 107]. 

The most accepted theory about the functioning of PEF in biological systems is 
through electroporation (electro permeabilization). In this way, the application of 
currents causes a disturbance of the cell membrane, characterized by the formation 
of both reversible and irreversible pores [93]. The disruption of cell membranes 
subjected to this process can either make the cell unviable, as is sought by the 
food industry, as well as favor the extraction of bioactive compounds found inside 
these cells [108, 109]. Based on this principle, any sample that has a phospholipid 
membrane can be subjected to PEF, and consequently, the method is applicable to 
cells regardless of their origin [110]. Thus, it is a versatile alternative to extracting 
bioactive compounds from different sources, such as animal [111, 112], vegetable 
[109, 113] and bacteria [114].
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Thus, Zhao et al. [115] found an increase in the antioxidant activity of peptides 
from pineapple, due to a structural change caused by PEF, which the authors attributed 
to a greater proximity between the alpha chains, but without changes in the order of 
the amino acids of the peptide. This was especially observed in the treatment with 
45 kV/cm. The use of this technology for enzymatic hydrolysis of the biomass of the 
microalgae S. almeriensis has also been reported in the literature, where PEF was 
related to the acceleration of this process [116], generating the benefit of also allowing 
the recovery of additional components of the biomass, by allowing the cascade 
processing of biomass. This proved to be more advantageous than other conventional 
methods, such as high-pressure homogenization (HPH), used as a comparative study. 

Li et al. [117] studied the effects of PEF on alcalase activity at different “voltage 
lengths”. The greatest increase in catalytic activity was associated with the 10 kV/cm 
treatment, with an increase of 11.26% compared to the no-PEF treatment. The authors 
attribute this fact to the changes in secondary and tertiary conformations observed, 
in addition to changes in the active site also caused by the treatment. 

PEF can also be used in the enzymatic hydrolysis of soybean isoflavone glyco-
side. Lu et al. [101] described changes in secondary and tertiary conformations of the 
studied compound that were also attributed to PEF treatment. These changes were 
subsequently identified as responsible for the increase in catalytic activity and accel-
eration of hydrolysis. When using the electric field pulse, an increase in ovalbumin 
hydrolysis and digestibility was observed, as well as a reduction in its aggregation, 
showing a clear application in egg white-based products [118]. 

An increase in digestibility has also been observed in steaks subjected to PEF 
[119]. PEF was also reported as a tool for bioprocessing and extraction of functional 
products from chicken meat residues [120], as well as in modulating protein binding 
to metals [121], increased yield of enzymes from Jiuzao glutelin extract [122], and 
improved antioxidant activity of peptides from Pinus koraiensis [123] and egg white 
[124]. Furthermore, stability of the primary structures of peptides submitted to PEF 
was reported, with alterations in their secondary structure (α-helix and β-turn), and 
improvement in antioxidant activity [125]. 

Interestingly, Zhang et al. [126] submitted peptides from proteins obtained from 
pine nuts to PEF in order to verify changes in immunomodulatory activity caused by 
this type of energy. The results showed a higher immunomodulatory response and 
also the production of nitric oxide, without changes in the primary structure of the 
BAP. Furthermore, this author also corroborated the stability of the primary structure 
of the peptides, and the change in their secondary structure [126]. 

The use of PEF can alter the secondary, tertiary and even quaternary structures of 
proteins and enzymes, modifying their solubility, viscosity, emulsifying and gelling 
capacity [127]. The change in the secondary and tertiary structures of proteins can 
occur through two main pathways: direct stretching, and unfolding by tension forces 
caused by electric fields [128]. These modifications suggest the prospect of industrial 
applications, which are the likely reason for the increase in the number of publications 
and patent filings in this area. 

Therefore, there is a confluence of the use of ultrasound and electric field pulse 
technologies to improve and control the activity of proteolytic enzymes, as well as
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to obtain, process and modify peptides, especially in the food and pharmaceutical 
fields. Given the growing number of publications in these two fields, it is projected 
that many new products based on modified peptides will emerge, and that there will 
ensue a reduction in the costs of obtaining this class of molecules. 
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Abstract In the early seventeenth century, smallpox was one of the most fearsome 
communicable diseases in the world. Lady Mary Montagu noted that the disease 
could be prevented by introducing liquid extracted from smallpox scabs from an 
infected patient into the skin of healthy individuals. This process, known as “vario-
lation” was used in England and in USA until the first investigations by the English 
physician Edward Jenner appeared. Jenner created the vaccine for an animal poxvirus 
from the pustule formed by the vaccinia virus in the teats of cows, where the technique 
was essentially based on the idea that a virulent agent for animals could be attenu-
ated in humans. In 1885, Louis Pasteur, through a fixed virus which was obtained 
by successive passages in the nervous tissue of rabbits with the dissecting action of 
potassium hydroxide, developed the vaccine against rabies, in which similar proce-
dures were adopted in the development of several vaccines of live attenuated viruses. 
Already in the 1940s, a revolution occurred with the discovery that cells could be 
cultured in vitro and used as substrates for viral growth. Oral polio vaccine and 
vaccines against measles, rubella, mumps and chickenpox were made possible by 
selecting clones by passage in in vitro cell culture. Some RNA virus have segmented 
genomes that can be manipulated. Co-cultivation of two virus in cell culture with 
clone selection by plaque formation allows the isolation of virus with segments from 
both. This regrouping planned to create three main vaccines: live and inactivated 
influenza as well as one of two rotavirus vaccines. Another discovery in the late 
nineteenth century was that immunogenicity could be maintained as the substance 
contained in those killed by heat or chemical treatment. This type of inactivation was 
first applied to pathogens of typhoid fever, plague and cholera bacilli. In the twentieth 
century, chemical inactivation was also applied to a virus. The influenza vaccine was
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the first successful inactivated virus vaccine, developed against Polio and Hepatitis 
A. Besides, several vaccines consist of partially or fully purified proteins. Most of 
the inactivated flu vaccines used are created by growing the virus in embryonated 
eggs and then breaking down the entire virus with detergents. The viral hemagglu-
tinin protein is purified to serve as the vaccine antigen, although other influenza 
virus components may be part of the final product. Early in the history of bacteri-
ology, morphological studies and chemical analyzes showed that many pathogens 
were surrounded by a polysaccharide capsule and that antibodies against the capsule 
could promote phagocytosis. The first use of this information to create a vaccine 
was the development of the meningococcal polysaccharide vaccine. After years of 
study and development in bacterology, the scientific community faced the Covid-
19 pandemic in 2020, marked by the race against time in the invention of effec-
tive vaccines against the SARS-CoV-2 virus. After all, most of vaccines take more 
than a decade to be formulated and, in the case of the vaccine against the new 
coronavirus, in less than a year, at least 34 candidate vaccines appeared in clinical 
analysis. New vaccine production techniques using DNA and RNA recombination 
techniques are being implemented in this race. In Brazil, the most widely distributed 
vaccines approved by Anvisa are AstraZeneca, CoronaVac and Pfizer-BioNTech. The 
AstraZeneca/Oxford vaccine is composed of a non-replicating viral vector, which 
consists of a defective chipamzee virus (adenovirus), with a segment of the SARS-
CoV-2 genome, responsible for producing the structure present on the viral surface 
(protein S), being recognized by human cells, triggering an immune response against 
Coronavirus. The CoronaVac vaccine is composed by the inactivated SARS-CoV-2 
virus, along with its complete structure. It is unable to multiply, although it can stim-
ulate the response to produce antibodies. The Pfizer-BioNTech vaccine, on the other 
hand, consists of a formulated lipid nanoparticle of nucleoside-modified mRNA that 
encodes the pre-fusion peak glycoprotein of SARS-CoV-2. Despite the small amount 
of dose applications in Brazil, the Janssen vaccine has recently started its distribution 
in the country. This is the only vaccine, so far, with a single dose application. It is 
an adenovirus 26 (Ad26) vector vaccine that contains in its interior genetic material 
of the S protein contained in the surface spikes of SARS-CoV-2, and that stimulates, 
after application, the cellular responses of T CD4 + and T CD8 + antibodies. Here, 
we propose a detailed review of the entire history of vaccination, from Smallpox to 
Covid-19. 

Keywords Vaccination · Immunization · Antigen · Pandemics · Coronavirus 

1 Introduction 

In the early seventeenth century, smallpox was one of the most terrible diseases 
in the world. Lady Mary Montagu observed that the disease could be prevented by 
introducing fluid extracted from smallpox scabs from an infected patient into the skin 
of healthy individuals. This process, known as “variolation” was used in England
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and in the USA until the first investigations by the English physician Edward Jenner 
emerged. Jenner created the vaccine using an animal poxvirus from the pustule 
formed by the vaccinia virus on the teats of cows, the technique was essentially 
based on the idea that a virulent agent for animals could be attenuated in humans. 

In 1885, Louis Pasteur, using a fixed virus which was obtained by successive 
passages in the nervous tissue of rabbits with the dissecting action of potassium 
hydroxide, developed the vaccine against rabies, in which similar procedures were 
adopted in the development of several live attenuated viruses vaccines. Some years 
after, in the 1940s, a revolution took place with the discovery that cells could be 
grown in vitro and used as substrates for viral growth. The oral polio vaccine and 
the measles, rubella, mumps, and chickenpox vaccines were made possible through 
selection of clones by passage in in vitro cell culture. 

Furthermore, certain RNA viruses have segmented genomes that can be manipu-
lated. Co-cultivation of two viruses in cell culture with selection of clones by plaque 
formation allows the isolation of viruses with RNA segments from both viruses. This 
regrouping allowed the creation of three main vaccines: live and inactivated influenza 
as well as one of two rotavirus vaccines. 

Another discovery in the late nineteenth century was that immunogenicity could 
be maintained if bacteria were carefully killed by heat or chemical treatment. This 
type of inactivation was first applied to pathogens such as typhoid, plague, and 
cholera bacilli. In the twentieth century, chemical inactivation was also applied to 
viruses. The influenza vaccine was the first successfully inactivated virus vaccine, 
later developed against Polio and Hepatitis A. 

In addition, several vaccines consist of partially or fully purified proteins. Most 
inactivated flu vaccines used today are created by growing the viruses in embryonated 
eggs and then breaking down the entire virus with detergents. The viral hemagglutinin 
(HA) protein is purified to serve as the vaccine antigen, although other components 
of the influenza virus may be present in the final product. 

In the beginning of the history of bacteriology, morphological studies and chem-
ical analyzes showed that many pathogens were surrounded by a polysaccharide 
capsule and that antibodies against the capsule could promote phagocytosis. The 
first use of this information to make a vaccine was in the development of the 
meningococcal polysaccharide vaccine. 

After years of study and development in bacteriology, the scientific community 
faced the Covid-19 pandemic in 2019, marked by a race against time in the invention 
of an effective vaccine against the SARS-CoV2 virus. After all, the vast majority 
of vaccines take more than a decade to formulate and, in the case of the vaccine 
against the new coronavirus, in less than a year at least 34 candidate vaccines have 
emerged in clinical analysis. New vaccine production techniques using DNA and 
RNA recombination techniques are being implemented in this race. 

In Brazil, the most widely distributed vaccines approved by Anvisa are 
AstraZeneca, CoronaVac and Pfizer-BioNTech. The AstraZeneca/Oxford vaccine 
is composed of a non-replicating viral vector, which consists of a defective chim-
panzee virus (adenovirus) with a segment of the SARS-CoV-2 genome, responsible 
for the production of the structure present on the viral surface (protein S), being
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recognized by human cells, triggering an immune response against the Coronavirus. 
The CoronaVac vaccine is composed of the inactivated (killed) SARS-CoV-2 virus, 
with its complete structure. It is unable to multiply, but stimulates the response 
to produce antibodies. The Pfizer-BioNTech vaccine consists of a formulated lipid 
nanoparticle of nucleoside-modified mRNA encoding the SARS-CoV-2 pre-fusion 
spike glycoprotein. Although in smaller distribution in Brazil, the Janssen vaccine 
had its application recently started. This is the only vaccine, so far, with application 
in a single dose. It is a vaccine of the adenovirus 26 (Ad26) vector that contains inside 
the genetic material of the S protein contained in the surface spikes of SARS-CoV-2, 
and that stimulates, after its application, the cellular responses of T CD4 + and T 
CD8 + antibodies. 

2 Vaccination History 

Since the beggining of human life there are pathogens that try to enter human 
bodies in order to reproduce and promote the evolution of their species. In order to 
survive, humans created a series of natural and adaptive immunological mechanisms 
against these microorganisms aiming at protection and homeostasis. However, just 
as humans evolved, microorganisms also managed to find ways to enter the human 
body by evading the immune system, which was the key of generating life-threatening 
diseases [1]. 

In this context, the vaccine emerges as a great partner in the fight for life due to 
its easy and speed in stimulating the effectiveness of the immune response from the 
original history of each infection, which can act by originating an immune mechanism 
that will prevent infection before the pathogen enters the cell or that will provide 
the necessary repair after cellular infection. Depending on each disease, the vaccine 
action mechanism differs in terms of its specific target. In 2018, more than 70 vaccines 
were available for more than 30 different microorganisms [1, 2]. 

Recalling the historical context, in the early seventeenth century, smallpox was 
one of the most terrible diseases in the world. Lady Mary Montagu observed that 
the disease could be prevented by introducing fluid extracted from smallpox scabs 
from an infected patient into the skin of healthy individuals. This process, known 
as “variolation” was used in England and the USA until the first investigations by 
the English physician Edward Jenner emerged [3]. Jenner created the vaccine for an 
animal poxvirus from the pustule formed by the vaccinia virus on the teats of cows. 
The technique was essentially based on the idea that a virulent agent for animals could 
be attenuated in humans [4]. Before vaccination, the risk of contracting the disease 
was about 30% and those who managed to survive acquired serious sequels. The last 
known case of smallpox was reported in Somalia in 1977. In 1980, the World Health 
Organization (WHO) declared eradication of the disease after the implementation of 
the vaccine as a preventive measure [1]. 

In 1885, Louis Pasteur, using a fixed virus in which it was obtained by successive 
passages in the nervous tissue of rabbits with the dissecting action of potassium
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hydroxide, developed the vaccine against rabies, in which similar procedures were 
adopted in the development of several live attenuated virus vaccines [5]. The vaccine 
mechanism consists of a neutralization directed by viral antibodies that will enter the 
blood–brain barrier [1]. In the 1940s, a revolution took place with the discovery that 
cells could grow in vitro and could also be used as substracts for viral growth [6]. 

Oral polio vaccine and measles, rubella, mumps, and chickenpox vaccines were 
made possible through selection of clones by passage in in vitro cell culture [3, 7–10]. 
The polio vaccine, both in its inactive form (salk) and in its attenuated form (sabin) 
has unquestionable efficacy. According to WHO, in 2018, 33 cases were identified 
worldwide. The measles, rubella, mumps and chickenpox vaccine, generally applied 
in the quadrivalent form, in addition to being effective and universally applicable, 
can lead to the eradication of these exanthematous diseases with mass vaccina-
tion. According to WHO, the United Nations Fund (UNICEF) and the World Bank, 
between 2000 and 2007 there was a 74% drop in measles deaths due to implemented 
vaccination campaigns [1, 11]. 

Furthermore, certain RNA virus have segmented genomes that can be manipu-
lated. Co-cultivation of two viruses in cell culture with selection of clones by plaque 
formation allows the isolation of viruses with RNA segments from both viruses. 
This regrouping allowed for the creation of three main vaccines: live and inactivated 
influenza [10, 12] as well as one of two rotavirus vaccines [13], this being the first 
to be part of the National Immunization Plan (PNI) in 2007 [11]. 

Another discovery in the late nineteenth century was that immunogenicity could 
be maintained if bacteria were carefully killed by heat or chemical treatment. This 
type of inactivation was first applied to pathogens such as typhoid, plague, and cholera 
bacilli [14, 15]. According to WHO, these vaccines provide about 85% of protection 
for 6 months and 50–60% protection in the first year [1]. 

In the twentieth century, chemical inactivation was also applied to virus. The 
influenza vaccine was the first successful inactivated virus vaccine, later developed 
against Polio and Hepatitis A [16–18]. The Hepatitis A vaccine is also presented in 
the attenuated form [2]. 

In addition, several vaccines consist of partially or fully purified proteins. Most 
inactivated flu vaccines used today are generated by growing the virus in embryonated 
eggs and then breaking down the entire virus with detergents. The viral hemagglutinin 
(HA) protein is purified to serve as the vaccine antigen, although other components 
of the influenza virus may be present in the final product [19]. 

In the beginning of the history of bacteriology, morphological studies and chem-
ical analyzes showed that many pathogens were surrounded by a polysaccharide 
capsule and that antibodies against the capsule could promote phagocytosis. The 
first use of this information to make a vaccine was in the development of the 
meningococcal polysaccharide vaccine [20]. 

In this scenario, the National Immunization Program (PNI) was implemented in 
Brazil in 1973 by Oswaldo Cruz, which is considered a worldwide reference, in order 
to guarantee vaccination coverage to the target population and prevent the emergence 
of epidemiological outbreaks in the country. Currently, the vaccines contemplated 
in the PNI 2022 include all previously presented vaccines with the addition of the
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vaccine against SARS-CoV2 in the determined age groups [21]. There are several 
technological groups involved in the process of implementation development and 
improvements in vaccine production [11]. 

2022 marks the 49th anniversary of the creation of the PNI, which has already been 
responsible for helping to create immunization programs in the Gaza Strip, Palestine 
and the West Bank, in addition to cooperating with the programs of several other 
conglomerates such as Argentina, the United States, Israel and Philippines. One of the 
biggest events held by the PNI was the eradication of smallpox, which was certified 
by the WHO commission and became part of the Brazilian legacy of improvements 
in public health. In addition to the eradications of previously epidemic diseases on a 
large scale, the PNI was also responsible for the creation of the Reference Center for 
Immunobiologicals (CRIES) that participate in the vaccination of immunodeficient 
individuals and in prophylaxis [22–25]. 

3 Vaccines Imunology 

Vaccines against infectious diseases serve as a prophylactic exposure, inducing a 
controlled immune response to a given infectious agent. Our immune system is 
divided into innate and adaptive, with the activation of the innate immune system 
preceding the generation of adaptive immunity. The innate immune system is made 
up of several types of cells, such as neutrophils, dendritic cells, and macrophages, 
that function to interact with foreign molecules in a non-specific way. These cells 
phagocytize infectious agents, produce inflammatory cytokines and activate other 
immune cells through the secretion of chemokines [26]. 

The adaptive immune system, divided into humoral and cellular, responds to 
specific regions of the given infectious agent, called epitopes that compose the 
antigen. The humoral response depends on the activity of antibodies secreted by B 
cells, which bind to epitopes and generate the secretion of specific antibodies against 
the recognized antigen, thus leading to protection against infection [27]. Cellular 
responses are based on the action of T cells. All nucleated cells have molecules 
of the Major Histocompatibility Complex Class I (MHC-I) on their surface. When 
infected with an intracellular infectious agent, cells are able to present linear epitopes 
of these infectious agents complexed with MHC-I on their surface to alert the immune 
system of the infection. Cytotoxic T cells (CT) that contain the corresponding T cell 
receptor are able to bind to MHC-I presenting specific epitopes leading to the death 
of the infected cell [26]. 

Helper T cells (TH) are one of the most important in vaccine development. Antigen 
Presenting Cells (APCs) such as dendritic cells, macrophages and B cells are able to 
phagocytize, process and present CD4 + epitopes in complex with MHC-II on their 
surface. These epitopes stimulate CD4 + T cells leading to their maturation into TH 
cells, which are able to stimulate cells of the innate and adaptive immune system 
through the secretion of cytokines that are capable of making the immune response 
stronger and more effective. Depending on the secreted cytokine responses, they are
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classified as T helper 1 (TH1) response or T helper 2 (TH2) response. TH2 responses 
favor the development of a humoral immune response, which has traditionally been 
the basis for vaccine development. Upon activation, B, TH, and TC cells proliferate 
to effectively deal with the infection AND some may persist after clearance, resulting 
in immune memory [27]. 

Another important concept is herd immunity, knowing that vaccines not only work 
at the organism level, but also at the population level. If a certain fraction (ranging 
from 60 to 90%) of the population is immune to an infectious agent, the disease 
has a very low probability of finding another naive host and spread around. This is 
important because it is not the entire population that can be vaccinated, there are some 
contraindications depending on the vaccine, such as disease stage and age Based on 
the history of the vaccine and the study of the immunological mechanisms involved, 
several vaccines have emerged such as BCG, Infuenza, rubella, yellow fever, among 
others [28] (Fig. 1). 

4 Current Vaccines 

4.1 BCG 

Tuberculosis (TB) is the leading cause of death from an infectious bacterial disease 
worldwide. The only licensed vaccine for tuberculosis prevention is Mycobacterium 
bovis bacille Calmette-Guérin (BCG), which protects people exposed to Mycobac-
terium tuberculosis. This vaccine was based on the attenuation of the bacteria that 
naturally cause tuberculosis in cattle and, occasionally, in humans [29]. 

The creation of this vaccine was analogous to the development of the smallpox 
vaccine, it was developed between 1906 and 1919 by Camille Calmett and Albert 
Guerin at the Pasteur Institute (Paris). The researchers obtained an attenuated strain 
of the original Mycobacterium bovis after 13 years of successive passages in culture 
medium. In 1921, BCG was first administered to a neonate in Paris [30, 31]. 

Despite the identical name, the BCG vaccines used worldwide correspond to other 
strains cultivated over the years in different laboratories around the world. Although 
genotypically similar to M. bovis, they differ from each other by genotypic and 
phenotypic characteristics, with different expressions regarding viability, immuno-
genicity, reactogenicity and residual virulence [32, 33], with the BCG Moreau-Rio 
de Janeiro strain being the Brazilian vaccine strain [34]. 

The BCG vaccine offers more than 70% protection against disseminated TB and 
tuberculous meningitis in newborns and school-age children. Despite its ability to 
protect against disease progression and disseminated forms of TB, the effectiveness 
of BCG against pulmonary TB in adult populations ranges from 0 to 80% [35, 36]. 

In addition to preventing and reducing morbidity and mortality from tuberculosis, 
epidemiological studies have shown non-specific benefits of the childhood BCG
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vaccine for the prevention of other communicable and non-communicable diseases 
[37–39].
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⯇Fig. 1 A-Innate immunity cells (Dendritic cells and macrophages) recognizing antigens admin-
istered in the vaccine (*). Migration of dendritic cells to recognize antigens from the vaccine. B-
Dendritic cells process vaccine antigens and migrate to secondary lymphoid organs (lymph nodes). 
C-The virgin lymphocytes potentially specific to the antigen are in the process of recirculation 
and, by stimulating innate immunity, enter the lymph node through the high endothelial venulas 
in search of antigenic peptides for which they are specific. D-Activation of the virgin lymphocyte 
by the antigen-presenting cell with subsequent differentiation of lymphocytes in specific subpop-
ulations of auxiliary T cells, in this representation, TH1 and TH2 subpopulations. E-Example of 
TH1 response where the cytokines produced favor the development of a cellular response, in this 
example, with activation of cytolytic T lymphocytes that eliminate a cell infected by an intracellular 
pathogen. F-Example of TH2 response where the cytokines produced favor the development of a 
humoral immune response that results in the activation of B lymphocytes, differentiation of this in 
plasmoctio and finally production of immunoglobulins specific to the vaccine antigen 

A case–control study based in young children in Guinea-Bissau investigated the 
impact of BCG on the incidence of specific respiratory syncytial virus (RSV) infec-
tion, and the results suggested that BCG vaccination can reduce the incidence of 
acute respiratory tract infections caused by the same [40]. 

In addition to providing prophylactic protection against infections, BCG has also 
been shown to be effective as a non-specific immunotherapy in clinical conditions 
mediated by virus, such as the positive effect of BCG against skin and genital warts 
caused by the human papillomavirus (HPV) [41]. 

A randomized controlled trial in 40 healthy human volunteers demonstrated that 
BCG vaccination, prior to influenza vaccination, increased antibody titer against the 
2009 influenza A(H1N1) vaccine strain [42]. 

In addition, another aspect is the protective effect against cancer in adult life, in 
which it acts by increasing the development of the immune system and there are 
several experimental studies in animals that show the inhibitory effect of BCG on 
tumor growth [43, 44]. As shown in the meta-analysis which suggests that early BCG 
vaccination may be associated with a reduced risk of leucemia [35]. Furthermore, a 
retrospective review showed that childhood BCG vaccination was associated with a 
lower risk of developing lung câncer [46]. 

4.2 Influenza 

Seasonal influenza is an acute respiratory infection caused by three types of virus, 
A, B and C. Influenza virus type A and B have a greater clinical significance, while 
influenza virus type C is much less frequent and usually causes mild infections, 
presenting less significant implications for public health. For this reason, influenza 
vaccines are produced using relevant strains of influenza A and B viroses [47]. 

Inactivated influenza vaccines were first developed in the late 1930s from virus 
grown in mouse lungs or chick embryos [48]. The effectiveness of these seasonal 
vaccines was guaranteed by the correspondence between the circulating strain and
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the strain contained in the vaccine and by the dose of cultured virus. There are three 
types of influenza vaccines, the “inactivated” vaccines, the “live attenuated” cold 
adapted and the “recombinant HA” vaccines, these are licensed for human use in 
different countries [49]. 

These vaccines are generally available as trivalent or quadrivalent formations, 
containing recent strains of influenza A virus of the H1N1 and H3N2 subtypes in 
combination with one or two strains of influenza B virus of the Yamagata and/or 
Victoria strains [50]. 

The effectiveness of the flu vaccine varies with age, health status and season. 
Vaccination reduces the risk of influenza disease by about 40% to 60% when circu-
lating virus are well compatible with the vaccine. In addition to preventing influenza 
infections, vaccines also reduce intensive care admissions and the length of hospital 
stays [51]. 

4.3 Rubella 

Rubella is a common childhood disease caused by a virus, the Rubella virus, with 
worldwide distribution and usually with minimal systemic symptoms [52]. Although 
it is a disease associated with childhood, between 6 and 25% of women of repro-
ductive age are seronegative for rubella and may develop the disease if exposed 
[53, 54]. 

If the mother is infected in the first 20 weeks of pregnancy, the most important 
complication is the risk of the child being born with Congenital Rubella Syndrome 
(CRS). CRS often leads to fetal death or serious birth defects, including blindness, 
deafness, cardiovascular anomalies, and mental retardation [52, 55]. 

Live attenuated rubella vaccines were discovered by microbiologist Maurice 
Hilleman, introduced in 1969 and have been widely used since. Seroconversion to 
the vaccine is 95% in infants older than 11 months and antibodies last for more than 
21 years [52]. 

As vaccines contain live attenuated rubella virus, there was initial concern that 
vaccinating women who were later found to be pregnant could result in fetal infection 
and deformity, but a large study showed that there was no association of birth defects 
in women who received the vaccine dose 3 months before or after conception [56]. 

4.4 Dengue 

Dengue, a disease caused by the virus belonging to the Flaviviridae family, has 4 
serotypes (DENV-1, DENV-2, DENV-3 and DENV-4), transmitted by the mosquito 
vector Aedes Aegypti and has expanded geographically in recent years, reaching 
a global pandemic. Almost half of the world’s population lives in dengue-endemic 
areas in more than 100 countries, with estimated 390 million cases per year. Dengue
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varies from asymptomatic to severe disease, with a mortality rate of approximately 
20% if left untreated. In the face of this mass contamination, efforts have been made 
to develop a vaccine against dengue [57, 58]. 

Dengvaxia, Sanofi Pasteur’s attenuated tetravalent chimeric dengue vaccine, is 
based on a yellow fever “backbone” (CYD-TDV), with 56 to 61% efficacy against 
dengue among children in Asia and Latin America. CYD-TVD is associated with an 
increased risk of severe dengue and hospitalization in seronegatives, so it should only 
be applied to individuals with evidence of previous infection. It was applied massivily 
in the Philippines in 2016, being incorporated into the school immunization program 
that began in 2013, with the application of measles, rubella, tetanus and diphtheria 
vaccines. In 2017, approximately two years after the start of the dengue vaccination 
program, with approximately 800,000 Filipino children vaccinated with at least 1 
dose, it was announced by Sanofi Vaccines that Dengvaxia could be unsafe for some 
populations. The vaccine should only be applied when serology for dengue is positive, 
in which cases it would be more likely to reduce serious events [57–59]. 

The lack of confidence resulting from this event had an impact on vaccination 
against other viral diseases, causing 500 measles deaths in the following year. In a 
survey carried out in March 2021, around 60% of Filipinos were unwilling to be 
vaccinated against viral diseases, that percentage reduced to 33% in May of the 
same year. Filipinos analyzed in the study did not trust vaccines due to community 
experiences or information gained through social media or television, even if these 
were not scientifically proven. In addition, the lack of reliable information that should 
have been provided, such as that the vaccinated should be seronegative, has become 
another key point for vaccine mistrust, promoting the growth of conspiracy theories. 
A new trust was implemented when Filipinos faced the measles outbreak and the 
resulting deaths, becoming a forced trust, out of fear [59]. 

A new tetravalent dengue vaccine candidate is TAK-003 (Takeda), based on a live 
DENV-2 virus, which provides a genetic backbone for all four vaccine virus. The 
DENV-2 strain is based on an attenuated virus from the laboratory. The two doses of 
TAK-003 are being evaluated in a phase 3 clinical trial in Latin America and Asia, 
in the age group between 4 and 16 years [57]. 

The efficacy of two-dose TAK-003 for the prevention of virologically confirmed 
dengue induced by any dengue virus serotype starting 30 days after the second injec-
tion was 80.2% in the study population. Furthermore, it was effective in preventing 
dengue leading to hospitalization and in preventing severe dengue. The vaccine 
was 97.7% effective against DENV-2, 73.7% effective against DENV-1, and 62.6% 
effective against DENV-3. However, efficacy results against DENV-4 were inconclu-
sive. Efficacy was similar across age groups and between seropositive and seroneg-
ative individuals at baseline. Vaccine efficacy was 95.4% against dengue leading to 
hospitalization. The identified cases provided estimates of vaccine efficacy against 
three of the serotypes, but not against DENV-4. Vaccine efficacy was highest against 
DENV-2 (97.7%), the genetic backbone of TAK-003, however, efficacy was modest 
(62.6–73.7%) against the other three serotypes, chimeric strains in TAK-003 [57]. 

Adverse events had similar percentages between the vaccine and placebo groups, 
namely: angioedema, asphyxia, autoimmune hepatitis, disseminated tuberculosis,
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drug abuse, hypersensitivity, hyperthyroidism, flu, malaise, aseptic meningitis, patent 
ductus arteriosus, seizure, septic shock and urticaria. TAK-003 was effective against 
virologically confirmed dengue regardless of previous exposure to dengue [57]. 

4.5 HIV 

Antiretroviral therapy (ART) is an effective measure in preventing clinical progres-
sion and death associated with HIV. Although it is an extremely important preventive 
measure, it has limitations. About 80% of Europeans and North Americans know 
they are infected with HIV and yet only 30–50% have viral suppression (low prob-
ability of sexual transmission. In addition, ART is unable to cure or eradicate HIV 
infection and due to poor adherence to treatment, viral resistance may occur [60]. 

Faced with these limiting factors of ART, the vaccine has become an option in 
trying to solve the failures of this therapy. Among the vaccines under study, there 
is the HIV mRNA vaccine (iHIVARNA) that targets dendritic cells. Between 2015 
and 2016, in Barcelona, the first phase I dose-escalation clinical trial was performed 
in 21 human patients with naked mRNA containing dendritic cell activation signals 
(TriMix) and encoding a novel HIV immunogen sequence (HTI) to redirect T-cell 
immunity in HIV-infected individuals to the most vulnerable viral targets. All 21 
patients received either the three doses of TriMix or the different doses of iHIVARNA 
(HTI with TriMix) administered intranodal inguinally [60]. 

The vaccine, in general, was safe and well tolerated, with no serious adverse 
events, deaths or changes in gene expression. Compared to plasmid DNA and viral 
vectors, mRNA has a better safety profile. mRNA-mediated gene transfer occurs in 
non-dividing cells and is not restricted to an individual-specific human leukocyte 
antigen (HLA) allele. As no serious adverse events were observed even with the 
administration of the highest dose of vaccine (1200 mg mRNA—900 mg HTI mRNA 
and 300 mg TriMix mRNA), this dose was chosen to proceed with the phase II clinical 
trial [60]. 

iHIVARNA, at the highest dose, was able to induce moderate HIV-specific 
immune responses and moderate increase in T cell responses spanning the HTI 
sequence during week 8 of administration. The increase in the frequency of specific 
HIV-1 T cells after vaccination was 80%, compared to 31% at week zero [60]. In 
addition to the iHIVARNA vaccine, there are other clinical studies underway, as 
there is still no highly effective preventive vaccine against HIV, among them the 
study carried out in Baltimore that analyzes the IHV01 vaccine [61]. 

IHV01 is the FLSC vaccine (subunit encoded by a synthetic gene that expresses 
a human codon-optimized full-length HIV gp120 sequence joined at its C-terminus 
to the N-terminus of domains 1 and 2 of human CD4) formulated in phosphate 
adjuvant aluminum (Alum, AlPO4), developed to exploit the potential vulnerabilities 
of transition state/CD4i envelope structures. Currently studied in a phase Ia clinical 
trial, with an increase in dose, in Baltimore, United States, its safety, tolerability and
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immunogenicity were evaluated. The study was conducted between 2015 and 2017 
and 65 participants were included [61]. 

There was no significant difference in the incidence of adverse events (AE) 
between the placebo and control groups. In the control group, 81% of vaccinations 
with IHV01 did not produce localized or systemic reactions, while the incidence was 
80% for the placebo group. 98% of AEs were mild or moderate, the most frequent 
being: pain at the injection site, itching and headache; there were no serious vaccine-
related AEs and no intercurrent HIV infections, all participants tested negative for 
HIV at the end of the study [61]. 

Responses to the FLSC components of IHV01 increased in all vaccination groups, 
with the 100% FLSC vaccine response milestone being in all vaccine dose groups (75, 
150, and 300 mg) after the fourth dose. (twenty-sixth week). However, the 150 mg 
dose group reached this milestone after the second vaccination. No significant effects 
of the vaccine on CD4 counts were found. There was a decrease in MFI binding titers 
(measurement of antibody titers by median fluorescence intensity) in all three vaccine 
groups 24 weeks after the final vaccination, although response rates remained above 
90% [61]. 

The IHV01 vaccine was immunogenic, raising antibodies against FLSC and 
highly conserved CD4i epitopes. The induced antibodies were largely cross-reactive 
with the gp120, gp140 and V1V2 domains representing various clades of HIV-1. 
Given these observations, this vaccine can be considered a possible future strategy 
against HIV [61]. 

4.6 HPV 

Human papillomavirus (HPV) infection can cause precancerous (precancerous) and 
cancerous (malignant) diseases. Lesions resulting from the infection are usually 
located on the cervix, vagina, vulva, anus, penis, tonsils and base of the tongue. 
Annually, about 570,000 new cases of cervical cancer occurs in the world, being 
70% of the time attributed to HPV types 16 and 18. In view of the various conditions 
caused by HPV, safe and effective vaccines have been developed to combat prenatal 
outcomes. There are three vaccines available and prequalified by the World Health 
Organization (WHO): bivalent, quadrivalent and nine-valent [62, 63]. 

The bivalent vaccine prevents infections related to HPV types 16 and 18. These two 
types are the most oncogenic, related to about 70% of cervical cancer cases worldwide 
[62]. Between 2004 and 2005, in Costa Rica, a clinical study was carried out to 
evaluate the effectiveness of the bivalent vaccine with adjuvant HPV-16/18 AS04, 
Cervarix®, GlaxoSmithKline Biologicals, in the prevention of cervical infections 
by HPV 16/18 and of related illnesses and injuries. The women who participated in 
the study were followed for 11.1 years. After that time, the efficacy against cervical 
intraepithelial neoplasia grade 2 and 3 (CIN2 + /CIN3 + ), precancerous lesions, was 
100%. The bivalent vaccine demonstrated protection against CIN3 + , an immediate 
precursor of invasive cervical cancer, even after a decade of vaccination [63].
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The quadrivalent vaccine prevents infections related to HPV types 6, 11, 16 and 
18. In a study of Chinese women evaluating the quadrivalent vaccine for 78 months, 
the effectiveness of this vaccine was demonstrated. Efficacy against types 16 and 18 
related to NIC1 was 100%, as well as against types 6, 11, 16 and 18 related to NIC1 
and NIC2 [64]. 

The nine-valent vaccine, on the other hand, prevents infections related to HPV 
types 6, 11, 16, 18, 31, 33, 45, 52 and 58; it is the most extensive of the three 
vaccines, covering the types present in the quadrivalent vaccine and adding the other 
five HPV types commonly associated with cervical infections (Huh et al. 2017). 
In a multicenter clinical trial comparing the quadrivalent and nine-valent vaccines, 
the greater efficacy of the nine-valent vaccine was demonstrated. Cervical disease 
of any grade was reduced by 98.4% when related to the nine-valent vaccine. In 
addition, large reductions in disease related to each individual HPV type covered by 
it were observed. High efficacy was observed against vulvar and vaginal condylomas, 
reduction in the number of definitive cervical therapy procedures, cervical biopsy, 
and 100% reduction in high-grade vulvar and vaginal disease [65]. 

In another study conducted in 105 study centers located in 18 countries, the nine-
valent and quadrivalent vaccines were also compared with the control group (unvac-
cinated individuals). In this study, the efficacy of the nine-valent vaccine compared 
to the control for primary outcome of high-grade cervical, vulvar and vaginal disease 
was 97.4%; for grade three CIN, adenocarcinoma in situ or cervical cancer related 
to the vaccine types, the efficacy was 100%. In addition, there was a reduction in 
cervical cytological abnormalities and clinical procedures related to HPV types 31, 
33, 45, 52, and 58, as well as a greater reduction in persistent infection related to 
HPV 16. Finally, a similar safety profile to the quadrivalent vaccine was observed in 
this vaccine, except for injection site reactions [62]. 

5 Messenger RNA Vaccines and COVID-19 

This entire process of study and evolution was challenged by COVID-19 pandemics, 
the traditionally time-consuming vaccine development process required unprece-
dented acceleration. MRNA vaccines gained prominence as the first vaccines to be 
approved for prophylactic treatment and its technology was used by many companies 
[66, 67]. In March 2020, BioNTech and Pfizer agreed to develop an mRNA-based 
vaccine for the prevention of COVID-19 [68]. 

Gene-based vaccines, such as mRNA and DNA vaccines, work by carrying genetic 
instructions for the production of an antigen by the cells of the vaccine recipiente 
[69]. This potential vaccine has been studied since 1990, when a protein was obtained 
after injection of the encoding mRNA into the skeletal muscle of a mouse the in vivo 
expression [70]. During the following 10 years, several studies demonstrated that 
the mRNA could induce an immune response to the protein expressed in many cell 
types [71, 72].
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MRNA technology has several advantages that make it an attractive alternative 
to traditional vaccines or even DNA vaccines. This type of vaccine has generated 
primary interest due to its degree of safety. Unlike live attenuated and inactivated 
vaccines, mRNA vaccines have no association with endotoxin and infection [73]. 

Another important point of the mRNA vaccine is its efficacy. The mRNA is precise, 
will express a specific antigen and induce a targeted immune response, promoting a 
humoral and cellular immune response and induces the innate immune system [74], 
thereby they minimize adverse effects compared to whole cell vaccines [75]. 

Furthermore, a third important point of mRNA vaccines is in their production. 
The process is based on standardized in vitro transcription, making it a robust and 
scalable manufacture. Also, because it requires less optimization to synthesize new 
antigen sequences of similar size, it creates a flexibility in manufacturing important 
for infectious agents that spread rapidly [76, 77]. 

6 COVID-19 Vaccines 

Until this date, the National Health Surveillance Agency (ANVISA) has 
approved four vaccines for COVID-19 in adults, these being: Coronavac/Sinovac, 
Pfizer/BioNTech, Janssen and AstraZeneca/Oxford [78]. 

6.1 Pfizer/BioNTech 

In December 2020, the first two vaccines approved for emergency use in the 
United States are messenger RNA based (mRNA) platforms and were developed 
by Pfizer/BioNTech and Moderna. Published safety and efficacy trials have reported 
high efficacy rates of 94–95% after two interval doses, combined with limited side 
effects and a low rate of adverse reactions [79]. 

The Pfizer/BioNTech vaccine trial (BNT162b2) reported that the vaccine was 
95% effective. The study recruited a total of 43,548 adult volunteers, with half of 
the participants receiving a placebo injection and the other half receiving the actual 
vaccine. One hundred and seventy people contracted COVID-19 in both groups: 8 
of these participants were in the vaccine group and the other 162 were in the placebo 
group. Ten of the 170 cases were classified as severe, and 9 of the 10 severe cases 
were among the participants in the placebo group [80]. 

6.2 Oxford/AstraZeneca 

The University of Oxford in partnership with British pharmaceutical company 
AstraZeneca has developed a non-replicating chimpanzee viral vector vaccine. A
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completed and published phase 1/2 randomized, blinded study in the Lancet journal, 
had 1,077 healthy participants, aged 18–55 years and recruited from the UK. These 
participants received the vaccine at a dose of 5 × 1010 vaccine particles (n = 543) or 
a licensed meningococcal vaccine as a placebo (n = 534). A group of 10 participants 
in the group that received the actual vaccine also received a second booster dose of 
the vaccine 28 days after the first dose. On day 28, specific antibodies peaked in 
the COVID-19 vaccine group and these levels remained elevated until day 56. In 
addition, on day 56, a much higher specific antibody response was observed for the 
10 participants who received a booster injection. The T-cell response, observed in 
all participants, peaked on day 14 and remained elevated until day 56. However, an 
increase in T-cell response after the second dose was not observed in participants in 
the booster group [81]. 

The published efficacy, until this date, of this vaccine is 70% in adults under 
55 years of age and prevents 100% of hospitalizations and severe forms of the disease 
[82]. 

6.3 Coronavac 

Sinovac has developed an inactivated + aluminum adjuvanted vaccine, called Coro-
naVac. Published data from preclinical trials in mouse and monkey models showed 
sufficient specific IgG responses and neutralizing antibody titer levels. Mice were 
injected with doses of 1.5 or 3 or 6 µg of the vaccine along with an aluminum adjuvant 
or a saline placebo. In addition, vaccinated monkeys were exposed to SARS-CoV-2 
and were observed to be protected from the virus with decreased viral loads, unlike 
the control group [83]. A press release from their Phase 1 study mentioned that 
they recruited 143 healthy participants aged 18–59 for a randomized, double-blind 
study, but no results regarding the Phase 1 study have been made available [84]. 
The Phase 2 randomized, double-blind studies involved 600 participants between 
the ages of 18 and 59. Participants were divided into two double-dose programs— 
the 0 and 14-day or the 0 and 28-day regimen. Within each scheme, 120 participants 
received the 3 µg dose, 120 participants received the 6 µg dose, and 60 participants 
received a placebo. Local adverse events, such as pain and swelling, were mild to 
moderate, along with pain, the most common reported event in both regimens and 
resolved within 3 days. No serious Grade 3 adverse events were reported. Neutral-
izing antibody (NAb) responses showed high quantifications for doses of 3 and 6 µg 
in both regimens. 28 days after the second dose, those in the 0- and 14-day regimen 
had stable NAb levels, but for the 0- and 28-day regimen, NAb levels increased 
considerably. A similar pattern was also observed for specific antibodies. It was also 
observed that NAb levels decreased with increasing age, thus suggesting a higher 
dosing requirement for the elderly. T-cell immunity was not analyzed in this report 
[85].
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The CoronaVac vaccine, composed of inactivated SARS-CoV-2 virus (killed) 
with its complete structure, with the sum of two doses, prevents 100% of severe and 
moderate cases, 78% of mild cases and 50.38% of very mild cases [86, 87]. 

6.4 Janssen 

The Janssen COVID-19 (Ad26.COV2.S) vaccine, the third vaccine authorized for 
use in the United States, uses a replication-incompetent human type 26 adenoviral 
vector platform and is administered as a single intramuscular dose [88]. 

Twenty-five participants were randomized (median age, 42; range, 22–52; 52% 
female, 44% male, 4% undifferentiated) and all completed the study by the provi-
sional end point on day 71. Binding and neutralizing antibodies appeared rapidly 
on day 8 after initial immunization in 90% and 25% of vaccine recipients, respec-
tively. On day 57, binding and neutralizing antibodies were detected in 100% of 
vaccine recipients after a single immunization. On day 71, the geometric mean titers 
of peak specific binding antibodies were 2432 to 5729 and the geometric mean 
titers of neutralizing antibodies were 242 to 449 in the vaccinated groups. A variety 
of antibody subclasses, Fc receptor binding properties and antiviral functions were 
induced. CD4 + and CD8 + T cell responses were induced. In this phase 1 study, 
a single immunization with Ad26.COV2.S induced rapid binding and neutralizing 
antibody responses as well as cellular immune responses. Two phase 3 clinical trials 
are underway to determine the efficacy of the Ad26.COV2.S vaccine [89]. 

One study included 19,630 SARS-CoV-2 negative participants who received 
Ad26.COV2.S and 19,691 who received placebo. Ad26.COV2.S protected against 
moderate to severe critical Covid-19 with onset at least 14 days after administration 
(116 cases in the vaccine group versus 348 in the placebo group; efficacy, 66.9%;) 
and at least 28 days after administration (66 versus 193 cases; efficacy, 66.1%;). 
Vaccine efficacy was highest against severe-critical Covid-19 (76.7% for onset ≥ 
14 days and 85.4% for onset ≥ 28 days). The incidence of serious adverse events was 
balanced between the two groups. Three deaths occurred in the vaccine group (none 
were related to Covid-19) and 16 in the placebo group (5 were related to Covid-19). 
Therefore, a single dose of Ad26.COV2.S protected against symptomatic Covid-19 
and asymptomatic SARS-CoV-2 infection and was effective against severe-critical 
illness, including hospitalization and death. Safety appeared to be similar to that of 
other phase 3 trials of Covid-19 vaccines [88]. 

In February 2021, the Advisory Committee on Immunization Practices (ACIP) 
issued interim recommendations for the use of the Janssen COVID-19 vaccine among 
people aged ≥ 18 years and in April, the CDC and FDA recommended a pause in 
Janssen vaccine use following reports of six cases of cerebral venous sinus thrombosis 
(CVT) with thrombocytopenia (platelet count < 150,000/µL of blood) among Janssen 
vaccine recipientes [90]. Similar thrombotic events, especially among women under 
60 years of age, have been described in Europe after receipt of the AstraZeneca
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COVID-19 vaccine, which uses an incompetent chimpanzee adenoviral vector for 
replication [91–93]. 

7 COVID-19 Childhood Vaccines 

The results of vaccine studies for COVID-19 in adolescents have several impli-
cations. Vaccination confers the direct benefit of disease prevention plus indirect 
benefits, including community protection. Although children generally have a lower 
frequency of symptomatic COVID-19 than adults, school activities, youth sports, 
and other community gatherings may represent important sources of outbreaks and 
transmission, even among vaccinated adults [94]. 

Anvisa approved in late 2021 the BNT162b2 vaccine (Pfizer/BioNTech) for immu-
nization against Covid-19 in children from 5 to 11 years old as a safe and effective 
for this age group. One article aimed to determine the efficacy, immunogenicity and 
safety of the BNT162b2 vaccine, given 21 days apart in children aged 5–11 years 
old, providing data/results from two studies: (i) a phase 1 study to determine dosage 
(selected at a dose of 10 µg) and (ii) a phase 2–3 clinical trial, in which partici-
pants were randomized in a 2:1 ratio (vaccine at the dosage determined in study1 
vs. placebo). The immune response of the 5–11 years old group was compared to 
16–25 years old vaccinated with the same vaccine. Vaccine efficacy was assessed 
7 days after the 2nd dose. In the phase 2–3 study, 2,268 children were included—of 
whom 1,517 received the vaccine (experimental group—EG) and 751 the placebo 
(control group—CG)—with a mean follow-up of 2.3 months. Regarding vaccine 
safety, the results showed that in the 5–11 age group the safety profile was quite 
good, with adverse effects at the inoculation site in 71% to 74% of cases, with 
fatigue and headache being the most frequent—ranging from 0.1% to 0.9%. Fever 
was manifested in 8.3% of vaccinees, most frequently after the 2nd vaccine dose. 
Lymphadenopathies appeared in 0.9% of vaccinees. No cardiovascular (myocarditis 
or pericarditis) or allergic (hypersensitivity or anaphylaxis) syndromes were detected. 
About the efficacy, thirty days after the 2nd dose, when compared to the 16–25 year 
old group, the levels of neutralizing SARS-CoV-2 antibodies in the 5–11 year old 
group was 1.04 (95% CI 0.93 to 1.18). This level was considered an immunological 
success previously defined as > 0.67 of the lower limit of the 95% CI. Seven days or 
more after inoculation with BNT162b2 there were 3 cases of SARS-CoV-2 infection 
in the vaccinated group and 16 in the placebo group, demonstrating a vaccine efficacy 
of 90.7% (95% CI 67.7% to 98.3%). No serious post-vaccine cases were detected 
in either group. Therefore, in children between 5 and 11 years old, two inoculations 
with 10 µg of the BNT162b2 vaccine, given 21 days apart, are safe and effective 
[95]. 

The release of Pfizer-BioNTech’s vaccine use in adolescents aged 12–17 years was 
supported by a randomized, placebo-controlled, phase 3 clinical trial that evaluated 
the safety, immunogenicity, and efficacy of this vaccine. Its comparator was a cohort 
at the age of 16–25 years old. A total of 2,260 adolescents were included: 1,131
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received the vaccine and 1,129 the placebo. The BNT162b2 vaccine had a favorable 
safety and adverse event profile, with mild to moderate transient reactogenicity: 
79–86% injection site pain, 60–66% fatigue, and 55–65% headache; no vaccine-
related serious adverse events were observed. The mean neutralizing antibody titers 
after the second dose met the non-inferiority criterion and indicated an even greater 
response in the 12–15 year old cohort. The same US research also found eight cases 
of COVID-19, all in the placebo group [94]. 

Anvisa has approved the emergency use of CoronaVac in children aged 6 to 
17 years old in early 2022 based on phase 1 and 2 clinical trials conducted in China 
with children and adolescents aged 3 to 17 years old, who received two doses 28 days 
apart, and proved that the vaccine is safe and effective. In phase 1, 71 young people 
participated; 28 days after vaccination, 100% of them showed antibodies. In phase 2, 
479 children and adolescents participated; in the group receiving 1.5 µg dosage, 96% 
of the participants showed antibodies; in the group receiving 3 µg, this number was 
100%. The adverse reactions were mild to moderate, as pain at the application site and 
fever being the most common, with symptoms disappearing within 48 h. The results 
were published in June in the scientific journal The Lancet Infectious Diseases. Phase 
3 clinical trials are underway with more than 4,000 children and adolescents aged 
3–17 years old to investigate the immunogenicity, safety and efficacy of CoronaVac. 
In Chile, the clinical trials with children have yielded better results than those with 
adults: not only did they experience fewer adverse effects, but they also showed 
higher antibody production. In addition, in real-world vaccination, which has been 
going on for months in China, CoronaVac in children shows the same safety and 
efficacy as other age groups, and no cases of myocarditis, pericarditis or thrombosis 
have been identified, as already reported for other vaccines. In the Asian country, 
more than 211 million doses of CoronaVac have been administered to children [96] 
(Table 1). 

Table 1 Vaccines, breakthrough year, antigen and efficacy 

Vaccine Breakthrough 
year 

Antigen Efficacy References

Smallpox 1796 Orthopoxvirus 
variolae 

90% [97] 

Rabies 1885 Lyssavirus Genus 100% [98] 

Tuberculosis-BCG 1921 Mycobacterium 
Tuberculosis 

78% [35] 

Tetanus 1920 Clostridium tetani 100% [99] 

Diphtheria 1923 Corynebacterium 
diphtheriae 

80–90% [100]

(continued)
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Table 1 (continued)

Vaccine Breakthrough 
year 

Antigen Efficacy References

Yellow Fever 1930 Arbovírus from 
Flaviridae family 

98–99% [101] 

Influenza 1940 Type A and B virus 40–60% [49] 

Rubella 1969 Rubella virus 95% [52] 

Dengvaxia (Dengue) 2015 CYD-TDV 56–61% [58] 

TAK-003 (Dengue) 2019 DENV-2 virus 97,7% (DENV-2); 
73,7% (DENV-1); 
62,6% (DENV-3) 

[57] 

iHIVARNA (HIV) 2017 HIV 
(dendritic cells) 

Ongoing studies [60] 

HPV bivalent 2007 HPV 16 and 18 100% [62] 

HPV quadrivalent 2006 HPV 6,11,16 and 
18 

100% [64] 

HPV nine-valent 2014 HPV 6, 11, 16, 18, 
31, 33, 45, 52 and 
58 

97,4–100% [62] 

Coronavac/Sinovac 2020 SARS-Cov-2 Prevents 100% of 
severe and moderate 
cases, 78% of mild 
cases and 50.38% of 
very mild cases 

[87] 

Pfizer/BioNTech 2020 SARS-Cov-2 95% [80] 

Janssen 2020 SARS-Cov-2 66.9%: 
moderate-to-severe 
critical Covid-19 
14 days after 
administration; 
66.1%: at least 
28 days after 
administration; 
Vaccine efficacy was 
highest against 
severe-critical 
Covid-19 76.7% for 
onset ≥ 14 days and 
85.4% for onset ≥ 
28 days 

[88] 

AstraZeneca/Oxford 2020 SARS-Cov-2 70% in adults under 
55 and prevents 
100% of 
hospitalizations and 
severe forms of the 
disease 

[82]
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plays an important role in the cell cycle and has emerged as a key target related to 
myeloma, mantle cell lymphoma and other cancer types. Furthermore, studies have 
shown that the use of proteasome inhibitors might also be promising for treating 
other different diseases. Pathogenesis of cancer cells, inflammatory responses and, 
recently, some protozoan infections, are significant examples where the proteasome 
has been explored as a mean of therapeutic intervention. This book chapter provides 
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1 General Aspects About Proteasome: Structure 
and Function 

The proteasome is a multi-subunit complex (26S) composed by one catalytic center 
(sCP or 20S) associated with one or two regulatory particles (RP or 19S) [1]. The 
catalytic center has a cylindrical shape with a hollow formed by an outer ring 
containing seven homologues α subunits, and an inner ring with seven homologues 
β subunits (Fig. 1) [1]. The regulatory particle is composed by approximately 20 
subunits, with divergent functions and structures from the catalytic center [2]. 

Ubiquitin proteasome-system (UPS) is responsible for initial clearance regulation 
of misfolded and unnecessary proteins in cells [3]. The clearance process starts 
with ubiquitin’s addition into the proteins that will be degraded, resulting in a poly 
ubiquitinated protein [4]. Then, the proteolytic complex proteasome 26S recognize 
this protein and starts its degradation into small peptides varying from 2 to 24 residues 
in length. Recognition of poly ubiquitinated protein occurs in the regulatory particle 
(RP or 19S), which is also responsible for the denaturation and transference of tagged 
protein into the catalytic center of the particle (CP or 20S) [1, 2]. Consequently, the 
protein is degraded in the catalytic site 20S, which is constituted by a cylindrical 
central particle with a hollow formed by an outer ring containing seven homologues 
α subunits, and an inner ring with seven homologues β subunits. The β1, β2 and β5 
subunits that composes the inner ring as well as the catalytic site are responsible for 
caspase-like, trypsin-like and chymotrypsin-like proteolytic activities, respectively, 
acting in a synergistic way to degrade acid, basic and hydrophobic residues. The

Fig. 1 Representation of 
proteasome catalytic center 
(20S) and its subunits
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outer ring constitutes a well-packaged protective barrier for the catalytic site of 
the proteasome, responsible for preventing any protein present in the biological 
environment from entering in the active site [5].

The sCP can exist in various isoforms, being one of them expressed in the immune 
cell as immunoproteasome (iCP). iCP is expressed when cells receive an inflamma-
tory signal or when they are stressed; its main function is to perform the hydrolysis 
of proteins into peptides, compatible with loading in the class I major histocom-
patibility complex (MHC-I) [6]. The isoform 20S proteasome, first described in the 
1990’s, receives this name due to the fact that its subunits are positively controlled 
by cytones and also because its genes encoding two subunits are within the coding 
region of the complete class II major histocompatibility complex (MHC-II) [7]. 

The iCP has three subunits, β1i, β2i and β5i incorporate in the proteasome during 
its assembly, which replaces the constitutive counterparts, β1, β2 and β5 of sCP  [8]. 
While the substituted subunits β2i and β5i maintain their trypsin- and chymotrypsin-
like functions, β1i has chymotrypsin-like activity and not capsase [9]. Its assembly is 
four times faster when compared to the standard proteasome, but its half-life is shorter 
due to related immune responses [10]. Some authors suggest that the objective of 
the immunoproteasome is to degrade defective ribosomal products [11, 12], resulting 
from cellular stress or an infection, since in these cases there is a greater probability of 
cells suffering oxidative damage. However, there are conflicting reports stating that 
it preferentially degrades ubiquitinated proteins [13, 14] or badly folded/oxidized 
proteins. The iCP is more efficient to degrading proteins into antigenic peptides 
than sCP, and this is due to modifications in cleave preferences of active subunits 
of iCP, which consequently leads to iCP producing peptides with more hydrophobic 
character that can be loaded into major histocompatibility complexes type I (MHC-I) 
[15]. 

The potential of proteasome as a target come from its role in the cell cycle. 
Studies has shown that proteasome is involved in some cell-cycle progression as in 
cyclins regulation, protein p53, caspases, BCL2 activity and nuclear factor of κB 
(NF-κB) [16]. Cyclin-dependent kinase (CDK) complexes and CDC25 phosphatase 
family are closely connected in a mechanism present in different phases of the cell 
growth [17]. In order for the growth process to occur normally, the cyclins are rapidly 
degraded by the proteasome after their activation in the cell cycle, as well as the CDKs 
inhibitors [18, 19]. For this reason, when the proteasome is inhibited, a failure occurs 
in the mechanism of regulation of cyclins and CDKs, leading to a delay or cell cycle 
arrested. 

The short-lived protein p53 can be accumulated in eukaryotic cells when it is under 
stress conditions, leading to a p53 produced in excess in the organism and inducing 
cell responses as cell-cycle arrest, DNA repair and apoptosis [20]. To regulate the p53 
excess in the organism the own protein expresses an ubiquitin ligase E3 call MDM2, 
signaling the p53 to be degraded by proteasome in order to return to normal cell 
concentrations [21, 22]. It is noteworthy that some cancer cells overexpress MDM2, 
avoiding the accumulation of p53 and, hence, suppressing the cell responses [23]. 
In this case, proteasome inhibition treatment allows the accumulation of p53, which 
provides a cellular condition capable to induce apoptosis in these tumors cells.
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The nuclear factor of κB (NF-κB), unlike protein p53, when free in cytoplasm, is 
capable to activate the factors IAP and BCL2, avoiding the apoptotic process in cell. 
To regulate NF-κB, the protein IκB binds to the nuclear factor inactivating it [24]. 
Interestingly, when a cell is stimulated by chemotherapy, IκB is phosphorylated 
and ubiquilated followed by proteasome degradation [25]. In a tumor cell is not 
desirable to find the NF-κB due this ability to activated anti-apoptotic factors and, 
thus, inhibition of proteasome is one way to keep IκB in cytoplasm to regulate the 
nuclear factor. Furthermore, free NF-κB are capable to inactivate caspase-8 essential 
to apoptosis cascade [16]. Hence, inhibiting proteasome also affects positively the 
caspase activity. 

Since proteasome was discovered, it has been used as a key therapeutic target, 
especially regarding cancer treatment. Nevertheless, due to the proteasome role in 
cells, it also shows to be a promising target for other different disorders and diseases. 
In this review, we covered proteasome inhibitors compounds with potential treatment 
of rheumatoid arthritis, asthma, multiple sclerosis, psoriasis, malaria, trypanosomi-
asis, and also cancer cells. We report a selection of promising organic molecules 
to simplify the recognition of core structural similarities, which may be used as a 
rational guide or route for further modifications on discovery and development of 
new proteasome inhibitors. 

2 Proteasome Inhibitors in Inflammatory Diseases 

Inflammatory diseases include several conditions that are characterized by inflam-
mation. Some examples of inflammatory diseases for which we will give special 
emphasis in this review include rheumatoid arthritis, asthma, multiple sclerosis, and 
psoriasis [26]. 

An inflammation process may be described as a protective response to homeo-
static dysregulation and a diversity of noxious stimuli, such as infection and injury 
[27]. Such events cascade leads to alteration on regular activities and function of 
tissues and/or organs, for example, the synthesis and secretion by hepatocytes of 
acute phase proteins (APPs) in response to Interleukin 6 (IL-6), in order to promote 
host defense from infection [28]. In fact, this mentioned example of inflammation 
is related to rheumatoid arthritis. This disease is classified as systemic inflamma-
tion, which causes joint damage, disability, decreased quality of life, cardiovas-
cular diseases, and other comorbidities [29]. Some extracellular stimuli are capable 
to induce inflammatory response, where NF-κB has a well-recognized role in the 
inflammatory process, being found activated in human synovial tissue on the early 
as well as the late stage of rheumatoid arthritis [30]. 

Multiple sclerosis is a chronic inflammatory disease that acts on the central 
nervous system (CNS), leading to demyelination and neurodegeneration. It is char-
acterized by the onset of recurring clinical symptoms followed by total or partial 
recovery, namely, the classic relapsing–remitting form of multiple sclerosis. An 
important role in the inflammatory process involves the NF-κB, as a similar way
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of rheumatoid arthritis [31]. Asthma is also a chronic inflammatory disease that 
provokes the airflow obstruction in the lung in a reversible model. The nuclear factor 
NF-κB contributes for the rising of eosinophils and infiltrating cells in the lung’s 
airflow, playing an important role in inflammation [32]. NF-κB is also responsible 
for the inflammatory process of psoriasis, an autoimmune disease, which skin cells 
grow up at an abnormally fast rate resulting in skin’s inflammation with scales [33]. 

These pathologies exhibit, in their respective inflammatory processes, a condition 
in which important proteins may be activated irregularly by the action of other cellular 
signaling pathways. One example is ubiquitin–proteasome pathway that plays a key 
role in the selective degradation of proteins that participate in the control of inflam-
matory processes, as degradation of IκB responsible for inactivating nuclear factor 
NF-κB. Thus, studies aiming at inhibition of the proteasome has become a potential 
alternative for the treatment of inflammatory diseases [34, 35]. 

Most proteasome inhibitors have anti-inflammatory and antiproliferative effects, 
so that several pathologies and conditions characterized by these processes simulta-
neously represent attractive options for their development and progress as drugs [35]. 
Worth mentioning that there are several reviews in the literature describing poten-
tial proteasome inhibitors with a diverse therapeutic interest. Thus, here we seek 
to gather the most relevant information regarding eight major synthetic and natural 
proteasome inhibitors, in which it is, in fact, demonstrated by means of experimental 
tests their corresponding anti-inflammatory properties on inflammation process. 

Bortezomib (1, Fig.  3) belongs to the class of synthetic boronate compounds and 
it is structurally analogue to the corresponding antecessor, a peptide aldehyde [36]. 
Its chemical structure is composed by a peptide boronate containing a pyrazinoic 
acid bound to phenylalanine, and a leucine bound to boronic acid. Bortezomib is 
a reversible inhibitor, whose mechanism of inhibition starts from a covalent bond 
between boronic acid and threonine (Thr1), while nitrogen of both Gly47 and Thr1 
stabilizes the acidic boronate hydroxyl by a hydrogen bond (Scheme 1) [37], resulting 
in proteasome complex with Bortezomib represented by PDB ID 5LF3 (Fig. 2). The 
boronic acid also confers to Bortezomib a slow dissociation and high proteasome 
specificity. 

Bortezomib was initially named PS-341 and it is today marketed as Velcade™ 
(by Takeda Oncology). Actually, bortezomib represents a proteasome inhibitor that, 
in principle, has been investigated in the direction of anti-inflammatory diseases, 
although there are currently many studies concerning its anti-cancer activity [5]. Its

Scheme 1. Mechanism of reaction between bortezomib and Thr1 proteasome
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Fig. 2 Human 20S proteasome complex with Bortezomib (PDB ID: 5LF3, resolution: 2.1 Å) 

Fig. 3 Chemical structures of proteasome inhibitors used as anti-inflammatory agents 

attenuation on streptococcal cell-wall, as well as on clinical progress of the T cell 
dependent chronic phase of rheumatoid arthritis was one of the first observations 
done for this compound as an anti-inflammatory agent [38]. Later, the proteasome 
inhibitor bortezomib has also shown activity on models related to diseases including 
lupus nephritis [39], multiple sclerosis [40], colitis [41] and myasthenia gravis [42]. 
Nevertheless, it is important to straight out that not all effects of this molecule on 
respective disease models correspond to inhibition of NF-κB activation [43].

MG-132 (2, Fig.  3) is one of the first ever synthesized peptide aldehyde. It repre-
sents, nowadays, one of the most used proteasome inhibitors in studies of cell biology
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Scheme 2. Mechanism of reaction between MG-132 and Thr1 human proteasome 

due to its reversible mechanism of action and fast dissociation when compared with 
boronic acids [5]. Scheme 2 shows the mechanism of reaction between the peptide 
aldehyde MG-132 and Thr1 and, differently of bortezomib, there is no chemical 
interactions between the ligand 2 and Thr1 beyond the covalent bond to stabilize the 
complex. MG-132 has been used in posterior structure–activity relationship projects 
resulting in many other compounds mentioned here in this review [25]. 

Potential treatment for rheumatoid arthritis has been verified by Migita et al. [44] 
when using the proteasome inhibitor MG-132 on in vitro experiments, i.e., they 
observed that accumulation of endogenous substance p53 entails the avoidance of 
rheumatoid synovial cells to progress into S-phase. Likewise, it has been proposed 
that NF-κB activation should lead to a decrease in the production of protective 
proteins against the cytotoxicity of TNF-α, so that use of MG-132 to control NF-κB 
activity appears as an interesting alternative for the treatment of diseases related to the 
levels of these protective proteins, such as asthma [45]. More recent studies also show 
that use of MG-132 temporarily alleviates atopic dermatitis on mice models [46] and 
that a combined use of MG-132 with rapamycin (an inducer of autophagy) restrains 
the expression of inflammatory cytokines and the formation of macrophage foam cells 
as well. This suggests that such combination of compounds may be useful on treating 
anti-inflammatory process like atherosclerosis [47]. The proteasome inhibitor Delan-
zomib (3, Fig.  3) is known for reducing NF-κB pathway activity and it has been tested 
to treat fatal lupus nephritis in mice. Results pointed out to improved stabilization of 
disease, more specifically in reduction in pro-inflammatory cytokines [48, 49]. 

Compound PS-519 (4, Fig.  3) is a significant proteasome inhibitor, which acts 
on inflammatory events associated with ischemia and reperfusion injury [50, 51]. It 
belongs to the lactacystin class of natural compounds and was synthetically optimized 
afterwards as a more potent inhibitor of the NF-κB (IκB) α stabilization, presenting 
an IC50 of 1–5 μM. Scheme 3 shows that the hydroxyl oxygen forms a covalent bond 
with the carbonyl after opening the lactone ring, leaving a free hydroxyl capable of 
making a stabilizing hydrogen bond with the nitrogen of Thr1. PS-519 development 
is under clinical trials related to several inflammatory diseases as we point out next. 
The evaluation of proteasome inhibition in rodent models of cerebral ischemia has 
been carried out and results demonstrated that PS-519 diminishes the expression of 
cell adhesion proteins, limiting brain tissue damage [52]. Anti-inflammatory effects 
were also observed on a study concerning asthma, in which an animal model charac-
terized by pulmonary eosinophilia was developed and subsequently tested with low 
doses of the compound PS-519 [32]. Zollner et al. performed an experiment where
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Scheme 3. Mechanism of reaction between PS-519 and Thr1 human proteasome 

lesioned skin from patients with plaque-stage psoriasis was grafted onto mice lacking 
functional B- and T-cells [33]. Use of PS-519 to treat these prepared mice leaded 
to considerable reduction on inflammatory infiltrate related to psoriasis. Reduction 
in inflammation and demyelination related to multiple sclerosis models were also 
observed in treatments with compound PS-519 [53]. 

Epoxomicin (5, Fig.  3) is a natural product that belongs to the family of epoxyke-
tones, which represents an important and potent class of proteasome inhibitors. 
Scheme 4 shows the reaction mechanism between epoxomicin and Thr1 in two main 
steps: first the hydroxyl oxygen forms a covalent bond with the epoxomicin carbonyl 
followed by the nitrogen attack to the epoxy group, resulting in its opening and gener-
ation of the piperazine ring (morpholine). This compound well succeeded in tests 
with disease models such as irritant sensitivity, showing in vivo anti-inflammatory 
activity [54]. In addition, it has been shown that epoxomicin inhibits the 20S protea-
some proteolytic activity by binding irreversibly and thus covalently modifying the 
catalytic proteasome β subunits [55]. The binding mode is assigned by activation 
of epoxyketone inside the proteasome. It is inferred that epoxide acts as “suicide

Scheme 4. Mechanism of reaction between epoxomicin and Thr1 human proteasome
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substrate”, which binds in covalent mode with amino acids residues in the active 
site [54]. Compound PR-957 (6, Fig.  3) is also considered a selective proteasome 
inhibitor due to its ability to control the progression of murine experimental models 
of diseases such as rheumatoid arthritis, colitis and lupus has been verified [56]. 
It decreases the production of antibodies as well as reduces the levels of various 
pro-inflammatory cytokines [43].

There is an interesting article reporting the use of natural extract of Cymbo-
pogon citratus as an anti-inflammatory agent. In particular, chlorogenic acid was 
mentioned as most representative bioactive compound present in the extract, respon-
sible for proteasome inhibition and consequent expression of NF-κB pathway [57]. 
Petrosaspongiolide M (7, Fig.  3) is a marine natural product that has been revealed as 
a proteasome inhibitor with interesting anti-inflammatory effects. Its initial inhibi-
tion studies were described in works of Margarucci et al., in which it presented IC50 

values of 0.64 and 0.15 μM, in 20S proteasome activity assay for chymotrypsin-like 
(CT-L) and caspase-like (Casp-L) activity, respectively [58]. Such compound gave 
origin to various synthetic analogues such as analogue of Petrosaspongiolide M (8, 
Fig. 3) with IC50 values of 0.07 μM in both same assays mentioned above [59]. Later, 
it has been shown that 7 interacts with proteasome either by binding the active site 
in the inner core of its structure or by forming a covalent bond with a lysine residue 
at the 11S activator particle interface of this protein [60]. 

3 Proteasome Inhibitors in Protozoal Diseases 

Malaria and trypanosomiasis are infectious disease caused by pathogenic microor-
ganisms [61]. In this topic, some proteasome inhibitors will be discussed as new and 
promising alternatives for malaria as well as trypanosomiasis treatments. 

Malaria is a parasitic disease capable to lead to death of the host, if not treated. 
Among protozoan species, four infects humans are known: Plasmodium vivax, Plas-
modium malaria, Plasmodium ovale, and Plasmodium falciparum—where the last 
one is responsible for the most serious form of the disease. Malaria is transmitted 
by female Anopheles mosquito bite injecting sporozoits parasite form into the blood 
stream. These parasites are lodged in the liver and after one or two weeks, they start 
a new cycle in the red blood cells, stage responsible for disease symptoms [62]. 

Antimalaria agents like Chloroquine phosphate, Quinine sulfate, Primaquine 
phosphate, Mefloquine, Halofantrine, Amodiaquine, and Atovaquone act in sexual 
and assexual protozoan life cycle. They are commonly used in treatment of uncompli-
cated malaria, but almost all these medicines are ineffective against resistant strains 
of Plasmodium species [63]. For treatment of resistant strains of P. falciparum, 
the current drugs used as first-line therapy are Artemisinin (ART) and Artemisinin 
Combination Therapies (ACT), Artemisinin (9, Fig.  7), isolated from a Chinese plant, 
and its semi-synthetics derivatives are capable to reduce the protozoan burden rapidly 
[63, 64]. Despite of the mechanism of action of artemisinin is not completely under-
stood, studies have shown that when proteasome is inhibited, the protozoan exhibit
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toxicity in all stages of parasite life cycle [65, 66]. The major challenge of using 
proteasome as a target is to find a selective drug for Plasmodium proteasome over 
the human counterpart [67]. 

In some regions of Asia, the growth of the Artemisinin resistance is worrisome 
because there is no drug that could replace them for the treatment of malaria [68]. 
Fortunately, others proteasome inhibitors have shown activities against Plasmodium 
falciparum. Studies with epoxomicin (5) have shown activities against sexual and 
asexual protozoan stages, with selectivity regarding human cells lines [69]. Recently, 
a new  P. falciparum inhibitor exhibited potent activity and selectivity over human 
proteasome. This new compound is a non-natural peptide with a vinyl sulfone group 
(10, Fig.  7), which binds to the protozoan proteasome covalently (Scheme 5) and 
irreversibly, with a large therapeutic window. Furthermore, this new inhibitor has 
shown a strong synergism with ART (9), which could be used in a combined therapy 
against resistant P. falciparum [70]. 

Trypanosomiasis is a group of parasitic diseases caused by the Kinetoplastide 
family protozoa. Trypanosoma brucei spp., Trypanosoma cruzi and Leishmania spp. 
belongs to this family and are responsible to cause sleeping sickness, Chagas disease 
and leishmaniasis, respectively [71]. 

In the case of sleeping sickness, the protozoan validated target is ornithine decar-
boxylase, besides the promising targets which are currently under study such as RNA-
editing ligase 1 (REL1), N-myristoyltransferase (NMT), Trypanothione Reductase 
(TR), Pteridine Reductase-1 (PTR1), among others [72]. Studies with Trypanosoma 
brucei have shown that its proteasome can also be used as target, mostly for trypsin-
like activity inhibition, although synthesized compounds have not shown selectivity 
of protozoan proteasome over human proteasome [73]. 

Scheme 5. Mechanism of reaction between vinyl sulfone (10) and Thr1 human proteasome
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Regarding Chagas disease, the main targets are protozoan enzymes and proteases 
[74]. In 2016, a new study with trypanosomatids has shown important results with 
proteasome inhibitors to aim a new scaffold capable of inhibiting different trypanoso-
matids and resistant strains. Based on a High-throughput screening (HTS) study and 
subsequent structural synthetic modifications, the compound named GNF6702 (11, 
Fig. 7) presented the highest potency of inhibition of the protozoan chymotrypsin-
like activity, without affecting the activity of the human proteasome. Without the 
crystallographic structure of proteasome complexed with the compound GNF6702 
but based on its inhibition results, the authors have proposed that 11 acted as a 
noncompetitive proteasome inhibitor, binding at the interface between β4 and β5 
subunits of the protozoan proteasome. GNF6702 presented EC50 of 18 nM, 70 nM and 
120 nM for the amastigote forms of Leishmania donovavi, Trypanosoma brucei and 
Trypanosoma cruzi, respectively [74]. In 2020, Nagle et al. published the compound 
LXE408 (12, Fig.  7), an optimized version of GNF6702 with remarkable efficacy in 
murine models of visceral and cutaneous leishmaniasis, which is currently in Phase 1 
human clinical trials [75]. Also, the authors published the crystallographic structure 
of the Leishmania tarentolae proteasome complexed to LXE408 (PDB ID: 6TCZ, 
resolution: 3.4 Å) and the crystallographic structure of the Leishmania tarentolae 
proteasome complexed to the compound LXE408 and bortezomib (PDB ID: 6TD5, 
resolution: 3.2 Å, Fig. 4). 

Comparison of these two crystallographic structures indicated that when borte-
zomib (1) is complexed with the compound LXE408 (12), bortezomib undergoes 
conformational changes in its phenyl group—when compared to its crystallographic 
pose in the binary complex between the compound and the proteasome—while the 
binding mode of LXE408 remained unchanged (Fig. 4). This result introduces a new 
understanding of the behavior of these inhibitors in the noncompetitive specific β5 
proteasome inhibition biding mode [75]. 

Unlike compounds used in the treatment of inflammatory diseases that form cova-
lent bonds with the Thr1 residue of the proteasome, protozoan proteasome inhibitors

Fig. 4 Crystallographic 
complex of compound 
LXE408 (12) and  
bortezomib (1) in the ligand 
site of proteasome 20 subunit 
of Leishmania tarentolae
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interact with the target by means of intermolecular interactions, mainly hydrophobic 
and hydrogen bonds, as shown in Fig. 5.

In 2019, Wyllie et al. were the first group to publish the crystallographic structure 
of trypanosomatids 20S proteasome, specifically Leishmania tarentolae complex 
with compound GSK3494245 (Fig. 6), confirming that this kind of inhibitor binds 
between the β4 and β5 proteasome subunits in a noncovalent mode. The proteasome 
inhibitor GSK3494245 (13, Fig.  7) is in Phase I study for the treatment of visceral 
leishmaniasis, inhibiting the chymotrypsin-like activity with IC50 = 0.16 μM. The 
oral dose efficacy of 25 mg/kg is similar to the oral dose of miltefosine. Furthermore, 
GSK3494245 has shown favorable pharmacokinetics and physicochemical proper-
ties [76]. Interestingly, in 2021, Thomas et al. [77] reported the original scaffold 
phenotypic used in the lead-optimization, scaffold-hopping, in silico profiling, and 
subsequent synthesis utilized to achieve the candidate GSK3494245. 

Fig. 5 Leishmania tarentolae 20S proteasome complex with LXE408 (PDB ID: 6TCZ, resolution: 
3.4 Å) 

Fig. 6 Leishmania tarentolae 20S proteasome complex with GSK3494245 (PDB ID: 6QM7, 
resolution of 2.80 Å)
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Fig. 7 Structures of the proteasome inhibitors Artemisinin (9), Vinyl sulfone (10), GNF6702 (11), 
LXE408 (12), and GSK3494245 (13) 

4 Proteasome Inhibitors in Cancer Treatment 

As discussed earlier, proteasome inhibition can lead to tumor cell apoptosis, enabling 
the study of new anticancer agents. An important example includes the hematological 
malignances, also called blood cancer, which are a neoplastic disease that affect the 
production of blood cells and, consequently, their functions. Leukemia, lymphoma 
and myeloma are the tree most known types of hematological malignances [78]. 

Leukemia is the name given to cancer that affects leukocytes. The person diag-
nosed with leukemia has an abnormal production of leukocytes, also called white 
blood cells, which are the blood cells responsible for helping to fight infections. 
Lymphoma is a cancer of a part of the immune system called the lymph system and 
usually is triggered when a T or B cell (specific types of white blood cells) becomes 
abnormal and the production of subsequent abnormal cells is increased. Myeloma is 
defined in a similar manner as above-mentioned types of hematological malignances;
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Fig. 8 Structures of the synthetic proteasome inhibitors Ixazomib (14), MLN2238 (15), Carfil-
zomib (16) and  Oprozomib (17) 

however, its beginning occurs in plasma cells—another specific type of white blood 
cell formed in bone marrow [79, 80]. 

The first proteasome inhibitor (PI) approved by FDA for the treatment of myeloma 
and mantle cell lymphoma was Bortezomib (1, Fig.  3). This inhibitor induces apop-
tosis of tumor cells and interferes in different paths of tumor progression and, 
recently, “second generation” PIs have been introduced into the clinical [81–84]. 
Since then, FDA approved two more proteasome inhibitors: Ixazomib (14, Fig.  8) 
and Carfilzomib (16, Fig.  8). 

Ixazomib (14) is a second-generation boronate discovered by a small-molecule 
screening [85, 86]. During pre-clinical studies it was found that the structure of 12 
was not the active form, but the hydrolyzed structure MLN2238 (15, Fig.  8). This 
new structure was considered the responsible for inhibition of the chymotrypsin-like 
proteolytic site (β5) with an IC50 of 3.4 nmol/L (Ki of 0.93 nmol/L). In addition, 
kinetics studies showed that MLN2238 presents a proteasome dissociation six-fold 
faster when compared to Bortezomib. In 2017, many countries have approved the 
use of Ixazomib in combination with lenalidomide and dexamethasone for treating 
multiple myeloma in patients who have received at least one prior therapy [85, 86]. 

Carfilzomib (16, Fig.  8) is a tetrapeptide expoxyketone approved to multiple 
myeloma. Compared to Bortezomib, Carfilzomib belongs to a different inhibitor’s 
class, consequently exhibiting a distinct mechanism of action i.e. by irreversible inhi-
bition [87]. As described for epoxicimicin, the epoxyketone must be activated inside 
the proteasome. Carfilzomib inhibits a selective chymotrypsin-like activity in both 
the constitutive and immune proteasome with activity of 3–5 mg/kg [84]. Despite
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Carfilzomib activity seems to be lower than the observed for Bortezomib (1 mg/kg), 
its chymotrypsin-like selectivity has shown to be greater [87]. 

In an attempt to achieve proteasome inhibitors with good oral bioavailability and 
also selectivity similar to Carfilzomib, Zhou et al. found a tripeptide epoxyketone 
as a selective inhibitor of chymotrypsin-like activity in cell-free systems: Opro-
zomib (17, Fig.  8) [52]. A comparative analysis between Carfilzomib and Oprozomib 
presented an equipotent antitumor activity in xenograft mouse model. Further studies 
revealed that Oprozomib was capable to increase MM cell apoptosis and decrease 
angiogenesis with IC50 of 36 nM for the chymotrypsin-like activity [54]. 

The proteasome inhibitor Delanzomib (3) also belongs to the boronate class of 
compounds. It is a reversible inhibitor with potency comparable to Bortezomib [88] 
that shows chymotrypsin-like activity and promotes apoptosis in human multiple 
myeloma cell lines. Delazomib is on Phase I/II study for relapsed/refractory myeloma 
treatment with maximum tolerated dose (MTD), 2.1 mg/m2 [89]. Investigations also 
revealed that when Delanzomib is used in combination with dexamethasone and/or 
lenalidomide, it produces a delay in tumor growth and tumor reduction of multiple 
myeloma [51, 90]. 

Natural products also represent a relevant source of proteasome inhibitors. 
Omuralid (18, Fig.  9) represents the structurally related class of β-lactones and 
numerous of them have been discovered so far. A representative proteasome inhibitor 
is Salinosporamide A (19, Fig.  9), isolated from the Salinispora tropica, an obligated 
marine actinomycete bacteria [91]. Since previous studies, the extract of Salinospo-
ramide A has shown high cytotoxicity against HCT-116 human colon carcinoma 
and several cancer cells lines. Furthermore it was found that it is able to inhibit 
chymotrypsin-like catalytic sites of 20S proteasome with a IC50 of 1.3 nM [92]. 
Its structure allows the formation of strong interactions with the active site, due to 
the formation of a tetrahydrofuran ring after the opening of the β-lactone ring [43] 
capable of stabilizing the adduct and prolonging its inhibition. 

Some proteasome inhibitors do not act in a specific target but are capable to induce 
apoptosis in tumor cells in general. The mechanism of inhibition for nonspecific 
inhibitors is not well defined and they might probably act on innumerous cellular 
target [93]. A major example of these type of inhibitors includes the polyphenols 
found in tea plants. Studies have shown that polyphenols, which contain an ester 
bond, are able to induce tumor growth arrest or even cell death through inhibi-
tion of proteasomal chymotrypsin-like activity [94]. Four ester-bonding polyphe-
nols epigallocatechin-3-gallate EGCG, epigallocatechin EGC, epicatechin-3-gallate 
ECG, epicatechin CG, were tested on inhibition assays of purified 20S proteasome, 
from which EGCG (20, Fig.  9) presented the lowest IC50 (86 nM) of the series, 
while the positive control (β-lactone) presented IC50 of 600 nM [95]. A mechanism 
of inhibition has been proposed based on the electrophilic ester carbon susceptible 
to nucleophilic attack, which is able to form an adduct with the target as β-lactones. 
Moreover, this hypothesis was supported by non-ester bond-containing polyphenols 
which are not capable to inhibit the proteasomal chymotrypsin-like activity, probably 
due its low susceptibility to a nucleophilic attack [94, 95].
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Fig. 9 Structures of the natural proteasome inhibitors Omuralid (18), Salinosporamid A (19), 
EGCG (20), Cystargolid A (21) and  B (22) and benzyl-O-benzyl-N-(((2R,3S)-3-((S)-sec-butyl)-4-
oxooxetane-2-carbonyl)-l-alyl)-l-serinate (23) 

Cystargolides A (21, Fig.  9) and B (22, Fig.  9) are also natural products isolated 
from actinomycete Kitasatospora cystarginea with proteasome activity in the micro-
molar inhibition rate. Based on cystargolide scaffold, Tello-Aburto et al. proposed 
punctual structure modifications at the β-lactone side chain, the internal dipeptides 
and the acid derivative, so that 24 new compounds were obtained [96]. Among 
these compounds, 23 (Fig. 9) exhibited the best results against tumor lines and hβ5 
combined, with an expressive IC50 of 0.041 μM for the multiple myeloma—when 
compared to Carfilzomib (IC50 = 0.0067 μM) [96]. Besides positive results of protea-
some inhibition and drug-likeness properties, problems with cellular infiltration must 
be carefully reviewed detailed to continue this study. 

Oxathiazolones HT1171 (24, Fig.  10) and HT2004 (25, Fig.  10) has shown activity 
towards the human immunoproteasome. Authors have proposed that the hydroxyl 
group from the threonine present in the active site attacks the functional group oxathi-
azolone in compounds 24 and 25, generating an intermediate followed by cyclization. 
As a result, the binding mode of compounds are covalent and irreversible [97]. 

Ettari et al. have reported new series proteasome inhibitors with potential treatment 
of hematological malignancies, based on oxathiazolones [98, 99]. These compounds 
binds in the active site in an irreversible mode by forming a noncovalent bond. From
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Fig. 10 Structures of new proteasome inhibitors HT1171 (24), HT2004 (25), 26, 27, 28, and  29 

these series, two new compounds showed the most expressive activity (Ki): β5i = 
2.35 μM and β1i = 6.53 μM to  26, (Fig. 10), and β5i = 2.01 μM and β1i = 2.64 μM 
to 27 (Fig. 10), respectively. In addition, these two compounds were tested for growth 
inhibitory activity against dexamethasone-resistant multiple myeloma cells—using 
MG-132 as a positive control (IC50 = 14.4 μM)—, and the result was IC50 = 40.7 μM 
for 26 and IC50 = 36.7 μM for  27 [100]. 

Piperidones were discovered to be active against cancer cell in a screening of 
a cytotoxic pharmacophore study [101, 102]. The most promising compound is 
28 (Fig. 10), which showed potent activity against breast cancer leading to the 
design of a series of analogues with increased potency [103]. Among the new 
molecules, 29 (Fig. 10) has shown a proteasome inhibition of leukemia/lymphoma 
cells. Compounds 28 and 29 were tested against six leukemia/lymphoma derived cells 
resulting in respective values of IC50 ranging from 0.67 to 3.41 μM (28), and IC50 

ranging from 0.23 to 0.52 μM (29), in which the best results were obtained against 
Ramos cell line [102, 103]. The inhibition mechanism has not been completely 
elucidated yet, but these results are interesting to further studies. 

5 Conclusions 

There is a range of diseases and disorders that may be associated with the proteasome 
as a promising target. For inflammatory diseases, both Bortezomib (1) and MG-132 
(2) presents activity against rheumatoid arthritis, while both Bortezomib and PR-
957 (6) presents activity against rheumatoid arthritis and lupus. They share struc-
tural similarities based on peptides, providing similar activities against inflammatory 
diseases. Furthermore, they are able to bind covalently with different groups from the 
β5 Thr1 subunit, providing an extra stabilization and thus representing reversible or 
irreversible inhibitors. Non-peptide inhibitors like PS-519 (6), has shown promising 
results as proteasome inhibitor against asthma, plaque-stage psoriasis, and multiple
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sclerosis. On the other hand, proteasome inhibitor related to malaria and trypanoso-
miasis do not share a common structure. For malaria, the proteasome inhibitor is a 
non-natural peptide with a vinyl sulfone group (10) which binds covalently to the 
target, while, for trypanosomiasis, GNF6702 (11), LXE408 (12), and GSK3494245 
(13) binds in a noncovalent mode. The most expressive studies concerning protea-
some inhibitors involve the treatment of cancer, and the core of these inhibitors are 
based on synthetic peptides. Bortezomib (1), Ixazomib (14), in combinatory therapy), 
Carfilzomib (16) and Delazomib (3, in combinatory therapy) may be employed to 
multiple myeloma treatment. There are also interesting examples of natural protea-
some inhibitors, such as: Salinosporamide A (19), which is cytotoxic against several 
cancer cells lines; HT1171 (24) and HT2004 (25), with potential treatment of hema-
tological malignancies; and piperidones scaffold, with potent activity against breast 
cancer and leukemia/lymphoma. Worth noting that they do not share structural simi-
larities, indicating that these inhibitors structures have much to be explored. Funda-
mentally, all selected organic molecules presented in this chapter are potential protea-
some inhibitors, which can be used in structural modifications studies. This could 
be conducted by envisioning improvement of potency and target specificity of these 
inhibitors and thus assisting the rational discovery of novel bioactive agents within 
this context. 
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Phytotechnological and Pharmaceutical 
Potential of Eugenia Genus 
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Abstract Eugenia is the largest Neotropical genus belonging to the Myrtaceae 
family, comprising more than 1000 species spread across the Antilles, Southeast 
Asia, Pacific Islands, Argentina, southern Mexico, Cuba, Uruguay, Africa, and Brazil. 
Eugenia genus comprises species employed in folk medicine due to their antioxi-
dant compounds, such as polyphenols, tannins, and flavonoids. Traditionally, plants 
are widely used to treat inflammatory diseases and metabolic disorders. Various 
species from this genus possess technological potential as well. The biological prop-
erties associated with the phytochemistry profile raise a significant number of poten-
tial intermediate and final products. Thus, we approach the technological products 
obtained from species of the Eugenia genus, their biological potential and the main 
techniques employed in the future development of products with commercial value. 

Keywords Myrtaceae · Medicinal plants · Cerrado · Intermediate products 

1 Introduction 

Historical records from traditional Chinese, Ayurvedic and Amerindian medicine 
show that the widespread use of plants for medicinal and nutritional purposes comes 
from the beginning of humanity [1]. Thus, over the years, the use of natural products 
has become an alternative practice in conventional medicine around the world; the 
World Health Organization and government agencies have highlighted the need for
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studies that establish criteria for safety, efficacy, and quality, valuing the use of 
medicinal plants in the therapeutic scope [2, 3]. 

In this context, scientific research aims to prove its use in folk medicine, based 
on empirical knowledge, classifying and identifying its biochemical composition, 
and establishing its real benefits of use and better pharmacological properties [1]. 
Furthermore, the structural diversity of special metabolites present in plants repre-
sents a prosperous source of bioactive compounds [3]. Thus, the search for these 
substances becomes essential due to the ability to treat different pathophysiological 
conditions and contribute to the conservation and recognition of the biodiversity of 
Biomes and promoting the sustainability and development of natural resources. 

Eugenia is the largest Neotropical genus belonging to the Myrtaceae family, 
comprising more than 1000 species spread across the Antilles, Southeast Asia, 
Pacific Islands, Argentina, Southern Mexico, Cuba, Uruguay, Africa, and Brazil [4, 
5]. In Brazil, the genus has a wide geographic distribution, mainly in the Amazon, 
Atlantic Forest, and Cerrado [6, 7]. According to the current molecular classifica-
tion, Eugenia belongs to the subtribe Eugeniinae of the tribe Myrteae, subfamily 
Myrtoideae [8–10]. 

The species’ way of life consists of fruit trees, shrubs, or sub-shrubs, occupying the 
position of the second most diverse tree genus in species on the planet [9, 11, 12]. The 
flowers are axillary, branched, tiny, and fragrant with white or possibly pink petals 
[12]. The fruits are small, less than 10 cm in diameter, globose, pulpy, consisting of 
few seeds, usually 1–2 [9, 12], and consumed in natura; they are rich in minerals, 
vitamins, and phenolic compounds. Due to their characteristics, many plants are 
used in landscaping, domestic planting, reforestation, and urban afforestation. Other 
species, such as Eugenia dysenterica (Mart.) DC, are still used in folk medicine as 
laxatives, anti-inflammatory, and anti-rheumatic agents [13–16]. 

In addition, the species are rich in essential oils, extracts are also made from them 
(ethanolic, hydroalcoholic, acetone), and chemical compounds are isolated [17, 18], 
several nutrients and bioactive substances have been described supporting popular 
uses [13, 14]. Thus, Eugenia genus has aroused much commercial interest due to its 
edible fruits, ornamental characteristics, essential oils, and therapeutic potential. 

2 The Pharmaceutical Potential of the Eugenia Genus 

Species of the Eugenia genus have several biological properties, such as gastroprotec-
tive [19], antidiabetic [20], antioxidant [21], anticancer [22], anti-inflammatory [23], 
antimicrobial [17], antipyretic [24], among others [13]. These activities are related to 
the presence of special metabolites, such as phenolic compounds, mainly flavonoids 
(myricitrin, quercetin), terpenoids (monoterpenes, triterpenes, sesquiterpenes), and 
tannins [13, 15]. Traditionally, plants are widely used to treat inflammatory diseases 
and metabolic disorders [17]. 

The pharmaceutical potential has been described in several plants, including 
fruits, seeds, and leaves [13]. For example, extracts from Eugenia selloi (O.
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Berg) B.D. Jacks.(fruit), Eugenia kleinii D. Legrand.(seeds), and Eugenia 
brasiliensis Lam.(pulp) showed anti-inflammatory and antioxidant activity due to 
the ability to modulate neutrophil migration. Two similar compounds across species 
that may enhance the observed potential were ellagic acid and quercetin [25–27]. 
Likewise, the presence of ellagic acid and other α- and β-amyrin pentacyclic triter-
penoid constituents in Eugenia umbeliflora O. Berg leaves was reported, showing 
important anti-inflammatory effects on the extract the behavior of neutrophils and 
on the decrease of IL-β levels [28]. 

Antiparasitic activities have also been reported; studies with essential oil from 
the leaves of Eugenia uniflora L. and hydroalcoholic extract of Eugenia pruni-
formis Cambess, showed anti-leishmania (Leishmania amazonesis) potential against 
promastigote and amastigote forms using in vivo and in vitro experiments. Biological 
activity is probably associated with sesquiterpenes and terpenoid fractions [29, 30]. 
These results are promising and may help in the future in the treatment of leishmani-
asis—an infectious, neglected tropical disease of great epidemiological importance 
[31]. 

Extracts from the leaves of Eugenia punicifolia (Kunth) DC. (“cerejeira do 
cerrado”), E. dysenterica, E. umbeliflora, and the fruit of Eugenia mattosii D. Legrand 
(“cerejeira anã”) showed gastroprotective and antinociceptive effects in vivo, such as 
increased production of gastric mucus, blockage of production of hydrochloric acid, 
reduction of more than 60% of ulcerated areas, similar to that compared with cime-
tidine and omeprazole (medicines used in the treatment of gastritis). These studies 
indicated the presence of condensed tannins and proanthocyanidins as responsible 
for the observed biological effects [19, 32–34]. 

Despite antimicrobial properties, crude extracts from seeds (E. Kleinii, E. 
brasiliensis) and leaves (E. brasiliensis), obtained greater antifungal potential in 
Candida albicans biofilm than with nystatin (standard) in the phytochemistry of the 
extract. The majority presence of gallic acid and epicatechin was observed [14]. Like-
wise, antibiofilm activity was observed in Lactobacillus acidophilus from the extract 
of E. brasiliensis (pulp), in addition to catechin, flavonols, anthocyanins, and ellagi-
tannins were found [27]. Essential oils of E. umbeliflora, E. brasiliensis, and Eugenia 
beaurepairiana (Kiaersk) D. Legrand(“ingábaú”) showed antibacterial properties 
against Staphylococcus aureus, Escherichia coli, and Pseudomonas aeruginosa, 
and extract/fractions of E. mattosii still show antimycoplasmic activity (Mycoplasma 
pneumoniae and Mycoplasma genitalium) [35, 36]. Furthermore, the essential oil of 
Eugenia calycina Cambess (“pitanga vermelha do cerrado”) and its fractions showed 
selective activity against oral gram-negative bacteria (Porphyromonas gingivalis, 
Prevotella nigrescens, among others). These biological properties have been asso-
ciated with the presence of oxygenated and non-oxygenated sesquiterpenes, thus 
making it a good measure in treating oral bacterial infections [37]. 

Ethanol extract from fruits and seeds of Eugenia involucrata DC. showed an 
antitumor effect on PANC-1 (pancreatic adenocarcinoma) cells, involving complex 
mechanistic pathways, such as oxidative stress and cell proliferation. The primary 
responsibility for the biological activity of the extract was epicatechin, catechin, 
and ellagic acid alone or in combination with other chemical constituents present
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[22]. On the other hand, the study by Vitek et al. 2016, with an isolated compound 
(quercetin-3-O-(6''-O-galloil)-β-d-glucopyranoside) from the extract of E. dysen-
terica leaves, alone was shown to induce cytotoxicity in cells of the CCRF-
CEM lineage (Lymphoblastic Leukemia of T cells) and antiproliferative and cell 
differentiation effects in a Kasumi-1 lineage (acute myeloid leukemia) [38]. 

Other reported activities of Eugenia spp. consists of antidepressant activity influ-
enced by substances such as α-amyrin and β-amyrin, betulin, 29-hydroxy-oleanolic 
acid, and flavonoids [39], potential to inhibit acetylcholinesterase (AChE) activity, 
correlated with known compounds such as quercetin, catechin, epicatechin, procate-
chuic acid, and myricthrin [40]. Ability to interact with nicotinic cholinergic recep-
tors [41], and finally, the species show low or no toxicity using in vivo and in vitro 
studies [25, 27, 42, 43]. Therefore, the phytochemical characteristics of the genus are 
a promising source in the discovery of bioactive compounds and the development of 
drugs, proving the great pharmaceutical potential of the species. 

3 Phytotechnological Potential of the Eugenia Genus 

Due to the growing recognition of the nutritional and therapeutic benefits of species 
of the Eugenia genus, many of the fruits are being consumed in an industrial version 
of ice cream/popsicles, juices, jams, sweets, and jellies, such as the “pitanga” of the 
E. uniflora species, the “cereja do rio grande” from E. involucrata and the “cagaita” 
belonging to E. dysenterica [44, 45]. 

In this context, residues from Eugenia spp. has been well investigated; Silva 
et al. [46], observed that the by-product of pitanga fruits (E. uniflora) had higher 
polyphenol content (total anthocyanins, yellow flavonoids, β-carotene, lycopene, 
resveratrol and coumarins) than their respective pulp, demonstrating that after 
processing the residues have prospects of use, such as nutraceutical supplements 
and food inputs [46]. The extract of E. uniflora leaves is a healthy alternative for 
replacing synthetic antioxidants, such as butylated hydroxytoluene (BHT), in goat 
and pork hamburgers [47, 48]. Due to its antioxidant potential, preserving the quality 
of the meat without adverse effects on its physical–chemical and sensory properties, 
and increasing the shelf life to storage time. 

Bioactive peptides derived from plants have attracted significant interest from 
researchers and the pharmaceutical industry. They are chains of amino acids joined 
by covalent bonds with different biological functions [49]. For example, Lima et al. 
2010, showed that a peptide isolated from the fruit of E. dysenterica promoted a 
laxative effect in rats due to the increase in intestinal peristalsis without causing 
diarrhea and toxic effects. The peptide was identified using modern and practical 
analysis methods such as high-performance liquid chromatography (HPLC). The 
molecular mass and degree of purity were determined using Tris/Tricine polyacry-
lamide gel electrophoresis matrix-assisted laser desorption/ionization-time of flight
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mass spectrometry (MALDI-ToF) [50]. Thus promoting perspectives in the techno-
logical development of natural pharmaceutical peptides in treating irritable bowel 
syndrome and chronic constipation. 

One application of renewable characteristics that has been studied is the use of 
the extract of the leaves of E. dysenterica as an additive in biofuel. Rial et al. [51], 
demonstrated the ability of the crude extract to reduce the oxidation of soy biodiesel 
after 120 days of storage much more effectively than quercetin (standard). This 
result was associated with flavonoids, tannins, steroids, and triterpenoids, promoting 
stability and better quality of biodiesel [51]. 

The spray drying technique also proves to be a promising strategy in developing 
bioactive intermediate products from Eugenia spp. [52]. The study by Iturri et al. [53], 
was shown to be a good technique in the preservation of phenolic compounds and 
in obtaining microparticles from the pulp extract of Eugenia stipitata McVaugh. In 
addition, innovatively, Differential Scanning Calorimetry (DSC) was used with the 
spray dryer to define the drying temperatures and the proportion of the wall material. 
Therefore, the microparticles with the best conservation of polyphenols and the best 
antioxidant potential were with maltodextrin (1:9) at 100 ºC. Hence, the association 
between these two techniques results in a quality product, with high concentrations 
of compounds being economically viable in industrial production [53]. 

Nanoemulsions have alternative products in the application. Nanoemulsions from 
the essential oil of Eugenia brejoensis Mazine leaves potential antibacterial foods. 
against Pseudomonas fluorescens bacteria found in food. No essential oil compounds 
were identified as sesquiterpenic hydrocarbons, β-(E)-Caryophyllene, δ-cadinene, 
and bicyclogermacrene [54]. From the extracts, emulsions are also made, as the 
catechin-rich E. dysenterica extract has shown in in vitro experiments, antimicrobial 
properties against S. aureus strains, and angiogenic activity [43]. Demonstrating 
the possibility of developing dermatological treatment from plant products, with a 
perspective on the cosmetics industry. 

Other technological potentials of species of the Eugenia genus include serving as 
an additive in producing films (food and degradable biofilms) of active nanocompos-
ites and in the coating of minimally processed foods due to antioxidant and antimi-
crobial activity [55, 56]. Furthermore, protect different organisms (E. coli, seeds, 
and Drosophila melanogaster) against toxicity caused by mercuric chloride residues 
through antioxidant mechanisms or chelation [57], promoting interesting perspec-
tives in environmental conservation. Also, Eugenia spp. has shown good yield and 
extraction results by the supercritical fluid technique, indicating the use of green 
technologies as alternative and economic conditions in extractive processes [58–60]. 

Some species still show a predisposition in the development of quality insecti-
cides, with low toxicity and sustainable footprint; an example is a study by Silva 
et al. [61], in which the essential oil of E. calycina showed larvicidal activity 
against Aedes aegypti mosquito, due to the synergistic effect of oxygenated sesquiter-
pene compounds (spathulenol, aromadendrane-4β,10α-diol and 1β-11-dihydroxy-5-
eudesmene), with low toxicity in HeLa (human epithelial cell) and Vero (African 
monkey renal cell) cell lines [61]. Therefore, in addition to the biological properties
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Fig. 1 Illustration of the biological and technological potential of the Eugenia genus 

Eugenia spp. also demonstrates great technological potential in the development of 
products with commercial value (Fig. 1). 

4 Food Application of Eugenia spp. 

In recent decades, the food industry and the consumer market have been increasingly 
interested in phenolic-rich edible fruits as they slow down the rancidity process, 
improve the quality and the nutritional value of foods, and promote well-being and 
health [62]. Eugenia spp. is an innovation hotspot for food purposes, because of the 
presence of (i) favorable sensory characteristics and (ii) bioactive phytochemicals 
with biological activity stronger than that observed in fruits traditionally consumed 
by the urban population, so being considered superfruits, which encourages its use 
as nutraceuticals [13, 15, 63, 64]. Nutraceuticals are substances that, other than 
nutrition, are also used as medicine. A nutraceutical presents physiological benefits 
or protects chronic body processes, such as aging and chronic diseases. In other terms,
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nutraceuticals may be used to improve health, increasing life expectancy [65]. Thus, 
Eugenia spp. has great economic potential since the regular intake of its superfruits 
should be beneficial for human health [13, 64]. 

Two Eugenia species stand out for food applications: E. uniflora and E. dysen-
terica. These species are traditionally consumed in Brazil in natura or prepare several 
culinary recipes, such as ice creams, jams, jellies, and beverages. Recently, E. uniflora 
was added to traditional kombucha, which contributed to diversifying and improving 
this beverage’s chemical and bioactive characteristics, revealing a sweeter kombucha, 
with floral and fruity aromas and with a greater antioxidant activity [66]. Since 
the antioxidant compounds are highly unstable molecules, microencapsulation of 
E. uniflora juice by spray drying demonstrated to be a suitable alternative for the 
encapsulation and protection of antioxidants for the food industry [67]. 

E. uniflora extracts could also be used in the food industry as natural aroma 
enrichment of processed foods, in food packaging, or as food preservatives. The 
characteristic flavor of E. uniflora fruits is attributed to the presence of sesquiter-
penes and ketones [68]. The flavor intensity of these fruits obtained by supercritical 
carbon dioxide extraction is correlated to the temperature increase (>50 °C) [69]. 
The antioxidant molecules in E. uniflora could be essential to protect in natura or 
processed food. Biopolymer films loaded with nanocellulose from soybean straw 
and activated with E. uniflora leaf extract displayed a greater resistance and stiff-
ness, higher barrier properties to UV/Vis light, and higher antioxidant activity than 
those without the extract [55]. E. uniflora leaf extract was effective against color 
deterioration and lipid and protein oxidation, without impairing the sensorial char-
acteristics, on lamb burgers with fat replacement by chia oil emulsion, representing 
a promising alternative to replace synthetic antioxidants by natural products in lamb 
burgers [47]. 

Although its laxative capacity [50], E. dysenterica can be used in the food industry 
[63]. Wines, juices, jellies, and raisins with high antioxidant properties and good 
consumer acceptance were elaborated using E. dysenterica pulp [70–73]. Moreover, 
E. dysenterica fruit extract has the potential to be used as an ingredient of diabetic 
and obese food formulations since it can inhibit α-amylase and α-glucosidase, key 
enzymes in carbohydrate metabolism, slowing postprandial hyperglycemia [74], and 
it presents functional properties to both prevent and treat obesity and associated 
diseases [75, 76]. Recently, E. dysenterica juice also demonstrated a postprandial 
glucose-lowering effect [77]. To prevent deterioration of the bioactive compounds 
in E. dysenterica, spray drying methodology was shown to be a suitable alternative 
during dehydration of the leaves and fruit [52, 78]. 

Other Eugenia species, considered unexplored Brazilian fruits, has the potential 
to be applied in the food industry. E. calycina presents three times more ellagic acid 
than blackberry and black raspberry, the main richest classical foods in ellagic acid 
[62]. Using a thermal ultrasound approach, phenolic compounds extraction from E. 
calycina was more efficient [79]. Fresh and spray dried Eugenia jambolana Lam 
(“jambolan”) has already been used to prepare caprine frozen yogurt containing 
the probiotic strain Bifidobacterium animalis subsp. lactis BI-07. The prepara-
tion presented a good consumer acceptance and maintained high probiotic survival
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rates along with 90-day frozen storage, proving to be a high-quality dairy product 
for the crescent, healthy-oriented market [80]. The stability of anthocyanins- and 
anthocyanidins-enriched extracts and formulations of fruit pulp of E. jambolana was 
investigated. The anthocyanins-enriched Sephadex extract presented good stability 
(36% content reduction) after 1 year at 5 °C [81]. 

Eugenia pyriformis Cambess (“uvaia”) can be considered an energetic matrix 
containing fructose, sucrose, glucose, and maltotetraose. This fruit presents high 
levels of macronutrients (ash, lipids, proteins, fibers) and minerals. It contributes to 
the dietary reference intake regarding dietary fibers and micronutrients, such as Fe, 
Cu, K, Mg, and Mn. Moreover, E. pyriformis presented high levels of total flavonoids, 
phenolic compounds, and antioxidant activity, terpenes the majority (46.75%) of 
identified volatile compounds [82, 83]. The influence of in vitro gastrointestinal 
digestion on the bioaccessibility and bioactivity of phenolic compounds was inves-
tigated for E. pyriformis fruits. Flavonoids increased their relative intensity, while 
phenolic acids reduced their power, suggesting that such compounds are more suscep-
tible to being degraded during the digestive process, presumably due to less chemical 
complexity than flavonoids, which were found mainly in glycosylated form [84]. 

E. stipitata (“arazá”) is being considered a superfruit because of the high content 
of minerals such as K, Ca, and Mg, sucrose, fructose, maltotetraose, phenolic 
compounds, and flavonoids, with a good antioxidant capacity, revealing a rele-
vant potential to be used as a functional food [64, 85]. Storage stability tests of 
freeze-dried E. stipitata powders revealed that shelf-lives, calculated considering 
90% properties retention as the acceptability limit, were 34 and 50 days to an 
arazá/maltodextrin mixture and an arazá/Arabic-gum mixture, respectively [86]. 
Microparticles of maltodextrin and E. stipitata pulp (1:9, 100 °C) obtained by 
spray-drying guided by differential scanning calorimetry (DSC) had good bioac-
tivity conservation after in vitro gastrointestinal digestion, conserving 61% of total 
polyphenols, and 101%, 85% and 31% of antioxidant capacity. These microparticles 
had a spherical morphology, presented good thermal stability, and can be stored at a 
temperature range from 20 to 40 °C without becoming sticky [53]. 

E. brasiliensis (“grumixama”) is also considered a good source of bioactive 
compounds, such as anthocyanins, flavonols, and ellagitannins [87]. Human urine 
and plasma after ingestion of polyphenol-rich juice of purple E. brasiliensis revealed 
that a single dose of grumixama juice increased the plasma antioxidant capacity 
and 114 metabolites were assessed in urine, including 17 amino acids, 47 organic 
acids, and several other metabolites involved mainly with amino acid metabolism 
and mitochondrial metabolism [88]. Altogether, these data indicate that Eugenia spp. 
may serve as a raw material for the food industry. 

5 Conclusion 

Species of the Eugenia genus are a promising source of bioactive and biotechnolog-
ical compounds. Essential oils and plant extracts contain special metabolites such
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as flavonoids, terpenoids, and tannins, responsible for triggering various biolog-
ical activities (regulation of metabolism, neuroprotection, gastroprotection, etc.), 
thus making it an alternative measure as a therapeutic complement and treatment of 
diseases. In addition, the species show perspective in the industry with the develop-
ment of technological products playing the role of drugs, environmental remediators, 
food inputs, additives, insecticides, among others. 
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nies, not designed to work together. Still, there may be the need to use such software 
different from the one planned, for example, using software developed for studies 
with few molecules in research with extensive databases. In these cases, adapting to 
these dynamics may cause excess work or excessive consumption of time. An effi-
cient way to deal with these obstacles, which take up unnecessary time in research, 
can be solved by creating computational scripts. At first sight, the development of 
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1 Introduction 

The search for new drug candidates with satisfactory pharmacokinetic and phar-
macodynamic profiles, biological activity, low side effects, and high market value 
has been mobilizing the drug Discovery area over the last three decades [1–3]. The 
advancement of computer science and the development of more powerful machines 
has allowed the creation of less costly and faster approaches in the process of discov-
ering new drugs, such as virtual screenings, which start from databases with a high 
number of compounds in which filters are applied to obtain potential hits at the end 
of the process [4–6]. 

Initially, along with the technological advancements in the areas that support 
computational chemistry, there was also a great increase in the size of the databases 
of compounds to be treated in the projects for the development of new bioactive 
molecules [7]. On the other hand, with the growing number of databases containing 
millions of compounds, there was the need to develop new computational approaches 
that allowed filtering as many compounds as possible, to select only really promising 
molecules in in silico environments [8, 9]. Since then, different methodologies were 
created, for example, the use of pharmacokinetic and toxicity prediction software, 
which at the time were able to successfully filter larger databases [10, 11]. 

However, with the exponential increase in the size of the databases of chem-
ical compounds used in virtual screenings, the use of non-automated software has 
become unfeasible, since the time required becomes huge, which makes several 
projects impracticable [12, 13]. When it was realized that automating a series of tasks 
would reduce the time spent on projects and increase their viability, the inclusion 
of programming languages in drug discovery projects began. As a result, program-
ming languages such as Python became extremely used and widespread in research 
projects for new hits [14, 15]. 

Terms such as programing language, Python, R, among others, can scare expe-
rienced researchers and even dispel researchers who are joining Drug Discovery 
projects in silico, as they carry a stigma of very high complexity [16, 17]. However, 
these languages are extremely useful in the development of Drug Discovery projects, 
not limiting their use only to the area of medicinal chemistry, but being able to be 
applied in several areas such as molecular biology, genetics, pharmacology, among 
others [18, 19]. 

The continuous powerful machines development also contributed to the appli-
cation of advanced techniques that use programming languages in Drug Discovery 
projects to make them more automated, such as the use of Machine Learning (ML) 
to automate the treatment of large databases compound data from a small set of 
molecules with known activity [20, 21]. 

It is also important to mention that the basic knowledge in the programing language 
can help the researcher to automate several repetitive tasks from the development 
of low complexity scripts that allow the reduction of the time spent in routine tasks, 
such as the analysis of predicted pharmacokinetic and toxicological data for a given 
database [22, 23].
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Since the Python language is considered an easy-to-learn language, with its main 
characteristic to be multiparadigm, it allows the development of projects in which 
structured, object-oriented and imperative programming can be used. Thus, this use 
together helps the simplest solutions among the programing paradigms for different 
problems, in addition to having a dynamic typing, which allows checking the validity 
of functions, expressions, variables, or modules present in the programming [24, 25]. 

The Python programing language was developed by Guido van Russom at 
Centrum Wiskunde & Informatica in the 1980s and was released to the public in 
1991, whose website (https://www.python.org/) hosts information about the charac-
teristics of Python language applied to programming and its integration with different 
systems [26]. The programming software that is available for all current operating 
systems, as well as other platforms, provides manuals for different levels of knowl-
edge and performance, from beginners to advanced. It is still possible to find on 
the website a contact channel with the world community that uses this programing 
language, reports on events related to Python, and a link to several successful projects 
in different areas [27]. 

Currently, Python is one of the main programming languages used due to its great 
versatility. Users have many possibilities of application, such as the development of 
websites for the web, elaboration of scripts (repetitive tasks performed daily) that 
can be automated, optimizing routine activities, including remotely; development of 
computer programs, intelligence technologies for solving specific problems based 
on the improvement of algorithms (ML), game development, data science, and big 
data, among others [28–30]. 

It is worth noting that Python is a programming language widely used by many 
professionals, with numerous forums and function libraries that are useful for 
improving existing programs, as well as making it possible to create programs for 
the most diverse purposes, having as limits only user creativity [31]. 

Thus, given the versatility that the Python programming language has in several 
areas, including pharmaceutical research, in this chapter the general aspects of the 
Python programming language and its application in automation processes will be 
contextualized, followed by some examples of how Python can be applied to make 
several steps of the research and discovery of new drugs more agile and faster. 

For researchers who are interested in learning and using programming in their 
projects, even at a basic level, Al Sweigart’s book “Automate the Boring Stuff with 
Python” shows, in a didactic and intuitive way, how to use the advent of the Python 
language to solve small tasks of lesser complexity and that take a considerable part 
of the time in Drug Discovery projects from the automation of these processes, thus 
helping to increase the speed of execution of the projects [32]. 

Amid the advancement of the use of programming in several areas of research, 
and along with the massive increase of users of several programming languages 
around the world, the GitHub platform appears. This platform is a source code 
and file hosting repository with version control using Git [33]. In this way, users 
and software developer around the world can contribute to private and open source 
projects, which allows a greater ability to solve complex codes and also contributes

https://www.python.org/
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to the advancement of the use of programming in the area of discovery of new drugs 
[34]. 

Finally, this chapter is dedicated to encouraging and demonstrating how having 
basic knowledge of any programing language can be of great value in Drug Discovery 
laboratories. The Python language was used as an example due to its versatility 
and ease of learning, but the great topic discussed here can be extrapolated to any 
language. 

2 Hosting Scripts and Software 

There are many tools available within the computational world that can be used in 
the discovery of in silico drugs, and the use of some computational skills can make 
easy the life of a researcher in this area. In this part, we will discuss some tools and 
computer languages that are intended to help in the discovery of new drugs. 

Between the 1980s and 1990s, a revolution in software development began: the 
open-source software movement [35]. Open-Source Software (OSS) is computer 
software that has an open-source license allowing the person who acquires it to 
study, modify, and distribute the software without gain and for any purpose [36]. 

OSS communities are referred to as meritocracies, since “code is the king” and any 
decision is based solely on technical merit [37], however, previous studies suggest 
that there is a complex social structure in open-source contribution [38, 39]. This 
movement would generate an impact on the computing world, leading to the eventual 
creation of GitHub in 2008. 

GitHub is a collaborative code hosting platform built on top of the version control 
system, Git. A version system is a system that records changes made to files over 
time [40]. This site is a social network for code developers as it allows interaction 
between its users so that they contribute to each other’s projects and also users have 
profiles that can be filled with identifying information in addition to containing their 
most recent activities [41]. 

In recent years, GitHub has become the world’s largest code host [42]. As many of 
the projects hosted on the site are public, anyone can view the activities carried out in 
these projects [41]. Studies involving GitHub to date focus on source code language 
construction [40], effects of branch and pull-based software development [43], asso-
ciations between crowdsourcing knowledge and development [40], among others. 
Even today, GitHub’s wealth of data remains underexplored in terms of scholarly 
publications [42]. 

As stated earlier, GitHub has several codes on its website and each code is in a 
programing language chosen by the developer. A programing language is a method 
of implementing source code that can be turned into a computer software or will 
provide instructions for processing a computer [44, 45]. For this code to be written 
there are a series of syntactic and semantic rules. 

The main objective for using a programing language is for developers to obtain 
greater productivity, be able to more easily express their intentions, and allow them
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to write more organized and faster software [46]. Another interesting factor is the 
independence that languages allow about computers since the software is written 
in a programing language is translated into the computer’s machine code instead of 
being executed directly. This independence was one of the goals in one of the first 
programming languages created, Fortran [47]. 

Several programming languages are used in the Drug Discovery area, such as 
C/C++ for quantum mechanics calculations [48], Fortran 90 or Fortran 77 in some 
old software packages [49], R language for statistical calculations, and Python that is 
gaining space due to its ease [50]. Python is a programing language created in 1991 
and classified as a high-level language, that is, a programing language with a high 
level of abstraction, farther from machine code and closer to human language. The 
great advantage in languages classified in this way is that it is not necessary to know 
the characteristics of the processor on which it will act, and they are not directly 
related to the computer’s architecture [51]. 

In addition to being a high-level language, Python is scripted and multi-paradigm, 
object-oriented, structured, and imperative. Its typing is dynamic, allowing easy code 
reading and requiring few lines when compared to other programming languages 
[30]. When Python was designed, the inventor intended his language to address the 
importance of the programmer. Its design was based on the ABC language, having 
C-derived syntax, list comprehension, anonymous functions and Haskell anonymous 
functions [51]. 

Due to all these characteristics, this programing language is widely used in 
creating Common Gateway Interface (CGI) in web pages, word processing, and 
also scientific data. A community formed by scientists, engineers, and researchers 
who use and promote Python as a language to be used in scientific research [30]. 
Within the Drug Discovery area, it is possible to find Python working in the creation 
of some software and packages such as ChemoPy [50], MUBD-DecoyMaker 2.0 
[52], PyDPI [53], and TeachOpenCAAD [54]. 

The freely available open-source ChemoPy package was developed to calculate 
the most commonly used structural and physicochemical characteristics within drug 
discovery processes [55]. It allows the user an easy and transparent computation 
aimed at a comprehensive implementation of these descriptors in a unified way 
[50]. Another package that follows the same route of calculating structural and 
physicochemical descriptors is PyDPI, with the difference that it also calculates 
the interactions between the molecule and the studied target [53]. 

Due to the large amount of data generated that needs to be analyzed during virtual 
screening (VS) studies, a small-scale SV based on a benchmarking set [56] has been 
used. The benchmarking set is a dataset of active and inactive compounds against a 
specific target and its quality is crucial for making a decision. MUBD-DecoyMaker 
is an algorithm created to generate unbiased benchmarking datasets for virtual drug 
screening [52]. 

Finally, there is also available a Teaching Platform for computer-aided drug design 
called TeachOpenCADD. This platform is publicly available on GitHub and was 
developed using Python packages and open-source data [54]. One of the central 
themes addressed within this platform is Jupyter notebooks.
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Jupyter notebooks are open-source browser-based tools that function as virtual 
notebooks, allowing a workflow with data and visualizations by the operator [56]. 
They were created to facilitate the documentation, sharing, and reproduction of data 
analyses. The system originated with the Python language [57] and today supports 
other languages such as R, C, and Javascript [58]. Due to this capability, they are tools 
widely used for literate interactive programing [59], one of the available strategies 
for problems that present a large amount of scientific data [60]. In Drug Discovery, 
Jupyter Notebooks can assist in the analysis of large sets of molecular structures 
and molecular dynamics simulations as they integrate interactive calculations and 
visualizations allowing exploratory analysis of molecular data [60]. 

A final tool that can be used in silico studies is KNIME (Konstanz Information 
Miner), a free modular and open-source platform that allows the visual creation of 
pipelines with the selective execution of analysis steps and data inspection through 
selective views [61]. This environment condenses active bioinformatics and chemin-
formatics community [62] and has been used since 2006 in pharmaceutical research 
[63]. 

The main objective for which KNIME was created was to perform modular, 
scalable, and open data processing, in addition to allowing easy integration with 
different modules. The intention was for it to be a platform for research, collaboration, 
and integration between various data analysis projects [64]. Therefore, it is possible 
to notice that several computer programing tools can be used in the area of drug 
development and that knowledge about basic programming can help throughout this 
trajectory. 

3 Process Automation in the Discovery and Planning 
of New Drugs Through Python Programming Language 

The Python programming language was developed by Guido van Rossum 30 years 
ago, whose philosophy is a design that can be developed with readable codes, and 
that allows the language to build programs with an object-oriented approach in a 
logical and clear, with satisfactory employability for conducting small or large-scale 
projects [26]. 

It is also considered a highly versatile language because it can be used in different 
operating systems and has a large number of users, which favors the exchange of 
experiences and problem solving through forums or function libraries that have codes 
ready to be modified as required. The needs of the project meet the needs of numerous 
segments, including pharmaceutical research, as will be explained later [31]. 

Therefore, for programs to be developed in Python, as well as other programming 
languages, some requirements are necessary, such as cognitive abilities related to 
logic and operationality in programming, contemplating (1) the organization of ideas 
for the orderly elaboration of tasks, followed by (2) the development of algorithms, 
which are actions that are initiated and executed under conditional conditions defined
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by the programmer until the desired result is reached (3) the ability to data abstraction, 
that is, hide the complexity of the codes from the user interface and of working 
algorithms to simplify the use, (4) knowledge about the data structures, and (5) the 
terms that designate such structures, as well as syntax and cohesion of the language 
in the development of programs [65]. 

In this context, the Python language has a considerable range of syntactic struc-
tures, libraries of functions in an interactive programming environment, in which 
the scripts that will be executed by the programs are written in lines called REPL 
(Read–Evaluate–Print Loop), which allow the programmer to write their code and 
immediately evaluate their results. Every program is made up of basic elements such 
as expressions, with their appropriate variables, operators, call elements, functions, 
and organization structures [66]. 

Expressions are commands written in code, which analyzes and determine deci-
sion making based on conditionals defined by the programmer, in which the infor-
mation (values) to be analyzed and processed by the program will be organized into 
functions, which are tools that receive inputs, that is, values that can be manipulated 
to generate outputs as set by expressions [66]. 

These values of the program can be of type integer or float, which, respectively, 
designate the representation of integer values and decimal values, which are stored in 
variables that allow the location of the specific information contained in each value 
through symbolic association by names that can be evoked by programmers or users 
[66]. 

Therefore, considering that the entire program needs to resort to several values 
so that the expressions operate based on conditionals defined by the program, data 
organization structures are necessary, both for the manipulation of static data, which 
do not change, as well as dynamic data, which change over time, such as lists, which 
are structures that store multiple variables that can be modified as defined by the 
user, and tuples, which are structures where the set of values contained in a given 
tuple cannot be changed [66]. 

In this sense, other forms of data structuring are strings, which organize values 
sequentially, and dictionaries, which can store integer or floating values in isolation, 
or even store larger structures such as lists, strings, or tuples [66]. 

In summary, once the expressions and their conditionals are defined to be analyzed 
by functions according to the values existing in the program code, it becomes oper-
ational to perform real tasks. The sophistication of the program is evaluated by its 
simplicity concerning the organization of values in lists, strings, tuples, or dictio-
naries, which help in the manipulation and processing of the large number of infor-
mation of a numerical or textual nature, which can be used in different areas, such as, 
in the automation of tasks, in which the user determines in the program what, when 
and how the computer should perform tasks such as extracting information present 
in texts inserted in the program, downloading material of interest to the user directly 
from the internet, organizing files, filling out spreadsheets, creating and reading of 
texts in files of different formats, editing images, scheduling tasks, sending emails, 
SMS messages, among other tasks [66].
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About abstraction in the programming process, pattern matching with regular 
expressions represents a method that allows access to a specific string, or several, 
employing regular expressions that favor textual processing to carry out string opera-
tions search or replacement. In these operations, the elements can be restricted, as in 
the case of access control by passwords, where input validation is of vital importance 
since the values entered by the user cannot be different from those existing in the 
program codes; whereas in other situations, such as searches, the program will need 
to be robust enough to differentiate an input that does not necessarily have to match 
the program’s value [66]. 

The input validation is important in the development of programs of the most vari-
able natures to avoid bugs and security flaws that can make the program vulnerable. 
Therefore, the programmer must know the data structures, as well as the terms that 
designate them more so that he is successful in the elaboration of a program capable 
of carrying out the tasks that are requested of them with precision and promptly [66]. 

It is worth noting that in the process of developing a program it is common to 
found errors related to validation of inputs, as well as syntax errors in the codes, 
and since the Python language presents its codes arranged in lines with REPL, the 
detection of bugs can be done more accurately. However, in certain cases, fixing and 
removing bugs can be a challenging task that requires tools that optimize these tasks, 
such as assertions, which are predicate points in programs that always evaluate the 
veracity of assumptions at certain points of code execution; exceptions, which are 
entries considered wrong that prevent the progression of program execution; logging, 
which is a tool that has the purpose of keeping a record of all data inputs, processes, 
data outputs, as well as the final results of the program; and debuggers, which are 
programs used to find inconsistencies in programming code [66]. 

Consequently, due to the characteristics, the Python programming language and 
its interactive environment make its use practical and intuitive, which can be applied 
to the development of programs of different complexities, with easy application 
structures and support for fault identification and its subsequent removal of program 
codes [66]. 

4 Python Language Application in Automation Processes 

The production of files in programs requires organization in directories that allow the 
program to locate them and keep any changes implemented in them saved, making 
such files available on the computer both for reading and editing. Although it is 
considered a simple process, when the user needs to deal with a large amount of 
information, process automation represents a means by which repetitive tasks can be 
performed accurately and quickly if specific programs are created [66]. 

In this context, task automation requires, in addition to a considerable basic knowl-
edge of the programming language, the additional use of modules that allow the 
translation and obtainment of values in files of different formats such as Microsoft® 
Excel documents, Microsoft® Word documents, Google Sheets, pdf, which can
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respectively be automated to perform many repetitive tasks that consume consid-
erable time and become error-prone when a large number of data or files have to be 
manipulated [66]. 

Among the tasks performed in software that can be automated, we can mention: 
the creation and editing of text files or spreadsheets, copying and pasting from one 
file to another, organization of files in directories, searches, and online tasks (such 
as filling and sending forms and reports on a periodic or scheduled basis), manipu-
lating images, sending text messages and emails for various purposes. Emphasizing 
that each module has its advantages and limitations in the process of implementing 
software information in programming codes [66]. 

For example, Microsoft® Excel [67] is a software used to manage spreadsheets, 
which can be automated with the openpyxl (https://openpyxl.readthedocs.io/en/sta 
ble/) module of Python. However, in addition to excel, different alternatives for 
creating and editing spreadsheets such as LibreOffice Cal [68] and OpenOffice Calc 
[69] may be preferred by certain users since they are free. This fact can represent 
a challenge for automation in Python language in conjunction with the openpyxl 
module in obtaining data in the correct format when sharing or processing the same set 
of data in different software. It is worth noting that in this task, loading spreadsheets 
directly into Python enables the interconversion and processing of data from different 
software automatically, demonstrating the versatility of the Python programming 
language against different operating systems and programming languages [66]. 

Google Sheets (https://workspace.google.com/intl/pt-BR/products/sheets/) repre-
sents a strong competitor as to the Excel program and other spreadsheet editor 
programs, mainly because it is a free web application, available to any user with 
a Google or Gmail account, which has its own API (Application Programming 
Interface) and allows the creation of spreadsheets with online editing, making it 
possible to access such spreadsheets on any computer connected to the internet. The 
automation of tasks in Google Sheets can be performed using the Python program-
ming language in association with the EZSheets (https://pypi.org/project/EZSheets/) 
module, making it possible to create, read, download, and change spreadsheets auto-
matically. However, there are some limitations regarding Google Sheets processing 
time, such as its application that requires a web request to execute commands on the 
data, in addition to having a limited frequency of modifications that can be applied 
by the programmer or user [66]. 

About text files in pdf and word format, they present greater complexities 
regarding color, size, and font style, in addition to layout organization, which make 
it difficult to use the Python-doc-x package (https://python-docx.readthedocs.io/en/ 
latest/) and pyPDF2 (https://pypi.org/project/PyPDF2/) modules (respectively used 
in Microsoft® Word and Adobe pdf), which can generate files that are difficult to 
read [66]. 

Regarding task automation in web browsers, many features like a web browser in 
Python, the request (https://docs.python-requests.org/en/latest/) element, and beauti-
fulsoup4 (BS4) (https://www.crummy.com/software/BeautifulSoup/bs4/doc/) which 
supports scraping information from web pages can help to automate specific tasks. 
However, complete automation of web-based tasks can be accomplished with the
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selenium module, which requires considerable skills to be used in programming 
[66]. 

Thus, it is important to point out that the complexity of programming codes for 
the automation of many of the tasks described so far can be a challenge for the 
programmer. However, this challenge can be overcome by organizing the codes 
in a text-readable format that makes viewing and analyzing the codes easier in 
text editors such as Mu (https://codewith.mu/), or in CSV (https://docs.python.org/ 
3/library/csv.html) or JSON modules (https://docs.python.org/3/library/json.html), 
which are specific to processing files CSV (Comma-Separated Values), which allow 
saving and retrieving versions of the same source code that can be edited and further 
improved by the programmer; and JSON (JavaScript Object Notation), which are 
files that make codes interconvertible between a version that is easier for humans 
to understand and another that is easier for computers to understand. Emphasizing 
that such features do not reduce code complexity but make it more favorable to its 
analysis and error detection, which can be removed more easily, without the need to 
redo a code from scratch [66]. 

When the programmer knows how to write code with data organization structures, 
its own syntax and knows how to use different modules and debugging resources for 
code implementation, the breadth of tasks that become capable of being automated 
also expands [66]. 

Communication by text messages via e-mail can also be automated through 
programs capable of processing SMTP (Simple Mail Transfer Protocol) and/or 
IMAP (Internet Message Access Protocol), which together with tools such as the 
pyzmail (https://pypi.org/project/pyzmail/) module can be used to automate sending 
and retrieving emails respectively; and communication by SMS messages can also 
be automated by Python using services such as Twilio (https://www.twilio.com/pt-
br/docs) that offer modules that allow sending SMS text messages via the internet 
[66]. 

In addition to automation processes involving specific modules to edit spread-
sheets or download files, the initiation of a program or application is also possible 
in Python language, allowing the programmer to develop programs that perform 
different tasks involving autonomous control of the keyboard and mouse of the 
computer through a technique called GUI (Graphical User Interface Automation). 
This technique allows tasks involving numerous mouse clicks and keyboard typing 
to be performed without user monitoring, giving him time to work on other tasks 
that require human analysis [66]. 

Among the modules available for developing GUI automation is pyautogui 
(https://pyautogui.readthedocs.io/en/latest/), which allows the computer to interact 
with installed applications through mouse and keyboard control. However, as all 
other modules presented, pyautogui also has its limitations, such as, for example, if 
the program is not instructed where to click precisely due to lack of instructions, the 
program will not be able to execute its scripts, therefore, the user must ensure that 
the location of what must be clicked or typed is correctly informed to the program. 
In this sense, one of the ways to avoid this type of problem is by determining the
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coordinates on the screen through the analysis of a screenshot, which will precisely 
direct where the program should click [66]. 

In this way, the image manipulation process can also be automated by the Python 
language when the programmer is aware of the intrinsic aspects of the language, has 
skills in using Python. Pillow module (https://pillow.readthedocs.io/en/stable/index. 
html) and is proficient in the cartesian location of pixels in images, making it possible 
to edit image contents, resizing, cutting, rotating, copying and pasting, transposing 
image elements, as well as saving them using programs that automate software such 
as PowerPoint, Microsoft paint, paintbrush, or adobe photoshop [66]. 

5 The Python Programming Language Applied to Drug 
Research and Drug Discovery 

At this point, after presenting the basic aspects of the Python programming language, 
some works will be exposed to demonstrate the applicability of Python in the research 
and development process of new drugs, mainly in silico methods, which are consti-
tuted by a large variety of computer-simulated tests aimed at predicting the phar-
macological properties of molecules with the potential to become new therapeutic 
agents [70, 71]. 

For the computational methods in the research of new drugs to be reliable, it is 
important to structure a workflow with consistent methodologies, which preferably 
are validated by the execution and interpretation of the results by different researchers 
to ensure the reproducibility of the experiments in silico. Results can also be validated 
through the same experiments being performed in more than one program with their 
results being compared or validated directly in in vitro or in vivo studies [72]. 

Thus, due to the large number of biochemical, physical–chemical, and quantum 
data that must be analyzed in the process of screening molecules for later valida-
tion at more complex levels of biological organization (cell/tissue/organism), the 
Python programming language becomes a tool of great value for organizing data and 
programming algorithms that facilitate the decision-making process, either through 
machine learning or through the automation of tasks that consume considerable time 
in their execution, allowing researchers to focus on other stages of the research 
process, while programs run autonomously what can be automated [72]. 

The use of the Python programming language can be exemplified in the virtual 
library ChEMBL (https://www.ebi.ac.uk/chembl/), in which structural data and the 
structure–activity relationship data of numerous molecules are stored and shared 
among researchers around the world, Python is used to (1) enable the distribu-
tion of incompatible data from different databases, which are translated and made 
compatible through Python; (2) performing virtual operations necessary for struc-
ture–activity predictions without the need to download and install large software 
and/or high financial cost; (3) conducting complex analyzes for the selection of
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prototypes or conducting advanced applications, (4) enabling the selection of molec-
ular targets, whose structures have been elucidated, and (5) performing analysis of 
data from different sources (including the literature, allowing the user to obtaining 
images in different formats (SDF, SMILES, InChIs) as well as experimental results 
that provide greater details for the methodological planning of computational studies 
in drug research and drug development [73]. 

Python is an open-access programming language that has a large number of 
programming packages that can be modified and used to produce new tools useful 
in drug planning and development. For example, ChemoPy (https://github.com/ify 
oungnet/Chemopy) is a package developed in Python, which allows analysis of 
19 QSAR/SAR descriptors, in addition to having 7 molecular fingerprint systems, 
which can be used to analyze molecular structure files available in four databases, 
the KEGG (https://www.genome.jp/kegg/pathway.html), PubChem (https://pubmed. 
ncbi.nlm.nih.gov/), DrugBank (https://go.drugbank.com/), and CAS (https://www. 
cas.org/support/documentation/cas-databases) through ID codes; and the developers 
point to the possibility of implementing improvements in the program’s algorithms 
[50]. 

In this context, studies have shown that the use of the Python programming 
language in the automation applied to the research of new drugs can speed up the 
process of selection and in silico testing, making it faster and with fewer errors. 

The use of the Python language in the Linux environment together with packages 
such as panda and others, helped the researchers to obtain 30 molecules (among 
billions existing in the PubChem database) that showed satisfactory results in the 
inhibition of the methyltransferase enzyme of the flaviviruses of Dengue and West 
Nile in QSAR and molecular docking predictive tests [74]. 

In another research work, they obtained 1355 compounds in an automated way 
from the PubChem database, comparing them structurally with other 111 compounds 
with inhibitory activity on the SARS-CoV-2 protease, reaching a selection of 50 
compounds with good performance in in silico tests. Subsequently, the 3 compounds 
that presented the best results were analyzed employing a molecular dynamics assay, 
emphasizing that all stages of the research (except the molecular dynamics assay) 
were conducted in an automated way through algorithms developed to make decisions 
based on QSAR parameters, Lipinski’s rules [75], and thermodynamic parameters 
in ligand anchoring assays [76]. 

The Python programming language is not a new resource, but it is very versatile 
and adaptable to different projects, whose functionality depends on the programmer’s 
creativity in analyzing processes and systematizing solutions to be executed by algo-
rithms defined by their technical competence in the syntax and structuring of the 
elements of the programming language. Based on this, this chapter introduced the 
reader to generalities about the main features of Python, its data structures, and 
programming capabilities for the execution of repetitive tasks that can be automated in 
association with specific modules that allow the computer to understand and execute 
appropriate scripts for carrying out specific tasks [77]. 

In addition, examples of how Python can be used in the discovery of new drugs, 
and how repetitive steps such as searching and extracting online data, organizing
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data in spreadsheets, and making decisions based on algorithms, can be auto-
mated and streamlined the drug selection process was presented. Demonstrating 
that programming in Python is a tool of great potential in pharmaceutical research 
[66]. 

In the following sections, examples of programs developed by the authors will be 
presented in an instructive way for the development of codes and the use of modules 
used in the automation of tasks performed in pharmaceutical research. 

6 The Use of Basic Concepts in Python for the Development 
of Scripts in Drug Discovery: A Practical Approach 

Currently, there is a growing interest, from the pharmaceutical industry and research 
groups that work with drug development, for researchers who, in addition to 
mastering Structure and Ligand-Based Drug Discovery techniques, know some 
programing language. The language required is usually Python, but not exclusively. 
At first glance, this demand may seem wrong since much of the work routine of 
these professionals is applied in commercial software, however, knowledge in some 
programming languages can bring benefits to this work routine. 

Although most Drug Discovery software is developed aiming to use large amounts 
of data, with most having a graphical interface, this amount of information can 
slow down the work and require high-performance computers. The use of these 
software by command lines in the terminals of the operating system can improve this 
performance, but sometimes, depending on the study, due to the number of ligands, 
databases, proteins, among others to be used, this task will continue to demand much 
time with repetitive tasks. Even so, some software, such as Gromacs [78], designed 
for molecular dynamics (MD) studies, have several steps to be performed manually, 
editing text files, or even integrating software from the same or different companies. 

Repetitive tasks commonly performed in computer drug development laboratories 
can be automated using some basic and simple Python concepts. By obtaining knowl-
edge of variables, lists, tuples and dictionaries, logical operators, loops of repetition, 
conditions, functions, and manipulation of text files, it is now possible to develop 
scripts for the automation of some tasks. 

There are packages for Python aimed at computational Drug Discovery 
studies, such as Scikit-learn (https://scikit-learn.org/stable/) widely used in Machine 
Learning studies and the RDKit Open-Source Cheminformatics Software (https:// 
www.rdkit.org/), an open-source tool with links to Python, which has several 
functionalities aimed at manipulating chemical structures. 

In addition to the packages available for the manipulation of data useful to the 
drug development process, several companies make available with their licenses an 
application programming interface (API) with which it is possible to use the features 
of this software directly in an algorithm developed in Python. With the APIs, it is
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possible to use specific functionalities present in the software, and thus, integrate 
actions from more than one software. 

6.1 Practical Examples 

For a better understanding of how basic concepts in Python can help the drug devel-
opment process, we will present some Scripts developed to automate and reduce the 
time spent on simple functions. The scripts were written in Python and are available 
at www.github.com/lbfederico. 

Several users used to the ease and convenience of graphical interfaces in Drug 
Discovery software report difficulties in starting studies with software that do not 
offer this option and still require the manipulation of text files, such as Gromacs, one 
of the most renowned for molecular dynamics studies. 

6.2 Automating Some Tasks of Gromacs 

Gromacs does not have a graphical interface, and some of the steps for developing 
the software are carried out manually. Generally, MD software, when used for the 
simulation of ligand-receptor complexes, is carried out in a few complexes, due to 
the high computational demand required, but, depending on the study, it may be 
necessary to carry out the same in dozens of complexes. In this last case, the need 
for a simple file manipulation can further slowdown the study. 

Thinking about making this data manipulation easier, we developed 3 simple 
scripts which automate the initial steps necessary to use Gromacs for MD studies in 
complexes. 

The first script developed (LigPrep.py) aims to automate the stages of preparation 
of the ligands. LigPrep.py identifies the files present in the execution directory with 
the extension .mol2, corrects the bond orders (by executing the sort_mol2_bonds.pl 
script), sends the corrected ligand to the CGenFF server, which returns the .srt 
topology file. The .str topology file is converted (by running the cgenff_charmm2gmx 
.py script) to .pdb, which is used by gmx editconf to generate the .gro file for the 
ligands. Finally, all results are organized in specific directories for each ligand. 

The second script was developed to automate the preparation of ligand-receptor 
complexes. In each directory containing the ligand and receptor topology (.gro) 
files and the system topology file (topol. top), the complex_topol.py script merges 
the protein and ligand topology files into a new file named complex.gro, keeping 
the receiver file vector box and correcting the number of atoms in the file. The 
complex_topol.py also accesses the topol.top file to include the ligand parameters 
(.itp and .prm) and adjust the total number of molecules in [molecules]. 

To prepare the ligand and receptor files to be used for gas phase (vacuum) calcu-
lations, the simple remove_SOL.py script was created. This script accesses the

http://www.github.com/lbfederico
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complex.gro file and remove all solvent molecules creating the prot_ions.gro file, a 
file containing only information on the topology of the receptor, ligand, and ions. 

Were also created the topol_POSRES.py script, which includes the infor-
mation of the ligands restrictions in the system topology (.top) file and the 
Analytics_GMX.py script, which enters the directories above where it is allocated 
and executes the commands to trajectory adjustment, rotational and translational 
adjustment of the trajectory, and graphics generation of RMSD (complex and ligand), 
RMSF, SASA and Radius of Gyrate. The same script can be used for the gas phase 
complexes just for trajectory correction, and rotational and translational adjustment. 

6.3 Automation and Integration of OpenEye Company 
Software 

One of the main steps of virtual screening is aimed at preparing the databases used 
in these studies [9]. Virtual screening studies generally use varied bases, aiming to 
diversify the number of compounds present in them. Therefore, it may be that for a 
given study new bases must be prepared. This process can be performed in a simple 
way using one to three software from the company OpenEye, Filter, Flipper, and 
Omega [79]. 

Such software is simply executed via command lines. The Flipper software is 
integrated with Omega, but for the preparation of, for example, ten databases, 20 
command lines must be written, and it will still be necessary to be attentive to 
the end of a database so that the next one can be launched. Due to this fact, we 
developed a simple script that lists all the databases contained in a specific directory 
and sequentially executes Filter, Flipper, and Omega for each database. 

With the same intention described for the preparation of the bases, we also devel-
oped a script that automates and integrates the software ROCS and EON [80, 81]. 
Such pipeline was developed to integrate these two softwares and use them in multiple 
databases, without the need to write several command lines, nor the need to wait for 
a calculation to finish before starting the next one. 

6.4 ROC/AUC Validations for ROCS and GOLD Software 

Validation studies in virtual screening campaigns are fundamental steps to ensure 
the quality of the screenings to be carried out. We developed a script capable of opti-
mizing the steps that determine the quality of the virtual screening studies performed 
by the ROCS and GOLD software [82]. In the future we will expand the same study 
to other different software. 

The algorithm developed for the validation process using the ROC/AUC curve 
starts by converting the input molecules into .smi, a format required by the DUD-E
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website [83] for the generation of decoys, using the oBabel software [84]. After 
converting the molecules, the user sent them to the DUD-E server, which returns the 
generated decoys via e-mail. The script accesses the email, gets the file sent in tar.gz, 
unzips it, and converts the decoys to .mol2 by oBabel. 

Aiming at a correct conversion from 2 to 3D format, we used the Omega software 
to generate only one conformer. After the preparation of the active ligands and decoys, 
they are sent to the ROCS and GOLD software. In possession of the results, they 
are manipulated using the Pandas (https://pandas.pydata.org/) and NumPy (https:// 
numpy.org/) packages and prepared for the correct use of the tools of the SciKit-
Learning package (https://scikit-learn.org/stable/) and data generation that will be 
plotted by the Matplotlib package (https://matplotlib.org/). 

7 Conclusion 

The process of drug development through computational tools is a process that gener-
ally demands time and is also peculiar to each research group, which is dependent 
on the needs and skills of researchers. Some of these processes may include more 
than one computer software and often from different companies. As much as this 
software is developed aiming and allowing this integration, the manipulation of a 
large amount of data can make this process slow. 

Some simple and basic skills in programming can help to automate repetitive 
tasks, and thus, optimize the time spent on exhausting tasks usually performed in 
computational laboratories for drug development. Therefore, the basic knowledge of 
the Python programming language becomes a great help to researchers in the area. 
This language, developed to be simple writing and learning language, has become 
very popular, being widely used by drug developers according to a large number of 
applications available in the GitHub repository. 

We hope that with our case reports, the readers of this chapter will feel encouraged 
to look for our GitHub page, visualize and use our applications, as well as start 
studying Python. 
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Ligand-Based Drug Design for Selection 
of Molecules with Pharmacological 
Activity in Essential Tremor 

Ana C. J. Silva, Suzane Q. Gomes, Mariana P. Barcelos, 
Carlos Henrique Tomich de Paula da Silva, Carlton A. Taft, 
and Lorane Izabel da Silva Hage-Melim 

Abstract Essential tremor (ET) is the most common movement disorder, charac-
terized by producing involuntary oscillatory and rhythmic movements when some 
specific action is performed. The main pharmacotherapy used to treat the disease is 
through the use of propranolol, which is a non-selective β-adrenergic receptor antag-
onist. Some adverse effects are related to the use of this drug, many of which act on 
the Central Nervous System (CNS), such as fatigue, which can even reach depression. 
Pharmaceutical chemistry is a science that helps, through different methodologies, 
the drug design for the treatment of different pathologies. Therefore, it needs other 
areas of science to contribute to the studies developed. Initially, to design a new drug, 
it is necessary to choose the therapeutic target, as well as the aspects related to the 
pathology. In the case of the research in question, the main objective is the drug 
design that has an activity for essential tremor. Thus, the first stage of the research 
consisted of selecting molecules contained in the BindingDB database to be screened 
using the pharmacophore, obtained in the ZincPharmer software. After screening, 
tests were applied to predict the pharmacokinetic properties using the Qikprop soft-
ware, toxicological using the DEREK software, analysis of the activity potential and 
possible target, using the PASS and SEA webservers, respectively. After the analysis 
of each parameter, the best proposals were chosen, with a total of twelve molecules, 
to be carried out in the molecular docking study, using the GOLD software, as a way 
to estimate the activity of the molecules analyzed in these receptors. From a general
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perspective, most of the results were favorable, since in different analyses, many 
of the modifications showed superior results than propranolol in at least one of the 
criteria. Therefore, the continuation of studies against the proposals is an attractive 
option, as they can provide favorable results for the development of a drug with better 
properties for the treatment of essential tremor. 

Keywords Therapeutic target · Molecular docking · Pharmacotherapy ·
Pharmaceutical chemistry 

1 Introduction 

For the definition and characterization of essential tremor (ET), it is important to 
understand the concept of tremor and its different types. Thus, in definition, tremor 
is characterized as an oscillatory and rhythmic movement of antagonist muscles [1]. 
By determining the frequency of tremors, it is possible to establish which category 
the tremor falls into. A physiological tremor occurs at a frequency of 8–13 Hz, which 
can be exacerbated, with stimulation of the sympathetic nervous system, in situations 
of stress, physical exercise, withdrawal of alcohol and some drugs, in addition to 
metabolic disorders, such as hyperthyroidism and hypoglycaemia [2]. The frequency 
of pathological tremor, on the other hand, is generally slower, occurring in the range 
of 4–8 Hz and is perceived more in distal parts of the limbs [3]. 

Also, in relation to pathological tremor, other classifications are established, such 
as in relation to its phenomenology, location, etiology and frequency, the latter being 
already addressed [2]. As for phenomenology, tremors are divided into action tremor 
and rest tremor [4]. Resting tremor is what occurs when the body is relaxed and even 
so the oscillatory and rhythmic movements are present, being quite characterized by 
Parkinson’s Disease, in addition to other types of tremors such as rubral, delayed 
tremor, myorrhythmia and severe essential tremor [3, 4]. 

Action tremor, on the other hand, is signaled when there is a contraction of the 
muscles involved, that is, when a specific movement is performed. This type of 
tremor can be subdivided into postural, kinetic, intentional, task-specific tremor, 
and isometric tremor. Postural refers to holding a position against gravity. Kinetics 
occur during the execution of a certain type of movement of an extremity. When a 
movement is performed that intends to hit a target, it is called an intentional tremor. 
On the other hand, task-specific tremor manifests itself almost exclusively during a 
specific motor act, for example, during the action of writing or handling a musical 
instrument. Finally, isometric tremor appears when an affected segment is contracted 
without its displacement [3, 5, 6]. 

Essential tremor is the most common type of movement disorder, being classified 
as a type of action tremor, being typical of a kinetic tremor accompanied by a postural 
tremor that affects mainly the upper limbs [7]. Worldwide, the occurrence of the 
disease is estimated at 0.5–1% in adults, reaching 5% in people over 65 years of age 
[8, 9]. However, even if the values indicate a higher incidence at older ages, groups
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of younger individuals can be affected by the disease, especially those with family 
members with a history [10]. 

Its etiology and pathophysiology are not well known and, therefore, several studies 
are being carried out to establish whether this type of tremor is a degenerative disease 
or not. Even with so many controversies, several lines of research indicate that the 
origin of the disease is due to some cerebellar dysfunction [7]. 

The ET is found at the frequency of 4–12 Hz (medium frequency), where symp-
toms are more noticeable in the upper and lower extremities in the initial stage, and 
in the head and voice when the condition is more evolved [11]. This disorder can 
intensify with the exposure to external stressful agents and with advancing age. For 
this reason, ET can be confused with Parkinson’s Disease, being a factor that hinders 
the diagnosis of the disease [12]. 

The disease is chronic, with progression of symptoms and no cure. For this reason, 
in early stages, its diagnosis is difficult, in which the tremors may appear unilaterally 
or asymmetrically, which is different from one of the diagnostic criteria for the 
disease, as the existence of bilateral and symmetrical tremor in the ET is considered 
[13]. 

Although it is not a degenerative disease and is considered benign, ET interferes 
with the quality of life of patients, in which, in many situations, due to symptoms, 
they cannot perform some activities, significantly affecting their personal life [14]. 
As it is a chronic disease, over time, the tremors become more intense, making it 
difficult to perform motor actions. 

This, in turn, can lead to the appearance of psychological disorders, where, due to 
the inability to perform some so-called “easy” actions, the individual’s psychological 
condition may be affected, and this may develop an anxiety, depression or personality 
characteristics, and thus, contribute even more to the intensification of symptoms, 
since the tremors arising from emotional disorders are also triggered [15]. 

The β-adrenergic receptors are located in different cells of the body, in which 
when activated, they produce several functions in the body, such as the regulation of 
the cardiovascular system, the production and release of hormones, in addition to the 
control of metabolism [16]. The most common receptors found in the cardiovascular 
system are the β1 adrenergic receptors, which when activated by catecholamines 
(adrenaline and noradrenaline) produce a positive chronotropic and ionotropic effect. 
The β2 adrenergic receptors are responsible for smooth muscle relaxation in different 
organs [17]. 

These receptors are associated with the Gs protein, which has seven transmem-
brane domains, presenting an N-terminal portion that is exposed to the extracel-
lular environment, where specific substances interact with this region and produce 
a response chain through intracellular mechanisms, the latter being initiated by the 
activation of the C-terminal portion, which is in the inner area of the membrane. Acti-
vation stimulates the adenylyl cyclase enzyme, which will result in the production 
of cAMP, causing different types of cellular responses, depending on the location of 
the receptor [17, 18]. 

Due to this response produced by the activation of β-adrenergic receptors, several 
drugs were developed and synthesized in order to inhibit or stimulate the targets
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Fig. 1 Chemical structure of 
propranolol 

addressed in question for the production of a desired therapeutic effect for a certain 
type of pathology [19]. 

The usual drug treatment for essential tremor is based on the administration, 
mainly of beta-blockers, being the main representatives of the class, propranolol and 
primidone, being the first considered as a reference drug for the treatment of this 
disorder. Propranolol (Fig. 1) is a non-selective β-adrenergic receptor antagonist, 
and its action on ET possibly occurs through blocking peripheral β2 adrenoceptors 
[20]. Its use causes an improvement of 50 to 70% in patients, with the greatest effect 
on ET that manifests itself in the hands, when compared to other types of action 
tremor, such as in the head and voice [21]. 

As already described, the pharmacological mechanism of propranolol is not 
known for sure, since the drug has peripheral or central action. However, some 
studies report a possible relationship of propranolol being a membrane stabilizer, 
which attributes therapeutic activity to ET [22]. 

There are several contraindications for the use of this drug, such as individuals who 
have asthma, severe congestive heart failure, diabetes mellitus, peripheral arterial 
disease and grade atrioventricular blocks [23]. 

However, even if the initial response to the drug is favorable, during the course of 
treatment, the dose can be increased in order to maintain the same efficacy when taken 
at the beginning of the treatment. In addition, some side effects at high doses may 
appear, such as gastrointestinal disturbances, erectile dysfunction, fatigue, muscle 
weakness, nausea, weight gain and even depression [20]. Another important aspect 
related to dose increase is that older individuals are more likely not to tolerate these 
progressively higher doses. As the most frequently available presentation of propra-
nolol is 40 mg tablets, in certain types of treatment it is necessary to administer up 
to 8 tablets a day, which is very inconvenient for the patient who is receiving the 
treatment [24]. 

The research and development of new drugs is a time-consuming and costly 
process. Therefore, as a way to reduce possible costs and allow promising results, 
some tools are employed, such as the use of computational chemistry. This area 
allows a prior assessment of the possible interaction between molecule and target,
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as a way to identify failure in the response of this interaction through computer 
simulations [25]. In this way, computational chemistry establishes the aspects related 
to the molecule-receptor complex, with the purpose of verifying as much as possible 
all the biological processes that may occur. 

In this sense, in silico studies, which provide computer programs and databases 
in networks to establish possible chemical relationships of the active molecule with 
a specific target, mainly help in the selection of molecules with potential therapeutic 
activity [26]. Among the advantages related to this type of study is the possibility 
of a prior evaluation, based on the structure, of the pharmacokinetic parameters 
of the molecules, preventing the synthesis of compounds with inadequate ADME 
properties, with high expenditure of resources and in a longer period [27]. Thus, the 
application of in silico models before other types of tests, in vivo and in vitro, is 
a way to prevent cost and time losses, with a greater probability of obtaining drug 
candidates [28]. 

As an initial step for planning a drug, the therapeutic target must be established, as 
well as aspects related to the pathophysiology in which you want to study. Through 
different methodologies that are applied, it is possible to obtain new agents with 
biological activity for the treatment of certain pathology. 

2 Material and Methods 

2.1 Molecules Selection 

The BindingDB online database (https://www.bindingdb.org/bind/index.jsp), allows 
the identification of different compounds based on their interaction with specific 
targets, according to the chemical characteristics of the molecule and its ability to 
binding with a receptor [29]. The webserver has several applications that include, 
analysis of ligands for a specific target, checking the degree of affinity, according to 
the structure–activity relationship; identification of a possible candidate as a target, 
according to the ligands [30]. 

For this research, the descriptor “Beta adrenergic antagonist” was used on the 
BindingDB webserver, in order to find possible ligands for beta-adrenergic receptors 
with antagonist action. Altogether, the first 30 ligands were selected, according to the 
IC50 value (Mean Inhibitory Concentration), which indicates the average concen-
tration necessary for a compound to be able to inhibit a target. This criterion is based 
on the idea that substances with a high IC50 are less potent than those with a low 
IC50, as they need a higher concentration to reach the same level of inhibition [31]. 

Each molecule was downloaded in SDF format, with a 2D structure, on the 
PubChem platform (https://pubchem.ncbi.nlm.nih.gov), which is one of the largest 
databases available, with access public, where it contains information about chemical 
substances and their respective biological properties [32].

https://www.bindingdb.org/bind/index.jsp
https://pubchem.ncbi.nlm.nih.gov
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The molecules, after being saved, were analyzed and their partial charges calcu-
lated using the “Discovery Studio Visualizer” program. The partial charge is indicated 
by the average of the partial charge of each atom of the molecule subtracted by the 
number of protons present [31]. The correction of this allows the optimization in the 
geometry and energy of the molecules, contributing to the prediction calculations 
not to have possible errors. 

2.2 Identification of Pharmacophore Groups 

This step consisted of identifying the regions of the molecules responsible for 
attributing biological activity. The molecules, after optimized in Discovery Studio 
Visualizer and saved in “mol2” format, were compressed into a folder and added to 
the online platform PharmaGist (https://bioinfo3d.cs.tau.ac.il/PharmaGist/), which it 
is a server that has tools capable of identifying the regions that are common between 
different molecules, in addition to providing data related to the alignment of the set 
of molecules, establishing, by quantitative values, the best results [33]. 

2.3 Pharmacophore-Based Virtual Screening 

The visualization and description of the pharmacophoric groups can be done on 
the online platform ZINCPharmer (http://zincpharmer.csb.pitt.edu/) which allows 
the 3D alignment of molecules, with the indication of possible regions that confer 
activity. This program also allows the search for similar molecules based on the 
pharmacophore. The program generates thousands of conformational isomers of 
compounds in less than 1 min. The results can be visualized instantly or even the 
molecules generated in other programs can be downloaded [34]. 

As a facilitating tool, the program also allows filtering the results, according to the 
user’s specifications, such as the limit number of orientations for each conformation 
(‘Max Hits per Conf’), the number of orientations of conformations for each molecule 
(‘Max Hits per Mol’) and/or the total number of targets (‘Max Total Hits’). Another 
filter used is the Average Square Root Deviation (‘RMSD’), which calculates the 
orientation of hits, then restricts the hits to those with better geometry for selection 
[34] In the research, the value of 1 was used as a minimum parameter for “Max 
Hits per Conf” and “Max Hits per Mol” and for RMSD, 1.5 and molecular weight 
less than 500 g/mol. This screening enabled the search for molecules with different 
conformations, being non-isomers, based on the pharmacophore.

https://bioinfo3d.cs.tau.ac.il/PharmaGist/
http://zincpharmer.csb.pitt.edu/
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2.4 Determination of Physical and Chemical Properties 

In this step, the physicochemical properties of each resulting molecule in 
ZINCPharmer were determined, after screening done in the program and of propra-
nolol, in order to compare the values. The physicochemical parameters were eval-
uated according to the Rule of Five (RO5), developed by Christopher A. Lipinski 
and collaborators in 1997, which establishes the physicochemical properties as one 
of the factors that influence the bioavailability of a drug [35]. Therefore, in this 
study, molecules that did not fit more than two RO5 parameters were disregarded 
and considered unsuitable to be used as a prototype. 

2.5 Prediction of Pharmacokinetic Properties 

For the development of a drug, the understanding of how and when it will reach its 
place of action becomes necessary, since one wants to understand and control its 
therapeutic action, configuring its pharmacokinetics. How the drug will be absorbed, 
its form of distribution, its biotransformation and how it will be excreted by the 
body are key to the effectiveness of a drug. Thus, according to the physicochemical 
properties of the molecules, the pharmacokinetics will be different, with greater 
therapeutic response and less occurrence of adverse effects [36]. 

Thus, in the present study, the pharmacokinetic properties of the molecules 
screened by ZINCPharmer were determined, with the aid of the Qikprop software, 
which offers data related to ADME (absorption, distribution, metabolization and 
excretion) [37]. The parameters evaluated in the program were: qualitative predic-
tion of human oral absorption (AOH); prediction of the percentage of human oral 
absorption (%AOH); cell permeability in Caco-2 (pCaco-2) and MDCK (pMDCK) 
cells; penetration into the blood–brain barrier (logBB); prediction of activity in the 
Central Nervous System (CNS); prediction of blocking activity in HERG channels 
(logHERG). 

2.6 Prediction of Toxicological Properties 

As for the potential carcinogenicity and mutagenicity of the molecules, predictions 
of the toxicological properties were made with the aid of the DEREK program 
(Deductive Estimate of Risk from Existing Knowedge), which allows relating the 
molecular structure with toxicity, through a series of information contained in the 
program’s database [38].
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2.7 Activity Prediction: SEA and PASS 

For this step, two resources available in the network were used, one being used to 
determine the potential for activity and inhibition of the proposals and the other to 
determine whether the modified molecules can interact with the target of the disease to 
be treated. The ‘PASS prediction’ program can provide data regarding the biological 
activity of molecules and is accessed at <http://www.akosgmbh.de/pass>. As a way 
to determine the potential of molecule-receptor binding, the Similarity Ensemble 
Approach (SEA) server was accessed through the link <http://sea.bkslab.org/>, to 
predict potential targets of the created proposals. 

2.8 Modifications of the Selected Prototype 

After analyzing the data obtained from the in silico predictions, the molecule that 
best fit the values was selected as the prototype. From this, successive modifications, 
made in the ChemSketch program, were carried out in order to evaluate, in addition to 
ADME/Tox predictions, others such as activity, PASS prediction and SEA prediction. 
In all, 30 (thirty) modifications were made from the selected prototype to obtain a 
better proposal than the chosen drug. 

2.9 Molecular Docking Using the Gold Software 

Molecular docking programs assess, through a cyclic process, the conformation of 
the ligand by specific scoring functions, where the conversion of an interaction with 
a minimum energy occurs [39]. Generally speaking, this type of virtual screening is 
carried out in three steps. In the first, the docking program predicts the possibility of 
complexation of different structures with a specific target protein. The second step 
is to classify this complexation according to energy forces. Finally, they provide the 
fitting scores, classifying them according to the best results [40]. 

One of the programs used is GOLD (Genetic Optimisasion for Ligand Docking), 
which uses the genetic algorithm (GA) to optimize docking times and increase the 
probability of finding the best fit [41]. 

The search for protein structures was performed on the PDB (Data Bank Proteins) 
site, which works as a file bank of crystallographic structures [42]. For the research, 
two targets were selected (β1 adrenergic—PDB ID: 7VBQ, Resolution: 3.18 Å and 
β2 adrenergic—PDB ID: 3NYA, Resolution: 2.50 Å) complexed with carazolol and 
alprenolol, respectively [43, 44]. 

To assess the predictive capacity of the in-silico model, the validation method 
(redocking) was used. As the crystallographic structures are complexed to other 
molecules, the validation is used precisely to establish whether the program is able

http://www.akosgmbh.de/pass
http://sea.bkslab.org/
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to determine the spatial orientation of the ligand, presenting the origin coordinates, 
the RMSD (Root Mean Square Deviation), validation radius, in addition to predicting 
a possible interaction with some amino acid residue of interest [45]. 

After validation of the selected targets in the PDB, molecular docking was 
performed with the reference molecule (propranolol), with the prototype and the 
modifications that showed better results in the pharmacokinetic, toxicological and 
activity prediction analysis. 

3 Results and Discussion 

3.1 Molecules Selection 

The planning of a new drug that presents better therapeutic activity for the treatment 
of ET proved to be important, in which all steps from the selection of molecules to 
the optimization of prototypes were followed according to the precepts established 
by medicinal chemistry. Through several studies found in the literature, the use of 
propranolol has become an effective therapy for the first-line treatment of essential 
tremor. Based on these studies, it was found that its action target is β-adrenergic 
receptors, with an antagonist effect [46]. 

To begin with, we searched the BindingDB online server for molecules that have 
activity and that can bind to β-adrenergic receptors. The selection criterion was based 
on the receptor activity and the mean inhibitory concentration values (IC50), in order 
to allow molecules with greater activity against these receptors to be selected in that 
database. In all, thirty molecules were selected according to the IC50 (Fig. 2). 

After being selected, the partial charges of each molecule were calculated and 
corrected, since each atom has a partial charge, positive or negative, which is deter-
mined according to the chemical nature of each one [31]. An electronic “cloud” 
is created around the molecule and this influences the potential for intermolecular 
bonding, since, depending on the partial charges of the atoms, bonding can be carried 
out with greater or lesser ease. As the electronic cloud is not only in a specific atom 
but travels around the molecule, electrons tend to approach electronegative atoms 
and more distant from the electropositive ones, which causes the poor distribution 
of charge in the molecule, hence the need to correct them [31]. 

3.2 Pharmacophoric Model 

According to the IUPAC, a pharmacophoric model is a set of characteristics of 
steric and electronic resources capable of guaranteeing an interaction with a specific 
target to trigger or block a biological response [47]. Thus, according to the three-
dimensional spatial arrangement, a molecule will have greater binding affinity with a
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respective IC50 values (ascending order) selected from the Binding DB database
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Fig. 2 (continued) 

certain type of receptor and, once verified, the pharmacophore can serve as a powerful 
model for application in the development of new drugs [33]. In all, twenty-four 
molecules were aligned, the alignment score being 40,252.

As seen in Fig. 3, the regions that confer activity are highlighted through the 
representation of colors, in which, purple represents the aromatic regions (2), green 
indicates hydrophobic region (1), white indicates hydrogen donors (1) and the orange 
hydrogen acceptor region (1). 

Given the regions that present the activity potential of the molecule, when carrying 
out the modifications, these groups cannot be changed, as the pharmacological action 
potential can drastically reduce [33]. 

Fig. 3 Pharmacophoric 
groups of aligned molecules. 
Source PharmaGist
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3.3 Pharmacophore-Based Virtual Screening 

Several tools are made available, through computational chemistry, which allow 
greater ease in the process of discovering new drugs in a favorable time. In this 
sense, different means of approaches for the selection of molecules that present posi-
tive interactions with targets are found in the literature. These types of approaches 
are called virtual screenings and are classified into two types: ligand structure-based 
screening and receptor structure-based screening. The first refers to the use of ligands 
with structures already known and described to serve as a reference for the charac-
terization of new compounds that may present favorable interactions with the target 
receptor. The second, as the name indicates, considers the structure of the therapeutic 
target in question, in order to discover new molecules with activity for this type of 
receptor [48]. 

In general, in a situation where there are thousands of compounds available for 
study, virtual screening facilitates the process of identifying compounds that are 
more  likely to be active [31]. One of the search alternatives would be through the 
pharmacophoric model, where it is possible to perform a screening through the 
information on the structure of the ligands and thus select molecules, available in 
databases, that have chemical characteristics similar to those of the ligands [48]. 

In the related study, the screening was performed on the ZINCPharmer webserver, 
through the derivation of the pharmacophore. For the refinement, the parameters 
described in the material and methods section were used. The output file had a quan-
tity of 46 hits, that is, 46 molecules that present regions similar to the pharmacophore. 
However, after applying the descriptors in order to refine the screening, the number 
of hits was reduced to 17 molecules (Fig. 4). 

3.4 Determination of Physical and Chemical Properties 

Once the pharmacophoric regions have been established, another analysis to be made 
for planning a drug is in relation to its physicochemical properties, which is necessary 
to determine the good availability of a substance in the body. To this end, they are 
evaluated according to the parameters established by Lipinski et al., through the rule 
of five. You may wonder why this name is given, but this is due to the fact that the 
established values are all multiples of five. This rule states that for a molecule to 
be better absorbed, its molecular mass (MM) must be ≤ 500, log P ≤ 5, number of 
hydrogen donors (HDB) ≤ 5 and hydrogen acceptors (HAB) ≤ 10. If if a molecule 
does not meet at least three requirements, it will not be considered with satisfactory 
bioavailability [35]. The results of this analysis of the screened molecules, as well 
as the reference molecule (Propranolol), are shown in Table 1. 

According to the table, it can be seen that none of the molecules presented 
more than one nonconformity in the parameters established by Lipinski’s R05, thus 
indicating a good bioavailability if administered orally.
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Table 1 Evaluation of physicochemical properties using Lipinski’s rule of five of molecules 
screened in ZINCPharmer and propranolol 

Molecules LogP MM HDB HAB 

PROPRANOLOL 3.0 259.34 2 3 

ZINC15015563 2.7 334.3 4 7 

ZINC06861875 3.0 399.2 4 7 

ZINC95390367 3.2 373.4 3 4 

ZINC12321364 3.9 420.5 3 7 

ZINC19236585 2.3 393.5 3 4 

ZINC01295640 3.7 460.5 3 7 

ZINC13722413 3.3 364.4 3 6 

ZINC91370321 3.1 353.4 4 5 

ZINC36743800 2.3 393.5 3 4 

ZINC04587307 2.3 320.3 4 7 

ZINC19236584 2.3 393.5 4 5 

ZINC39434305 3.8 444.5 4 7 

ZINC38617611 3.9 397.5 4 7 

ZINC04116896 2.3 334.3 3 7 

ZINC45677677 2.7 334.3 4 7 

ZINC38617617 3.0 396.5 4 7 

ZINC05704899 3.2 306.3 2 5 

3.5 Prediction of Pharmacokinetic Properties 

An essential step for the in silico study is the realization of the pharmacokinetic 
prediction, as it allows to simulate the way a molecule acts in the body, from its 
absorption to its excretion [36]. Thus, this type of procedure facilitates obtaining 
pharmacokinetic information from drug candidates before carrying out the pre-
clinical and clinical phases, thus optimizing resources and, consequently, results [49]. 
Prediction of pharmacokinetic properties—ADME (absorption, distribution, metab-
olization and excretion) were performed using the Qikprop software. The reference 
values, according to each analyzed parameter (AOH, %AOH, pCaco-2, pMDCK, 
logBB, SNC, HERG), are listed in Table 2. 

Regarding absorption in the gastrointestinal tract, its determination is impor-
tant to predict the bioavailability of the drug in the body [50]. After its admin-
istration, the drug being ingested, depending on its pharmacokinetic properties, 
can then be better or worse absorbed, thus reaching the therapeutic target for the 
production of the biological effect [27]. Thus, one of the parameters evaluated is the 
human oral absorption and its percentage of absorption. Of the screened molecules, 
only molecules ZINC15015563, ZINC06861875, ZINC91370321, ZINC04587307, 
ZINC39434305, ZINC38617611, ZINC04577677 and ZINC38617617 obtained
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Table 2 Descriptors and 
their reference values 
according to the Qikprop 
program 

Descriptor Reference value 

Human oral absorption 1 low  
2 medium  
3 high  

% Human oral absorption <25 low 
>80 high 

Permeability in Caco-2 cells 
Permeability in MDCK cells 

<25 low 
>500 high 
<25 low 
>500 high 

logBB −3 a 1.2  

SNC −2 a  +2 

logHERG <−5 

Source Qikprop 4.4 Manual 

average AOH results, while the rest had high values. In relation to %AOH, all 
molecules presented high values (Table 3). 

With the application of new methodologies, some models for in vitro tests were 
developed to predict drug absorption. Among these tests, to predict permeability 
across cell membranes, are those performed on Caco-2 cells. These cells are widely 
used in studies to assess the intestinal absorption of a drug, as their lineage is derived 
from human colon adenocarcinoma and, therefore, their structural and functional 
characteristics (in vitro) are very similar to those of the human epithelium [51]. 
Another type of model used is the Maden Darby Canine Kidney (MDCK) cells, 
in which, when cultivated in semi-permeable membranes, they differentiate into 
columnar epithelial cells, with junctions similar to Caco-2 cells. This model is used 
to assess the in vitro permeability of new compounds. These cells are widely used 
to understand the renal distal tubular physiology, including the transport of ions, 
being one of the few models to express adequate amounts of co-transporters [52]. 
Of all molecules, only three (ZINC39434305, ZINC38617611 and ZINC38617617) 
showed low permeability in Caco-2 cells. The other molecules were in the range 
between high and medium permeability. Regarding MDCK cells, three molecules 
(ZINC39434305, ZINC38617611 and ZINC38617617) presented negative results, 
while the rest had intermediate values (Table 3). 

The blood–brain barrier (BBB) is made up of several components in which it forms 
a communication network that interconnects the Central Nervous System (CNS) with 
peripheral tissues, where it regulates the exchange of substances between the blood 
and this system. Depending on the chemical characteristic of the molecule, it can pass 
the barrier more easily or not, in which molecules with lipophilic characteristics can 
penetrate more than the hydrophilic ones. With this, some substances exert greater 
activity in the CNS and depending on the pathology that wants to be treated, it is more 
favorable for the drug to be able to pass through the barrier. However, substances that
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manage to overcome the barrier are the most likely to cause more serious adverse 
effects [53].

For this reason, in this study, for drug planning in the treatment of ET, low 
penetration into the blood–brain barrier will be considered as a positive result, 
since it is intended to assess whether, even with less action at the CNS level, the 
molecules present better responses when compared to propranolol for the treatment 
of the pathology addressed. Thus, the screened molecules ZINC15015563, 
ZINC06861875, ZINC95390367, ZINC12321364, ZINC01295640, 
ZINC13722413, ZINC91370321, ZINC04587307, ZINC04116896, ZINC04577677 
and ZINC05704899 showed inactivity in the reference values (in the reference 
values 2). Regarding the brain/blood partition (logBB), all values are in line with 
the reference, that is, an unfavorable result for this study, as it indicates a possible 
penetration of the blood–brain barrier, which may act centrally. 

One of the tests to find out if drug candidates may present possible toxicity is 
through the verification of inhibition in HERG/K + ion channels. This inhibition can 
cause disturbances in the normal rhythm of the heart, which can cause heart failure 
and even lead to death [31]. Thus, studies on the mechanisms regarding the inhibition 
of HERG channels provide significant information regarding the molecular factors, 
contributing to the in silico modeling [54]. According to the reference values of the 
Qikprop program, worrisome results are those with values lower than -5. In other 
words, according to the table, all screened molecules presented values for inhibition 
of HERG/K + channels, thus indicating potential toxicity (Table 3). 

Assessing the ADME predictions of the screened molecules, it can be seen that 
only some criteria fit the values. In this sense, it is important to make changes in 
its structure in order to obtain more satisfactory results, especially related to the 
inhibition of HERG channels. 

3.6 Prediction of Toxicological Properties 

One of the challenges found for the development of new drugs is the evaluation of 
their toxicity in humans. In an attempt to reduce the time and expense of materials 
during this assessment, in addition to the risk associated with the use of these drugs 
under test, computational toxicology allows the application of computational and 
mathematical models to predict the possible toxic activity of a molecule from a set 
of information contained in databases [55]. 

The DEREK program is able to perceive chemical substructures within molecules 
and relate them to probable types of toxicity [56]. In the program, the toxicological 
prediction of the 17 molecules and also of propranolol was carried out, in order to 
compare the results and highlight which molecule obtained the best response, as 
described in Table 4. For better understanding, the program provides information 
regarding the number of alerts, describing the chemical structure that gives it such 
signaling, in addition to predicting what type of complications in a living organism 
it may cause.
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Table 4 Prediction of toxicological properties, in the DEREK program, of molecules screened in 
ZINCPharmer 

Description Total alerts Condition Alert

PROPRANOLOL 5 Bladder disorder 
(equivocal) 

Bisoprolol 

Bradycardia (equivocal) Esmolol 

Carcinogenicity 
(equivocal) 

Ethanolamine or 
aminoethanethiol 

HERG channel inhibition 
(plausible) 

HERG I Pharmacophore 

Urolithiasis (equivocal) Bisoprolol 

ZINC19236584 2 Hepatotoxicidade 
(equivocal) 

Aminopherol derivative 

ZINC36743800 Inibição canal HERG 
(plausível) 

HERG I Pharmacophore 

ZINC15015563 2 Skin sensitization 
(Plausible) 

Resorcinol or precursor 

ZINC01295640 

ZINC04587307 

ZINC04116896 Hydrazine 

ZINC04577677 

ZINC38617611 
ZINC38617617 

7 HERG channel inhibition 
(plausible) 

HERG I Pharmacophore 

HERG II Pharmacophore 

Skin sensitization 
(equivocal) 

Hydrazine or precursor 

Hepatotoxicity (plausible) Hydrazine 

Benzimidazole or precursor 

Mitochondrial dysfunction 
(equivocal) 

Hydrazine 

Nephrotoxicity 
(equivocal) 

Hydrazine 

ZINC06861875 4 Carcinogenicity 
(plausible) 

Resorcinol or 
3-aminophenol 

Skin Sensitization 
(Plausible) 

Resorcinol or precursor 

Hydrazine or precursor 

Photoallergenicity 
(plausible) 

Halogenated aromatic 
compound 

ZINC95390367 2 Bradycardia (equivocal) Phenylephrine 

Skin sensitization 
(equivocal) 

Phenol replacement or 
precursor 

ZINC12321364 4 Skin sensitization 
(Plausible) 

Catechol or precursor 

Resorcinol or precursor

(continued)



Ligand-Based Drug Design for Selection of Molecules with Pharmacological … 621

Table 4 (continued)

Description Total alerts Condition Alert

Hydrazine or precursor 

Photoallergenicity 
(plausible) 

Coumarin 

ZINC12722413 4 Skin sensitization 
(Plausible) 

Phenol replacement or 
precursor 

Resorcinol or precursor 

Hydrazine or precursor 

Photoallergenicity 
(plausible) 

Coumarin 

ZINC91370321 4 Carcinogenicity 
(equivocal) 

Ethanolamine or 
aminoenethiol 

HERG channel inhibition 
(plausible) 

HERG I Pharmacophore 

Hepatotoxicity (plausible) Thiophene 

Glucocorticoid receptor 
agonism (plausible) 

N-phenethylbenzamide or 
derivative 

ZINC39434305 9 HERG channel inhibition 
(plausible) 

HERG I Pharmacophore 

HERG II Pharmacophore 

HERG III Pharmacophore 

Skin sensitization 
(equivocal) 

Hydrazine or precursor 

Hepatotoxicity (plausible) Hydrazine 

Benzoamidazole or 
derivative 

Mitochondrial dysfunction 
(equivocal) 

Hydrazine 

Nephrotoxicity 
(equivocal) 

Hydrazine 

Thyroid toxicity 
(equivocal) 

Benzamide 

ZINC5704899 3 Skin sensitization 
(Plausible) 

Phenol replacement or 
precursor 

Hydrazine or precursor 

Photoallergenicity Coumarin 

It is important to highlight that even if the drug is for oral administration, warnings 
indicating skin sensitization and photoallergenicity were considered, which are of 
greater relevance for topical drugs, due to the risks they can bring during the synthesis 
process. 

As observed in the table, it can be inferred that 14 molecules signaled a total of 
alerts less than or equal to 5 (ZINC19236584, ZINC36743800, ZINC15015563,
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ZINC01295640, ZINC04587307, ZINC04116896, ZINC04577677, 
ZINC06861875, ZINC123740, ZINC12391 two had 7 alerts (ZINC38617611, 
ZINC38617617) and one with 9 alerts (ZINC39434305). Thus, when compared to 
the propranolol molecule, in which 5 alerts were signaled, most of the results were 
favorable for the toxicological analysis. 

3.7 Activity Prediction: SEA and PASS 

Through the “PASS prediction” server, it was possible to determine the activities 
that the screened molecules present in relation to the symptoms of ET, in order to 
develop a drug that has a therapeutic activity superior to propranolol. 

At the expense of the activity and mechanism of action of the drug propranolol, 
the variables analyzed in the PASS web server to determine the activity poten-
tial were: antiadrenergic activity, β-adrenergic receptor antagonist, β1-adrenergic 
receptor antagonist, β2-receptor antagonist adrenergic and antiparkinsonian/tremor 
relief (Table 5). 

As seen in Table 5, of the 17 molecules analyzed, only 5 presented results in 
relation to the activity potential for at least one of the variables, it is important 
to highlight that none of the molecules evaluated presented activity for the relief 
of tremor. The molecules ZINC95390367 and ZINC91370321 were the ones that

Table 5 Results of prediction of activity potential and inhibition of molecules screened in 
ZINCPharmer that presented values in any of the evaluated criteria 

Molecules Pa Pi Description 

PROPRANOLOL 0.746 0.004 Antiadrenergic 

0.390 0.003 β-adrenergic receptor antagonist 

0.282 0.003 β1-adrenergic receptor antagonist 

0.170 0.005 β2-adrenergic receptor antagonist 

0.434 0.008 Antiparkinsonian, tremor relief 

ZINC95390367 0.102 0.062 Antiadrenergic 

0.109 0.012 β-adrenergic receptor antagonist 

0.098 0.009 β1-adrenergic receptor antagonist 

0.074 0.012 β2-adrenergic receptor antagonist 

ZINC19236585 0.092 0.069 Antiadrenergic 

0.067 0.033 β-adrenergic receptor antagonist 

ZINC91370321 0.197 0.032 Antiadrenergic 

ZINC36743800 0.055 0.054 β-adrenergic receptor antagonist 

ZINC19236584 0.092 0.069 Antiadrenergic 

0.067 0.033 β-adrenergic receptor antagonist
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Table 6 Prediction of activity of the molecules sorted in ZINCPharmer on SEA server 

Molecules Description MAX TC 

PROPRANOLOL Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.46 

Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.47 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.42 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.42 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.42 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.42 

ZINC95390367 Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.36 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.36 

ZINC91370321 Beta-2 adrenergic receptor (ADRB2 RAT) 0.30 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.48 

Beta-2 adrenergic receptor (ADRB2 BOVIN) 0.37 

Beta-1 adrenergic receptor (ADRB1 MOUSE) 0.29 

Beta-2 adrenergic receptor (ADRB2 MESAU) 0.29 

presented the best results among those that were screened, however, they had a lower 
performance when compared to the propranolol molecule.

As with the other assessments, the prediction in SEA was made in relation to the 
values given by the drug and prototype. In this server, the potential that molecules 
have when interacting with the therapeutic target related to the disease to be treated, 
which in the case in question, essential tremor, was analyzed. Table 6 shows the 
molecules that showed binding results with β-adrenergic receptors in different types 
of organisms. 

In this server, the criterion that indicates strong binding potential is the “MAX 
TC” value, in which the closer to 1, the greater the tendency of the molecule to bind 
to the target/receptor. 

As observed in the table, only two molecules were found to have activity potential 
in β-adrenergic receptors, the molecule ZINC95390367 being the one that obtained 
the best results. However, as with PASS, the propranolol molecule had a superior 
result in this parameter. 

3.8 Selection and Modification of the Prototype 

Evaluating all criteria in each tested segment, it was observed that the molecule that 
obtained the best results was the description ‘ZINC95390367’ (Fig. 5), in which, 
despite its performance not being superior to propranolol, when compared to the 
other molecules tested, presented, in most of the predictions made, superior results. 

After selection, the modifications (Fig. 6) were performed according to the phar-
macophoric regions, in order to prevent the biological activity potential from not
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Fig. 5 Chemical structure of 
the molecule selected as a 
prototype: ZINC95390367 

OH 

NH N 

N 

OH 

OH 

NH 

reducing to very low levels [33]. Not only the pharmacophoric model, care was also 
taken to maintain or improve the pharmacokinetic properties. Therefore, the aromatic 
regions, the presence of hydrogen donors and acceptors and the hydrophobic regions 
were maintained, according to the results of the pharmacophoric model, as a way 
to prevent the reduction of its activity. With this, in order to create other possible 
structures, some methyls, cyclic groups, electronegative atoms, such as oxygen and 
nitrogen, were added, in addition to changing the position of some atoms. Not only 
were they added, but some groups and regions were also removed in order to assess 
whether they could obtain better results. 

Thus, in order to verify whether the modifications had favorable responses when 
compared to the prototype and to propranolol itself, the pharmacokinetic properties 
of each modification were analyzed using the Qikprop software (Table 7). 

As seen in Table 7, the responses related to human oral absorption and absorption 
in Caco-2 and MDCK cells, the modified molecules showed results superior to the 
prototype. 

Regarding the action on the CNS, considering a negative response to the high 
capacity of action at the central level of the molecules, only nine (1, 2, 5, 20, 21, 22, 
23, 26 and 27) of the thirty molecules had such a average response, while the rest 
demonstrated high capacity to exert action in this system. Regarding the brain/blood 
partition (logBB), all molecules showed negative responses to this study, as they 
indicate reference values for penetration into the blood–brain barrier. 

Of all the molecules analyzed, only eight (2, 3, 5, 20, 21, 23, 26, and 27) showed 
favorable responses to logHERG, that is, they do not present toxicity potential. 

To predict the toxicological properties of the modified molecules (Table 8), using 
the DEREK program, the total number of alerts and which regions responsible for 
these alerts capable of conferring toxicity on the molecules were evaluated. 

As seen in Table 8, it is possible to establish that the toxicological results of the 
modifications against propranolol were favorable. It is important to point out that 
only modification 6 showed a response (total alerts) similar to the prototype. But 
with regard to the rest, no modification had a worse response than those presented 
by propranolol and prototype. 

From the results presented in Table 9, it can be inferred that the responses to 
the modifications were superior to those of the molecules screened in ZincPharmer, 
given that the maximum warning that a molecule (modification 6) presented was two: 
bradycardia and carcinogenicity. Modifications 12, 13, 14, 15, 16, 17, 25, 29 and 30 
signaled an alert for HERG channel inhibition. With regard to carcinogenicity, the



Ligand-Based Drug Design for Selection of Molecules with Pharmacological … 625

O
H
 

NH
 O

 

N
H
 

N
H

O
H
 

C
H
3 

O
 

O
 

O
H 

NH
 

O
 

O
 

NH
 

NH
 O

 

NH
O
H
 

O
NH

CH
3 

NH
O
H
 

CH
3 

O
 

NH
O
H 

O
 

NH
CH

3 

O
 

NH
 

O
 

NH
 

O
 

O
 

NH
 

O
 

CH
3 

O
N

 

NH
 

O
N

 

NH
CH

3 

O
N

 

NH
O
H 

O
N

 

NH
O
H 

O
N

 

N
H

O
H
 

C
H
3

O
N

 

NH
O
H 

CH
3 

CH
3 

O
N

CH
3 

CH
3 

NH
O
H
 

O
N

C
H
3 

N
H

O
H
 

C
H
3 

NH
N

CH
3 

NH
 

CH
3 

O
H
 

O
 

N
H

N
H
 

N
H

O
H
 

O
 

NH
NH

2 

NH
O
H
 

O
 

CH
3 

NH
NH

2 

CH
3 

NH
O
H 

O
 

O
N

 

NH
O
H
 

CH
3 

CH
3

O
N

 

NH
O
H 

CH
3 

CH
3 

NH
N 

NH
 

CH
3 

O
H 

O
 

NH
N 

NH
 

CH
3 

O
H 

O
 

CH
3 

CH
3

O
N

C
H
3 

O
O
H
 

C
H
3 

O
N

 

O
O
H 

CH
3 

O
N

 

NH
O
H 

CH
3 CH

3 

M
od

ifi
ca

tio
n 

1
M

od
ifi

ca
tio

n 
2

M
od

ifi
ca

tio
n 

3
M

od
ifi

ca
tio

n 
4

M
od

ifi
ca

tio
n 

5 

M
od

ifi
ca

tio
n 

6
M

od
ifi

ca
tio

n 
7

M
od

ifi
ca

tio
n 

8
M

od
ifi

ca
tio

n 
9

M
od

ifi
ca

tio
n 

10
 

M
od

ifi
ca

tio
n 

11
M

od
ifi

ca
tio

n 
12

 
M

od
ifi

ca
tio

n 
13

M
od

ifi
ca

tio
n 

14
M

od
ifi

ca
tio

n 
15

 

M
od

ifi
ca

tio
n 

16
M

od
ifi

ca
tio

n 
17

M
od

ifi
ca

tio
n 

18
M

od
ifi

ca
tio

n 
19

M
od

ifi
ca

tio
n 

20
 

M
od

ifi
ca

tio
n 

21
M

od
ifi

ca
tio

n 
22

M
od

ifi
ca

tio
n 

23
M

od
ifi

ca
tio

n 
25

 

M
od

ifi
ca

tio
n 

26
M

od
ifi

ca
tio

n 
27

M
od

ifi
ca

tio
n 

29
M

od
ifi

ca
tio

n 
30

M
od

ifi
ca

tio
n 

28
 

M
od

ifi
ca

tio
n 

24
 

F
ig
. 6
 
C
he
m
ic
al
s 
sc
tr
ut
ur
es
 o
f 
m
od
ifi
ca
tio

ns
 m

ad
e 
fr
om

 p
ro
to
ty
pe



626 A. C. J. Silva et al.

Table 7 Pharmacokinetic properties, obtained in the Qikprop software, of the molecules modified 
from the prototype 

Molecules AOH %AOH pCaco-2 pMDCK SNC logBB logHERG 

PROPRANOLOL 3 100.000 802.562 431.502 1 0.034 −6.433 

Prototype 3 90.224 296.209 132.804 −2 −1.557 −7.439 

1 3 100.000 1.542.867 1.176.738 0 −0.448 −5.453 

2 2 63.977 114.047 105.474 0 −0.293 −3.796 

3 3 100.000 852.408 460.541 1 0.155 −5.782 

4 3 100.000 839.540 453.030 1 0.188 −6.113 

5 3 76.519 135.996 130.379 0 −0.317 −4.697 

6 2 74.660 165.994 86.920 1 0.373 −6.155 

7 3 100.000 810.548 436.144 1 0.133 −5.799 

8 3 100.000 1.639.329 933.809 2 0.484 −5.977 

9 3 100.000 1.665.677 950.043 2 0.482 −6.385 

10 3 100.000 800.107 430.075 1 0.170 −6.097 

11 3 100.000 1.005.033 550.283 1 0.271 −6.013 

12 3 92.538 378.191 211.673 2 0.841 −7.018 

13 3 95.179 433.486 245.314 2 0.911 −6.517 

14 3 80.280 177.174 93.265 2 0.481 −6.384 

15 2 74.810 142.225 73.549 1 0.372 −6.055 

16 3 77.216 158.498 82.685 1 0.430 −5.859 

17 3 81.618 208.554 111.241 2 0.533 −6.103 

18 3 81.733 299.034 164.220 2 0.575 −5.934 

19 3 80.342 195.089 103.499 1 0.304 −6.381 

20 3 82.986 312.726 241.437 0 −0.199 −4.215 

21 2 49.932 15.233 13.431 0 −0.255 −4.744 

22 2 53.842 20.429 14.667 0 −0.522 −5.069 

23 2 55.681 32.371 22.476 0 −0.221 −4.702 

24 3 83.552 236.534 127.456 1 0.320 −6.512 

25 3 86.070 246.704 133.390 1 0.268 −6.664 

26 3 76.101 150.318 129.350 0 −0.267 −4.160 

27 3 89.402 356.346 265.919 0 −0.301 −4.420 

28 3 100.000 1.573.679 893.455 1 0.221 −5.582 

29 3 100.000 1.172.081 649.778 1 0.269 −5.708 

30 3 80.482 167.949 88.028 1 0.410 −5.628
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Table 8 Prediction of toxicological properties, in the DEREK program, of modified molecules 

Molecules Total alerts Condiction Alert

Propranolol 5 Bladder Disorder (equivocal) Bisoprolol 

Bradycardia (equivocal) Esmolol 

Carcinogenicity (equivocal) Ethanolamine or 
aminoethanethiol 

HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Prototype 2 Bradycardia (equivocal) Phenylephrine 

Skin sensitization (equivocal) Phenol replacement or 
precursor 

Modification 1 0 – – 

Modification 2 0 – – 

Modification 3 0 – – 

Modification 4 0 – – 

Modification 5 0 – – 

Modification 6 2 Bradycardia (equivocal) Esmolol 

Carcinogenicity (equivocal) Ethanolamine or 
aminoethanethiol 

Modification 7 0 – – 

Modification 8 0 – – 

Modification 9 0 – – 

Modification 10 0 – – 

Modification 11 0 – – 

Modification 12 1 HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Modification 13 1 HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Modification 14 1 HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Modification 15 1 HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Modification 16 1 HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Modification 17 1 HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Modification 18 1 Carcinogenicity (equivocal) Ethanolamine or 
aminoethanethiol 

Modification 19 1 Carcinogenicity (equivocal) Ethanolamine or 
aminoethanethiol 

Modification 20 0 – –

(continued)



628 A. C. J. Silva et al.

Table 8 (continued)

Molecules Total alerts Condiction Alert

Modification 21 0 – – 

Modification 22 0 – – 

Modification 23 0 – – 

Modification 24 1 Carcinogenicity (equivocal) Ethanolamine or 
aminoethanethiol 

Modification 25 2 Carcinogenicity (equivocal) 
HERG channel inhibition 

Ethanolamine or 
aminoethanethiol 
HERG I 
Pharmacophore 

Modification 26 0 – – 

Modification 27 0 – – 

Modification 28 1 Carcinogenicity (equivocal) Ethanolamine or 
aminoethanethiol 

Modification 29 1 HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Modification 30 1 HERG channel inhibition 
(plausible) 

HERG I 
Pharmacophore 

Source Own authorhip 

Table 9 Results of the prediction of the activity potential or inhibition of molecules by the ‘PASS 
Prediction’ program of the modified molecules 

Molecules Pa Pi Description

Propranolol 0.746 0.004 Antiadrenergic 

0.390 0.003 β-adrenergic receptor antagonist 

0.282 0.003 β1-adrenergic receptor antagonist 

0.170 0.005 β2-adrenergic receptor antagonist 

0.434 0.008 Antiparkinsonian, tremor relief 

Prototype 0.102 0.062 Antiadrenergic 

0.109 0.012 β-adrenergic receptor antagonist 

0.098 0.009 β1-adrenergic receptor antagonist 

0.074 0.012 β2-adrenergic receptor antagonista 

Modification 1 0.224 0.027 Antiadrenergic 

0.098 0.015 β-adrenergic receptor antagonist 

0.114 0.025 β1-adrenergic receptor antagonist

(continued)
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Table 9 (continued)

Molecules Pa Pi Description

– – β2-adrenergic receptor antagonist 

0.226 0.061 Antiparkinsonian, tremor relief 

Modification 2 0.160 0.040 Antiadrenergic 

0.162 0.007 β-adrenergic receptor antagonist 

0.127 0.007 β1-adrenergic receptor antagonist 

0.126 0.006 β2-adrenergic receptor antagonist 

0.189 0.079 Antiparkinsonian, tremor relief 

Modification 3 0.173 0.037 Antiadrenergic 

0.094 0.016 β-adrenergic receptor antagonist 

0.050 0.028 β1-adrenergic receptor antagonist 

0.061 0.017 β2-adrenergic receptor antagonist 

0.190 0.079 Antiparkinsonian, tremor relief 

Modification 4 0.097 0.065 Antiadrenergic 

– – β-adrenergic receptor antagonist 

– – β1-adrenergic receptor antagonist 

– – β2-adrenergic receptor antagonist 

0.149 0.107 Antiparkinsonian, tremor relief 

Modification 5 0.218 0.028 Antiadrenergic 

0.096 0.015 β-adrenergic receptor antagonist 

0.087 0.011 β1-adrenergic receptor antagonist 

0.078 0.050 β2-adrenergic receptor antagonist 

0.195 0.076 Antiparkinsonian, tremor relief 

Modification 6 0.866 0.004 Antiadrenergic 

0.548 0.002 β-adrenergic receptor antagonist 

0.341 0.003 β1-adrenergic receptor antagonist 

0.404 0.002 β2-adrenergic receptor antagonist 

0.414 0.010 Antiparkinsonian, tremor relief 

Modification 7 0.267 0.020 Antiadrenergic 

0.084 0.020 β-adrenergic receptor antagonist 

0.049 0.029 β1-adrenergic receptor antagonist 

0.059 0.018 β2-adrenergic receptor antagonist 

0.182 0.083 Antiparkinsonian, tremor relief 

Modification 8 – – Antiadrenergic 

– – β-adrenergic receptor antagonist

(continued)
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Table 9 (continued)

Molecules Pa Pi Description

– – β1-adrenergic receptor antagonist 

– – β2-adrenergic receptor antagonist 

0.205 0.071 Antiparkinsonian, tremor relief 

Modification 9 0.172 0.037 Antiadrenergic 

0.060 0.045 β-adrenergic receptor antagonist 

– – β1-adrenergic receptor antagonist 

– – β2-adrenergic receptor antagonist 

0.211 0.068 Antiparkinsonian, tremor relief 

Modification 10 0.097 0.065 Antiadrenergic 

– – β-adrenergic receptor antagonist 

– – β1-adrenergic receptor antagonist 

– – β2-adrenergic receptor antagonist 

0.149 0.107 Antiparkinsonian, tremor relief 

Modification 11 – – Antiadrenergic 

– – β-adrenergic receptor antagonist 

– – β1-adrenergic receptor antagonist 

– – β2-adrenergic receptor antagonist 

0.157 0.100 Antiparkinsonian, tremor relief 

Modification 12 0.376 0.011 Antiadrenergic 

– – β-adrenergic receptor antagonist 

– – β1-adrenergic receptor antagonist 

– – β2-adrenergic receptor antagonist 

0.229 0.060 Antiparkinsonian, tremor relief 

Modification 13 0.199 0.031 Antiadrenergic 

– – β-adrenergic receptor antagonist 

– – β1-adrenergic receptor antagonist 

– – β2-adrenergic receptor antagonist 

0.153 0.104 Antiparkinsonian, tremor relief 

Modification 14 0.578 0.005 Antiadrenergic 

– – β-adrenergic receptor antagonist 

0.060 0.021 β1-adrenergic receptor antagonist 

0.065 0.015 β2-adrenergic receptor antagonist

(continued)
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Table 9 (continued)

Molecules Pa Pi Description

0.256 0.049 Antiparkinsonian, tremor relief 

Modification 15 0.599 0.005 Antiadrenergic 

0.178 0.005 β-adrenergic receptor antagonist 

0.104 0.008 β1-adrenergic receptor antagonist 

0.113 0.007 β2-adrenergic receptor antagonist 

0.358 0.019 Antiparkinsonian, tremor relief 

Modification 16 0.448 0.008 Antiadrenergic 

0.131 0.009 β-adrenergic receptor antagonist 

0.066 0.017 β1-adrenergic receptor antagonist 

0.068 0.014 β2-adrenergic receptor antagonist 

0.346 0.022 Antiparkinsonian, tremor relief 

Modification 17 0.399 0.010 Antiadrenergic 

0.134 0.009 β-adrenergic receptor antagonist 

0.055 0.024 β1-adrenergic receptor antagonist 

0.058 0.019 β2-adrenergic receptor antagonist 

0.288 0.038 Antiparkinsonian, tremor relief 

Modification 18 0.603 0.005 Antiadrenergic 

0.260 0.004 β-adrenergic receptor antagonist 

0.151 0.005 β1-adrenergic receptor antagonist 

0.137 0.006 β2-adrenergic receptor antagonist 

0.474 0.005 Antiparkinsonian, tremor relief 

Modification 19 0.555 0.005 Antiadrenergic 

0.299 0.003 β-adrenergic receptor antagonist 

0.191 0.004 β1-adrenergic receptor antagonist 

0.179 0.005 β2-adrenergic receptor antagonist 

0.524 0.004 Antiparkinsonian, tremor relief 

Modification 20 0.211 0.029 Antiadrenergic 

0.167 0.006 β-adrenergic receptor antagonist 

0.179 0.004 β1-adrenergic receptor antagonist 

0.193 0.004 β2-adrenergic receptor antagonist 

0.302 0.033 Antiparkinsonian, tremor relief 

Modification 21 0.212 0.029 Antiadrenergic 

0.115 0.011 β-adrenergic receptor antagonist 

0.114 0.008 β1-adrenergic receptor antagonist

(continued)
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Table 9 (continued)

Molecules Pa Pi Description

0.071 0.013 β2-adrenergic receptor antagonist 

0.186 0.081 Antiparkinsonian, tremor relief 

Modification 22 – – Antiadrenergic 

0.084 0.020 β-adrenergic receptor antagonist 

0.055 0.024 β1-adrenergic receptor antagonist 

0.058 0.019 β2-adrenergic receptor antagonist 

0.188 0.080 Antiparkinsonian, tremor relief 

Modification 23 – – Antiadrenergic 

0.078 0.024 β-adrenergic receptor antagonist 

0.053 0.026 β1-adrenergic receptor antagonist 

0.052 0.022 β2-adrenergic receptor antagonist 

0.133 0.123 Antiparkinsonian, tremor relief 

Modification 24 0.609 0.005 Antiadrenergic 

0.340 0.003 β-adrenergic receptor antagonist 

0.237 0.004 β1-adrenergic receptor antagonist 

0.214 0.004 β2-adrenergic receptor antagonist 

0.456 0.006 Antiparkinsonian, tremor relief 

Modification 25 0.566 0.005 Antiadrenergic 

0.351 0.003 β-adrenergic receptor antagonist 

0.267 0.005 β1-adrenergic receptor antagonist 

0.231 0.004 β2-adrenergic receptor antagonist 

0.446 0.007 Antiparkinsonian, tremor relief 

Modification 26 0.323 0.014 Antiadrenergic 

0.121 0.010 β-adrenergic receptor antagonist 

0.104 0.009 β1-adrenergic receptor antagonist 

0.062 0.017 β2-adrenergic receptor antagonist 

0.202 0.072 Antiparkinsonian, tremor relief 

Modification 27 0.133 0.048 Antiadrenergic 

0.098 0.015 β-adrenergic receptor antagonist 

0.094 0.048 β1-adrenergic receptor antagonist 

0.095 0.008 β2-adrenergic receptor antagonist 

0.192 0.078 Antiparkinsonian, tremor relief 

Modification 28 0.595 0.005 Antiadrenergic 

0.264 0.004 β-adrenergic receptor antagonist

(continued)
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Table 9 (continued)

Molecules Pa Pi Description

0.192 0.004 β1-adrenergic receptor antagonist 

0.064 0.016 β2-adrenergic receptor antagonist 

0.457 0.006 Antiparkinsonian, tremor relief 

Modification 29 0.487 0.007 Antiadrenergic 

0.111 0.012 β-adrenergic receptor antagonist 

0.064 0.018 β1-adrenergic receptor antagonist 

– – β2-adrenergic receptor antagonist 

0.292 0.036 Antiparkinsonian, tremor relief 

Modification 30 0.394 0.014 Antiadrenergic 

0.115 0.011 β-adrenergic receptor antagonist 

0.044 0.034 β1-adrenergic receptor antagonist 

0.047 0.025 β2-adrenergic receptor antagonist 

0.257 0.057 Antiparkinsonian, tremor relief 

signaled molecules were numbers 18, 19, 24, 25 and 28. The remainder, comprising 
a total of 17 molecules, did not show any type of signaling with regard to toxicity.

Regarding the activity prediction (Table 9), performed in the “PASS prediction” 
program, all 30 modifications presented superior results to the prototype, being 
important to show that some of them (6, 18, 19, 24, 25 and 28) are stood out for 
having values, in most descriptors, equal to or higher than the prototype and the 
propranolol molecule itself. 

Compared to the first analysis, the prediction results in the SEA web server (Table 
10) were higher than the values presented by the prototype. However, when compared

Table 10 Results of activity predictions by the ‘SEA Prediction’ online server of the modified 
molecules 

Molecules Description MAX TC

Propranolol Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.46 

Beta-2 adrenergic receptor (B0FL73 CAVPO) 0.47 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.42 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.42 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.42 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.42 

Prototype Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.36 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.36 

Modification 1 Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.56 

Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.60

(continued)
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Table 10 (continued)

Molecules Description MAX TC

Beta-1 adrenergic receptor (ADRB1 RAT) 0.56 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.56 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.56 

Beta-2 adrenergic receptor (ADRB2 MOUSE) 0.36 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.56 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.56 

Modification 14 Beta-1 adrenergic receptor (ADRB1 RAT) 0.36 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.35 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.34 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.34 

Modification 15 Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.31 

Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.32 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.42 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.32 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.43 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.42 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.46 

Modification 16 Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.33 

Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.32 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.38 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.34 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.38 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.39 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.39 

Modification 17 Beta-1 adrenergic receptor (ADRB1 RAT) 0.36 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.39 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.40 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.40 

Modification 18 Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.30 

Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.33 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.32 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.33 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.32

(continued)
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Table 10 (continued)

Molecules Description MAX TC

Modification 19 Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.30 

Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.32 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.31 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.31 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.30 

Modification 24 Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.31 

Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.33 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.31 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.32 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.31 

Modification 25 Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.31 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.30 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.30 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.29 

Modification 28 Beta-1 adrenergic receptor (B0FL73 CAVPO) 0.30 

Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.32 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.31 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.30 

Modification 29 Beta-2 adrenergic receptor (ADRB2_CAVPO) 0.30 

Beta-1 adrenergic receptor (ADRB1 RAT) 0.36 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.32 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.36 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.41 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.41 

Modification 30 Beta-1 adrenergic receptor (ADRB1 RAT) 0.35 

Beta-2 adrenergic receptor (ADRB2_BOVIN) 0.32 

Beta-2 adrenergic receptor (ADRB2 CANLF) 0.37 

Beta-1 adrenergic receptor (ADRB1 HUMAN) 0.37 

Beta-2 adrenergic receptor (ADRB2 HUMAN) 0.37 

to the propranolol molecule, only one modification (1) showed higher values for all 
types of targets evaluated in the program.

According to the predictions, it was observed that some modifications (1, 2, 5, 20, 
26 and 27) had a better performance in the pharmacokinetic parameters (QikProp), 
especially when taking into account the low probability of penetration into the CNS, 
others had better results in activity prediction (6, 18, 19, 24, 25 and 28) in ‘Pass 
prediction’, when compared to the results of propranolol and prototype. Regarding 
SEA, only molecule 1 showed superior results to propranolol and prototype. In the
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toxicological parameter, all had a favorable result. Thus, for this research, to perform 
molecular docking, the following modifications were selected: 1, 2, 5, 6, 18, 19, 20, 
25, 26, 27 and 28. 

3.9 Molecular Docking of Modifications 

3.9.1 β1-Adrenergic Receptor 

In the validation of the crystallographic structure of the target protein (PDB ID: 
7BVQ) with the ligand (carazolol), the value of 0.600 Å was obtained as a result 
of the RMSD calculation. It is considered as indicative of a good result when the 
RMSD is less than 2 Å, since it assumes that a correct fit of the ligand occurred in an 
adequate spatial orientation in the target [45]. The validation radius was 9.345 and 
the coordinates of origin: x = 21.59; y = −21.88; z = 2.89. 

The resulting Score given was 86.46, which is nothing more than a value provided 
by the program itself, which allows establishing the best conformation of the ligand 
in the active site, that is, the program modulates which are the best ways of fitting 
that the molecule can do it, providing quantitative data. 

According to the origin coordinates obtained in the validation, the binding site 
was defined for the start of docking. As seen in Fig. 7, all linkers are located in the 
same region, with many interacting with the same amino acid residues. 

It is important to highlight that the analysis was performed based on a comparison 
with the docking of the propranolol molecule itself (Table 11). In other words, to 
establish whether the prototype and the modifications had greater interactions with 
the target than propranolol, the amounts and types of interactions that occurred 
between ligand and receptor were then analyzed, in order to establish the best ligand-
receptor fit. receiver. 

Fig. 7 Overlap of propranolol molecules, prototype and β1 adrenergic receptor modifications
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Table 11 Propranolol docking, prototype and selected modifications in β1 adrenergic receptor 

Molecule Amino acid Ligand atoms Category Type Distance

Propranolol ASN426 H32 Hydrogen bond Conventional 
hydrogen bond 

2.06 

ASN426 H33 Hydrogen bond Conventional 
hydrogen bond 

2.09 

PHE404 Ligand Hydrophobic Pi-Pi T-shaped 5.01 

PHE404 Ligand Hydrophobic Pi-Pi T-shaped 4.72 

PHE335 C18 Hydrophobic Pi-Alkyl 5.10 

PHE403 C18 Hydrophobic Pi-Alkyl 5.01 

PHE403 C19 Hydrophobic Pi-Alkyl 5.47 

PHE422 C18 Hydrophobic Pi-Alkyl 4.82 

PHE422 C19 Hydrophobic Pi-Alkyl 4.57 

VAL256 Ligand Hydrophobic Pi-Alkyl 4.98 

VAL256 Ligand Hydrophobic Pi-Alkyl 4.15 

VAL259 Ligand Hydrophobic Pi-Alkyl 4.91 

Prototype SER345 H37 Hydrogen bond Conventional 
hydrogen bond 

2.67 

ASP255 H43 Hydrogen bond Conventional 
hydrogen bond 

2.03 

ASP255 H39 Hydrogen bond Carbon 
hydrogen bond 

2.44 

ASP255 H42 Hydrogen bond Carbon 
hydrogen bond 

3.03 

ASN426 H46 Hydrogen bond Carbon 
hydrogen bond 

3.09 

ASP334 H52 Hydrogen bond Carbon 
hydrogen bond 

2.88 

PHE335 Ligand Hydrophobic Pi-Sigma 2.51 

PHE335 Ligand Hydrophobic Pi-Pi T-shaped 4.93 

PHE403 Ligand Hydrophobic Pi-Pi T-shaped 4.93 

PHE404 Ligand Hydrophobic Pi-Pi T-shaped 4.76 

VAL256 Ligand Hydrophobic Pi-Alkyl 4.12 

VAL259 Ligand Hydrophobic Pi-Alkyl 5.04 

Mod. 1 ASP255 H36 Hydrogen bond Carbon 
hydrogen bond 

2.48 

PHE404 Ligand Hydrophobic Pi-Pi T-shaped 4.73 

PHE422 Ligand Hydrophobic Pi-Pi T-shaped 5.20 

PHE335 Ligand Hydrophobic Pi-Alkyl 5.43 

VAL256 Ligand Hydrophobic Pi-Alkyl 4.11

(continued)
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Table 11 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

VAL259 Ligand Hydrophobic Pi-Alkyl 4.58 

Mod. 2 ASN407 O16 Hydrogen bond Conventional 
hydrogen bond 

2.02 

ALA342 O16 Hydrogen bond Carbon 
hydrogen bond 

2.79 

VAL256 Ligand Hydrophobic Pi-Sigma 2.79 

PHE404 Ligand Hydrophobic Pi-Pi T-shaped 5.15 

PHE403 Ligand Hydrophobic Pi-Alkyl 4.55 

VAL259 Ligand Hydrophobic Pi-Alkyl 4.62 

Mod. 5 ASN426 H43 Hydrogen bond Conventional 
hydrogen bond 

2.07 

ASP255 H48 Hydrogen bond Conventional 
hydrogen bond 

1.93 

ASN426 H30 Hydrogen bond Carbon 
hydrogen bond 

2.84 

TRP251 ligand Hydrophobic Pi-Pi T-shaped 5.03 

VAL256 Ligand Hydrophobic Alkyl 4.57 

VAL259 Ligand Hydrophobic Alkyl 4.96 

PHE403 Ligand Hydrophobic Pi-Alkyl 5.19 

PHE404 Ligand Hydrophobic Pi-Alkyl 5.35 

TRP427 Ligand Hydrophobic Pi-Alkyl 4.72 

Mod. 6 ASN426 H27 Hydrogen bond Conventional 
hydrogen bond 

1.74 

ASN426 H37 Hydrogen bond Conventional 
hydrogen bond 

1.98 

ASN426 H24 Hydrogen bond Carbon 
hydrogen bond 

2.90 

SER345 H33 Hydrogen bond Carbon 
hydrogen bond 

2.54 

VAL256 Ligand Hydrophobic Pi-Sigma 2.85 

PHE403 Ligand Hydrophobic Pi-Pi T-shaped 5.44 

VAL256 Ligand Hydrophobic Alkyl 4.51 

VAL423 C18 Hydrophobic Alkyl 4.45 

PHE404 Ligand Hydrophobic Pi-Alkyl 4.95 

PHE422 C13 Hydrophobic Pi-Alkyl 4.76 

PHE422 C18 Hydrophobic Pi-Alkyl 4.49 

VAL259 Ligand Hydrophobic Pi-Alkyl 4.71 

Mod.18 ASN426 O19 Hydrogen bond Conventional 
hydrogen bond 

2.53

(continued)
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Table 11 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

ASP255 H43 Hydrogen bond Conventional 
hydrogen bond 

1.84 

ASN426 H25 Hydrogen bond Carbon 
hydrogen bond 

2.81 

ASN426 H26 Hydrogen bond Carbon 
hydrogen bond 

3.07 

ASN426 H29 Hydrogen bond Carbon 
hydrogen bond 

2.35 

PHE404 Ligand Hydrophobic Pi-Pi T-shaped 4.82 

TRP251 C12 Hydrophobic Pi-Alkyl 5.05 

PHE335 C13 Hydrophobic Pi-Alkyl 4.34 

PHE404 Ligand Hydrophobic Pi-Alkyl 4.85 

VAL256 Ligand Hydrophobic Pi-Alkyl 4.08 

VAL259 Ligand Hydrophobic Pi-Alkyl 4.52 

Mod. 19 TYR430 O19 Hydrogen bond Conventional 
hydrogen bond 

2.77 

ASN426 H43 Hydrogen bond Conventional 
hydrogen bond 

1.66 

ASN426 H25 Hydrogen bond Carbon 
hydrogen bond 

2.96 

ASP255 H26 Hydrogen bond Carbon 
hydrogen bond 

2.53 

ASN426 H30 Hydrogen bond Carbon 
hydrogen bond 

3.0 

VAL256 Ligand Hydrophobic Pi-Sigma 2.68 

PHE403 C12 Hydrophobic Pi-Alkyl 4.64 

PHE404 Ligand Hydrophobic Pi-Alkyl 5.16 

PHE422 C12 Hydrophobic Pi-Alkyl 4.77 

VAL259 Ligand Hydrophobic Pi-Alkyl 4.69 

Mod. 20 PHE335 O21 Hydrogen bond Conventional 
hydrogen bond 

2.16 

ASN426 H28 Hydrogen bond Conventional 
hydrogen bond 

2.04 

ASP255 H46 Hydrogen bond Conventional 
hydrogen bond 

2.20 

ASN426 H25 Hydrogen bond Carbon 
hydrogen bond 

2.36 

ASN426 H31 Hydrogen bond Carbon 
hydrogen bond 

2.29

(continued)
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Table 11 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

ASP455 H40 Hydrogen bond Carbon 
hydrogen bond 

2.99 

PHE403 Ligand Hydrophobic Pi-Pi T-shaped 4.61 

VAL423 C15 Hydrophobic Alkyl 3.82 

VAL256 Ligand Hydrophobic Alkyl 4.38 

VAL259 Ligand Hydrophobic Alkyl 3.99 

TRP427 C15 Hydrophobic Pi-Alkyl 4.99 

Mod. 24 ASN426 H43 Hydrogen bond Conventional 
hydrogen bond 

1.89 

SER345 H39 Hydrogen Bond Carbon 
hydrogen bond 

2.57 

VAL256 Ligand Hydrophobic Pi-Sigma 2.76 

PHE403 Ligand Hydrophobic Pi-Pi T-shaped 5.56 

VAL256 Ligand Hydrophobic Alkyl 4.50 

TRP251 C15 Hydrophobic Pi-Alkyl 5.20 

PHE404 Ligand Hydrophobic Pi-Alkyl 4.94 

PHE422 C14 Hydrophobic Pi-Alkyl 5.22 

VAL259 Ligand Hydrophobic Pi-Alkyl 4.66 

Mod. 25 ASP255 H44 Hydrogen bond Conventional 
hydrogen bond 

2.11 

TRP251 Ligand Hydrophobic Pi-Pi T-shaped 4.99 

VAL259 C15 Hydrophobic Alkyl 4.55 

ILE235 Ligand Hydrophobic Alkyl 5.02 

TRP400 C15 Hydrophobic Pi-Alkyl 4.93 

PHE403 C15 Hydrophobic Pi-Alkyl 4.40 

PHE404 C21 Hydrophobic Pi-Alkyl 5.20 

TRP427 Ligand Hydrophobic Pi-Alkyl 4.59 

TRP427 Ligand Hydrophobic Pi-Alkyl 5.27 

ILE235 Ligand Hydrophobic Pi-Alkyl 5.36 

Mod. 26 ASP255 H45 Hydrogen bond Conventional 
hydrogen bond 

2.03 

PHE335 Ligand Hydrophobic Pi-Pi T-shaped 5.22 

VAL256 Ligand Hydrophobic Alkyl 4.31 

VAL259 Ligand Hydrophobic Alkyl 4.87 

PHE404 Ligand Hydrophobic Pi-Alkyl 4.59 

PHE404 C19 Hydrophobic Pi-Alkyl 5.40 

Mod. 27 ASN426 H31 Hydrogen bond Conventional 
hydrogen bond 

2.83

(continued)



Ligand-Based Drug Design for Selection of Molecules with Pharmacological … 641

Table 11 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

ASP255 H29 Hydrogen bond Carbon 
hydrogen bond 

2.87 

ASN426 H30 Hydrogen bond Carbon 
hydrogen bond 

2.94 

CYS333 H33 Hydrogen bond Carbon 
hydrogen bond 

3.04 

PHE403 Ligand Hydrophobic Pi-Pi T-shaped 5.17 

VAL256 Ligand Hydrophobic Alkyl 4.48 

ILE235 C22 Hydrophobic Alkyl 4.03 

TRP251 C23 Hydrophobic Pi-Alkyl 5.12 

PHE404 Ligand Hydrophobic Pi-Alkyl 5.13 

PHE422 C15 Hydrophobic Pi-Alkyl 5.36 

VAL256 Ligand Hydrophobic Pi-Alkyl 4.62 

VAL259 Ligand Hydrophobic Pi-Alkyl 4.82 

Mod. 28 ASN426 H42 Hydrogen bond Conventional 
hydrogen bond 

1.79 

ASN426 H25 Hydrogen bond Carbon 
hydrogen bond 

2.44 

VAL256 Ligand Hydrophobic Alkyl 4.05 

TRP251 C15 Hydrophobic Pi-Alkyl 5.38 

PHE404 Ligand Hydrophobic Pi-Alkyl 5.08 

PHE422 C12 Hydrophobic Pi-Alkyl 5.22 

VAL256 Ligand Hydrophobic Pi-Alkyl 5.44 

VAL259 Ligand Hydrophobic Pi-Alkyl 5.07 

Fig. 8 Result of the molecular docking of propranolol. A 3D model; B 2D model. Intermolecular 
interactions are represented by the colors: hydrogen bonds (green color), pi-pi T-shaped (darker 
pink color), pi-alkyl (light pink and yellow color for VAL256)
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In the propranolol docking (Fig. 8), it was possible to observe two hydrogen 
bonds, of the conventional type between the atoms H32 and H33 and the O atom of 
the residue of the amino acid ASN426, at a distance of 2.06 and 2.99 Å, respectively. 
Hydrogen bonds are considered as one of the strongest intermolecular interactions, 
due to the high polarity involved in the bond (by the donor hydrogen with an elec-
tronegative atom) and the need for closer approximation between the molecules, due 
to the size of the hydrogen atom [31, 57]. 

Hydrophobic interactions also occurred, in which two were of the pi-pi T-shaped 
type. This type of interaction happens in cyclic systems, composed of hybrid atoms 
(sp2), that is, they establish a double bond between carbons, such as aromatic rings, 
in which it forms a specific angle of the centroid of each ring (T shape), hence 
the name “T-shaped” [31, 57]. In the case of the docking in question, there were 
two interactions between the aromatic portion of PHE404 with the naphthalene ring 
of propranolol (two benzene rings), with distances of 5.01 and 4.72 Å. The other 
type of hydrophobic interaction that occurred was the pi-alkyl type, in which it is 
configured by the link between the alkyl portion with a cyclic ring composed of sp2 

hybrid atoms and, in total, six interactions of this type were found, with amino acids 
PHE403, PHE402, VAL256 and VAL259. 

Thus, the propranolol molecule made a total of twelve interactions with different 
amino acids present in the active site. This configures, for the present study, that 
molecules with amounts of interactions equal to or greater than those of propranolol 
will be considered more, as this may be an indication of a higher action activity. 
Not only will the quantity be evaluated, but also which types of interactions occur, 
since there are stronger intermolecular bonds than others, which also influence the 
analysis. 

The prototype (Fig. 9) presented six hydrogen bond-type interactions, two of 
which were conventional, with the interaction between the atoms of the ligand H37 
and H43 with carboline groups from the amino acid residues SER345 and ASP255, 
in that order. The distance between SER345 and binder H37 was 2.67 Å and between

Fig. 9 Result of the prototype molecular docking in β1-adrenergic receptor. A 3D model; B 2D 
model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-sigma (purple color), pi-pi T-shaped 
(darker pink color), pi -alkyl (light pink color)
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ASP255 and binder H43 2.03 Å. The other four hydrogen bonds were of the Carbon-
Hydrogen type, which is characterized by having carbon as a hydrogen donor or 
acceptor, as it has greater electronegativity than hydrogen. This type of interaction 
occurred between the atoms of the residues of ASP255 with H39 and H42 (with a 
distance of 2.44 and 3.03 Å, respectively), of ASN426 with H46 (with a distance of 
3.09 Å) and ASP334 with the H52 (with a distance of 2.88 Å).

In addition to hydrogen bonds, it was also possible to observe hydrophobic inter-
actions such as pi-pi T-shaped, pi-alkyl and pi-sigma. The latter occurs between 
single-chain and double-bonded systems, that is, between sp2 and sp3 hybrid atoms. 
The pi-sigma interaction occurred between a hydrogen from PHE335 with the unsat-
urated cyclopentane of the prototype molecule, and the bonding distance was 2.51 Å. 
As for the rest of the hydrophobic interactions, three were of the pi-pi T-shaped type, 
involving amino acids PHE335, PHE403, PHE404 and two of the pi-alkyl type, with 
the interaction of amino acids VAL1139 and VAL1142. 

Regarding the modifications, the first molecule (Fig. 10) showed few interactions 
when compared to propranolol and the prototype, having a total amount of six. 
Among these, only one was a carbon-hydrogen hydrogen bond that occurred between 
the ASP255 and the H36 of the molecule, with a distance of 2.48 Å. The rest of the 
interactions were of the hydrophobic type, being two pi-pi T-shaped in which residues 
PHE404 and PHE422 interacted with ligands of the molecule. The other three were 
of the pi-alkyl type, with the interaction between amino acids PHE335, VAL256 and 
VAL259. 

As in the docking shown in the previous molecule, modification 2 (Fig. 11) also  
presented six interactions, in which two were hydrogen bonding, one of the conven-
tional type and the other of the carbon-hydrogen type, occurring, in that order, the 
interaction of amino acids ASN407 and ALA342 with the same atom (O16) as the 
linker. The distance between interactions was 2.02 and 2.70 Å, respectively. The 
remaining interactions were hydrophobic, one pi-sigma, one pi-pi T-shaped and two 
pi-alkyl. The amino acid residues that made the interaction were, namely: VAL256 
(pi-sigma), PHE404 (pi-pi T-shaped), PHE403 and VAL259 (pi-alkyl). 

Fig. 10 Result of molecular docking of modification 1 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: carbon-hydrogen bonds (light 
blue color), pi-pi T-shaped (darker pink color), pi-alkyl (light pink color)
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Fig. 11 Result of molecular docking of modification 2 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: hydrogen bonds (green color), 
Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (light pink color), pi-sigma (purple color), 
pi-alkyl (light pink color) 

Fig. 12 Result of molecular docking of modification 5 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: hydrogen bonds (green color), 
Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (light pink color), pi-alkyl (light pink 
color) 

Regarding the docking of modification 5 (Fig. 12), it was possible to observe nine 
interactions. Of these, three are hydrogen bonds, two of which are of the conventional 
type, with the interaction between the residue ASN426 with the H43 of the ligand 
(distance of 1 Å) and ASP255 with the H48 (distance of 1.93 Å). The other was the 
carbon-hydrogen type, with interaction between ASN426 and H30, with a distance 
of 2.4 Å. 

The other interactions that appeared were hydrophobic, being: one pi-pi T-shaped, 
two alkyl and one pi-alkyl. The amino acid residues involved were, in order, TRP251, 
VAL256, VAL259, PHE403, PHE404 and TRP427. 

Modification 6 docking (Fig. 13) has already presented more favorable results 
when compared to propranolol, as it presented the same amount of interactions, 
with a total of twelve and with higher intermolecular forces, as it presented four 
hydrogen bonds. Of these four, two are of the conventional type, in which the ASN426 
interacted with the ligand’s H27 at a distance of 1.74 Å and ASN425 with the H37 at 
a distance of 1.98 Å. The other two were of the carbon-hydrogen type in which the
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Fig. 13 Result of molecular docking of modification 6 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink color), pi-alkyl 
and alkyl (light pink color) 

residue ASN426 interacted with H24, with a distance between molecules of 2.90 Å 
and SER345 interacted with H33 at a distance of 2.54 Å. 

The other eight interactions were hydrophobic, one being pi-sigma, with inter-
action between VAL256 and an atom of the modified molecule. The other was a 
pi-pi T-shaped type with PHE403 and the binder. Two were of the alkyl type, with 
VAL256 interacting with a ligand and VAL423 with C18. Finally, the last four were 
of the pi-alkyl type, in which PHE422 interacted with two atoms: C13 and C18; and 
VAL259 and PHE422 with two other ligands on the molecule. 

Unlike the previous one, modification 18 (Fig. 14) exhibited one less interaction, 
that is, a total of eleven, five of which were hydrogen bonds. Two of these bonds 
were of the conventional type, with the interaction between ASN426 and O19 of 
the ligand, with a distance of 2.53 3, and between ASP255 and H43 at a distance

Fig. 14 Result of molecular docking of modification 18 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink color), pi-alkyl 
(light pink color)
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between molecules of 1.84 Å. The other three hydrogen bonds were carbon-hydrogen 
bonds, with a single amino acid interacting with three ligands H25, H26 and H29, with 
distances of 2.81, 3.07 and 2.35 Å, respectively. It is important to emphasize that, even 
with a smaller number of interactions than propranolol docking, this modification 
will be taken into account for the study, since it presented a greater amount of strong 
intermolecular interactions.

The other interactions visualized were the hydrophobic type, being a pi-pi T-
shaped in which PHE404 interacted with a binding atom. The remainder was pi-alkyl, 
in which TRP251 interacted with C12, PHE 335 with C13 and PHE404, VAL256, 
VAL259 with other ligands of the molecule. 

With regard to modification 19 (Fig. 15), a total of ten interactions can be observed, 
being divided between five hydrogen bonds and five hydrophobic interactions. As 
in modification 18, two of these bonds are of the conventional type, in which an 
interaction between the TYR430 with the O19 of the ligand was verified, at a distance 
of 2.77 Å and an interaction between the ASN426 with the H43, at a distance of 
1.66 Å. The other three bonds, of the carbon-hydrogen type, occurred with the residue 
of ASP426 and two more ligands, the H25 and H30, having a distance between 
the molecules of 2.96 and 3 Å, respectively. While the last hydrogen-carbon bond 
occurred between ASP255 and H26 of the modified molecule. The distance of this 
last interaction was 2.53 Å. 

In sequence, five hydrophobic interactions were observed, being a pi-sigma char-
acterized by the interaction between VAL256 with a benzene ring of the ligand. The 
other four interactions were pi-alkyl, with the interaction of PHE403 and PHE422, 
both with C12. An interaction with PHE404 with a ligand and finally VAL259 with 
another ligand of the molecule. 

With respect to modification 20 (Fig. 16), one can observe eleven interactions, six 
of which are hydrogen bonds. Thus, it is possible to establish a possible higher activity 
of this modification against this receptor when compared to other molecules already

Fig. 15 Result of molecular docking of modification 19 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-sigma (purple color), pi-alkyl (light 
pink color)
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Fig. 16 Result of molecular docking of modification 20 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink color), pi-alkyl 
and alkyl (light pink color) 

shown. Of these six connections, three are of the conventional type, in which the 
PHE335 interacted with the O21, with a distance of 2.16 Å. The ASN426 interacted 
conventionally with the H28, at 2.94 Å of distance. The ASP255 interacted with the 
ligand’s H46, having a distance between the two of 2.20 Å.

The other three hydrogen bonds are of the carbon-hydrogen type, in which the 
ASN426 interacted with two more ligands, the H25 and H31, distancing each other, 
2.36 and 2.29 Å, respectively. Finally, the ASP455 had such an interaction with 
the molecule’s H40 at a distance of 2.99 Å. The five remaining interactions were 
hydrophobic, pi-pi T-shaped, alkyl and pi-alkyl. The pi-pi T-shaped interaction 
happened between PHE403 and a binding atom. The alkyl interactions occurred 
between VAL423 with C15 and VAL256 and VAL259 with two other ligands. Pi-alkyl 
occurred between TRP427 and a linker atom of the modified molecule. 

The docking of modification 9 (Fig. 17) showed nine interactions, two hydrogen

Fig. 17 Result of molecular docking of modification 24 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink color), pi-alkyl 
and alkyl (light pink color)
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Fig. 18 Result of molecular docking of modification 25 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), pi-pi T-shaped (light pink color), pi-alkyl and alkyl (light pink color) 

bonds, one of the conventional type and the other carbon-hydrogen. The first one 
was given through the interaction between the residue ASN426 with the H43 of the 
ligand at a distance of 1.89 Å. The second occurred due to the interaction between 
SER345 with the H39 of the ligand, with a distance of 2.57 Å.

The others were hydrophobic interactions, being: one pi-sigma, one pi-pi T-
shaped, one alkyl and four pi-alkyl. In pi-sigma, the amino acid VAL256 inter-
acted with a linker atom. The interaction pi-pi T-shaped and alkyl, the amino acids 
involved were PHE403 and VAL256 that were interacting with different ligands. 
Finally, the pi-alkyl interactions occurred between TRP251 with C15, PHE422 with 
C14, PHE404 and VAL259 interacting with two other ligands. 

About modification 25 (Fig. 18), it is possible to see a total of ten interactions, 
in which only one is a hydrogen bond and the rest are hydrophobic interactions. 
Hydrogen bonding, of the conventional type, occurred between ASP255 and H44, 
with a distance of 2.11 Å. 

Of the nine hydrophobic interactions, one is pi-pi T-shaped, two are alkyl, and 
six are pi-alkyl. In the pi-pi T-shaped interaction, PHE335 interacted with a bonding 
atom. As for the alkyl type, VAL259 interacted with C15 and ILE235 with linking 
atom. They also interacted with C15, but in the form of pi-alkyl, the amino acid 
residues TRP400 and PHE403. PHE404 interacted with C12 and TRP427 bound 
two other bonding atoms, while ILE235 also made another interaction with another 
ligand, of the pi-alkyl type. 

Modification 26 (Fig. 19) showed a conventional hydrogen bond with the ASP255 
and the H45 atom, with a distance between molecules of 2.03 Å. The rest of the 
interactions were hydrophobic, with a T-shaped pi-pi being performed between the 
PHE335 with a bonding atom, another two of the alkyl type with VAL256 and 
VAL259 bonded to different atoms of the molecule. PHE404 performed a pi-alkyl 
interaction with two atoms, one C19 and the other with a different bonding atom. 
Thus, it is possible to infer that this modification had a total of six interactions, far 
below those of references and other molecules already listed above. 

As in modification 6, the interactions were similar with modification 27 (Fig. 20)
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Fig. 19 Result of molecular docking of modification 26 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), pi-pi T-shaped (light pink color), pi-alkyl and alkyl (light pink color) 

Fig. 20 Result of molecular docking of modification 27 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (light pink color), pi-alkyl 
and alkyl (light pink color) 

as it had a total of twelve interactions, with types of intermolecular forces greater than 
that of propranolol, since it also presented four hydrogen bonds, which are higher 
forces. Of these four, one is of the conventional type, characterized by the interaction 
between ASN426 interacted with the ligand H31 at a distance of 2.83 Å. The other 
three hydrogen bonds were of the carbon-hydrogen type in which the ASP255 residue 
interacted with H29, presenting a distance between molecules of 2.87 Å, ASN426 
also interacted with H30 at a distance of 2.94 Å, on the other hand, CYS333 had an 
interaction of hydrogen with the H33 atom, with a distance of 3.04 Å. 

The other eight (8) interactions were hydrophobic, one pi-pi T-shaped, with inter-
action between PHE403 and a binding atom of the modified molecule. Two were of 
the alkyl type, with VAL256 interacting with a ligand and ILE235 with C22. Finally, 
the last five (4) were of the pi-alkyl type, in which TRP251 interacted with C23 and
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Fig. 21 Result of molecular docking of modification 28 in β1-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-alkyl and alkyl (light pink color) 

PHE422 with C15. Amino acid residues PHE404, VAL256, VAL259 interacted with 
different atoms of the linker molecule. 

The docking of modification 28 (Fig. 21) showed a total of eight interactions, 
two hydrogen bonds, one of which is of the conventional type expressed by the 
interaction between ASN426 and H42, with a distance of 1.79 Å, and the other of 
the carbon-hydrogen type, visualized through the interaction between the ASN426 
and with the H25 atom, at a distance of 2.44 Å between the molecules. 

The rest of the interactions, with a total of six, were all hydrophobic interac-
tions, being an alkyl interaction, with VAL256 interacting with a binding atom. The 
remaining five were all pi-alkyl, in which the TRP251 interacted with the C15 and the 
PHE422 with the C12. Amino acid residues PHE404, VAL256, VAL259 interacted 
with different atoms of the linker molecule. 

Assessing the performance of the molecules, it is possible to infer that the ones 
that showed the best results for docking were the prototype and modifications 6 and 
27, as they showed amounts of interactions equal to those of propranolol and with 
greater intermolecular forces, thus indicating a possible greater activity on the target. 

3.9.2 β2-Adrenergic Receptor 

In the validation of the crystallographic structure of the target protein (PDB ID: 
3NYA) with the ligand (alprenolol), the value of 0.79 Å was obtained as a result of 
the RMSD calculation. According to this value, it was considered a good result, as 
the RMSD value was less than 2 Å, thus assuming that the ligand correctly fitted in 
an appropriate spatial orientation on the target [45, 58]. The validation radius was 
9.364 and the origin coordinates: x = −2.28; y = 4.23; z = −51.19. The score of 
this redoing was 68.76. 

In view of these values, target validation was accepted and the protein extracted 
from the PDB database was used to proceed with the docking.
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In a study by Wacker et al. [43], as a way to compare the degree of conformation of 
different substances in β2-adrenergic receptors, the authors determined the X-ray of 
the crystal structure of these targets complexed to different substances. And among 
these, the non-selective β-adrenergic receptor antagonist, alprenolol [59]. Thus, 
through the study, it was possible to identify the amino acid residues located in the 
active site, namely: ASN312, TRP109, TR316, ASP113, TRP286, PHE193, PHE289, 
TR308, ASN293, PHE290, TYR199, SER203, VAL114, THR118, VAL117 and 
TRP286. 

Thus, for the analysis of this docking, the interactions with these specific amino 
acids were taken into account. According to the origin coordinates obtained in the 
validation, the binding site was defined for the start of docking. As seen in Fig. 22, 
all of the linkers lie in the same region, many of which are interacting with the same 
amino acid residues. 

Thus, to establish whether the prototype and the modifications had greater inter-
actions with the target when compared to propranolol in β2 adrenergic receptor, it 
was also analyzed the amounts and types of interactions that occurred between ligand 
and receptor, mainly checking which residues were as a way to compare with the 
study by Wacker et al. [43] (Table 12). 

In the result of the propranolol docking (Fig. 23), one can observe thirteen inter-
actions, four hydrogen bonds and seven hydrophobic. Of the four hydrogen bonds, 
only one is of the carbon-hydrogen type, in which ASN312 interacts with the H31 of 
the ligand, at a distance of 2.82 Å. The rest is of the conventional type, with ASN312 
interacting with ligands, O15 and H33 at a distance of 2.08 and 2.11 Å, respectively, 
and ASP113 interacting with H32, at a distance of 2.05 Å. 

As for the hydrophobic interactions, two are of the pi-pi T-shaped type, both are 
interactions with the same amino acid, in this case it is PHE290 interacting with 
different bonding atoms. Only one is of the alkyl type, in which VAL114 interacts 
with the C19 of the ligand. Still in relation to this last amino acid (VAL114), it is 
also possible to notice that it makes another interaction, but of the pi-alkyl type, with

Fig. 22 Overlap of propranolol molecules, prototype and β2 adrenergic receptor modifications
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Table 12 Propranolol docking, prototype and selected β2 adrenergic receptor modifications 

Molecule Amino acid Ligand atoms Category Type Distance

Propranolol ASN312 O15 Hydrogen bond Conventional 
hydrogen bond 

2.08 

ASP113 H32 Hydrogen bond Conventional 
hydrogen bond 

2.05 

ASN312 H33 Hydrogen bond Conventional 
hydrogen bond 

2.11 

ASN312 H31 Hydrogen bond Carbon 
hydrogen bond 

2.82 

PHE290 Ligand Hydrophobic Pi-Pi T-shaped 4.82 

PHE290 Ligand Hydrophobic Pi-Pi T-shaped 4.94 

VAL114 C19 Hydrophobic Alkyl 5.10 

TRP109 C18 Hydrophobic Pi-Alkyl 4.25 

PHE193 C19 Hydrophobic Pi-Alkyl 4.15 

VAL114 Ligand Hydrophobic Pi-Alkyl 4.32 

VAL117 Ligand Hydrophobic Pi-Alkyl 4.76 

Prototype SER204 O10 Hydrogen bond Conventional 
hydrogen bond 

2.25 

SER203 H40 Hydrogen bond Conventional 
hydrogen bond 

2.06 

THR195 H43 Hydrogen bond Conventional 
hydrogen bond 

1.77 

PHE193 H47 Hydrogen bond Carbon 
hydrogen bond 

2.36 

ASP192 H53 Hydrogen bond Carbon 
hydrogen bond 

2.89 

PHE194 Ligand Hydrophobic Pi-Pi Stacked 4.87 

TYR308 Ligand Hydrophobic Pi-Pi Stacked 5.48 

TYR308 Ligand Hydrophobic Pi-Pi Stacked 4.43 

PHE290 Ligand Hydrophobic Pi-Pi T-shaped 4.81 

LYS305 Ligand Hydrophobic Alkyl 3.78 

PHE194 Ligand Hydrophobic Pi-Alkyl 4.90 

VAL114 Ligand Hydrophobic Pi-Alkyl 4.43 

VAL117 Ligand Hydrophobic Pi-Alkyl 5.13 

ALA200 Ligand Hydrophobic Pi-Alkyl 4.55 

Mod.1 ALA200 O27 Hydrogen Bond Carbon 
hydrogen bond 

2.43 

SER203 H33 Hydrogen Bond Carbon 
hydrogen bond 

2.42 

TYR308 Ligand Hydrophobic Pi-Pi Stacked 4.14

(continued)
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Table 12 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

PHE290 Ligand Hydrophobic Pi-Pi T-shaped 4.83 

ALA200 Ligand Hydrophobic Alkyl 4.99 

HIS296 Ligand Hydrophobic Pi-Alkyl 5.49 

TYR308 Ligand Hydrophobic Pi-Alkyl 5.24 

VAL114 Ligand Hydrophobic Pi-Alkyl 4.66 

VAL117 Ligand Hydrophobic Pi-Alkyl 5.47 

LYS305 Ligand Hydrophobic Pi-Alkyl 5.29 

Mod.2 PHE193 O16 Hydrogen Bond Conventional 
hydrogen bond 

1.68 

ASN312 H24 Hydrogen Bond Conventional 
hydrogen bond 

1.99 

ASN312 H29 Hydrogen Bond Conventional 
hydrogen bond 

1.82 

ASP192 O16 Hydrogen Bond Carbon 
hydrogen bond 

2.79 

PHE193 Ligand Hydrophobic Pi-Pi Stacked 4.11 

PHE193 Ligand Hydrophobic Pi-Alkyl 4.92 

Mod.5 ASP113 H31 Hydrogen bond Conventional 
hydrogen bond 

2.82 

ASN312 H43 Hydrogen bond Conventional 
hydrogen bond 

2.06 

ASP113 H48 Hydrogen bond Conventional 
hydrogen bond 

1.59 

TYR308 H30 Hydrogen bond Carbon 
hydrogen bond 

2.97 

ASN312 H30 Hydrogen bond Carbon 
hydrogen bond 

2.84 

TRP109 Ligand Hydrophobic Pi-Pi T-shaped 4.86 

VAL114 Ligand Hydrophobic Alkyl 4.53 

VAL117 Ligand Hydrophobic Alkyl 4.39 

ILE309 Ligand Hydrophobic Alkyl 4.10 

PHE290 Ligand Hydrophobic Pi-Alkyl 5.15 

TRP313 Ligand Hydrophobic Pi-Alkyl 4.85 

Mod.6 ASP113 H37 Hydrogen bond Conventional 
hydrogen bond 

2.02 

TRP109 Ligand Hydrophobic Pi-Pi T-shaped 4.86 

VAL114 C13 Hydrophobic Alkyl 4.23 

VAL117 C13 Hydrophobic Alkyl 3.67 

ILE309 Ligand Hydrophobic Alkyl 4.39

(continued)
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Table 12 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

VAL117 C18 Hydrophobic Alkyl 4.27 

TRP286 C18 Hydrophobic Pi-Alkyl 4.55 

PHE289 C18 Hydrophobic Pi-Alkyl 5.11 

TRP313 Ligand Hydrophobic Pi-Alkyl 4.67 

TYR316 Ligand Hydrophobic Pi-Alkyl 5.46 

Mod.18 ASN312 H38 Hydrogen bond Conventional 
hydrogen bond 

2.05 

ASN312 H43 Hydrogen bond Conventional 
hydrogen bond 

1.95 

TRP109 Ligand Hydrophobic Pi-Pi T-shaped 4.61 

VAL114 C12 Hydrophobic Alkyl 4.94 

VAL117 C12 Hydrophobic Alkyl 4.75 

VAL114 C13 Hydrophobic Alkyl 4.51 

ILE309 Ligand Hydrophobic Alkyl 4.09 

PHE289 C12 Hydrophobic Pi-Alkyl 5.39 

TRP313 Ligand Hydrophobic Pi-Alkyl 5.02 

Mod.19 TYR308 H43 Hydrogen bond Conventional 
hydrogen bond 

1.84 

ASP113 H27 Hydrogen bond Carbon 
hydrogen bond 

2.54 

TRP109 Ligand Hydrophobic Pi-Pi T-shaped 4.87 

VAL117 C12 Hydrophobic Alkyl 4.55 

ILE309 Ligand Hydrophobic Alkyl 4.36 

TRP286 C12 Hydrophobic Pi-Alkyl 5.38 

PHE289 C12 Hydrophobic Pi-Alkyl 4.99 

PHE289 C15 Hydrophobic Pi-Alkyl 4.6 

PHE290 C15 Hydrophobic Pi-Alkyl 5.08 

TRP313 Ligand Hydrophobic Pi-Alkyl 4.73 

Mod.20 ASN312 H28 Hydrogen bond Conventional 
hydrogen bond 

2.04 

ASN312 H46 Hydrogen bond Conventional 
hydrogen bond 

1.97 

ASP113 H27 Hydrogen bond Carbon 
hydrogen bond 

2.15 

ASN312 H31 Hydrogen bond Carbon 
hydrogen bond 

2.85 

PHE289 Ligand Hydrophobic Pi-Pi T-shaped 5.13 

ILE309 C15 Hydrophobic Alkyl 3.82

(continued)
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Table 12 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

HIS93 C12 Hydrophobic Pi-Alkyl 4.72 

TRP109 C12 Hydrophobic Pi-Alkyl 4.99 

PHE289 Ligand Hydrophobic Pi-Alkyl 5.07 

PHE290 Ligand Hydrophobic Pi-Alkyl 5.05 

TRP313 C15 Hydrophobic Pi-Alkyl 5.16 

VAL114 Ligand Hydrophobic Pi-Alkyl 5.10 

VAL117 Ligand Hydrophobic Pi-Alkyl 5.29 

Mod.24 ASN312 H43 Hydrogen Bond Conventional 
hydrogen bond 

1.75 

TYR308 H29 Hydrogen Bond Carbon 
hydrogen bond 

2.76 

TRP109 Ligand Hydrophobic Pi-Pi T-shaped 4.94 

VAL114 C14 Hydrophobic Alkyl 4.35 

VAL117 C14 Hydrophobic Alkyl 3.73 

ILE309 Ligand Hydrophobic Alkyl 4.19 

PHE193 C15 Hydrophobic Pi-Alkyl 4.94 

TRP313 Ligand Hydrophobic Pi-Alkyl 4.78 

Mod. 25 ASN312 H44 Hydrogen bond Conventional 
hydrogen bond 

2.04 

ASP113 H27 Hydrogen bond Carbon 
hydrogen bond 

2.77 

ASP113 H30 Hydrogen bond Carbon 
hydrogen bond 

2.88 

ASN312 H30 Hydrogen bond Carbon 
hydrogen bond 

2.79 

SER203 H41 Hydrogen bond Carbon 
hydrogen bond 

2.99 

ILE309 C15 Hydrophobic Alkyl 4.28 

VAL114 Ligand Hydrophobic Alkyl 4.11 

PHE290 Ligand Hydrophobic Pi-Alkyl 5.21 

TYR308 C21 Hydrophobic Pi-Alkyl 4.83 

VAL114 Ligand Hydrophobic Pi-Alkyl 4.86 

VAL117 Ligand Hydrophobic Pi-Alkyl 4.67 

Mod. 26 ASN312 O20 Hydrogen bond Conventional 
hydrogen bond 

2.44 

ASN312 H29 Hydrogen bond Conventional 
hydrogen bond 

2.09 

TYR308 H37 Hydrogen bond Conventional 
hydrogen bond 

2.12

(continued)
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Table 12 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

ASP113 H45 Hydrogen bond Conventional 
hydrogen bond 

1.95 

ASN312 H26 Hydrogen bond Carbon 
hydrogen bond 

2.56 

ASP113 H28 Hydrogen bond Carbon 
hydrogen bond 

2.88 

ASN312 H32 Hydrogen bond Carbon 
hydrogen bond 

2.30 

PHE290 Ligand Hydrophobic Pi-Pi T-shaped 5.69 

ILE309 Ligand Hydrophobic Alkyl 5.34 

ILE309 C19 Hydrophobic Alkyl 4.31 

HIS93 Ligand Hydrophobic Pi-Alkyl 5.45 

TRP109 Ligand Hydrophobic Pi-Alkyl 5.06 

PHE193 Ligand Hydrophobic Pi-Alkyl 5.10 

TRP313 C19 Hydrophobic Pi-Alkyl 4.82 

VAL114 Ligand Hydrophobic Pi-Alkyl 4.57 

VAL117 Ligand Hydrophobic Pi-Alkyl 4.97 

Mod. 27 TYR316 O21 Hydrogen bond Conventional 
hydrogen bond 

2.91 

TYR308 H31 Hydrogen bond Conventional 
hydrogen bond 

2.58 

TYR308 H39 Hydrogen bond Conventional 
hydrogen bond 

2.09 

ASN312 H47 Hydrogen bond Conventional 
hydrogen bond 

1.81 

ASN312 H28 Hydrogen bond Carbon 
hydrogen bond 

2.65 

PHE289 Ligand Hydrophobic Pi-Pi T-shaped 5.43 

ILE309 C22 Hydrophobic Alkyl 3.72 

TRP109 C23 Hydrophobic Pi-Alkyl 4.88 

PHE193 Ligand Hydrophobic Pi-Alkyl 5.46 

TRP313 C22 Hydrophobic Pi-Alkyl 4.84 

TRP313 C23 Hydrophobic Pi-Alkyl 4.69 

TYR316 C23 Hydrophobic Pi-Alkyl 5.17 

VAL114 Ligand Hydrophobic Pi-Alkyl 4.62 

VAL117 Ligand Hydrophobic Pi-Alkyl 5.05 

ASN312 H42 Hydrogen Bond Conventional 
hydrogen bond 

1.76

(continued)
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Table 12 (continued)

Molecule Amino acid Ligand atoms Category Type Distance

Mod.28 ASP113 H26 Hydrogen Bond Carbon 
hydrogen bond 

2.69 

TYR308 Ligand Hydrophobic Pi-Pi T-shaped 5.53 

VAL114 C12 Hydrophobic Alkyl 5.06 

ILE309 Ligand Hydrophobic Alkyl 4.26 

PHE193 C15 Hydrophobic Pi-Alkyl 4.83 

PHE289 C12 Hydrophobic Pi-Alkyl 5.46 

TRP313 Ligand Hydrophobic Pi-Alkyl 4.60 

TYR316 Ligand Hydrophobic Pi-Alkyl 5.42 

ILE309 Ligand Hydrophobic Pi-Alkyl 5.39 

Fig. 23 Result of the molecular docking of propranolol on the β2-adrenergic receptor. A 3D model; 
B 2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink), pi-alkyl and 
alkyl (light pink color) 

another atom of the binding molecule. All the rest of the interactions were pi-alkyl, in 
which TRP109 interacted with C18, PHE193 with C19 and VAL117 with a bonding 
atom.

The prototype anchorage (Fig. 24), when compared to propranolol, presented 
better results, since it had three more interactions and with greater forces, as it 
had greater hydrogen interactions. In all, there were five hydrogen bonds, three of 
the conventional type and two of the carbon-hydrogen type. The SER204 made 
a conventional connection with the O10, with a distance of 2.25 Å. SER403 and 
THR195, also with conventional hydrogen bonding, interacted with H40 and H43, 
with distances of 2.06 and 1.77 Å, respectively. On the other hand, PHE193 had a 
carbon-hydrogen interaction with H47, distancing itself from each other by 2.36 Å.
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Fig. 24 Result of the prototype molecular docking in β2-adrenergic receptor. A 3D model; B 2D 
model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped and pi-pi Stacked (dark 
pink) pi-alkyl and alkyl (color light pink) 

Finally, the last carbon-hydrogen interaction detected was with amino acid ASP192 
with H53, at a distance of 2.9 Å. 

The rest of the interactions were all hydrophobic, with PHE194, TR308, TR308 
making pi-pi stacked interactions with different atoms of the ligand. The PHE193 
made a connection, also of the pi-pi type, although in another configuration, which 
is the T-shaped. While the alkyl type appeared only once, through the bond between 
LYS305 and an atom of the prototype. The pi-alkyl type totaled four interactions 
between the ligand atoms and the residues of PHE194, VAL114, VAL117 and 
ALA200. 

Modification 1 (Fig. 25) showed a total of ten interactions, two of which were 
carbon-hydrogen, between ALA200 and O27 and SER20 and the H33 atom at a 
distance between the molecules of 2.43 and 2.42 Å, respectively. 

The other interactions were hydrophobic, being two of the pi-pi type, involving 
the amino acids TYR308 and PHE290. Only one was of the alkyl type with ALA200, 
interacting with an atom of the ligand. PHE404 performed a pi-alkyl interaction with 
two atoms, one C19 and the other with a different bonding atom. The other six bonds

Fig. 25 Result of molecular docking of modification 1 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: Carbon-hydrogen bonds (light 
blue color), pi-pi T-shaped and pi-pi Stacked (dark pink), pi-alkyl and alkyl (light pink color)
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Fig. 26 Molecular docking result of modification 2 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi Stacked (dark pink) and pi-alkyl 
(light pink color) 

were all pi-alkyl, with the participation of amino acids, namely: HIS296, TYR308, 
VAL114, VAL117 and LYS305.

Modification 2 docking (Fig. 26) showed only six interactions, in which the vast 
majority was hydrogen bonding, with a total of four interactions. Three of these inter-
actions was the conventional type, in which PHE193 interacted with O16 (distance 
1.68 Å) and ASN312 interacted with two bonding atoms, H24 and H29, with a 
distance of 1.99 and 1.82 Å, in that order. The other hydrogen bond was a carbon-
hydrogen interaction with ASP192 interacting with O16 at a distance of 2.79 Å. 
Regarding the rest of the interactions, all were hydrophobic, involving the same 
amino acid residue, which was PHE193, which made a pi-pi Stacked and a pi-alkyl 
interaction with different atoms of the ligand molecule. 

Modification 5 (Fig. 27) showed a total of eleven bonds, equivalent to that of 
propranolol, differing only in the types of interactions performed. In total, there 
were five hydrogen bonds, three of the conventional type and two of the carbon-
hydrogen type. The ASP113 made two conventional type connections with the H31 
and H48, with a distance of 2.82 and 1.59 Å, respectively. TYR308 had interaction

Fig. 27 Result of molecular docking of modification 5 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink) and alkyl and 
pi-alkyl (light pink color)
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with carbon-hydrogen type H30 (distance of 2.97 Å). ASN312, on the other hand, 
made two interactions, one of the conventional type and the other carbon-hydrogen, 
with H43 and H30, at a distance of 2.06 and 2.84 Å, in that order.

As for the rest of the interactions, all were hydrophobic, in which TRP109 made 
a pi-pi T-shaped interaction. VAL114, VAL117 and ILE309 performed alkyl type 
interactions, with different atoms of the ligand. Finally, PHE209 and TRP313 made 
pi-alkyl type interactions. 

Altogether, modification 6 (Fig. 28) showed ten interactions, however, only one 
with a greater strength, which occurred between ASP113 and H37 that interacted 
with a conventional hydrogen bond, at a distance of 2.02 Å. 

All the rest of the interactions were of the hydrophobic type, being a pi-pi T-
shaped, with TRP109 and a binding atom. Four were of the alky type, in which 
VAL114 interacted with C13, VAL117 also with C13 plus C18 and ILE309 with 
another atom of the ligand. The other four were pi-alkyl hydrophobic interactions, in 
which TRP286 and PHE289 interacted with the same atom, C18. Finally, TRP313 
and TR316 interacted with other binding atoms of the modified molecule. 

Modification 18 (Fig. 29) showed a total of nine interactions, with only two 
hydrogen bonds, involving only one amino acid, ASN312, which performed conven-
tional hydrogen interactions, with H38 and H48, to one distance between molecules 
of 2.05 and 1.95 Å, respectively. 

As for hydrophobic interactions, only one is pi-pi T-shaped through the binding 
of TRP109 with an atom of the ligand. The docking still had four alkyl bonds, with 
VAL114 and VAL117 interacting with the same atom, C12. Also, in relation to 
VAL114, this amino acid still bound to C13. Finally, the last apparent alkyl bond 
was that of ILE309 with a linking atom. All the remaining interactions, with a total 
of two, were of the pi-alkyl type, in which PHE289 interacted with C12 and TRP313 
with another binding atom. 

The docking of modification 19 (Fig. 30) showed, in total, ten interactions, being 
a conventional hydrogen interaction with TYR308 and H43 (distance of 1.84 Å) and

Fig. 28 Result of molecular docking of modification 6 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), pi-pi T-shaped (dark pink) and alkyl and pi-alkyl (light pink color)
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Fig. 29 Result of molecular docking of modification 18 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), pi-pi T-shaped (dark pink) and alkyl and pi-alkyl (light pink color) 

Fig. 30 Result of molecular docking of modification 19 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink) and alkyl and 
pi-alkyl (light pink color) 

another of the carbon-hydrogen type, between ASP113 and the H27, at a distance of 
2.54 Å.

All other interactions were hydrophobic, only one of which was pi-pi T-shaped, 
characterized by the interaction between the amino acid TRP109 and the ligand 
atom. Two were of the alkyl type with VAL117 interacting with C12 and ILE309 
with another atom. The rest of the interactions were all pi-alkyl, TRP286 and PHE289 
interacted with C12, PHE289 and PHE290 interacted with C15 and TRP313 with 
some atom of the ligand. 

In the result of modification 20 (Fig. 31), one can observe thirteen interac-
tions, having two more interactions than the propranolol molecule, presenting four 
hydrogen bonds and nine hydrophobic bonds. Of the four hydrogen bonds, two are 
conventional hydrogen bonds, with the interaction of a single amino acid, ASN312, 
and two different ligands, H28 and H462, with a distance in Å of 2.04 and 1.97,
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Fig. 31 Result of molecular docking of modification 20 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink) and alkyl and 
pi-alkyl (light pink color) 

respectively. The others are carbon-hydrogen bonds, with interaction of ASN312 
and H31 (distance of 2.15 Å) and of ASP113 with H27, with a distance of 2.85 Å. 

Regarding hydrophobic interactions, one is of the pi-pi T-shaped type, charac-
terized by the bond between PHE289 and a ligand atom. Only one is of the alkyl 
type, where ILE309 interacts with C15. All the remaining bonds, with a total of 
seven interactions, were pi-alkyl, in which HIS93 and TRP109 interacted with C12, 
TRP313 with C15 and PHE289, PHE290, VAL114, VAL117 bonded to other atoms 
present in the molecule. 

The docking of modification 24 (Fig. 32) presented a total of eight interac-
tions, being two hydrogen bonds, being conventionally configured by the interaction

Fig. 32 Molecular docking result of modification 24 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink) and alkyl and 
pi-alkyl (light pink color)
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between ASN312 and H43, with a distance of 1.75 Å and the other of the carbon-
hydrogen type, visualized through the interaction between the TR308 and with the 
H29 atom, at a distance of 2.76 Å between the molecules.

The rest of the interactions, with a total of six (6), were hydrophobic interactions, 
which had a T-shaped pi-pi, with TRP109 interacting with a binding atom. Three 
bonds, of the alkyl type, occurred with VAL114 and VAL117 interacting with C14 
and ILE309 with a linking atom. The last two interactions were of the pi-alkyl type, 
visualized by PHE193 interacting with C15 and by TRP313 interacting with another 
ligand. 

The remaining five were all pi-alkyl, in which the TRP251 interacted with the 
C15 and the PHE422 with the C12. Amino acid residues PHE404, VAL256, VAL259 
interacted with different atoms of the linker molecule. 

Modification 25 (Fig. 33) also presented a total of eleven bonds, equivalent to that 
of propranolol, differing in terms of the types of interactions. In total, there were 
six hydrogen bonds, three of the conventional type and three of the carbon-hydrogen 
type. Those of the conventional type were shown by the interactions between ASN312 
and H29 (2.09 Å distance), TYR308 with H37 (2.12 Å distance) and ASP 112 with 
H45 (1.95 Å distance). While the carbon-hydrogen type, it was characterized by the 
interaction between ASN312 and the atoms of H26 and H32, with a distance of 2.56 
and 2.30 Å, respectively, and by the interaction between the ASP113 with the H28 
atom (distance of 2.88 Å). 

As for the rest of the interactions, all were hydrophobic interactions, and PHE290 
made one of the pi-pi T-shaped type. ILE309, on the other hand, performed two alkyl-
type interactions, one with C19 and the other with an atom of the ligand. Finally, the 
HIS93, TRP109, PHE193, VAL117, VAL117 and TRP313 pi-alkyl type interactions. 

The largest number of interactions visualized was that of modification 26 (Fig. 34), 
in which a total of sixteen connections was made. Of these, seven were hydrogen 
bonds, being divided into four of the conventional type and three carbon-hydrogen 
bonds. Regarding conventional connections, ASN312 interacted with O20 and H29, 
with a distance of 2.44 Å and 2.09 Å, in that order. The others were characterized by

Fig. 33 Result of molecular docking of modification 25 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color) and alkyl and pi-alkyl (light pink color)
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Fig. 34 Molecular docking result of modification 26 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink) and alkyl and 
pi-alkyl (light pink color) 

the interaction between TYR208 and H37 (distance of 2.12 Å) and between ASP113 
and H45 (distance of 1.95 Å). Regarding carbon-hydrogen, ASP312 has already made 
two interactions, one with H26 and another with H32, at a distance, respectively, of 
2.56 and 2.30 Å and ASP113 made an interaction, also with H32, moving away from 
the 2.88 Å ligand.

The other interactions, all hydrophobic, showed a pi-pi T-shaped bond, charac-
terized by the interaction between the PHE290 amino acid and the ligand atom. Two 
were of the alkyl type with ILE309 interacting with C19 and another atom of the 
ligand. The rest of the interactions, totaling six, were of the pi-alkyl type, with HIS93, 
TRP109, PHE193, VAL114, VAL117 interacting with different atoms of the ligand 
and TRP313 with C19. 

Regarding the modification 27 docking (Fig. 35), as well as the prototype, when 
compared to the propranolol it presented better results, since it had three more inter-
actions and with greater forces. In all, there were five hydrogen bonds, four of the 
conventional type and only one of the carbon-hydrogen type. The TYR316 made 
conventional connection with the O21 (distance of 2.91 Å). The TYR308 interacted 
with the H31 and H39, with distances of 2.06 and 1.77 Å, respectively. ASN312, on 
the other hand, made a conventional bond with H47 and a carbon-hydrogen bond 
with H28, distancing itself from the ligand 1.81 and 2.65 Å, respectively. 

As for the hydrophobic interactions, one was pi-pi T-shaped with PHE289 inter-
acting with a binding atom. Another was an alkyl bond, performed through the 
interaction between ILE309 and C22. The remainder of the interactions, with a total 
of seven bonds, were of the pi-alkyl type, with TRP109, TRP313, TYR313 inter-
acting with C23, with ILE309 and TRP313 with C22 and finally, PHE193, VAL114 
and VAL117 with different ligands on the molecule. 

Finally, the last modification analyzed was number 28 (Fig. 36) and presented 
a total of ten interactions. It was possible to observe only two hydrogen bonds,
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Fig. 35 Molecular docking result of modification 27 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink) and alkyl and 
pi-alkyl (light pink color) 

Fig. 36 Result of molecular docking of modification 28 in β2-adrenergic receptor. A 3D model; B 
2D model. Intermolecular interactions are represented by the colors: conventional hydrogen bonds 
(green color), Carbon-hydrogen bonds (light blue color), pi-pi T-shaped (dark pink) and alkyl and 
pi-alkyl (light pink color) 

one conventional, with ASN31 and H42 (distance of 1.76 Å) and another carbon-
hydrogen, between ASP113 and H26, at a distance of 2.69 Å. 

The rest of the interactions were of the hydrophobic type, in which only one pi-pi 
T-shaped, characterized by the interaction between the amino acid TYR308 with an 
atom of the ligand. Two were of the alkyl type with VAL117 interacting with C12 and 
ILE309 with another atom. The rest of the interactions were all pi-alkyl, PHE193 and 
PHE289 interacted with C15 and C12, respectively. TEP313, TYR316 and ILE309 
made interactions with different atoms. 

Unlike the analysis of molecules in β1-adrenergic receptors, molecular docking in 
β2-adrenergic receptors had better results, since a greater number of molecules can be 
observed (prototype, molecule 5, 20, 25, 26 and 27) with results of interactions equiv-
alent or even greater than that of propranolol. It is important to highlight the result of
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molecule 26, which had five more interactions than the drug already commercially 
distributed, in addition to having interactions with higher binding strengths. 

3.9.3 Molecule Selectivity 

As previously described, the score value is given by the docking program and, in a 
simplified way, is nothing more than a parameter that allows establishing the best 
conformation that a ligand can have in the target’s active site [58]. With this, it is 
possible to predict, through the score, if one molecule is more selective than another. 
In other words, the higher the score, the higher the indicator that a molecule is 
selective for a specific target, since the molecule had a better fit. Therefore, this stage 
of the study aimed to compare the scores obtained in each docking of the molecules 
in the different receptors in order to establish the selectivity of each one in the target 
proteins (Table 13). 

As described in the literature, propranolol is a non-selective β-adrenergic receptor 
antagonist, which in other words means that it has an effect on both receptors. And 
it is possible to visualize through the table, where the values of the scores are very 
close to each other. 

In the case of the prototype, it can be seen that the scores for both receptors 
were quite high, meaning that the molecule had a better fitting performance than 
propranolol and even to modifications. However, by approximating the values, it 
indicates a non-selectivity for adrenergic receptors. 

From a general perspective, the molecules showed a better fit at β2-adrenergic 
receptors, but not with a significant difference to assert selectivity. However, some

Table 13 Score of molecules 
analyzed in docking at β1 and  
β2 adrenergic receptors 

Molecule β1-adrenergic β2-adrenergic 

Propranolol 63.83 65.45 

Prototype 90.88 86.29 

Modification 1 80.44 82.88 

Modification 2 52.75 60.54 

Modification 5 81.55 84.34 

Modification 6 62.22 64.34 

Modification 18 60.74 65.36 

Modification 19 61.43 65.47 

Modification 20 63.60 68.24 

Modification 24 65.17 73.54 

Modification 25 69.79 75.48 

Modification 26 64.77 70.99 

Modification 27 68.61 79.34 

Modification 28 61.50 68.51
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caveats are necessary, as in the case of modifications 2, 24 and especially modification 
27, they presented a slight selectivity for β2-adrenergic receptors.

4 Conclusion 

Propranolol is the most commonly used drug for the treatment of ET and its prolonged 
use produces changes in the users’ quality of life. Therefore, the development of a 
new drug with better properties is a therapeutic option that can provide patients with 
this disorder with fewer problems related to the use of drugs to treat ET. 

After determining the prototype, using computational tools, different modifi-
cations were carried out in order to obtain a more promising molecule than the 
original. From a general perspective, the results were favorable, since in different 
analyses, many of the modifications presented superior results than those of propra-
nolol. Regarding the pharmacokinetic evaluation, according to the research criteria, 
including the prototype, seven molecules (1, 2, 5, 20, 26 and 27) obtained favorable 
responses. Regarding the toxicological evaluation, all modifications had superior 
results, representing a significant improvement in this regard. 

Regarding the activity prediction analysis, in all, six modifications (6, 18, 19, 24, 
25 and 28) had positive results, mainly in relation to tremor relief, which is one of 
the main focuses of the research. As for the analysis in SEA, only one molecule 
had a favorable performance, being number 1. However, in molecular docking, the 
results were suggestive that many molecules have the capacity for a better interaction 
with the targets. In β1-adrenergic receptor docking, the prototype and modifications 
number 6 and 27 showed a better fit, signaling quantities of interactions with greater 
intermolecular forces. Regarding the β2-adrenergic, the prototype and five other 
modifications (5, 20, 25, 26 and 27) had a better performance against the docking of 
the propranolol molecule. 

Therefore, it would be of interest to continue with the in-silico studies of these 
proposals as a way to further improve their properties, in order to enable a drug with 
better performance for the treatment of Essential Tremor. 
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Intramolecular Hydrogen Bonding 
Patterns and Conformational Preferences 
of Ouabain—A Molecule 
with Cardiotonic and Antiviral Activities 

Liliana Mammino 

Abstract Ouabain is a steroid-glycoside compound that has been used for decades 
for the treatment of heart diseases, and has also proved effective against several 
viruses, including coronaviruses; its potentialities against SARS-CoV-2 are currently 
object of various investigations. The molecule contains eight OH groups, whose 
mutual positions enable the simultaneous presence of several O−H···O intramolec-
ular hydrogen bonds (IHB), although only few with bond length shorter than 2 Å and 
favourable directionality. Conformers corresponding to different IHB patterns have 
been calculated at the DFT level of theory, using both the B3LYP and the M062X 
functionals. Two sets of B3LYP calculations were performed, without and with the 
Grimme’s dispersion correction, to evaluate the influence of dispersion forces on the 
estimation of the molecular properties. The results highlight four conformers whose 
relative energies are sufficiently low to make them potentially responsible for the 
molecule’s biological activities. They also highlight the influence of the incorporation 
of correlation effects on the estimation of energetics and other properties. 

Keywords Antivirals · Bioactive compounds of natural origin · Cardiotonic 
glycosides · Correlation effects · Intramolecular hydrogen bonding ·
SARS-CoV-2 · Steroid glicosides 

1 Introduction 

Ouabain (also called G-strophanthin, C29H44O12, Fig.  1) is a bioactive steroid-
glycoside compound present in the roots, stems, leaves and seeds of the Acokan-
thera schimperi and Strophanthus gratus plants, indigenous to Eastern Africa [1, 
2] and whose juices were traditionally used to poison arrows because of the toxic 
properties of ouabain. In small doses, it exhibits beneficial pharmaceutical activi-
ties. It has been used for decades for its cardiotonic properties, deriving from its
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Fig. 1 Molecular structure of the ouabain molecule and atom numbering utilised in this work. 
Only the H atoms attached to O atoms are numbered, because of their relevance in the discussion 
of hydrogen bonds. Other hydrogen atoms, if needing to be mentioned, are given the same number 
as the C atom to which they are attached; when more than one H atoms are attached to the same C 
atom, they are distinguished using subscripts (e.g., H31a and H31b) 

ability to inhibit the activity of Na–K activated adenosinetriphosphatase (sodium– 
potassium ion pump, Na/K-ATPase), thus modulating the concentration of Na+ ions 
and favouring intracellular calcium. Extensive research has focused on the investi-
gation of this mechanism and its effects on various organs and conditions [3–25]. Its 
antiviral properties were recognised some decades ago [26], and [27, 28] specifically 
list coronaviruses among the viruses against which it is active. With the appearance 
of the SARS-CoV-2 pandemic and the consequent urgent search for drugs that can 
treat it, new investigations about its potentialities have been carried out [29–36]. 
The fact that it combines antiviral properties and anti-inflammatory properties ([16], 
probably related to its steroid moiety) is likely to constitute an additional advantage, 
as it may simultaneously fight the virus and provide relief for the inflammation it 
causes. 

The current work presents the results of a computational study of the ouabain 
molecule, meant to highlight its conformational preferences, the characteristics of its 
intramolecular hydrogen bonds (IHBs) and other computable molecular properties. It 
is important to determine the molecular properties of biologically active substances 
with good accuracy because their biological activities may depend on the finest 
details of these properties [36]. Particular attention is here given to IHBs, because 
of their roles in determining conformational preferences (as the frequently strongest 
non-covalent interactions within a molecule) and of their potential participation in 
determining site-reactivity, molecular recognition and other features relevant to the 
mechanisms with which biological activities are exerted [37–42]. The results show 
the simultaneous presence of several IHBs, although only few with bond length
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shorter than 2 Å and favourable directionality, and confirm their stabilising effects. 
They also highlight four conformers whose relative energies are sufficiently low to 
make them potentially responsible for the molecule’s biological activities. 

2 Computational Details 

Calculation in vacuo (ideal gas phase) are preliminary to any other type of calcu-
lations, by providing an initial picture of a molecule’s conformational preferences 
and the factors influencing them. All the calculations presented in this work were 
performed in vacuo, with fully relaxed geometry. Three calculation sets were 
performed at the DFT (Density Functional Theory) level, with three different options: 
using the B3LYP functional [43–45], using the B3LYP functional with the inclusion 
of a D3-type Grimme’s dispersion correction [46–54], and using the M062X func-
tional, which incorporates the consideration of correlation in a different form [55]. 
The B3LYP-D3 option has been described as among the best to provide reasonably 
accurate molecular geometries of organic molecules [53], and the comparison of 
B3LYP calculations with and without the Grimme’s correction enables an evalua-
tion of the consideration of correlation and dispersion effects on the estimation of 
molecular properties. The inclusion of dispersion effects is important for the descrip-
tion of H-bonds [56, 57], above all for weak H-bonds, as is the case of several of the 
IHBs in the conformers of the ouabain molecule. The use of two different functionals 
(B3LYP and M062X) is expedient to the purpose of identified-trends verification. 
Hartree Fock (HF) calculations were added for the same verification purpose (HF 
being an ab initio method, i.e., a method with a different nature than DFT) and to 
obtain realistic reference values for the HOMO–LUMO energy gaps. All the calcula-
tions utilised the 6–31+G(d,p) basis set, that had proved adequate for the description 
of other IHB-containing molecules [58–60]; the presence of diffuse functions is 
generally advisable for a better description of H-bonds [61–63]. 

IR vibrational frequencies (harmonic approximation) were calculated for the three 
selected options at the DFT level. No imaginary frequency was present, confirming 
that the identified stationary points correspond to minima on the potential energy 
surface of the molecule. The comparison of the lowering of the IR frequency of OH 
groups when engaged in IHBs as donors and when they are free enables approxi-
mate comparisons of the strengths of the various IHBs. Frequency calculations also 
provide the ZPE (zero-point energy) corrections, thus enabling the evaluation of 
ZPE-corrected relative energies. 

All the calculations were performed with Gaussian-16 [64]. The visualisation of 
molecular structures utilised GaussView [65] and Chem3D [66]; the visualisation of 
bond vibrations utilised Gabedit [67]. 

For the sake of conciseness in the text and in the captions of tables and 
figures, the calculation methods are denoted with the following acronyms: B3LYP 
for DFT/B3LYP/6–31+G(d,p), B3LYP-D3 for DFT/B3LYP/6–31+G(d,p) with the
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Grimme’s correction, M062X for DFT/M062X/6–31+G(d,p) and HF for HF/6– 
31+G(d,p). 

3 Results 

3.1 Conformational Preferences and Energetics 

Figure 1 shows the structure of the ouabain molecule and the atom numbering utilised 
in this work. O7 bridges the glycoside moiety and the steroid moiety. The presence 
and positions of the eight OH groups and the other four O atoms enable the forma-
tion of a number of simultaneous O−H···O IHBs in each conformer. Depending on 
the conformer’s geometry, the following IHBs are possible: H44···O1, H45···O1, 
H42···O7, H45···O7, H43···O33, H42···O34, H46···O36, H42···O36, H45···O37, 
H47···O37, H48···O37, H46···O38, and H46···O39. 

Inputs were prepared considering possible patterns of simultaneous IHBs, with 
particular attention to the patterns enabling maximum number of simultaneous IHBs. 
This criterion is considered reliable because IHBs are often the dominant stabilising 
factors in the molecules in which their formation is possible. Furthermore, the consid-
eration of different IHB patterns includes the absence of certain IHBs from certain 
inputs, thus expanding the conformers’ range to include at least some of the higher 
energy ones. In some cases, an input with a certain IHB pattern optimised to a geom-
etry with a different pattern, which was thus obtained from more than one input (the 
one containing it and the ones that optimised to it). 

Ten conformers were thus identified; they are denoted by acronyms starting with 
‘ou’ followed by a number; the numbers are progressive according to increasing 
relative energies sequence in the B3LYP-D3 results. Table 1 reports the relative 
energies of the calculated conformers. Figure 2 shows their optimised geometries,

Table 1 Relative energies of the calculated conformers of ouabain in the results of the four 
computational methods utilised 

Conformer Relative energy (kcal/mol) 

B3LYP B3LYP-D3 M062X HF

ou-1 0.392 0.000 0.000 0.708 

ou-2 1.085 0.683 1.011 1.661 

ou-3 0.000 0.967 0.975 0.000 

ou-4 1.310 1.873 2.430 1.564 

ou-5 3.275 3.297 3.364 3.946 

ou-6 4.889 5.454 5.926 5.194 

ou-7 4.545 6.150 6.227 5.198

(continued)
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Table 1 (continued)

Conformer Relative energy (kcal/mol) 

B3LYP B3LYP-D3 M062X HF

ou-8 5.288 6.683 7.038 5.358 

ou-9 7.534 6.780 6.567 9.071 

ou-10 8.923 8.335 5.451 4.120 

ou-1 

ou-2                   ou-3                ou-4 

ou-5                      ou-6                  ou-7 

ou-8             ou-9                     ou-10 

Fig. 2 B3LYP/6–31+G(d,p) optimised geometries of the calculated conformers of ouabain in 
vacuo. The H atoms bonded to C atoms have been hidden to better highlight the conformer’s 
geometry and the intramolecular hydrogen bonds (IHBs). The IHBs present in ou-1 are shown 
explicitly, representing them as blue dashed segments.
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orienting each structure in a way that facilitates the identification of its IHBs; the 
IHBs of ou-1 are shown explicitly.

The different calculation methods highlight largely similar trends for the rela-
tive energies (diagram (a), Fig. 3), although the identification of the lowest energy 
conformers differs between the two methods incorporating correlation corrections 
(B3LYP-D3 and M062X) and the other two methods (B3LYP and HF). In addition, 
noticeable differences appear for the higher energy conformers ou-9 and ou-10. 

Any of the four lowest energy conformers (ou-1, ou-2, ou-3 and ou-4) may in 
principle be responsible for the biological activity of ouabain, although ou-1 has 
likely greater probability (the conformer responsible for the biological activity of a 
molecule is one of the sufficiently populated ones, i.e., one of those with sufficiently 
low relative energy—often, but not always, the lowest energy one). 

Table 2 offers a synopsis of the relative energies not corrected and corrected for 
ZPE and the relative free energies of the calculated conformers in the results of the 
three sets of DFT calculations. Figure 3 visualizes the comparisons: trends of the same 
relative-energy type in the results of different calculation methods (diagrams a, b and 
c) and trends of different energy-types in the results of the same calculation methods 
(diagrams d, e, f). The diagrams offer complete information about the comparisons. 

Table 3 compares relevant effect-types. Block A shows the effect of the inclusion 
of the Grimme’s dispersion correction on the energy estimations in the B3LYP calcu-
lations; the B3LYP-D3 energy is lower than the B3LYP one, by 83.4–85.2 kcal/mol 
for the energies not corrected for ZPE, 81.7–83.8 kcal/mol for the energies corrected 
for ZPE and 80.7–83.1 kcal/mol for the Gibbs free energies. Block B compares the 
energy estimations with the two functionals utilised: the B3LYP energy is lower than 
the M062X one, by 494.1–496.8, 500.8–503.2 and 502.0–504.9 kcal/mol respectively 
for the energies not corrected and corrected for ZPE and for the Gibbs free energies. 
The last block reports the values of the ZPE correction as estimated by the three DFT 
options utilised. Diagrams (g), (h) and (i) in Fig. 3 visualise the comparisons for the 
quantities considered in each of these blocks and highlight large trend-similarities 
within the same block. 

3.2 Characteristics of the Intramolecular Hydrogen Bonds 

Up to seven O−H···O IHBs may be simultaneously present in a conformer (eight in 
ou-9). As already mentioned, the inputs’ selection considered options with maximum 
or close-to-maximum numbers of IHBs, to identify all low energy conformers. 
Options with smaller number of IHBs were considered as samples, and not all 
the possibilities were included. For instance, the option with H42···O34 replacing 
H43···O33 and H42···O7 was considered only in one case (ou-5) because compar-
ison between ou-5 and ou-2 (having the same other IHBs and differing only for this 
replacement) confirms the expectation that replacing two IHBs by one brings signif-
icant energy increase. Options in which O35−H44 does not form the H44···O1 IHB
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⯇Fig. 3 Relevant comparisons of the relative energies of the calculated conformers of ouabain. For 
each diagram, the specified energies (kcal/mol) are reported on the vertical axis and the conformers 
(denoted by the numbers in their acronyms) on the horizontal axis. The following quantities are 
reported on the vertical axes: a Relative energies not corrected for ZPE, in the results of the four 
calculation methods utilised. b Relative energies corrected for ZPE, in the results of the three DFT 
methods utilised. c Relative free energies, in the results of the three DFT methods utilised. d Relative 
energies not corrected for ZPE and corrected for ZPE, and relative Gibbs free energies, in the B3LYP 
results. e Relative energies not corrected for ZPE and corrected for ZPE, and relative Gibbs free 
energies, in the B3LYP-D3 results. f Relative energies not corrected for ZPE and corrected for ZPE, 
and relative Gibbs free energies, in the M062X results. g Lowering effect of the inclusion of the 
Grimme’s dispersion correction on the energy estimation using the B3LYP functional. h Difference 
in the energy estimation between the B3LYP and the M062X functionals. i Zero point energy 
correction. Legenda: In diagrams (a), (b), (c) and  (i): B3LYP ( ), B3LYP-D3 ( ), 
M062X ( ) and  HF  ( , when present) results. In diagrams (d), (e), (f), (g) and  
(h): quantities not corrected for ZPE ( ), corrected for ZPE ( ), and related to the free 
energies ( ) 

Table 2 Synopsis of the relative energies not corrected for ZPE (ΔE) and corrected for ZPE (ΔEcorr, 
sum of electronic and zero-point energies), and relative free energies (ΔG, sum of electronic and 
thermal free energies) of the calculated conformers of ouabain in the results of the three DFT 
calculation-sets performed 

Conformer Relative energies (kcal/mol) 

B3LYP B3LYP-D3 M062X

ΔE ΔEcorr ΔG ΔE ΔEcorr ΔG ΔE ΔEcorr ΔG 

ou-1 0.392 0.572 1.258 0.000 0.000 0.167 0.000 0.000 0.000 

ou-2 1.085 1.264 1.705 0.683 0.781 0.902 1.011 1.266 1.311 

ou-3 0.000 0.000 0.000 0.967 0.651 0.000 0.975 0.727 0.002 

ou-4 1.310 1.108 0.033 1.873 1.628 0.710 2.430 2.353 1.660 

ou-5 3.275 3.317 3.690 3.297 3.144 3.284 3.364 3.320 3.176 

ou-6 4.889 4.720 4.067 5.454 5.227 4.672 5.926 6.003 5.725 

ou-7 4.545 4.436 4.282 6.150 5.697 4.980 6.227 6.076 5.474 

ou-8 5.288 5.023 4.560 6.683 6.023 4.863 7.038 6.740 5.680 

ou-9 7.534 7.964 8.520 6.780 6.947 6.745 6.567 7.290 7.786 

ou-10 8.923 8.041 7.661 8.335 7.460 7.027 5.451 4.998 4.691 

were not considered, because of the expectation that the removal of this IHB will 
cause an energy increase.

Table 4 reports the lengths of all the IHBs in each conformer. It is opted to consider 
the O−H···O interaction as an IHB in all the cases in which the H···O distance is 
smaller than the sum of the van der Waals radii of H and O (2.7 Å) [68]; slightly 
greater lengths are reported only when they appear in the results of some methods, 
while the length of the same IHB is shorter in the results of other methods. Lengths 
greater than 3.0 Å are not included; the absence of values for a certain method 
indicates that the H···O distance for the given IHB with that method is greater than
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Table 3 Relevant comparisons of energy estimations, and values of the zero-point energy (ZPE) 
corrections, in the DFT results of the calculated conformers of ouabain 

Conformer Relevant energy differences (kcal/mol) ZPE correction 
(kcal/mol)A B 

E Ecorr G E Ecorr G B3 
LYP 

B3L 
YP-D3 

M06 
2X 

ou-1 85.2 83.3 82.4 494.7 500.9 502.0 457.6 459.5 463.9 

ou-2 85.2 83.2 82.2 495.0 501.5 502.8 457.6 459.6 464.1 

ou-3 83.9 82.1 81.4 496.0 502.2 503.2 457.4 459.2 463.6 

ou-4 84.3 82.2 80.7 496.2 502.7 504.9 457.2 459.3 463.8 

ou-5 84.8 82.9 81.8 495.1 501.5 502.7 457.5 459.4 463.8 

ou-6 84.3 82.2 80.7 496.1 502.8 504.9 457.3 459.3 463.9 

ou-7 83.2 81.5 80.6 496.7 503.1 504.4 457.3 459.1 463.7 

ou-8 83.4 81.7 81.0 496.8 503.2 504.3 457.2 458.9 463.6 

ou-9 85.6 83.8 83.1 494.1 500.8 502.5 457.9 459.7 464.6 

ou-10 85.4 83.3 82.0 491.6 498.4 500.3 456.6 458.6 463.4 

The column headings in the second headings-row for the differences section have the following 
meanings: 
A: Effect of the addition of the dispersion correction on the B3LYP calculations (difference taken 
as B3LYP result minus B3LYP-D3 results); 
B: Energy difference between corresponding results with the two functionals utilised (difference 
taken as M062X result minus B3LYP results); 
The column-headings in the third headings-row have the following meanings: 
E: electronic energies not corrected for ZPE; 
Ecorr: energies corrected for ZPE (sum of electronic and zero point energies); 
G: free energies (sum of electronic and thermal free energies) 

3.0 Å. Several of the possible IHBs have rather poor or poor directionality, what 
makes them weaker. Figure 4 offers space-filling images of ou-1, to better highlight 
the IHB directionalities, and Table 5 reports the O ĤO bond angles in the B3LYP and 
B3LYP-D3 results, to highlight the directionality differences of the various IHBs in 
each conformer and across conformers, as well as possible effects of the inclusion 
of correlation on the estimation of the angles. 

The IHBs within the glucoside moiety (H44···O1, H43···O33, H42···O34) have 
the poorest directionality, with bond angles not greater than 110° for H44···O1 and 
H43···O33, and only slightly greater for H42···O34. H44···O1 has long bond distance, 
while the length of H43···O33 is intermediate. Two such IHBs are present in each 
conformer. 

The IHBs within the steroid moiety (H46···O36, H45···O37, H47···O37, 
H46···O38, H46···O39 and H48···O37) have the shortest lengths. Their bond angles 
range from 127° to 158°. Two such IHBs are present in most conformers (three in 
ou-8 and ou-9 and only one in ou-10). 

By bridging the two moieties, O7 can be acceptor to donors from either moiety. 
H42···O7 is present in all the calculated conformers except ou-5 (where H42 is
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Table 4 Lengths of the O−H···O intramolecular hydrogen bonds (IHBs) in the calculated 
conformers of ouabain 

Conformer IHB IHB length (Å) 

B3LYP B3LYP-D3 M062X HF

ou-1 H44···O1 2.533 2.508 2.269 2.538 

H43···O33 2.269 2.295 2.249 2.316 

H42···O7 2.528 2.496 2.479 2.552 

H45···O1 2.042 1.941 2.014 2.467 

H45···O7 2.601 2.596 2.539 2.549 

H46···O36 1.916 1.929 1.963 2.036 

H47···O37 1.854 1.854 1.894 1.988 

ou-2 H44···O1 2.540 2.513 2.450 2.543 

H43···O33 2.266 2.294 2.245 2.313 

H42···O7 2.530 2.499 2.482 2.549 

H45···O1 2.020 1.919 1.993 2.311 

H45···O7 2.596 2.589 2.553 2.602 

H46···O36 1.932 1.917 1.940 2.013 

H48···O37 1.966 1.971 1.973 2.019 

ou-3 H44···O1 2.513 2.454 2.426 2.525 

H43···O33 2.249 2.278 2.227 2.299 

H42···O7 2.490 2.454 2.438 2.507 

H45···O7 2.129 2.118 2.147 2.369 

H46···O36 1.935 1.951 1.972 2.045 

H47···O37 1.859 1.860 1.902 1.990 

ou-4 H44···O1 2.512 2.493 2.424 2.522 

H43···O33 2.247 2.274 2.224 2.229 

H42···O7 2.482 2.450 2.429 2.490 

H45···O7 2.183 2.154 2.188 2.765 

H46···O36 1.930 1.928 1.949 2.008 

H47···O37 1.949 1.961 1.966 2.004 

ou-5 H44···O1 2.470 2.454 2.396 2.497 

H42···O34 2.133 2.165 2.136 2.182 

H45···O1 2.102 1.965 2.050 2.726 

H45···O7 2.538 2.548 2.476 2.356 

H46···O36 1.915 1.927 1.952 2.032 

H48···O37 1.849 1.851 1.893 1.985 

ou-6 H44···O1 2.505 2.483 2.417 2.521 

H43···O33 2.233 2.226 2.196 2.291

(continued)
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Table 4 (continued)

Conformer IHB IHB length (Å) 

B3LYP B3LYP-D3 M062X HF

H42···O7 2.454 2.372 2.322 2.489 

H42···O36 2.168 2.164 

H45···O37 1.854 1.808 1.825 1.974 

H46···O39 1.988 1.988 1.999 2.086 

ou-7 H44···O1 2.503 2.483 2.418 2.520 

H43···O33 2.231 2.256 2.212 2.285 

H42···O7 2.459 2.433 2.412 2.485 

H45···O37 1.891 1.917 1.937 1.979 

H46···O38 1.819 1.815 1.830 1.903 

ou-8 H44···O1 2.506 2.485 2.422 2.521 

H43···O33 2.237 2.264 2.217 2.290 

H42···O7 2.474 2.445 2.429 2.502 

H45···O37 1.943 1.965 1.974 2.056 

H46···O39 2.017 2.026 2.034 2.014 

ou-9 H44···O1 2.548 2.511 2.421 2.533 

H43···O33 2.249 2.260 2.201 2.277 

H42···O7 2.617 2.602 2.581 2.485 

H42···O36 1.975 1.923 1.950 3.452 

H45···O7 2.679 2.393 2.187 3.204 

H45···O37 1.988 2.055 2.028 2.036 

H46···O39 2.099 2.170 2.202 2.107 

H47···O37 2.773 2.560 2.254 

ou-10 H44···O1 2.529 2.505 2.438 2.520 

H43···O33 2.256 2.284 2.238 2.286 

H42···O7 2.514 2.484 2.465 2.482 

H45···O1 2.237 2.028 2.082 

H45···O7 2.237 2.596 2.558 2.594 

H48···O37 1.810 1.832 1.924 1.982 

engaged in the H42···O34 IHB); its directionality is poor, with a 100–104° bond 
angle, and it is among the longest IHBs in these conformers. H45···O7 is present in 
all the lower energy conformers; it has long bond distance and poor directionality 
(bond angle 109–113°) when H45···O1 is also present (which implies bifurcation on 
H45), while it is shorter and has better directionality (bond angle 138–143°) when 
H45···O1 is not present.

H45···O1 is an IHB bridging the two moieties; its directionality is good (164– 
168°), and its bond length is comparatively short. H42···O36 also bridges the two
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Fig. 4 Space-filling models of the ou-1 conformer of the ouabain molecule, from two different 
points of view, to better highlight the intramolecular hydrogen bonds present and their directional-
ities. B3LYP-D3 results 

moieties, when it forms; it is present in ou-9 and shows best directionality (the closest 
angle to 180°) and short bond length; it is also present in the B3LYP-D3 and M062X 
results for ou-6, but not in the B3LYP and HF results, what further stresses the role 
of the consideration of dispersion corrections for a more complete description of 
H-bonding in a molecule. 

Evaluating the influence of the different IHB patterns on the conformers’ energies 
is not easy. In the low energy conformers, H44···O1, H43···O33 and H42···O7 are 
always present; H45 forms IHBs with O1, or O7, or both; O36 is acceptor to H46, 
and O37 is acceptor to H47 or H48. The mutual orientation of the two moieties also 
appears to have considerable influence on the energy. The two conformers in which 
H42···O36 appears (ou-9 and ou-6) have reversed orientation with respect to the other 
conformers, and their energies are not low, although the IHBs in the steroid moiety 
are comparable with the others. Altogether, it appears that major energy influencing 
role pertains to the complete IHB pattern of a conformer, including the weaker IHBs 
present in it and the moieties’ orientation associated with it. 

Evaluating the strength of individual IHBs is not easy because the removal of a 
specific IHB by 180° rotation of the donor brings about geometry and interaction 
changes, which also contribute to the energy difference between the conformers with 
and without that IHB. A rough comparison of the strengths of different IHBs may be 
based on the comparison of their lengths (H···O distance), on the basis that shorter 
IHBs are likely stronger. Another comparison may make use of the lowering effects 
that they have on the IR vibrational frequencies of the donor OHs. 

Table 6 reports the IR stretching frequencies of the OH groups in all the calculated 
conformers. The decrease (red shift) in the vibrational frequency of an OH when it 
acts as H-bond donor should be calculated with respect to its vibration when it is 
free (not engaged in an H-bond); however, in the case of ouabain, it is possible to 
obtain conformers in which an OH is free only for some OHs, but not for all of them 
(the optimisation procedure will rotate certain OHs to form IHBs). It was therefore 
decided to choose an ‘external’ reference, selecting the OH of cyclohexanol for the 
OHs of ouabain attached to one or another ring, and the OH of ethanol for O37−H46, 
which is attached to a methylene group. Their vibrational frequencies were calculated 
with the same levels of theory (values reported in the caption of Table 7). Although 
this option does not provide the actual red shift for each specific OH, it has a meaning 
for comparison purposes.
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Table 5 Bond angles of the intramolecular hydrogen bonds (IHB) in the calculated conformers of 
ouabain. BLYP/6–31+G(d,p) results in vacuo 

Conformer IHB Bond-angle (°) IHB Bond-angle (°) 

B3LYP B3LYP-D3 B3LYP B3LYP-D3 

ou-1 H44···O1 107.0 107.5 H45···O7 109.2 109.2 

H43···O33 107.9 107.3 H46···O36 127.5 127.2 

H42···O7 101.3 102.6 H47···O37 146.9 146.5 

H45···O1 165.2 165.9 

ou-2 H44···O1 106.8 107.3 H45···O7 110.9 111.1 

H43···O33 108.1 107.4 H46···O36 132.4 133.1 

H42···O7 101.2 102.4 H48···O37 133.6 133.0 

H45···O1 166.7 167.4 

ou-3 H44···O1 107.7 108.2 H45···O7 142.7 142.2 

H43···O33 108.6 107.9 H46···O36 126.7 126.2 

H42···O7 102.9 104.0 H47···O37 146.6 146.1 

ou-4 H44···O1 107.8 108.2 H45···O7 137.7 138.3 

H43···O33 108.9 108.2 H46···O36 134.1 134.3 

H42···O7 103.4 104.4 H48···O37 134.7 133.7 

ou-5 H44···O1 108.0 108.2 H45···O7 112.8 111.9 

H42···O34 114.9 113.7 H46···O36 127.4 127.2 

H45···O1 167.9 168.2 H47···O37 147.3 146.8 

ou-6 H44···O1 107.9 108.6 H42···O36 157.8 

H43···O33 109.9 110.9 H45···O37 147.2 151.7 

H42···O7 103.6 105.2 H46···O39 125.9 126.2 

ou-7 H44···O1 107.9 108.3 H45···O37 136.8 135.8 

H43···O33 110.1 109.5 H46···O38 158.0 158.3 

H42···O7 103.8 104.7 

ou-8 H44···O1 107.8 108.3 H45···O37 138.2 136.4 

H43···O33 109.5 108.9 H46···O39 124.7 124.2 

H42···O7 103.3 104.3 

ou-9 H44···O1 107.3 108.2 H45···O37 133.1 128.6 

H43···O33 110.2 109.8 H46···O39 122.1 120.0 

H42···O7 99.8 101.3 H47···O37 130.2 136.0 

H42···O36 178.0 177.2 

ou-10 H44···O1 107.2 107.6 H45···O1 163.6 165.5 

H43···O33 108.8 108.1 H45···O7 111.3 110.7 

H42···O7 101.9 103.0 H48···O37 145.5 143.2
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Table 6 IR vibrational frequencies (harmonic approximation) of the O−H groups in the calculated 
conformers of ouabain 

Conformer OH group considered Frequencies (cm−1) 

B3LYP B3LYP-D3 M062X

ou-1 O33−H42 3818.05 3813.11 3873.68 

O34−H43 3792.30 3795.56 3851.60 

O35−H44 3796.36 3794.46 3851.60 

O36−H45 3698.15 3678.93 3785.96 

O37−H46 3698.15 3706.54 3805.12 

O38−H47 3623.04 3629.41 3746.99 

O39−H48 3807.35 3811.31 3870.93 

O40−H49 3808.71 3814.64 3881.81 

ou-2 O33−H42 3816.10 3711.57 3874.61 

O34−H43 3791.24 3794.69 3850.96 

O35−H44 3797.36 3795.88 3854.12 

O36−H45 3684.31 3659.07 3767.73 

O37−H46 3708.67 3690.74 3804.53 

O38−H47 3825.80 3826.94 3885.97 

O39−H48 3694.11 3709.20 3789.92 

O40−H49 3809.85 3816.11 3879.40 

ou-3 O33−H42 3817.61 3812.69 3872.12 

O34−H43 3789.81 3793.51 3850.45 

O35−H44 3795.06 3793.76 3852.51 

O36−H45 3775.09 3777.77 3853.05 

O37−H46 3727.98 3732.09 3821.74 

O38−H47 3631.55 3640.74 3770.79 

O39−H48 3806.78 3810.83 3871.23 

O40−H49 3808.42 3814.49 3879.95 

ou-4 O33−H42 3814.22 3809.76 3870.39 

O34−H43 3787.48 3791.86 3849.61 

O35−H44 3795.88 3794.38 3852.56 

O36−H45 3769.49 3767.04 3840.34 

O37−H46 3684.96 3690.71 3809.87 

O38−H47 3831.61 3831.37 3894.23 

O39−H48 3684.96 3690.71 3790.38 

O40−H49 3826.96 3815.36 3881.17 

ou-5 O33−H42 3758.92 3766.40 3836.88 

O34−H43 3847.84 3850.66 3891.53

(continued)
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Table 6 (continued)

Conformer OH group considered Frequencies (cm−1) 

B3LYP B3LYP-D3 M062X

O35−H44 3787.01 3785.50 3841.22 

O36−H45 3724.99 3687.46 3291.47 

O37−H46 3704.33 3708.63 3814.97 

O38−H47 3617.23 3626.02 3770.38 

O39−H48 3807.36 3811.18 3870.21 

O40−H49 3809.29 3815.77 3880.23 

ou-6 O33−H42 3796.54 3665.72 3734.92 

O34−H43 3783.05 3776.23 3837.97 

O35−H44 3791.14 3788.62 3845.98 

O36−H45 3660.71 3609.20 3710.10 

O37−H46 3735.63 3730.89 3826.38 

O38−H47 3826.57 3835.08 3892.80 

O39−H48 3806.58 3810.52 3867.32 

O40−H49 3806.86 3811.22 3877.72 

ou-7 O33−H42 3810.70 3807.06 3867.24 

O34−H43 3784.72 3788.78 3848.32 

O35−H44 3789.27 3787.36 3845.73 

O36− H45 3671.17 3685.45 3791.83 

O37−H46 3634.35 3642.11 3745.71 

O38−H47 3804.18 3806.53 3871.67 

O39−H48 3808.65 3811.90 3871.88 

O40−H49 3808.83 3814.73 3880.05 

ou-8 O33−H42 3816.50 3812.74 3871.28 

O34−H43 3787.53 3791.43 3848.63 

O35−H44 3790.15 3788.08 3846.96 

O36−H45 3709.60 3723.81 3815.59 

O37−H46 3750.11 3755.74 3840.98 

O38−H47 3817.57 3817.27 3865.52 

O39−H48 3807.25 3812.63 3868.74 

O40−H49 3807.59 3813.06 3878.51 

ou-9 O33−H42 3587.21 3569.78 3677.81 

O34−H43 3775.60 3778.58 3838.42 

O35−H44 3800.21 3798.25 3853.83

(continued)
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Table 6 (continued)

Conformer OH group considered Frequencies (cm−1) 

B3LYP B3LYP-D3 M062X

O36−H45 3679.23 3684.30 3717.89 

O37−H46 3768.42 3790.61 3871.14 

O38−H47 3810.40 3796.56 3819.57 

O39−H48 3805.52 3810.08 3865.06 

O40−H49 3808.10 3814.32 3787.99 

ou-10 O33−H42 3813.54 3080.91 3870.23 

O34−H43 3789.15 3793.01 3851.27 

O35−H44 3794.16 3792.57 3847.07 

O36−H45 3762.97 3727.33 3811.52 

O37−H46 3851.64 3854.02 3902.63 

O38−H47 3811.79 3814.55 3887.09 

O39−H48 3674.54 3686.88 3807.40 

O40−H49 3809.87 3815.51 3881.20 

In the cases where the vibrations of two OHs are coupled, the smallest value is reported 

Table 7 offers a synopsis in which the bond lengths of the various IHBs are 
matched to the decreases that their formation causes in the vibrational frequencies of 
their donors. The trends of the frequency-decreases correspond to the trends noted for 
the lengths and directionalities of the various IHBs. The smallest decreases (weakest 
IHBs) correspond to H42···O7 when there is no bifurcation on H42. A slightly greater 
decrease corresponds to the IHBs within the glucoside moiety (H44···O1, H43···O33, 
H42···O34), followed by H45···O7 when there is no bifurcation on H45. Considerable 
greater decreases correspond to the IHBs within the steroid moiety (H46···O36, 
H45···O37, H47···O37, H46···O38, H46···O39 and H48···O37), with a broad range 
of values, depending on the IHB and on the conformer. The combined effects of 
H45···O1 and H45···O7 (bifurcation on H45) may reach values comparable with 
those of the IHBs within the steroid moiety. The greatest decrease corresponds to 
H42···O36 in ou-9. 

Cooperativity often strengthens H-bonds with respect to when they are isolated, 
and may influence some aspects of the molecule’s behaviour [69–72]. Cooperative 
IHBs are present in most low energy conformers of ouabain. For instance, H45···O1, 
H46···O36 and H47···O37 in ou-1 are consecutive and likely cooperative; the same 
applies to H45···O1, H46···O36 and H48···O37 in ou-2, H45···O7, H46···O36 and 
H47···O37 in ou-3, H45···O7, H46···O36 and H48···O37 in ou-3, and so on. 

IHBs weaker than the O−H···O ones often play non-negligible stabilising roles 
and are increasingly recognized as important for the interpretation of various 
phenomena, including the conformations of organic compounds [72–74]. An IHB 
of the O−H···π type forms between O40−H49 and the C25=C29 π bond. It is not 
possible to identify an actual bond length for IHBs of this type, because the acceptor
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Table 7 Synopsis considering the bond lengths of the intramolecular hydrogen bonds and the 
changes that their formation causes in the IR frequencies of the donors 

Conformer IHB IHB length (Å) IR frequency change (cm−1) 

B3LYP B3LYP-D3 M062X B3LYP B3LYP-D3 M062X

ou-1 H44···O1 2.533 2.508 2.269 25.35 28.33 39.73 

H43···O33 2.269 2.295 2.249 29.41 27.23 39.73 

H42···O7 2.528 2.496 2.479 3.66 9.68 17.65 

H45···O1 2.042 1.941 2.014 123.56 143.86 105.37 

H45···O7 2.601 2.596 2.539 

H46···O36 1.916 1.929 1.963 123.56 116.25 86.21 

H47···O37 1.854 1.854 1.894 212.40 205.54 165.52 

ou-2 H44···O1 2.540 2.513 2.450 24.35 26.91 37.21 

H43···O33 2.266 2.294 2.245 30.47 28.10 40.37 

H42···O7 2.530 2.499 2.482 5.61 111.22 16.72 

H45···O1 2.020 1.919 1.993 137.40 163.72 123.60 

H45···O7 2.596 2.589 2.553 

H46···O36 1.932 1.917 1.940 126.77 132.05 101.41 

H48···O37 1.966 1.971 1.973 127.60 132.05 101.41 

ou-3 H44···O1 2.513 2.454 2.426 26.65 29.03 38.82 

H43···O33 2.249 2.278 2.227 31.90 29.28 40.88 

H42···O7 2.490 2.454 2.438 4.10 10.10 19.21 

H45···O7 2.129 2.118 2.147 46.62 45.02 38.28 

H46···O36 1.935 1.951 1.972 93.73 90.70 69.59 

H47···O37 1.859 1.860 1.902 203.89 194.21 141.72 

ou-4 H44···O1 2.512 2.493 2.424 25.83 28.41 38.77 

H43···O33 2.247 2.274 2.224 34.23 30.93 41.72 

H42···O7 2.482 2.450 2.429 7.49 13.03 20.94 

H45···O7 2.183 2.154 2.188 52.22 55.75 50.99 

H46···O36 1.930 1.928 1.949 136.75 132.08 81.46 

H48···O37 1.949 1.961 1.966 136.75 132.08 100.95 

ou-5 H44···O1 2.470 2.454 2.396 34.70 37.29 50.11 

H42···O34 2.133 2.165 2.136 62.79 56.39 54.45 

H45···O1 2.102 1.965 2.050 96.72 135.33 599.86 

H45···O7 2.538 2.548 2.476 

H46···O36 1.915 1.927 1.952 131.11 126.32 97.54 

H47···O37 1.849 1.851 1.893 204.48 196.77 120.95 

ou-6 H44···O1 2.505 2.483 2.417 30.57 34.17 45.35 

H43···O33 2.233 2.226 2.196 38.66 46.56 53.36

(continued)



688 L. Mammino

Table 7 (continued)

Conformer IHB IHB length (Å) IR frequency change (cm−1) 

B3LYP B3LYP-D3 M062X B3LYP B3LYP-D3 M062X

H42···O7 2.454 2.372 2.322 25.17 157.07 156.41 

H42···O36 2.168 2.164 

H45···O37 1.854 1.808 1.825 161.00 213.59 181.23 

H46···O39 1.988 1.988 1.999 86.08 91.90 64.95 

ou-7 H44···O1 2.503 2.483 2.418 32.44 35.43 45.60 

H43···O33 2.231 2.256 2.212 36.99 34.01 43.01 

H42···O7 2.459 2.433 2.412 11.01 15.73 24.09 

H45···O37 1.891 1.917 1.937 150.54 137.34 99.50 

H46···O38 1.819 1.815 1.830 201.09 192.84 166.80 

ou-8 H44···O1 2.506 2.485 2.422 31.56 34.71 44.37 

H43···O33 2.237 2.264 2.217 34.18 31.36 42.70 

H42···O7 2.474 2.445 2.429 5.21 10.05 20.05 

H45···O37 1.943 1.965 1.974 112.11 98.98 75.74 

H46···O39 2.017 2.026 2.034 71.60 67.05 50.35 

ou-9 H44···O1 2.548 2.511 2.421 21.50 24.54 37.50 

H43···O33 2.249 2.260 2.201 46.11 44.21 52.91 

H42···O36 1.975 1.923 1.950 234.50 253.01 213.52 

H42···O7 2.617 2.602 2.581 

H45···O37 1.988 2.055 2.028 142.48 138.49 173.44 

H45···O7 2.679 2.393 2.187 

H46···O39 2.099 2.170 2.202 53.29 32.18 20.19 

H47···O37 2.773 2.560 2.254 25.04 38.39 92.94 

ou-10 H44···O1 2.529 2.505 2.438 27.55 30.22 44.26 

H43···O33 2.256 2.284 2.238 32.56 29.78 40.06 

H42···O7 2.514 2.484 2.465 8.17 741.88 21.10 

H45···O1 2.237 2.028 2.082 58.74 95.46 79.81 

H45···O7 2.237 2.596 2.558 

H48···O37 1.810 1.832 1.924 147.17 135.91 83.93 

Based on the values in Tables 5 and 6 and the reference vibrational frequencies of the OH in cyclo-
hexanol (3821.71/B3LYP, 3822.79/B3LYP-D3 and 3891.33/M062X) for the other OHs and ethanol 
(3835.44/B3LYP, 3834.95/B3LYP-D3 and 3912.51/M062X) for O37−H46. When two IHBs are 
bifurcated on the H atom of the donor, the change is reported as a value referred to both IHBs
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Table 8 H49···C25 and H49···C29 distances (Å) of the H49 atom from the two atoms forming the 
C25=C29 π bond in the calculated conformers of ouabain 

Conformer B3LYP B3LYP-D3 M062X HF 

49···25 49···29 49···25 49···29 49···25 49···29 49···25 49···29 
ou-1 2.574 2.443 2.528 2.380 2.499 2.360 2.639 2.382 

ou-2 2.587 2.456 2.541 2.392 2.514 2.372 2.657 2.530 

ou-3 2.572 2.443 2.526 2.380 2.499 2.361 2.639 2.516 

ou-4 2.906 2.784 2.541 2.391 2.517 2.371 3.026 2.932 

ou-5 2.574 2.447 2.528 2.383 2.500 2.364 2.640 2.519 

ou-6 2.580 2.444 2.540 2.383 2.512 2.363 2.648 2.517 

ou-7 2.542 2.387 2.542 2.387 2.515 2.366 2.663 2.530 

ou-8 2.580 2.445 2.533 2.380 2.507 2.361 2.647 2.517 

ou-9 2.578 2.440 2.532 2.379 2.505 2.360 2.647 2.518 

ou-10 2.604 2.463 2.555 2.399 2.513 2.372 2.659 2.532 

Only the numbers of the atoms are indicated in the column-headings, for space reasons 

is a π cloud. The only parameters that can be considered are the distances of the 
donor H from the C atoms forming the π bond. Table 8 reports the distances between 
H49 and C25 or C29; these distances are shorter than the sum of the van der Waals 
radii of C and H (2.7 Å). Because of the possibility of this IHB, inputs in which 
O40−H49 is oriented away from C25=C29 were not considered, as this orientation 
would not contribute any intramolecular interaction.

C−H···O IHBs also have stabilising effects and influence conformational geome-
tries [72, 74–77]. Various C−H···O IHBs are present in each conformer. Table 9 lists 
the ones present in ou-1 and reports their lengths (considering them when the length 
is shorter than the sum of the van der Waals radii of the two atoms); most of them 
can also be easily identified from the two images in Fig. 4. 

3.3 Other Molecular Properties 

Several molecular properties of biologically active molecules are used as quantum 
chemical descriptors for the investigation of Quantitative Structure Activity Relation-
ships (QSAR). The energy gap between the frontiers orbitals (HOMO and LUMO) 
and the dipole moment of the calculated conformers of ouabain are considered in 
this work. 

The HOMO–LUMO energy gap is related to a molecule’s reactivity, which is 
obviously important for its biological activity. Table 10 reports the values of the gap 
for the calculated conformers. It is interesting to note that, while the addition of the 
dispersion correction to the B3LYP calculations does not appear to have any effect on 
the estimation of the gap, the M062X functional shows considerable improvement
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Table 9 Lengths of the C−H···O intramolecular hydrogen bonds (IHBs) in the lowest energy 
(ou-1) conformer of ouabain 

C−H···O 
IHB 

IHB length (Å) C−H···O 
IHB 

IHB length (Å) 

B3L 
YP 

B3LYP-D3 M06 
2X 

HF B3L 
YP 

B3LYP-D3 M06 
2X 

HF 

H2···O1 2.091 2.093 2.084 2.054 H31a···O36 2.636 2.618 2.584 2.595 

H6···O1 2.009 2.010 2.005 1.985 H31a···O37 2.065 2.066 2.062 2.036 

H3···O1 2.666 2.650 2.645 2.635 H31b···O37 2.037 2.040 2.035 2.010 

H2···O7 2.066 2.066 2.060 2.034 H18···O37 2.597 2.578 2.504 

H3···O7 2.525 2.539 2.536 2.516 H18···O38 2.056 2.057 2.690 2.028 

H8···O7 2.061 2.061 2.054 2.033 H10···O38 2.274 2.258 2.247 2.278 

H9a···O7 2.649 2.654 2.620 2.583 H19a···O38 2.573 2.562 2.552 2.530 

H3···O33 2.081 2.084 2.078 2.050 H19b···O38 2.512 2.512 2.502 2.488 

H4···O33 2.688 2.430 2.682 2.671 H13a···O39 2.626 2.627 2.622 2.602 

H2···O33 2.672 2.668 2.645 2.637 H13b···O39 2.630 2.635 2.638 2.604 

H5···O34 2.551 2.557 2.076 2.525 H16a···O39 2.701 2.655 2.659 2.685 

H4···O34 2.080 2.083 2.565 2.049 H17a···O39 2.699 2.707 2.659 2.666 

H30a···O34 2.448 2.412 2.378 2.477 H31a···O39 2.373 2.373 2.370 2.381 

H5···O35 2.025 2.029 2.027 2.003 H31b···O39 2.526 2.514 2.482 2.490 

H4···O35 2.540 2.500 2.548 2.515 H15a···O40 2.677 2.458 2.445 2.431 

H6···O35 2.498 2.546 2.492 2.472 H24a···O40 2.478 2.472 2.463 2.460 

H10···O36 2.070 2.071 2.068 2.036 H26a···O27 2.066 2.069 2.059 2.040 

H13···O36 2.589 2.530 2.482 2.549 H26b···O27 2.062 2.063 2.056 2.035 

Table 10 HOMO–LUMO energy gap of the calculated conformers of ouabain 

Conformer HOMO–LUMO energy gap (kcal/mol) 

B3LYP B3LYP-D3 M062X HF 

ou-1 120.92 120.46 182.75 269.96 

ou-2 121.64 121.33 182.20 271.66 

ou-3 122.63 122.33 184.37 270.49 

ou-4 125.65 123.63 184.06 271.24 

ou-5 119.75 119.30 181.46 269.67 

ou-6 121.81 115.57 178.83 274.73 

ou-7 116.48 116.50 180.24 272.71 

ou-8 122.75 122.58 185.49 274.00 

ou-9 116.18 118.44 183.77 273.72 

ou-10 115.59 114.30 178.67 270.83
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Table 11 Dipole moments of the calculated conformers of ouabain 

Conformer Dipole moment (debye) 

B3LYP B3LYP-D3 M062X HF 

ou-1 6.8088 6.7857 6.5459 6.7524 

ou-2 7.0003 7.1179 6.9520 7.1451 

ou-3 6.0710 5.9991 5.8213 6.2757 

ou-4 6.2071 5.8764 5.7994 6.6137 

ou-5 10.9233 10.8375 10.7935 11.1385 

ou-6 0.8304 2.1437 2.1551 1.2643 

ou-7 3.9804 4.0962 4.0522 3.7731 

ou-8 1.4927 1.5247 1.5314 2.0478 

ou-9 1.6036 1.8997 2.5695 2.2358 

ou-10 6.6031 6.8757 5.6344 5.7092 

of the estimation. As already mentioned, the HF results constitute the best reference 
for the gap evaluation.

The dipole moment is related to various aspects of a molecule’s behaviour, 
and may also be related to its biological activity [36]. Table 11 reports the dipole 
moments of the calculated conformers of ouabain. It is obvious to expect that the 
values are largely determined by the orientations of the OH groups. The first four 
conformers (ou-1, ou-2, ou-3 and ou-4) have rather close dipole moments. The ou-5 
conformer has the highest, likely because of the opposite orientations of O34−H43 
and O33−H42 with respect to all the other conformers. Conformers ou-6, ou-8 and 
ou-9 have the smallest dipole moments, and ou-10 has a dipole moment comparable 
to those of the first four conformers. 

4 Discussion and Conclusions 

The obtained results identify the lowest energy conformers of ouabain and some 
of the higher energy ones. The use of different computational approaches provides 
validation of identified trends through their similarities (which, for some quantities, 
are more remarkable for the low energy conformers). 

The calculated properties may be useful as QSAR descriptors. The predictive 
reliability of QSAR descriptors depends on the accuracy of their evaluation. It had 
been shown [69] that the incorporation of electron-correlation in the computational 
approach improves the accuracy of descriptors-estimation and enables satisfactory 
predictive abilities of QSAR using those descriptors.
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It is generally to be expected that the inclusion of dispersion correction results in 
lower estimated energies. The extent of the effect for the ouabain molecule is consid-
erable. Given the absence of aromatic rings in the molecule, it may be hypothesized 
that the effect-extent is mostly related to the presence of several IHBs. 

Since DFT is a variational method, it can be inferred that B3LYP-D3 gives the best 
energy estimations among the methods utilized in this work (followed by B3LYP). 
Therefore, the B3LYP-D3 can be considered the most accurate (with the usual 
exception of the estimation of the HOMO–LUMO energy gaps). 

The detailed analysis of intramolecular hydrogen bonds and their characteristics 
is expected to be expedient for further interpretations of the biological activities of 
ouabain and its interactions with biological targets. 

Since biological processes occur in a medium, it is important to investigate the 
effect of suitably selected solvent on the molecular properties of ouabain. This will 
be the object of a separate study. 
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16. Kubala, M., Čechová, P., Geletičová, J., Biler, M., Štenclová, T., Trouillas, P., Biedermann, D.: 
Flavonolignans as a novel class of sodium pump inhibitors. Front. Physiol. (2016). https://doi. 
org/10.3389/fphys.2016.00115 

17. Kaplan, W.P.: Drug-Oriented Synthesis of Cardiotonic Steroids. PhD dissertation, University 
of Michigan (2017) 

18. Cavalcante-Silva, L.H.A., de Almeida Lima, É., Carvalho, D.C.M., de Sales-Neto, J.M., de 
Abreu Alves, A.K., Galvão, J.G.F.M., de França da Silva, J.S., Rodrigues-Mascarenhas, S.: 
Much more than a cardiotonic steroid: modulation of inflammation by ouabain. Front. Physiol. 
(2017). https://doi.org/10.3389/fphys.2017.00895 

19. Cui, X.Y., Xie, Z.J.: Protein interaction and Na/K-ATPase-mediated signal transduction. 
Molecules 22, 990 (2017). https://doi.org/10.3390/molecules22060990 

20. Ou, Y., Pan, C.X., Zuo, J., van der Hoorn, F.A.: Ouabain affects cell migration via Na, K-
ATPase-p130cas and via nucleus-centrosome association. PLoS ONE 12(8), e0183343 (2017). 
https://doi.org/10.1371/journal.pone.0183343 

21. Venugopal, J., Blanco, G.: On the many actions of ouabain: pro-cystogenic effects in autosomal 
dominant polycystic kidney disease. Molecules 22(5), 729 (2017). https://doi.org/10.3390/mol 
ecules22050729 

22. Sultana Syeda, S., Sánchez, G., Hong, K.H., Hawkinson, J. E., Georg, G.I., Blanco, G.: Design, 
synthesis, in vitro and in vivo evaluation of ouabain analogs as potent and selective Na,K-
ATPase α4 isoform inhibitors for male contraception. J. Medic. Chem. (2018). https://doi.org/ 
10.1021/acs.jmedchem.7b00925 

23. El-Mallakh, S., Gao, Y.L., You, P.: Role of endogenous ouabain in the etiology of bipolar 
disorder. Int. J. Bipolar Disord. 9, 6 (2021). https://doi.org/10.1186/s40345-020-00213-1 

24. Hauke, F.: Ouabain: a gift from paradise Kindle Edition. Books on Demand (2018) 
25. Wang, L., Cai, W., Han, B., Zhang, J., Yu, B., Chen, M.: Ouabain exhibited strong anti-

cancer effects in melanoma cells via induction of apoptosis, G2/M phase arrest, and migration 
inhibition Onco. Targets. Ther. 14, 1261–1273 (2014) 

26. Nagai, Y., Maeno, K., Iinuma, M., Yoshida, T., Matsumoto, T.: Inhibition of virus growth by 
ouabain: effect of ouabain on the growth of HVJ in chick embryo cells. J. Virol. 9(2), 234–243 
(1972) 

27. Yang, C.-W., Chang, H.-Y., Lee, Y.-Z., Hsu, H.-Y., Lee, S.-J.: The cardenolide ouabain 
suppresses coronaviral replication via augmenting a Na +/K +-ATPase-dependent PI3K_PDK1 
axis signalling. Toxicol. Appl. Pharmacol. 356, 90–97 (2018). https://doi.org/10.1016/j.taap. 
2018.07.028 

28. Reddy, D., Kumavath, R., Barh, D., Azevedo, V., Ghosh, P.: Anticancer and antiviral properties 
of cardiac glycosides: a review to explore the mechanism of actions. Molecules 25, 3596 (2020). 
https://doi.org/10.3390/molecules25163596 

29. Yang, C.-W., Hsu, H.-Y., Chang, H.-Y., Lee, Y.-Z., Lee, S.-J.: Natural cardenolides suppress 
coronaviral replication by downregulating JAK1 via a Na+/K+-ATPase independent proteol-
ysis. Biochem. Pharmacol. 180, 114–122 (2020) 

30. Cho, J.H., Lee, Y.J., Kim, J.H., Kim, S., Kim, S.S., Choi, B.S., Choi, J.H.: Antiviral activity 
of digoxin and ouabain against SARS-CoV-2 infection and its implication for COVID-19. Sci. 
Rep. 10, 16200 (2020). https://doi.org/10.1038/s41598-020-72879-7

https://doi.org/10.1039/c2mt20189e
https://doi.org/10.1097/MJT.0b013e318217a609
https://doi.org/10.1073/pnas.1422997112
https://doi.org/10.3389/fphys.2016.00115
https://doi.org/10.3389/fphys.2016.00115
https://doi.org/10.3389/fphys.2017.00895
https://doi.org/10.3390/molecules22060990
https://doi.org/10.1371/journal.pone.0183343
https://doi.org/10.3390/molecules22050729
https://doi.org/10.3390/molecules22050729
https://doi.org/10.1021/acs.jmedchem.7b00925
https://doi.org/10.1021/acs.jmedchem.7b00925
https://doi.org/10.1186/s40345-020-00213-1
https://doi.org/10.1016/j.taap.2018.07.028
https://doi.org/10.1016/j.taap.2018.07.028
https://doi.org/10.3390/molecules25163596
https://doi.org/10.1038/s41598-020-72879-7


694 L. Mammino

31. Ahmed, M., Farag, A., Boys, I.N., Wang, P., Eitson, J.L., Ohlson, M.B., Fan, W., McDougal, 
M.B., Menendez-Montes, I., Nguyen, N.U.N., Mar, K., Ortiz, F., Kim, S.Y., Williams, N., 
Iemoff, A.L., De Berardinis, L., Schoggins, J.W., Sadek, H.: Identification of atovaquone 
and mebendazole as repurposed drugs with antiviral activity against SARS-CoV-2 (version 
6) (2021). https://doi.org/10.26434/chemrxiv-2021-b3fv1-v7 

32. Hauke, F.: Solid evidence- ouabain is an effective therapeutic for the treatment of COVID-19, 
Preprint. December (2021). https://doi.org/10.13140/RG.2.2.26048.05128 

33. Caohuy, H., Eidelman, O., Chen, T., Yang, Q., Bera, A., Walton, N., Pollard, H.B.: Common 
cardiac medications potently inhibit ACE2 binding to the SARS-CoV-2 Spike, and block virus 
penetration into human lung cells. Pre-print. https://doi.org/10.1101/2021.06.02.446343 

34. Corrêa Souza e Souza, K.F., Tavares Moraes, B.P., Nunes de Palmer Paixão, I.C., Burth, 
P., Ribeiro Silva, A., Gonçalves-de-Albuquerque, C.F.: Na+/K+-ATPase as a target of cardiac 
glycosides for the treatment of SARS-CoV-2 infection. Front. Pharmacol. (2021). https://doi. 
org/10.3389/fphar.2021.624704 

35. Caohuy, H., Eidelman, O., Chen, T., Yang, Q., Walton, N.I., Pollard, H.B.: Inflammation in the 
COVID-19 airway is due to inhibition of CFTR signaling by the SARS-CoV-2 Spike protein. 
bioRxiv – Microbiology. Pub Date : 2022–01–21. https://doi.org/10.1101/2022.01.18.476803 

36. Bushelyev, S.N., Stepanov, N.F.: Elektronnaya Struktura y Biologhicheskaya Aktivnost 
Molecul. Khimiya, Snanye, Moscow (1989) 

37. Hernandez, E.G., Garza, J.: Reactivity sites in dopamine depend on its intramolecular hydrogen 
bond. J. Mex. Chem. Soc. 61, 222–228 (2017) 

38. Fersht, A.R.: The hydrogen bond in molecular recognition. Trend. Biochem. Sci. 12, 301–304 
(1987) 

39. Desiraju, G.R.: Chemistry beyond the molecule. Nature 412, 397–400 (2001) 
40. Nguyen, H.P., Seto, L.O.N., Cai, Y., Leinala, E.K., Borisova, S.N., Palcic, M.N., Evans, S.V.: 

The influence of an intramolecular hydrogen bod in a differential recognition of inhibitory 
acceptor analogs by human ABO(H) blood group A and B glycosyltransferases. J. Biol. Chem. 
49, 4191–4195 (2003) 

41. Sanchez, G.: Introduction to “Intramolecular hydrogen bonding 2018.” Molecules 24, 2858 
(2019). https://doi.org/10.3390/molecules24162858 

42. Yunta, M.J.R.: It is important to compute intramolecular hydrogen bonding in drug design? 
Am. J. Model. Optim. 5, 24–57 (2017) 

43. Lee, C., Yang, W., Parr, R.G.: Development of the Colle-Salvetti correlation-energy formula 
into a functional of the electron density. Phys. Rev. B 37, 785–789 (1998) 

44. Becke, A.D.: A new mixing of Hartree-Fock and local density-functional theories. J. Chem. 
Phys. 98, 1372–1377 (1993) 

45. Becke, A.D.: Density functional thermochemistry III. The role of exact exchange. J. Chem. 
Phys. 98, 5648–5652 (1993) 

46. Grimme, S.: Semiempirical GGA-type density functional constructed with a long-range 
dispersion correction. J. Comput. Chem. 27, 1787–1799 (2006) 

47. Schwabe, T., Grimme, S.: Double-hybrid density functionals with long-range dispersion correc-
tions: Higher accuracy and extended applicability. Phys. Chem. Chem. Phys. 9, 3397–3406 
(2007) 

48. Neese, F., Schwabe, T., Grimme, S.: Analytic derivatives for perturbatively corrected “double 
hybrid” density functionals: theory, implementation, and applications. J. Chem. Phys. 126, 
124115 (2007) 

49. Grimme, S.: Density functional theory with London dispersion corrections. Wiley Interdiscip. 
Rev. WIREs Comput. Mol. Sci. 1, 211–228 (2011) 

50. Grimme, S., Ehrlich, S., Goerigk, L.: Effect of the damping function in dispersion corrected 
density functional theory. J. Comput. Chem. 32, 1456–1465 (2011) 

51. Hujo, W., Grimme, S.: Comparison of the performance of dispersion-corrected density 
functional theory for weak hydrogen bonds. Phys. Chem. Chem. Phys. 13, 13942–13950 (2011) 

52. Grimme, S., Goerigk, L., Fink, R.F.: Spin-component-scaled electron correlation methods. 
WIREs Comput. Mol. Sci. 2, 886–906 (2012). https://doi.org/10.1002/wcms.1110

https://doi.org/10.26434/chemrxiv-2021-b3fv1-v7
https://doi.org/10.13140/RG.2.2.26048.05128
https://doi.org/10.1101/2021.06.02.446343
https://doi.org/10.3389/fphar.2021.624704
https://doi.org/10.3389/fphar.2021.624704
https://doi.org/10.1101/2022.01.18.476803
https://doi.org/10.3390/molecules24162858
https://doi.org/10.1002/wcms.1110


Intramolecular Hydrogen Bonding Patterns … 695

53. Grimme, S., Steinmetz, M.: Effects of London dispersion correction in density functional 
theory on the structures of organic molecules in the gas phase. Phys. Chem. Chem. Phys. 15, 
16031–16042 (2013) 

54. Grimme, S., Hansen, A., Brandenburg, J.G., Bannwarth, C.: Dispersion-corrected mean-field 
electronic structure methods. Chem. Rev. 116, 5105–5154 (2016) 

55. Zhao, Y., Truhlar, D.G.: The M06 suite of density functionals for main group thermochemistry, 
thermochemical kinetics, noncovalent interactions, excited states, and transition elements: two 
new functionals and systematic testing of four M06-class functionals and 12 other functionals. 
Theor. Chem. Acc. 120, 215–241 (2008). https://doi.org/10.1007/s00214-007-0310-x 

56. Mcdonagh, J., Silva, A.F., Vincent, M., Popelier, P.: Quantifying electron correlation of the 
chemical bond. J. Phys. Chem. Lett. 8, 1937–1942 (2017) 

57. Alagona, G., Ghio, C.: Competitive H-bonds in vacuo and in aqueous solution for N-protonated 
adrenaline and its monohydrated complexes. J. Mol. Struct. (Theochem) 811, 223–240 (2007) 

58. Mammino, L., Kabanda, M.M.: A study of the intramolecular hydrogen bond in acylphloroglu-
cinols. J. Mol. Struct. 901, 210–219 (2009) 

59. Mammino, L.: Intramolecular hydrogen bonding patterns, conformational preferences and 
molecular properties of dimeric acylphloroglucinols: an ab initio and DFT study. J. Mol. Struct. 
1176, 488–500 (2019) 

60. Mammino, L.: Correlation effects in trimeric Acylphloroglucinols. Computation 9, 121 (2021). 
https://doi.org/10.3390/computation9110121 

61. Vos, R.J., Hendriks, R., Van Duijneveldt, F.B.: SCF, MP2, and CEPA-1 calculations on the OH 
.. O hydrogen bonded complexes (H2O)2 and (H2O–H2CO). J. Comp. Chem. 11, 1–18 (1990) 

62. Mó, O., Yáñez, M., Elguero, J.: Cooperative (nonpairwise) effects in water trimers: An ab initio 
molecular orbital study. J. Chem. Phys. 97, 6628–6638 (1992) 

63. Ferrari, A.M., Garrone, E., Ugliengo, P.: Ab initio study of the gas-phase equilibrium between 
(H2O) 4 and (H2O) 8. Chem. Phys. Lett. 212, 644–648 (1993) 

64. Frisch, M.J., Trucks, G.W., Schlegel, H.B., Scuseria, G.E., Robb, M.A., Cheeseman, J.R., 
Scalmani, G., Barone, V., Petersson, G.A., Nakatsuji, H., Li, X., Caricato, M., Marenich, A.V., 
Bloino, J., Janesko, B.G., Gomperts, R., Mennucci, B., Hratchian, H.P., Ortiz, J.V., Izmaylov, 
A.F., Sonnenberg, J.L., Williams-Young, D., Ding, F., Lipparini, F., Egidi, F., Goings, J., Peng, 
B., Petrone, A., Henderson, T., Ranasinghe, D., Zakrzewski, V.G., Gao, J., Rega, N., Zheng, G., 
Liang, W., Hada, M., Ehara, M., Toyota, K., Fukuda, R., Hasegawa, J., Ishida, M., Nakajima, T., 
Honda, Y., Kitao, O., Nakai, H., Vreven, T., Throssell, K., Montgomery, J.A., Jr., Peralta, J.E., 
Ogliaro, F., Bearpark, M.J., Heyd, J.J., Brothers, E.N., Kudin, K.N., Staroverov, V.N., Keith, 
T.A., Kobayashi, R., Normand, J., Raghavachari, K., Rendell, A.P., Burant, J.C., Iyengar, S.S., 
Tomasi, J., Cossi, M., Millam, J.M., Klene, M., Adamo, C., Cammi, R., Ochterski, J.W., Martin, 
R.L., Morokuma, K., Farkas, O., Foresman, J.B., Fox, D.J., Gaussian, Inc., Wallingford CT 
(2016) 

65. GaussView 4.1; Gaussian Inc.: Pittsburgh, PA, USA (2006) 
66. Chem3D, version 8.0.3; Chemoffice, Cambridge Software: St Neots, UK (2003) 
67. Allouche, A.R., Gabedit (2017). http://gabedit.sourceforge.net/ 
68. Horowitz, S., Trievel, R.C.: Carbon-oxygen hydrogen bonding in biological structure and 

function. J. Biol. Chem. 287, 41576–41582 (2012) 
69. López de la Paz, M., Ellis, G., Pérez, M., Perkins, J., Jiménez-Barbero, J., Vicent, C.: Carbohy-

drate hydrogen-bonding cooperativity—Intramolecular hydrogen bonds and their cooperative 
effect on intermolecular processes—Binding to a Hydrogen-bond acceptor molecule. Eur. J. 
Org. Chem. 5, 840–855 (2002) 

70. Deshmukh, M.M., Bartolotti, L.J., Gadre, S.R.: Intramolecular Hydrogen bonding and coop-
erative interactions in carbohydrates via the molecular tailoring approach. J. Chem. Phys. A 
112, 312–321 (2008) 

71. Dashnau, J.L., Sharp, K.A., Vanderkooi, J.M.: Carbohydrate intramolecular hydrogen bonding 
cooperativity and its effect on water structure. J. Phys. Chem. B 109, 24152–24159 (2005) 

72. Karas, L.J., Wu, C.-H., Das, R., Wu, J. I-C.: Hydrogen bond design principles. WIREs Comput. 
Mol. Sci. 10, e1477 (2020). https://doi.org/10.1002/wcms.1477

https://doi.org/10.1007/s00214-007-0310-x
https://doi.org/10.3390/computation9110121
http://gabedit.sourceforge.net/
https://doi.org/10.1002/wcms.1477


696 L. Mammino

73. Meyer, E.A., Castellano, R.K., Diederich, F.: Interactions with aromatic rings in chemical and 
biological recogn.ition. Angew Chem Int Ed.;42(11), 1210–1250 (2003) 

74. Mammino, L., Kabanda, M.M.: Computational study of the patterns of weaker intramolecular 
hydrogen bonds stabilizing acylphloroglucinols. Int. J. Quantum Chem. 112, 2650–2658 (2012) 

75. Gu, Y.L., Kar, T., Scheiner, S.: Fundamental properties of the CH···O interaction: Is it a true 
hydrogen bond? J. Am. Chem. Soc. 121, 9411–9422 (1999) 

76. Desiraju, G.R.: The C-H···O hydrogen bond: structural implications and supramolecular design. 
Acc. Chem. Res. 29, 441–449 (1996) 

77. Reenu, V.: Evaluating the role of electron-correlation in the external prediction of the toxicity 
of nitrobenzenes towards Tetrahymena pyriformis. New J. Chem. 40, 2343–2353 (2016)



Molecular Modeling 
of Acetylcholinesterase Inhibitors 
for the Treatment of Alzheimer’s Disease 

Anderson Mendes Oliveira, Anna Eláyne da Silva Silva, 
Abraão Alves Pinheiro, Lenir Cabral Correia, Francinaldo Sarges Braga, 
Laira Rafaelle Pinto Gemaque, Cleydson Breno Rodrigues dos Santos, 
Carlos Henrique Tomich de Paula da Silva, Carlton A. Taft, 
and Lorane Izabel da Silva Hage-Melim 

Abstract Alzheimer’s disease (AD) is a neurodegenerative disorder characterized 
clinically by the loss of recent memory, communication and learning ability, and 
that its natural history can evolve to the death of the patient. Histopathologically, 
AD is marked primarily by the death of cholinergic neurons, with the appearance 
of characteristic markers such as neurofibrillary tangles and insoluble structures 
from amorphous fragments arising from an abnormal metabolic process involving 
beta-amyloid protein. Its current treatment works as a palliative method, based only 
on the attempt to stabilize the patient’s clinical condition through the use of anti-
cholinesterase agents, which, even with its limitations, can improve the individual’s 
quality of life. This study aims to study compounds described in the literature as 
AChE inhibitors and, from these, to select what best fit the study parameters as a 
possible drug candidate for the treatment of AD. For this, at first, the crystallographic 
structure of AChE and 30 inhibitor compounds were obtained. Of the latter, the phar-
macophoric group was identified (with 2 aromatic groups, 1 hydrogen acceptor, 1 
hydrogen donor and 4 hydrophobic donors) and were submitted to the analysis of 
their physicochemical properties (in which 18 structures presented two or more viola-
tions of RO5) and molecular, where structure 25 showed the best results in 4 of the
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5 properties studied, in addition to ADME/Tox properties. The molecular docking 
analysis presented structure 1 as the one with the best interaction with the biological 
receptor. Based on the analysis of these results and the pharmacological hypothesis 
generated, the structure was chosen with the potential to become a drug for the treat-
ment of Alzheimer’s, aiming at the conception of a new drug with greater efficiency 
and safety for the treatment of patients with this pathology. 

Keywords Alzheimer’s disease · AChE inhibitors · Molecular modeling ·
Molecular descriptors · QSAR · Molecular docking · Pharmacophoric grouping ·
ADME/Tox properties 

1 Introduction 

Alzheimer’s disease (AD) is a neurodegenerative disorder that progresses gradually 
and culminates in the death of the patient, also occurring cognitive and memory dete-
rioration, progressive impairment of daily life activities and a variety of neuropsy-
chiatric symptoms and behavioral changes [1], making it the largest cause of death 
in older people [2]. 

As for the evolution of the disease, it is possible to observe atrophy predomi-
nantly in the cerebral cortex, more pronounced in the temporal lobe, mainly in the 
hippocampus region, and accompanied by a diffuse increase of the cortical grooves 
and fissures due to the reduction of encephalic mass. The areas most affected by AD 
progress are the cortical, limbic, paralimbic and cortex regions. Primary areas, such 
as the motor cortex or the visual or auditory cortex, it is preserved until the most 
advanced stage of the disease [1, 3]. The senile plaques are classified as neuritic 
when they contain neurites, fragments of axons or degenerate dendrites when they 
do not contain dystrophic neurite are called diffuse plaques [4]. 

The lack of evidence of the causes that lead to the development of AD, and 
many mechanisms not yet elucidated in the progression of the disease, hinder the 
development of a drug that can change the course of the disease, so that the drugs 
used in current AD therapy act only improving the behavioral, psychic and memory 
loss symptoms caused by the advancement of dementia [5]. 

Even with mechanisms not fully elucidated yet, AD is characterized by the selec-
tive loss of populations of neurons, especially cholinergic neurons [3], implying a 
marked decline in levels of acetylcholine (ACh) available in the nervous system. This 
justifies the cholinergic hypothesis and the attempt to propose drugs that increase the 
bioavailability of ACh, such as acetylcholinesterase inhibitors (AChE), responsible 
for metabolizing ACh, which would provide a better quality of life for patients with 
AD [6]. The present study aimed to propose new drug candidates, AChE inhibitors, 
to be used in the treatment of AD, and it is possible to observe improved pharma-
cokinetic and activity patterns from modifications made using molecular modeling 
calculations, in the rational planning of drugs.
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2 Materials and Method 

2.1 Inhibitors and Crystallographic Structure of PDB Studied 

Knowing the coordinates of the three-dimensional structure of the target protein, 
or biological receptor, for the new proposals is important when designing selective 
structures with well-defined biological activity. This information can be found in the 
Protein Data Bank—PDB (www.pdb.org), through the information and experimen-
tally resolved crystallographic structures deposited in it [7]. The structure chosen was 
the 2CKM access code with 2.15 Å resolution, where the complex formed by the 
enzyme AChE and the N, N’-di-1,2,3,4-tetrahydroacridin-9-ylheptane- 1,7-diamine 
[8]. 

Then, a group of ligands with known structure and that had inhibitory activity for 
the AChE enzyme, were obtained from the database BindingDB (www.bindindb.org/ 
bind/index.jsp) [9]. The ligands available on the BindingDB were ordered by IC50, 
and the 30 most active compounds were selected, which were optimized and had 
their energy minimized in the program HyperChem 6.0.2 [10] by semi-empirical 
method AM1. 

2.2 Calculation of Molecular Properties 

Two classes of molecular properties were calculated, (a) those that describe the global 
reactivity, through the program GaussView 5.0 [11] using the Density Functional 
Theory (DFT) method that allows deducing the external potential, based on the 
knowledge of the fundamental state density of a many electron system [12], and 
the base set B3LYP/6-31G** implemented with the Gaussian 03 program [12], and 
(b) those describing the relation between the structure and activity (QSAR), with 
HyperChem 6.02 [10] as its main tool. 

2.2.1 Global Reactivity Descriptors 

The GaussView 5.0 program [13] was used to calculate the first properties that refer 
to the molecular properties of global reactivity of the structures, which sum a total of 
21, namely: total energy (TE), Mulliken’s electronegativity (χ), molecular hardness 
(η), molecular softness (1/η), chemical potential (μ), global electrophilicity index 
(ω), Highest Occupied Molecular Orbital (HOMO), a level below the Highest Occu-
pied Molecular Orbital (HOMO-1), Lowest Unoccupied Molecular Orbital (LUMO), 
a level above the Lowest Unoccupied Molecular (LUMO+1), energy difference 
between HOMO and LUMO (GAP = HOMO–LUMO). These descriptors are indi-
cators of stability and chemical reactivity [14]. The construction of the boundary

http://www.pdb.org
http://www.bindindb.org/bind/index.jsp
http://www.bindindb.org/bind/index.jsp
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orbitals (HOMO and LUMO) for the studied compounds were visualized with the 
help of the Molekel program [15]. 

2.2.2 Molecular Descriptors of Structure–activity Relationship 

As regards the QSAR properties, represented by the following descriptors: total 
surface area (TSA), molecular volume (MV), molecular refractivity (MR), molec-
ular polarizability (MP), lipophilicity coefficient (logP), molecular mass (MM) and 
hydration energy (HE), the program HyperChem 6.02 was used. These descriptors, 
after their selection, provide information on the electronic, steric, hydrophilic and 
hydrophobic influence on the selected inhibitors. 

2.3 Electrostatic Potential Maps—MEP 

The correlation of the pharmacophoric region of the studied compounds occurs 
through the characteristics of the maps of electrostatic potential. MEP allows the 
use of a qualitative analysis to locate reactive sites of a structure, and to determine 
the roles played by both electronic and steric effects (size/shape) on its potency, and it 
is of paramount importance that MEP visualization provides qualitative information 
about the structures, such as the behavior of the interaction between a ligand and the 
receptor. The MEP at a given point (x, y, z) in the vicinity of a structure is defined 
in terms of the interaction energy between the electric charge generated from the 
electrons of the structures, nuclei and a positive test charge (a proton) located in r 
[16]. 

In the methodology applied in this work, the MEPs were generated from the atomic 
charge at the DFT level B3LYP/6-31G** calculated in the Gaussian 03 program, 
and the results were visualized with the help of the Molekel program [16]. 

2.4 Molecular Docking 

The molecular docking method consists in predicting the possible interaction of two 
structures [17], when provided with their atomic coordinates [18], in an attempt to 
reproduce a real interaction. For this, the AutoDock Vina program [19] was used, 
which fits the ligands at the active sites of the macrostructure, showing, as a result, the 
orientations with probability of occurrence. The necessity of ordering these orienta-
tions is supplied by the AutoDock Vina by means of the affinity energy calculation, 
which makes the fittings obtained by the program more favorable (with lower affinity 
energy) to less favorable (with higher values of affinity energy) [19].
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To perform the molecular docking, the crystallographic structure of AChE 
deposited in the PDB with the 2CKM code was used. As in a standard docking proce-
dure, the inhibitor complexed to it was removed and two different files were created, 
one containing only the biological target structure and the other with the isolated 
ligand structure, so that the simulation was performed in the program AutoDock 
Vina, where it was defined the region where the program would be free to search for 
the best orientations of the ligand (region of the active site defined by Rydberg and 
collaborators [8]), by means of the dimensions Grid Box, that received the following 
three-dimensional coordinates: center = 1.838, and center = 63.579, center = 68.48. 
After the simulation for the crystallographic inhibitor, the method was validated 
by RMSD calculation and the docking simulation occurred for the other structures 
selected from the literature. 

2.5 Hypothesis of the Pharmacophoric Group 

Pharmacophore is the chemical segment of a structure responsible for its biological 
activity, being defined as the arrangement of characteristics necessary to promote an 
interaction between a structure and a biological target [19]. 

The PharmaGist web server [19] was used in this step for pharmacophoric deriva-
tion, by submitting the 30 structures selected from BindingDB. One of the features of 
the PharmaGist is to allow the analyzed structures to be aligned from a pivot structure 
informed at the time of submission to the program. The ligand indicated as pivot was 
the structure 1, chosen to present with lower value of IC50 and, consequently, as the 
most active. 

2.6 ADME/Tox Screenning 

Pharmacokinetic characteristics make up the so-called ADME properties (Admin-
istration, Distribution, Metabolism—or Biotransformation, and Excretion). The 
prediction of these properties can be predicted through the PreADMET server (http:// 
preadmet.bmdrc.org/), human intestinal absorption (HIA), cell permeability in Caco-
2 and MDCK cells, binding to plasma proteins (PPB) and permeability in the blood 
brain barrier (BBB), in addition to toxicological tests, which include investigations 
of carcinogenicity in rats and mice, and mutagenicity, so that these 3 properties are 
presented without quantification factor.

http://preadmet.bmdrc.org/
http://preadmet.bmdrc.org/
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3 Results and Discussions 

3.1 Structures Studied 

We selected 30 structures with inhibitory activity for BindingDB AChE, where the 
selection was given by the lower values of IC50 values for the larger ones (Fig. 1), 
whereas the 2CKM crystallographic complex was obtained from the PDB with the 
coordinates well-defined three-dimensional and 2.15 Å resolution. 

3.2 Analysis of Physicochemical Properties 

Search in the BindingDB database allowed us to select 30 compounds which are 
effective inhibitors of AchE, Fig. 1. It was also possible to obtain, from this base, 
four parameters related to oral bioavailability according to the Lipinski’s Rule [20]. 
These four parameters were formulated from the study of 1500 drugs used in the 
United States with good penetration into the CNS. According to the rule, a drug is 
expected to have the following properties so that it also has good absorption by the 
CNS: Molecular weight ≤400; Hydrogen bond donor ≤3; Hydrogen bond acceptor 
≤7 and Log p ≤ 5. The results revealed that the lipophilicity coefficient (logP) of 
12 of the inhibitors (compounds 1–30) exceeded 5.0, the other compounds studied 
were in agreement with Lipinski, being this an important characteristic for good 
absorption of a drug administered orally (Table 1) [21, 22]. 

The data obtained showed that there was violation of the rule of five parameters, 
where 26 of the 30 structures studied had molecular weight higher than 400 Da, and 
the number of hydrogen donor regions ranging from 0–5. For the hydrogen bonding 
acceptor regions, only compounds 16 and 27 do not obey the Rule of Five according 
to Table 1. Thus, only 12 of the compounds studied (11, 13, 18, 20, 21, 22, 24, 
25, 26, 28, 29 and 30) did not violate more than one parameter of the rule of five, 
being possible drug candidates with good bioavailability for oral administration, 
developing pharmacological effect on the CNS. In addition, the molecular weight of 
the compounds (1–30) range from MW = 284.11 to 737.22 Da, according to Table 
1, indicated that 10 of the compounds studied had a lower molecular weight or more 
similar than 80% of the commercially available drug (MW < 450 Da) [21]. 

3.3 Calculation of Molecular Properties 

All molecular descriptors presented in the methodology, whether global reactivity 
or QSAR, were arranged in a table for a better visualization of the results, with 
the determination of all the descriptors. For statistical analysis, it was necessary to 
construct and standardize a data matrix X = (n, m), where the analyzed compounds
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Fig. 1 Structures with AChE inhibitory activity obtained on BindingDB
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Fig. 1 (continued)
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Table 1 Physicochemical properties of the 30 structures selected in BindingDB 

Structure MW HBD HBA LogP Number of violations 

1 536.21 3 3 7.60 2 

2 502.25 3 3 6.80 2 

3 641.25 4 7 0.35 2 

4 602.20 3 4 7.60 2 

5 516.26 3 3 7.30 2 

6 482.30 3 3 6.70 2 

7 627.23 5 7 0.51 2 

8 560.25 2 4 9.80 2 

9 627.00 5 7 0.32 2 

10 502.25 3 3 7.00 2 

11 625.25 3 6 1.37 1 

12 502.25 3 3 7.00 2 

13 655.26 3 7 0.38 1 

14 490.32 2 4 8.50 2 

15 477.17 2 5 6.10 2 

16 443.19 1 8 4.10 2 

17 477.17 2 5 6.10 2 

18 597.25 2 6 0.68 1 

19 737.22 5 5 1.58 2 

20 446.18 1 6 4.40 1 

21 503.08 3 3 0.49 1 

22 595.24 3 5 2.37 1 

23 574.00 2 4 10.30 2 

24 663.27 3 5 1.48 1 

25 284.11 1 2 3.70 0 

26 423.01 0 5 3.10 1 

27 703.25 5 10 5.00 3 

28 298.12 1 2 4.10 0 

29 375.20 1 4 2.90 0 

30 302.06 0 3 1.18 0 

were distributed in the lines and each calculated descriptor occupied a column distinct 
from the matrix. The objective of standardization was to give each variable an equal 
weight in mathematical terms, each variable was centered in the mean and scaled to 
the unit variance.

With the matrix completed, the Pearson’s correlation (r) was calculated to 
verify the existence of a linear correlation between the molecular properties of the 
compounds (r can assume values between 1 and −1). Positive values indicate directly
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proportional linear correlation between two variables, negative values refer to linear 
inversely proportional correlation, and r values equal to 0 indicate that there is no 
linear correlation between variables. The result of the analysis of Pearson demon-
strated that the properties LUMO + 1, Log P, surface area, volume, hydration energy, 
refractivity, polarizability, mass, softness, total energy and IC50 have some type of 
correlation, as shown in Table 2. 

The surface area is directly related to the rate of dissolution and absorption, 
because the higher the area of contact the faster the dissolution and the easier the 
absorption [23]. Also in Table 2, it is observed that the range of surface area change 
from 486.92 to 1050.26 Å2 for the structures studied, and compounds 25 and 13 
have the lowest and highest values of this property. The structure 26 is more likely 
to be diluted and absorbed. The Pearson’s correlation value for the surface area with 
IC 50 was −0.389917 (Table 2). 

The molar volume of drugs causes greater stereochemical impediment, they can 
block the receptor to interact with the corresponding substrate [24]. The molecular 
volume variation was 810.80 (structure 25) at 1799.62 Å3 (structure 13). The lower 
value indicates a possible improvement in the interaction of the receptor with the 
substrate, showing in Table 2 that compound 25 would be a better choice among the 
compounds. The Pearson’s correlation value of IC 50 with the molar volume was 
−0.355343 (Table 2). 

Hydration energy is the energy released when water structures are separated from 
each other and are attracted by structures or ions of a solute that is dissociating 
in water. The hydration energy comprises the solvent–solvent and solute–solvent 
interactions [25]. The Table 2 shows the minimum and maximum values being 
−16.66 and −1.37, respectively for structures 9 and 23. It should also be noted 
that compound 9 is the one which has the highest stability because it has the lowest 
hydration energy. When correlating with biological activity, the Pearson’s correlation 
value was 0.399899 (Table 2). 

The polarizability of physicochemical properties is very important in SAR/QSAR 
studies, which can be correlated with lipophilicity, molar volume and steric impedi-
ments, to help interpret the mechanisms of interaction between a compound and its 
biological receptor [24]. Table 2 shows the polarizability values for the compounds 
studied ranged from 32.13 (25) to 71.30 Å3 (24). Thus, compound 24 with higher 
polar volume facilitates hydrogen bridge and dipole–dipole interactions. The Pearson 
correlation value for the polarity with IC50 was −0.372785 (Table 2). 

The molecular mass, although it is indirectly related to the volume value of each 
structure, does not conveniently express its three-dimensional profile, being, never-
theless, also used as a steric parameter in QSAR studies [26]. Table 2 shows the 
range of molecular mass of the compounds, being minimum and maximum, 284.79 
and 628.69, the lowest value of structure 25 being the highest of structure 24, thus 
indicating that structure 25 has lower stereochemistry among the others. When corre-
lating with biological activity, the Pearson’s correlation value was −0.378167 (Table 
2), however, it was not possible to obtain parameters for the structure 30, since it is 
protonated, making it impossible to perform calculations for it.
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Table 2 Pearson’s correlation 

Structure Surface 
area grid 
(Å2) 

Volume 
(Å3) 

Hydration 
energy 
(kcal/mol) 

Polarizability 
(Å3) 

Mass (amu) IC 50

1 892.25 1527.93 −6.57 59.35 537.53 0.008 

2 877.63 1495.09 −7.08 57.42 503.09 0.02 

3 1014.29 1742.37 −10.16 65.41 606.16 0.035 

4 925.55 1600.66 −8.19 61.82 567.56 0.04 

5 908.87 1549.52 −6.71 59.25 517.11 0.06 

6 883.82 1507.87 −7.10 57.33 482.67 0.06 

7 984.54 1690.11 −15.24 63.57 592.13 0.065 

8 920.16 1598.28 −1.73 65.58 561.60 0.07 

9 982.87 1687.14 −16.66 63.57 592.13 0.09 

10 870.40 1495.54 −7.01 57.42 503.09 0.10 

11 1011.91 1723.09 −6.60 64.77 590.16 0.10 

12 877.99 1494.28 −6.81 57.42 503.09 0.20 

13 1050.26 1799.62 −6.22 67.24 620.19 0.20 

14 874.77 1511.87 −2.41 59.72 492.71 0.20 

15 801.12 1366.30 −4.20 52.60 478.11 0.23 

16 762.56 1286.79 −14.20 46.41 443.50 0.236 

17 800.96 1366.31 −4.20 52.60 478.11 0.253 

18 921.32 1603.69 −3.77 62.27 298.82 0.27 

19 996.18 1757.71 −1.87 63.37 594.24 0.29 

20 762.17 1291.00 −9.22 48.45 446.50 0.30 

21 874.90 1495.50 −7.06 57.42 503.09 0.30 

22 960.77 1646.58 −4.41 62.30 560.14 0.30 

23 952.00 1658.11 −1.37 65.41 575.62 0.30 

24 992.51 1764.36 −1.73 71.30 628.69 0.31 

25 486.92 810.80 −3.26 32.13 284.79 0.32 

26 895.38 1512.927 −8.76 55.79 502.61 0.32 

27 959.04 1713.08 −2.44 63.37 594.24 0.32 

28 515.18 864.20 −2.90 33.96 298.82 0.32 

29 649.10 1105.28 −8.14 42.32 375.47 0.33 

30 – – – – – – 

Surface area 
grid (Å2) 

0.996550 −0.108684 0.974569 0.860055 −0.389917 

Volume (Å3) −0.060285 0.982288 0.860329 −0.355343

(continued)
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Table 2 (continued)

Structure Surface 
area grid 
(Å2) 

Volume 
(Å3) 

Hydration 
energy 
(kcal/mol) 

Polarizability 
(Å3) 

Mass (amu) IC 50

Hydration 
energy 
(kcal/mol) 

0.026939 −0.124880 0.398299 

Polarizability 
(Å3) 

0.841304 −0.372785 

Mass (amu) −0.378167 

3.4 Molecular Electrostatic Potential Maps—MEP 

The molecular electrostatic potential (MEP) map, which enabled a qualitative anal-
ysis to locate reactive sites on a structure and to determine the roles played by both 
electronic and steric effects (size/shape) on its potency [27], is an important tool 
for the analysis of recognition processes by another structure, such as drug-receptor 
interactions and enzyme–substrate types, because it is through its potential that one 
species sees another in a biological recognition process (Fig. 3). 

When analyzing the generated MEP images for the 30 structures used in this 
study, it is possible to note a pattern among them, considering that regions with 
nucleophilic attack potential (regions with red staining—negative regions) always 
coincide in oxygen structures, being able or not to change the position, depending 
on the structure, as for example the case of two compounds, where two structures of 
oxygen identified as red region in an aromatic ring, and others along the chain. The 
red regions when they do not mark the oxygen, are located very near. And regions 
potentially capable of necleophilic attack (blue regions—positive regions) appear 
along the chain, encompassing carbon and hydrogen structures. After the analysis, 
it is noted that the regions that can potentially bind to the active site, would be 
the regions close to the oxygen atom, because the oxygen is capable of performing 
nucleophilic attack, thus providing the bond (Fig. 2). 

3.5 Molecular Docking 

The investigation of the orientations and the possible forms of interaction between 
the ligands described in the literature and the biological target was carried out using 
the molecular docking methodology. The docking simulates the complex formation 
between the enzyme and the linker [28], that is, how the inhibitor binds to the target 
protein. 

In this work for the simulation of molecular docking, the AutoDock Vina [18] 
was used, which presents the possible orientations that the ligand can assume in 
the protein, ordering them by means of the affinity energy, expressed in Kcal/mol,
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Fig. 2 Map of electrostatic potential of compounds
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Fig. 2 (continued)
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Fig. 2 (continued) 

Fig. 3 Docking orientation generated by AutoDock Vina. Structure 1 (CID_11706508)
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necessary in the formation of each complex. The lower the energy spent for the ligand 
to complex the target, the better the interaction and affinity between them.

It was necessary to validate the docking methodology used to guarantee that it 
can reproduce in silico, with good approximation, the formation of complex already 
solved experimentally. For this to be possible, the docking simulation was performed 
for the AChE and the crystallographic inhibitor obtained from the 2CKM complex of 
the PDB database. This methodology to simulate molecular anchoring was previously 
performed in studies with inhibitors of GSK-3β and β-secretase [29], also studied 
as biological targets involved in the natural history of AD, where the AutoDock 
Vina was able to reproduce in silico, with relative accuracy, the results obtained 
experimentally, clarifying possible orientations that the active inhibitors possibly 
assume in the catalytic site of the enzymes. 

The validation was done by calculating the RMSD of the coordinates of the 
crystallographic inhibitor and the results generated by the AutoDock Vina, which 
should assume values smaller or equal to 2.0 Å. The RMSD was calculated in the 
Discovery Visualizer program [30] and the value found for this solution proposed 
by AutoDock Vina was 0.412 Å. With the validation of molecular docking, this 
methodology was extended to the structures obtained from BindingDB and the best 
orientation for each of the structures was taken as the result for analysis of the 
interaction between the respective structure and the biological target. 

According to the program guidelines, structure 1 was the best one that interacted 
among the structures obtained in BindingDB with the enzyme AChE in the region 
of its active site, which comprises amino acid residues Tyr70, Trp84, Trp279 and 
Phe330, as observed in Fig. 3, having its affinity energy equal to −12.4 kcal/mol, 
and structure 23, which also demonstrated interactions with all active site amino 
acid fragments and affinity energy equal to−12.3 kcal/mol, while the ligand removed 
from the 2CKM complex had affinity energy equal to −18.8 kcal/mol also interacting 
with all expected amino acid fragments. Structures 6, 8 and 29 also presented affinity 
energy values that approximate those obtained by structures 1 and 23, however with 
a much smaller number of interactions demonstrated by molecular docking. 

This information helps to understand how interactions between biological ligand 
and target must occur in a real reaction, which makes it possible to infer what the 
necessary conditions that an inhibitor should have in relation to the target struc-
ture. Analyzing the interactions between the ligands and the biological target, it was 
observed that they are mostly of the hydrophobic type, hydrogen bonding interactions 
and rare electrostatics were also noticed.
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3.6 Hypothesis of the Pharmacophoric Group 

Knowing the generic or common structure of most ligands, through derivation of the 
pharmacophoric grouping, is extremely important to know the regions that possibly 
confer activity to the inhibitors and, when designing new structures, to apply this 
information in line with the interactions that the docking indicated as the most 
frequent and that allow the ligand to dock at the active site of the protein [31, 32]. 

The Pharmagist web server [1], used in pharmacophore generation, performed 
multiple alignments from the 30 selected compounds, aiming at overlapping what 
is common among them. The alignment of the compounds, made from the pivot 
(1) structure, and its three-dimensional spatial characteristics were presented in the 
generated result, allowing a good analysis of the information obtained, and graph-
ical presentation of the donor and acceptor regions of hydrogen, hydrophobic and 
aromatic regions, common to aligned structures. Regarding the result obtained, the 
server was able to align 23 of the structures submitted to it, and this alignment 
received a score value equal to 53.973. 

In this result, as observed in Fig. 4, the pharmacophore has 2 aromatic groups 
(translucent sphere), 1 hydrogen acceptor (green sphere), 1 hydrogen donor (yellow 
sphere) and 4 hydrophobic (white spheres) donors. These are regions that are impor-
tant, by the definition of pharmacophore itself, in the design of new structures with 
anticholinesterase activity. 

Picanço and collaborators [6], Pinheiro and collaborators [33], both used the same 
methodology to generate the pharmacophore hypothesis for structures that are poten-
tial therapeutic targets for AD, Glycogen synthase kinase-3 (GSK-3β) and β-secretase 
(BACE -1), respectively. Picanço and collaborators found hydrophobic rings and 
regions of adjacent hydrogen acceptors [6], while Pinheiro and collaborators found 
aromatic, hydrophobic, donor and receptor regions of hydrogen bonding [33]. The

Fig. 4 Pharmacophore hypothesis for the alignment of 6 structures
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results of Pinheiro and collaborators are similar, even for different biological targets, 
to that found in this study regarding the upper region of Fig. 4 [33].

3.7 ADME/Tox Screenning 

It is known that the chemical structure of a compound is not only responsible for 
pharmacological effects but also for adverse and toxicological effects [32]. For an 
accurate analysis of the pharmacokinetic and toxicological profile of compounds 
studied in this work, as well as of the developed proposals, it was necessary in silico 
predictions using the web server PreADMET (http://preadmet.bmdrc.org/), being 
possible to obtain parameters (Absorption, Distribution, Metabolism, Excretion and 
Toxicity) simulating human intestinal absorption (HIA), permeability in Caco-2 and 
MDCK cells, plasma protein binding (PPB), penetration in the blood–brain barrier 
(BBB) (Table 3), mutagenicity and carcinogenicity in rats and mice (Table 4) [34]. 

For pharmacokinetic parameters, all structures are well absorbed by the human 
intestine, with values above 70%; all with medium permeability in Caco2 cells, with 
values within the range of 4 to 70. All the compounds showed high absorption by 
the BBB, except the structures 2, 7 and 29, with values lower than 0.1—indicating 
low absorption-, and the structures 1, 6, 8, 12 and 16, with results in the range of 2.0 
~ 0.1—suggesting average absorption of the structures by BBB. 

Regarding plasma protein binding, 17 obtained PPB values greater than 90%, 
indicating a strong binding of these to plasma proteins, whereas the other structures 
(1, 2, 7, 9, 10, 11, 18, 19, 21, 22, 29 and 30) demonstrate poor binding to these 
proteins. 

Compounds 1, 2, 7, 8, 10–22, 29 and 30 showed low permeability in MDCK 
cells (less than 25 nm/s), while the other 11 compounds studied were predicted to 
be medium permeability (between 25 and 500 nm/s). 

By observing the in silico toxicological tests for which the structures described in 
the literature had to be submitted, it is possible to notice that 86.7% shows a potential 
mutagenic activity, except for compounds 15, 16, 17 and 21. Regarding the carcino-
genicity factors, according to the parameters determined by the algorithm employed 
(where the predictive value expressed as negative indicates that there is clear evidence 
of carcinogenic activity, whereas predictive values expressed as positive, indicate that 
there is no clarity regarding the evidence of activity carcinogenicity), all compounds 
showed evidence of carcinogenicity in rats, and structures 1, 4, 7, 8, 10, 11, 12, 14, 
19, 21, 22, 23, 24, 25, 27 and 28 were evidence of carcinogenicity to mice.

http://preadmet.bmdrc.org/
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Table 3 Absorption, distribution in PPB percentages and BBB penetration for the AChE inhibitors 
investigated 

Structure Absorption Distribution 

HIA (%) PCaco2 (nm/s) PMDCK (nm/s) PPB (%) CBrain/CBlod 

1 100.00 39.94 9.98 27.40 1.25 

2 96.01 44.03 11.33 40.98 0.02 

3 95.74 50.26 38.68 98.06 15.63 

4 95.73 53.17 45.76 100.00 17.20 

5 95.73 52.44 42.17 100.00 17.32 

6 96.98 21.13 31.85 100.00 1.34 

7 96.43 48.17 0.09 84.63 0.04 

8 96.68 53.35 0.20 85.01 0.40 

9 94.02 47.97 26.98 89.06 11.78 

10 93.95 46.19 15.88 88.70 11.41 

11 93.95 46.72 15.88 88.05 10.87 

12 96.56 53.27 0.17 91.87 1.27 

13 93.95 46.20 4.40 93.29 11.18 

14 94.20 48.48 7.78 91.55 10.29 

15 93.95 46.84 4.40 93.12 10.96 

16 96.56 53.27 0.17 91.87 1.27 

17 94.27 48.22 10.56 92.11 12.30 

18 95.92 52.06 0.16 84.70 13.49 

19 95.86 52.70 0.09 85.69 14.59 

20 97.02 23.43 19.07 100.00 2.24 

21 97.54 49.77 1.92 88.98 2.55 

22 93.61 50.67 24.78 86.86 10.41 

23 96.87 38.31 64.12 99.03 8.08 

24 96.98 39.72 57.63 97.91 6.61 

25 95.89 26.58 36.61 99.39 5.64 

26 94.26 21.31 27.16 100.00 4.95 

27 96.94 40.81 61.26 95.41 5.22 

28 94.26 21.52 53.78 100.00 4.93 

29 96.99 53.22 3.04 88.09 0.03 

30 95.86 52.70 0.09 85.69 14.59
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Table 4 Toxicological 
properties mutagenicity 
(Ames Test) and 
carcinogenicity for AChE 
inhibitors selected 

Structure Mutagenicity Carcinogenicity 

Rat Mouse 

1 Mutagenic Negative Positive 

2 Mutagenic Negative Negative 

3 Mutagenic Negative Negative 

4 Mutagenic Negative Positive 

5 Mutagenic Negative Negative 

6 Mutagenic Negative Negative 

7 Mutagenic Negative Positive 

8 Mutagenic Negative Positive 

9 Mutagenic Negative Negative 

10 Mutagenic Negative Positive 

11 Mutagenic Negative Positive 

12 Mutagenic Negative Positive 

13 Mutagenic Negative Negative 

14 Mutagenic Negative Positive 

15 Non-Mutagenic Negative Negative 

16 Non-Mutagenic Negative Negative 

17 Non-Mutagenic Negative Negative 

18 Mutagenic Negative Negative 

19 Mutagenic Negative Positive 

20 Mutagenic Negative Negative 

21 Non-Mutagenic Negative Positive 

22 Mutagenic Negative Positive 

23 Mutagenic Negative Positive 

24 Mutagenic Negative Positive 

25 Mutagenic Negative Positive 

26 Mutagenic Negative Negative 

27 Mutagenic Negative Positive 

28 Mutagenic Negative Positive 

29 Mutagenic Negative Negative 

30 Mutagenic Negative Negative
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4 Conclusion 

By making a more accurate observation of the results obtained until the present 
moment, a kind of pattern is observed in some structures that appear as the best, time 
in some properties, time in other properties analyzed. Among these, the structure 25 
can be assigned a special character because it is listed as the best evaluated structure 
in 4 properties (surface area, volume, polarizability and molecular mass) among the 
5 molecular properties that constituted the analysis and still did not violate even a 
property of the Lipinski’s Rule. In addition, structure 25 is among the structures 
with the best results in ADME predictions. With regard to toxicity predictions, it is 
present in the group of most structures presenting only one satisfactory predictive 
value among the three analyzed (only structure 21 had two desired values). 

In view of the foregoing, it can be inferred that the structure 25 contains important 
properties within parameters desired for a structure to be considered a good proposal 
for prototype of a new drug, so that molecular modifications applied to it can poten-
tiate its pharmacokinetic and toxicological properties, in addition to improving those 
that do not yet meet the ideal parameters, making possible the development of a safer 
and more efficient drug. 
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