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Preface

Most software applications today are distributed. Research in Distributed Computing
started in the 1970s to answer increasing needs for replication of systems on more than
one machine to enhance security and robustness, utilization of distributed resources
to expand computing power, and support of specific applications that must involve
tasks at different places. The computers in a distributed system are however controlled
by a central operator. This is perfectly fine for mission-critical applications, but in a
system serving consumers or everyday users, they may be unfairly and unverifiably
subject to censorship, manipulation, and irregularities.

Decentralized Computing removes the operator role from Distributed Computing.
The very first work was in 1979, but developments in Decentralized Computing
became popular in the late 1990s when the Peer-to-Peer term was coined. A system
can be self-managed by the participants who are seen as equal peers and transact with
each other in a peer-to-peer manner. At the time though, the main motivation was to
improve scalability due to performance bottleneck at the server/operator. Fast forward
to 2008, Satoshi Nakamoto published a white paper titled “Bitcoin: A Peer-to-Peer
Electronic Cash System” and later built the Bitcoin network. That was when true
Decentralized Computing was realized for real-world applications at a large scale.
True, because Bitcoin is a breakthrough real-world implementation of a system where
admission is completely permissionless, decision-making completely decentralized,
participants are truly peers, and transactions directly peer-to-peer without any central
roles. That began the era of blockchain computing.

Blockchain is more than just a decentralized computing technology. Interest-
ingly, its best value is not in scalability which is the driver for early P2P networks.
Blockchain is about decentralization plus transparency, security, and trust guaran-
tees. These core elements make blockchain a foundational technology to transform
in better ways how we live and transact, with freedom, ease, and many barriers,
geographical, financial, or political, removed. That said, the field of blockchain is
still young. Every new technology needs time to mature. Since the birth of Bitcoin,
many developments have followed, including core methods to enhance existing short-
comings or add new vertical features to enable more services, platforms to make the

vii



viii Preface

jobs of application developers easier, and practical applications to bring the benefits
of blockchain directly to mass adoption.

This book is an effort to be a reliable source of academically produced materials
helpful for those who want to venture into the blockchain field. Readers will have
a basic understanding of blockchain and know its potentials and limitations. Each
chapter, in survey or expository form, is self-contained, making it easy for reading.
There are 22 chapters organized into 5 parts:

e Part I (Foundation) walks us through a comprehensive set of essential concepts,
protocols, and algorithms that lay the foundation for blockchain. The topics
include the peer-to-peer networking layer, consensus mechanisms, incentive
designs to achieve security, and how to enable inter-blockchain operation.

e Part II (Scalability) focuses specifically on the most pressing challenge of today’s
blockchain networks; that is, how to scale a blockchain network to keep up
with real-world expectations of transaction processing speed. A tradeoff of
making a blockchain network fully secure and decentralized is smaller trans-
action throughput. The chapters in this part present ways to address this problem
in the Ethereum network and in more general contexts.

e Part III (Trust and Security) provides a detailed coverage of the issues of trust,
reputation, and security in blockchain. It begins with a description of the interplay
of trust, blockchain, and reputation systems, followed by a case study of cyber-
physical systems such as supply chains and smart cities. This part also provides
an analysis of blockchain security threats, effectively capturing the recent attacks,
and areview of security enhancement solutions for blockchain. Formal verification
of the correctness of blockchain consensus protocols is also a topic crucial to any
serious blockchain development.

e Part IV (Decentralized Finance) is dedicated to a high-impact application of
blockchain: finance. Indeed, finance is the area that has been benefiting the most
from blockchain and that should continue even more significantly in the future.
With blockchain, financial products can be managed and delivered algorithmi-
cally, meaning being automated by computer programs. We will see as an example
of how decentralized trading can be formulated as a mathematical optimization
problem, how digital versions of fiat currency can be created as stablecoins in
different ways, and how a government can digitalize their currency, which is
referred to as Central Bank Digital Currency, with blockchain technology.

e Part V (Application and Policy) includes several cases where blockchain applies
to the real world. One can build a decentralized marketplace to exchange data and
a decentralized infrastructure involving multiple stakeholders in supply chain
and transportation applications. One can also represent any physical asset as
digital tokens such as NFT (non-fungible tokens) that are instantly exchange-
able to increase liquidity. The sky is the limit for blockchain applications, but
the reality, especially when it comes to financial impacts, depends on regulation
per country. This part gives us the current state of crypto regulation, particularly
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in Europe. Being a decentralized world, blockchain needs good governance too,
which can learn from traditional economic perspectives. This topic is covered in
this part.

As the field continues to evolve, we do not intend to cover every possible issue
in blockchain, but instead, present areas that we think are the most beneficial to the
readers in getting the first overall picture of blockchain technology. More advanced
readers can also find deep details about certain topics in the book too.

We would like to extend gratitude to the 57 authors/co-authors who contributed
chapters to this book. It would not have been possible without their quality work. We
are grateful for their time, efforts, and especially their patience during the process
which was somewhat impacted by the COVID-19 pandemic. The guidance from the
Springer publishing team, particularly Elizabeth Loew, was awesome. Personally,
co-editor Duc A. Tran would like to thank VinUniversity College of Engineering
and Computer Science for hosting his sabbatical during which he conducted the
book project. Co-editor My T. Thai would like to thank the University of Florida
for supporting her adventure into blockchain research. Her work in this project is
partially supported by the National Science Foundation under grant CNS-2140477.
Co-editor Bhaskar Krishnamachari would like to thank the USC Viterbi Center for
Cyberphysical Systems and the Internet of Things and students, staff, and colleagues
at USC for supporting his investigations into Blockchain technology and applications.

Boston, MA, USA Duc A. Tran
Gainesville, FL, USA My T. Thai
Los Angeles, CA, USA Bhaskar Krishnamachari

April 2022
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Blockchain in a Nutshell m
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updates

Duc A. Tran and Bhaskar Krishnamachari

Abstract Blockchain enables a digital society where people can contribute, collab-
orate, and transact without having to second-guess trust and transparency. It is the
technology behind the success of Bitcoin, Ethereum, and many disruptive applica-
tions and platforms that have positive impact in numerous sectors, including finance,
education, health care, environment, transportation, and philanthropy, to name a few.
This chapter provides a friendly description of essential concepts, mathematics, and
algorithms that lay the foundation for blockchain technology.

1 Introduction

Let us consider the following favorite game of our childhood: Alice and Bob each
bet $100 on the outcome of a coin toss, whether it is “head” or “tail”. Alice calls the
outcome and Bob is the tosser. Alice will win the bet if her guess is correct and Bob
will otherwise. It is so easy and a simple game, isn’t it? Not really. What if Alice and
Bob play this game remotely or separated by a brick wall such that Alice does not
see the toss? How can Alice trust that Bob is honest? Bob can easily cheat; knowing
Alice’s prediction he can say the opposite outcome. Even in the case he is honest,
Alice may not be. She can run away not giving Bob the $100 she bet, assuming she
sprints so fast that he cannot catch her.

The above game is an example of a big real-world problem we see almost every-
where. That is, how to quickly process transactions for everybody, possibly involving
multiple people, in an environment not always honest, where people may not trust
one another?

Our society has hundreds, thousands, of years been relying on the intermediaries
to solve that problem. If we do not trust each other, let us do the transaction through
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a trusted middleman, hence the existence of banks for financial activities, central
servers for storage and computation, or, at a larger scale, central governments for
maintaining the society. The trust put on the intermediaries is an assumed trust: we
assume that they will do what they are supposed to do. That is the perfect scenario,
which is not the case in practice. Mistakes are made by humans. Machines fail.
Hackers are always looking for ways to penetrate into systems. Even in an ideal
world where such errors or attacks do not happen, the conventional way of relying
on a central authority to store information, process transactions, or manage activities
for many people and institutions cannot scale. The authority is the bottleneck. It is
increasingly expensive in both money and time when there are more workloads.

This is where blockchain comes in. It is completely decentralized with no inter-
mediary involved. Blockchain overcomes the weaknesses of the centralized inter-
mediary approach in four crucial aspects: trust, security, privacy, and transparency.
Blockchain is trustless; there is no need to raise the trust question. Bob and Alice
in the aforementioned betting game do not have to worry about the other cheating.
Blockchain is secure, while a central server as a single point of contact can be attacked
or the data therein stored may maliciously be altered, blockchain as a system always
functions correctly 24/7. As identity privacy is of utmost importance today, it can be
leaked in a middleman-based system. Blockchain does not allow this to happen as
it is designed to hide personal identities. Lastly, about transparency, while today’s
banks may not disclose to us what they do behind closed doors with our deposited
money, blockchain makes all the transactions visible and verifiable. Since there is
no concept of personal identity on the blockchain, making transactions visible does
not cause loss of privacy.

Blockchain is capable to provide the above desirable properties thanks to its
architecture as a decentralized network utilizing many computers owned by people.
These computers collectively store and process transactions in a way that although
working autonomously they can still achieve consensus in decision-making and be
robust against malfunctions, attacks, dishonesty, and self-interests. On the surface, we
can think of blockchain as an Internet-like infrastructure for processing transactions.
Using the Internet, one can send data from one computer to another without having
to worry about how the data finds its way to get delivered or whether the data can
be lost; the Internet takes care of all those things so that we can focus on the main
business job. Similarly, if people transact on the blockchain, they do not have to
worry about many what-ifs, including trust about whether the other side may act as
agreed upon or whether money may be lost or data maliciously changed. Blockchain
has its name because, as a digital ledger, the transactions are stored in blocks, each
new block appended to the previous to form a chain; hence the name blockchain.
Two consecutive blocks are mathematically linked in such a way that any change
in an existing block would violate the mathematics of the link with the next block.
The mathematical methods used for this linking are from the field of mathematical
cryptography, hence the name crypfo in “cryptocurrencies” we see trending today.

Trust is the biggest bottleneck in realizing transactions. It is the biggest bottleneck
in advancing the society. As a trustless system, blockchain removes that bottleneck.
It makes sense that many consider blockchain the next big thing since the birth of
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Decentralized Network

Fig. 1 The five constituent components of blockchain: decentralized network, cryptography, con-
sensus, ledger, and contracts
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the Internet. The Internet removes the geographical constraint, moving people closer
for communication despite geographical distances. Blockchain, by removing the
trust distance, moves people closer for doing actual transactions. Putting blockchain
together with Al a field of great mention today, we can think of Al as the brain of a
system whereas Blockchain is the body. Al needs computing resources and training
data to realize its promise. Blockchain is no less important because it is the best way
to incentivize people to contribute computing power and good data, the only way if
we care about trust, security, privacy, and transparency.

Blockchain is still in an early application stage. The space for blockchain-based
developments is immense. To consider whether blockchain may apply to your busi-
ness, at least four out of six following conditions should hold: (1) data is shared by
multiple parties, (2) data is updated by multiple parties, (3) verification is required,
(4) it is expensive to rely on intermediaries, (5) valid transactions must be eventually
executed, and (6) transactions are inter-related. Most applications satisfy this, which
are found in almost every sector, including financial services, product manufacturing,
energy and utilities, health care, e-government, retail and consumer, entertainment
and media, just to name a few.

According to Harvard Business Review [23], one can argue that Blockchain is not
only a disruptive technology, but also has the potential to create new foundations for
our economic and social systems; it is a foundational technology. A recent PwC report
[39] projected that Blockchain by 2030 will potentially add 1.76 trillion USD to the
global GDP, create 40 million new jobs, and be used to support 10-20% of global
business infrastructures. The 2020 annual global blockchain survey of Deloitte [13]
interviewing 1488 business leaders from 14 countries, who had certain knowledge
about Blockchain, found that 39% of the businesses applied Blockchain, a 23%
increase from 2019, 55% considered Blockchain a top-5 priority, and 82% would
hire blockchain staff within 12 months.
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2  What is Blockchain

Having introduced the motivation for Blockchain and its potentials, we now focus
on what it actually is. To non-technical people, one can define Blockchain based
on what it offers: a computing technology for transaction recording and processing
that is safe (no loss or mutability of data possible), transparent (easy verification and
tracing), and trustless (confidence of transacting without any intermediary). Tech-
nically, the most complete definition of Blockchain should see it as a decentralized
computing system of five constituent components: decentralized networking, mathe-
matical cryptography, distributed consensus, transaction ledger, and smart contracts,
as illustrated in Fig. 1:

e Decentralized networking: For computing, blockchain relies on a decentral-
ized network of computers, called blockchain nodes, that contribute comput-
ing resources to help store and process transactions. These computers work
autonomously and communicate with each other in a peer-to-peer (P2P) manner.
Most blockchain networks including Bitcoin adopt an unstructured P2P topology,
i.e., anode chooses its neighbors arbitrarily. Some networks such as Ethereum use
a structured one like Kademlia Distributed Hash Table [32] to optimize the P2P
communication. Unstructured P2P may be less efficient than structured P2P, but
the latter is more difficult to maintain, especially in a permissionless blockchain.
Ethereum uses Kademlia but only as an add-on assistance [45]; in other words, it
still works with any unstructured P2P topology, albeit less efficient if only so.

e Mathematical cryptography: Cryptographic methods used in blockchain provide
mathematical proofs that the blockchain must function as supposed to. Crypto-
graphic hash is used to link data blocks in the chain so that no data alteration is
allowed post recording into the blockchain. Each transaction is encrypted with
public-key cryptography to ensure that the sender is verifiable using digital signa-
ture and only the intended recipient of the transaction can be the receiver. Trans-
action confidentiality is achieved thanks to the method of Zero Knowledge Proof
[4]. The choice of cryptography to use determines the performance and guaran-
tees of the blockchain. For example, Dogecoin blockchain clones Bitcoin but using
simpler cryptographic functions to increase transaction throughput; the mining in
Dogecoin is based on SCRYPT which is faster and easier to run than SHA256
used in Bitcoin. This, however, results in weaker security, less robust to attacks by
dishonest nodes.

e Transaction ledger: As a storage technology, blockchain is a digital ledger that
stores the transactions chronologically in blocks which are added in an append-
only manner. This is the default data structure of the ledger for almost all blockchain
networks. However, some blockchain networks, for example, Hedera [3] and
Fantom [36], design the ledger as a directed acyclic graph (DAG) of blocks
(or transactions) instead of a chain structure which can only append blocks.
A chain is a simple case of DAG because it shares the property of being directed
acyclic. The former offers simplicity but the latter is more efficient in transaction
processing (for example, searching for a transaction is faster). The ledger struc-
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ture, the block structure, and the number of transactions in a block are important
considerations when designing the ledger component of the blockchain.

e Distributed consensus: When a decision needs to be made, for example, whether
a transaction is valid, there is no central authority to decide. Instead, the decision
is made based on consensus reached among the participating nodes. Therefore,
a blockchain network must have a consensus protocol to make sure that every
transaction or block added to the blockchain is the one and only version of the
truth that is agreed upon by all the nodes. Proof-of-work consensus [35], giving
more decision power to nodes with more hardware-computing power, is adopted
in early blockchain networks (Bitcoin, Litecoin, Ethereum in its original version).
Proof-of-stake consensus [17], giving more decision power to nodes with more
financial stake, is popular among today’s blockchain networks; its first functioning
use for cryptocurrency was in Peercoin in 2012 [24]. The choice of consensus
protocol is the most critical consideration in designing a blockchain network.

e Smart contracts: A blockchain can be considered a non-conventional kind of com-
puters to perform certain tasks. Instead of being a computer integrating built-in
computing processing units (the CPUs), blockchain is a decentralized computer
utilizing hundreds or thousands of computers anywhere in the world. Applications
that run on the blockchain are implemented as “smart contracts”, a term coined
by Nick Szabo in the 1990s [43]. A smart contract is nothing but a computer pro-
gram; the term is used because an application deployed on the blockchain always
functions correctly as programmed, like executing the conditions in a legal con-
tract. This contract is smart because of its automated execution without human
intervention.

Next, we elaborate further on these components and their importance. We do not
attempt to cover every aspect and every detail. Instead, we select certain issues to
discuss hoping that the reader can have a quick understanding of what blockchain
is and requires. More details will follow later to dig deeper into the technicality of
blockchain.

2.1 The Blockchain Computer

We can view blockchain as a computer whose architecture consists of three layers,
illustrated in Fig.2: the P2P networking layer, the consensus layer, and the logic
layer. For example, Bitcoin is a blockchain computer that implements all these lay-
ers, whereas Ethereum implements the first two layers, leaving the logic layer to
application developers. Bitcoin is a purpose-specific blockchain computer that per-
forms only one application: create a digital currency, the Bitcoin cryptocurrency as
we all know, and functions for moving this currency between accounts. This appli-
cation is a built-in logic of the Bitcoin blockchain, and as such smart contract is not
a concept of Bitcoin. On the other hand, Ethereum is a universal blockchain com-
puter; it was designed to enable deployment of arbitrarily purposed applications on
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3. Logic: what specific
application is served (dApp) Smart Contract
Bitcoi 2. Consensus: how Nodes
e: Bitcain agree with each other
t = : — .g., Eth

1. Networking: how Nodes B SIS
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Specific-purposed Universal Blockchain: can run

Blockchain any-purposed applications

Fig. 2 Architecture of Blockchain as a new kind of computer

the blockchain. Therefore, Ethereum is called a smart-contract blockchain network.
In contrast, Bitcoin is an application-specific blockchain, precisely a cryptocurrency
blockchain.

Viewing blockchain as a computer is an intuitive observation. Essentially, a com-
puter is a machine that automates processing of applications, and it is thus reasonable
that blockchain can be seen as a computer, at least virtually. In early years, with desk-
top computing, we have applications running on a desktop computer near us, in our
home or office; we control this desktop computer. The past decade has seen many
businesses moving to cloud computing; the cloud provider controls the “cloud com-
puter” (AWS cloud of Amazon or Azure Cloud of Microsoft). The future, very soon,
we argue will be the era of blockchain computing; nobody controls the blockchain
computer.

This is a natural evolution in computing. Cloud computing has replaced desktop
computing to reduce the cost to maintain the IT system for businesses and at the
same time more efficiently utilize computing resources. It is a one-stop shop to
satisfy all computing needs so that companies can focus more time on their business
logic. Compared to cloud computing, blockchain computing offers the benefit of
decentralization and trust guarantees. The cloud provider has the power to manipulate
the cloud computer; we have to trust this organization. Blockchain computing is
trustless and anyone can be a part owner of it.

2.2 The Blockchain State

To interact with the blockchain, one needs an address or, interchangeably, an account.
The blockchain state consists of the set of addresses and information about them. As
the state changes from time to time, blockchain can be modeled as a state machine.
It starts with a genesis state (when the blockchain is launched) and transitions from
one state to the next upon triggering events (when transactions are added to the
blockchain). We need to keep track of the blockchain state at any point of time.
Depending on how the blockchain is designed, the state’s data structure may differ.
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It can be transaction based (the state information consists of the list of transactions) or
account based (the state information consists of account balances). The data structure
to represent transactions can also vary. We compare these models below, assuming
for simplicity that each transaction is a transfer of value (asset) between addresses.

Transaction-Based Model

In the transaction-based model, known as Unspent Transaction Output (UTXO) [35]
conceived by Bitcoin, each transaction can send value to one or more recipients. It
consists of the following information:

e Output field: A list of receiving addresses and the amount of fund to be sent to
each, respectively. Each transfer output is called a UTXO transaction.

e Input field: A list of UTXO transactions that will provide the fund for the transac-
tion. These UTXO’s previously sent funds to the sender and currently are unspent.

Figure 3 provides an example of Bitcoin transactions. The very first transaction
Tx1, called the genesis transaction, sends 25 BTC to Alice. The input field is empty
because this is the very first transaction of the blockchain operation, meaning Alice is
the first recipient of Bitcoin (somebody has to be the first recipient). This transaction
results in creation of a UTXO transaction, Tx1(#1). The second transaction Tx2 is
initiated by Alice, sending 17 BTC to Bob and the rest, 8 BTC, to herself. The total
fund to send, 17 4+ 8 = 25 BTC, comes from the fund that Alice previously received
in UTXO Tx1 (#1). Because Tx1 (#1) is unspent, she has enough money for Tx?2.
After this execution, UTXO Tx1 (#1) is marked as “spent” and new UTXO Tx2
(#1, #2) is created and marked as “unspent”. Later, Bob initiates transaction Tx3 to
send 8 BTC to Charlie, with the remaining 9 BTC to himself. The total fund to send,
8 +9 = 17 BTC, comes from the fund that he previously received in UTXO Tx2
(#2). Because Tx2 (#2) is unspent, he has enough money to execute Tx3. After this
execution, UTXO Tx2 (#2) is marked as “spent” and new UTXO Tx3 (#4, #5) is
created.

The blockchain state is the set of current UTXO transactions. Each time a UTXO
transaction is used as an input in a new transaction, the input UTXO will be marked
as “spent” thus no longer usable and each output sending fund out will be created as
a new UTXO transaction. The new UTXO transaction(s) may be used later as input
providing funds to future transactions. The marking of input UTXO transactions as
“spent” is to avoid double spending, which means spending the same UTXO for two
different transactions. The UTXO blockchain state does not directly provide account
balances. To know how much Alice has in her account, one needs to sum all the
funds she received in current UTXO transactions.

In the case that the total input fund has more than the output, the remaining
balance can be sent to the sender’s own address to avoid losing fund. For example, in
transaction Tx4, Alice sends 3 BTC to Dave out of the 8 BTC she has available from
UTXO Tx2 (#3), but because UTXO Tx2 (#3) will be marked as “spent”, in order
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Tx1 Bitcoin to Alice: 25 BTC Tx2
[ ————————— Alice to Bob: 17
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Give 17, get 9 in change

Fig.3 The Unspent Transaction Output (UTXO) model: the blockchain state at the current time is
the list of all unspent transactions

not to lose the 8 — 3 = 5 BTC she has remaining, she creates a new UTXO Tx4 (#7)
to send this 5 BTC to herself. She does not lose any money. In some blockchains, for
example, Bitcoin and Ethereum, Alice may not send all of the remaining balance to
her address; in this case, the leftover will be sent as reward to the blockchain node
that adds this transaction to the blockchain.

Account-Based Model

The account-based model [6] is more intuitive. It is like the account model of a
bank. The state consists of the balance information for each address. When there is
a transaction, the balances of the sender’s and receiver’s accounts will be updated
immediately and saved in the state. Therefore, when queried the account balance of
an address is instantly available without any computation.

A transaction in the account-based model is much simpler than a UTXO trans-
action. The former consists of only one receiving address and the amount of fund
to send. It is much faster to verify if the sender has enough fund, which is done by
simply comparing two numbers: whether the sender’s balance exceeds the amount
to send. In contrast, UTXO requires searching the blockchain state to see if the
input UTXOs are indeed unspent. Consequently, the account-based model offers a
clear advantage when it comes to enabling “smart contracts” (computer programs to
deploy applications on the blockchain). For smart contracts, a transaction can be not
only a transfer of value, but also a call to a function of arbitrary logic; it contains code
data for executing this function. To process a transaction thus involves execution of
the code in the transaction. As smart contracts are computationally expensive, sim-
plicity of computation is important. UTXO creates computational overhead because
all spending transactions must be explicitly recorded.
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UTXO is suitable for a cryptocurrency blockchain like Bitcoin which serves only
one application: transfer of money. Computation is not that complex. Another reason
is due to transparency and traceability. Back to Fig. 3, if we want to know how Dave
received 3 BTC from Alice in transaction Tx4, we can trace all the way to the
beginning how the fund started and flowed. We can find that it started from Alice in
Tx1 (#1)to Alice in Tx2 (#3) to Dave in Tx4 (#6). In other words, every transfer has
a non-fungible path. With the account-based model, if Dave received 3 BTC from
Alice, this fund is fungible; we only know that this 3 BTC came from Alice, not
knowing any further where this particular 3 BTC arrived at Alice. In other words,
UTXO is more transparent. That said, one could argue that the account-based model
offers better privacy.

2.3 The Chain Structure

By default, and adopted in all but a few unpopular blockchain designs, the blockchain
ledger follows a chain structure. The data is organized into a chain of data blocks:
by, by, b3, ...When new transactions need to be saved, they are put in a new block
which will be appended to the last block of the existing chain. In an account-based
blockchain, e.g., Ethereum, a block also contains the blockchain state information
(the balances of all the accounts at the current time).

Besides storing the transaction data, blockchain state if applicable, and necessary
header information, the block has two important attributes:

e Block ID b;.id: This is set to the hash value of the block content using a crypto-
graphic hash function H,i.e., b;.id = H (b;). This hash function is predefined and
publicly known.

e Previous hash b;. prev: This is set to the ID of the previous block b;_; to which b;
is appended, i.e., b;.prev = b;_;.id.

It is noted that the block ID may not necessarily be stored in the block because it can
be computed from the block’s content.

The previous hash information is critical in maintaining the data integrity of the
chain. If any part of any block is changed after it is recorded in the blockchain,
this will be detected. This is because for a new block to be added to the blockchain
it must pass a procedure called block validation. A new block b;; is valid if and
only if

1. Previous hash is consistent: b;1.prev = H (b;).
2. All the transactions in b;; are valid.
3. Previous block b; is valid.

Let us put Step 2 aside (to be discussed later). The verification in Step 1 requires
computing the hash value of b; and comparing it with b;.prev. Step 3 requires
running the same block validation procedure to verify the validity of block b;. Con-
sequently, the validation procedure for block b;,; requires checking whether the
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previous hash value stored in block b; equals the hash value of its previous block
bj_; forall j < i+ 1.1If an earlier block, say b;_;, has been changed from its origi-
nal value, when we compute its hash value, H (b;_;), we will find it not identical to
the previous hash value b;. prev stored in block b;. This is a violation and as a result
the new block b, is concluded to be invalid and not added to the blockchain.

A consequence of block b; being changed is that the blockchain will never grow
beyond the time of this change. One might say, “that means, the blockchain is useless
then, because just one block’s modification halts the whole blockchain”. This is true
if the blockchain network consists of only one computer. In practice, the blockchain
network runs many computers, where the blockchain data is replicated on every
computer node. For a node to ensure that its blockchain copy is correct (same as
the globally correct version), it needs to compare its copy with that of the neighbors
and choose to use the longest! blockchain as the correct one. Before this comparison
takes place, the node needs to check the validity of each neighbor’s blockchain copy,
which requires validating all the blocks in this copy. Therefore, if a blockchain copy
from some node contains a violation, this copy will fail the validation step. As such,
the bad copy will not be used by the honest nodes in the network.

2.4 Use of Cryptography

It is now clear that the data immutability of the blockchain is achieved thanks to
the previous hash information linking between consecutive blocks in the blockchain.
However, in theory, a hash function may have different input values resulting in the
same hash output, meaning that block »;_; can be changed from its original value
such that its hash value, H(b;_), remains the same as before, which equals the
previous hash value b;.prev stored in block b;. In this case, the block validation
procedure cannot detect the change. The choice of the hash function is therefore
critical. We should choose one so that even though such a block alteration without
being detected is theoretically possible, realizing it is practically impossible. For
this reason, the hash function H used in blockchain must be a cryptographic hash
function, not any arbitrary hash function.

Recall that a hash function is a one-way function that takes an input of arbitrary
length to output a string of constant length, here assuming that values are represented
as binary strings. For example, SHA256 is a hash function that outputs a binary string
of 256 bits. A cryptographic hash function H is a hash function with three properties:

e Collision-resistant: It is infeasible to find different input messages x and y such
that H(x) = H(y).
e Hiding: Given the output ¢ = H (x), it is infeasible to find an input x.

! Comparing based on blockchain length (the number of blocks in the blockchain) is adopted in most
blockchain networks, but other comparison criteria have also been explored, for example, choosing
the “heaviest” blockchain copy as the correct one, where “heaviness” is a weighted generalization
of the length.
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e Puzzle-friendly: If we know the hash value ¢ = H (r||x) of an input message made
by concatenation of r and x, and even if we know part of the input, x, we cannot
reconstruct the remaining input r in time complexity faster than 2" where n is the
binary length of output c.

Because of these properties, knowing b;.prev = H(b;_), it is infeasible to find
b'j_1 # bj_1 such that H (b/j_l) = H(bj_1). With H being a cryptographic hash
function, no one can alter an existing block not to be detected. The blockchain data
is tamper-proof.

Cryptographic methods also have many other uses in the operation of a blockchain.
Recall the coin bet between Alice and Bob at the start of this chapter, in which a
situation is what if Bob cheats. A cryptographic hash function H can solve this
cheating problem as follows:

1. Alice: suppose that her prediction is x (“head” or “tail”).

e Generate a secret random number r (of some large binary length n).
e Compute ¢ = H(r||x) (called “prediction commitment”).
e Send c to Bob, instead of sending her prediction as raw data.

2. Bob: upon receipt of the prediction commitment c, he will send Alice the honest
outcome x* of the coin toss. Because the hash function H is cryptographic, he
does not know the ground-truth prediction x of Alice, and as such he has no
reason to cheat.

3. Alice: upon receipt of x*, if her guess is correct, i.e., x = x* she will tell Bob
that she wins by sending him the secret number r.

4. Bob: upon receipt of number r, he will verify if the commitment ¢ he received
earlier from Alice equals H (r||x*™) and convincingly accept the loss.

This solution is called a commitment scheme in cryptography [12]. It is critical that
the secret r generated by Alice must come from a large number space. If the binary
length n was small, it would take short time for Bob to exhaustively try all possible
values of r and combine with x="head” or x="tail” to see which combination satisfies
H (r||x) = c. When that combination is found, he can cheat by telling Alice that the
outcome is the opposite value of x found in this combination. When 7 is large, even
though x can take only two possible values, “head” or “tail”, Bob cannot reconstruct
the secret r thanks to the “puzzle-friendly” property of H as a cryptographic hash
function.

The above is a glimpse into how mathematical cryptography helps make a system
trustless. Alice and Bob do not need to question each other’s honesty thanks to the
commitment scheme. However, in the case Alice loses the bet, what if she runs away?
Intuitively, a solution is to at least require that they both have to deposit the bet money
in a lockbox which when the outcome is announced will be unlocked to transfer all
the money to the winner. This is to say that there is a lot more to do and mathematical
cryptography is the main tool to realize all that.
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2.5 Where is Blockchain Stored

As we explained earlier, the blockchain is a decentralized network of computers
contributing computing resources to help with transaction storage and processing.
Among these computers, where is the blockchain data stored? Should we distribute
the blocks in the blockchain ledger across these nodes so that some blocks are on node
1, some blocks on node 2, etc.? We should not because if node 1 fails, we cannot access
the blocks stored there. Hence, some redundancy is needed to guarantee availability,
that is, a block should be replicated on more than one node. The next question then is,
“how much replication is enough?”. In blockchain, the blockchain ledger is replicated
fully on every node: each node stores a full copy of the entire blockchain. This is
because of the blockchain’s vision to provide complete decentralization (no node
depending on other nodes to access certain blocks) and complete availability (it is
always accessible even in the worst case of failure).

When a new node joins the blockchain network, it must discover existing nodes
as neighbors and connect P2P to them. The new node obtains a blockchain copy
from these neighbors. The list of blockchain nodes is available publicly. In most
blockchain networks, the P2P networking topology can be arbitrary; any existing
nodes can be selected at random, not geographically dependent.

Over the time, since nodes work autonomously and independently, their local
blockchain copies may disagree. To ensure consistency, they need to frequently, or
upon some triggering event such as adding new transactions, send their blockchain
copy to the neighbors or pull blockchain copies from the neighbors. When presented
with multiple blockchain copies, a node must decide which copy is the globally
correct one and uses it. As aforementioned, the default criterion is to choose the
longest copy.

2.6 How to Process a Transaction

When someone initiates a transaction with the blockchain, this is usually done in
a user-friendly front-end application that can interact with the blockchain network
via API calls. This transaction needs to be sent to a blockchain node (in practice,
multiple nodes in case one node may fail or behave wrongly) and will be processed
as follows:

e Each node X on first receipt of transaction Tx:

— Transaction forwarding: forward transaction Tx to the neighbor nodes of X.

— Transaction verification: verify that the sender address of transaction Tx has
sufficient fund to send. If so Tx is put into a mempool which is a queue of valid
transactions waiting to be put in a new block.

— Blockchain creation: pull pending transactions from the mempool to include in
a new block b and append this block to the existing blockchain ledger at node
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X. Note that block b must include the previous hash information (the hash value
of the last block).
— Block update: send the new block b to the neighbor nodes of X.

e Each node Y on first receipt of block b:

— Block forwarding: forward block b to the neighbor nodes of Y.

— Block validation: verify the validity of block b on the existing blockchain ledger
of node Y. This validation requires checking on the consistency of previous hash
information and the validity of every transaction in block b.

— Block insertion: append block b to the blockchain ledger if it is valid. Else,
ignore b.

To validate a transaction during the Block Validation step may vary from one
blockchain design to another. In Bitcoin, we only need to verify that the sender of
the transaction has available fund to spend. This verification is successful if the input
transactions exist in the blockchain state, meaning they are currently unspent, and
the sum of output amounts in these transactions is sufficient. However, in a smart-
contract blockchain network like Ethereum, transaction validation may involve more
work than just checking the balance sufficiency. If a transaction involves a function
call to interact with a smart contract, the verification will need to run this function
with the blockchain in the previous blockchain state (recorded in the previous block)
and if the resulted blockchain state does not match the blockchain state recorded in
the block under validation, the block is considered invalid.

The transaction processing procedure in blockchain is simple and allows for
autonomous processing at the blockchain nodes. This simplicity, however, leads
to several consistency problems. First, each transaction is broadcast to all the nodes
and so the same transaction may be added to different blocks created at different
nodes. We need to ensure that each transaction can only be added to the blockchain
once. Second, different nodes in parallel create different new blocks to attempt to
append to the (same) existing blockchain. We need to ensure that only one of them
will be added as the next block. Third, different nodes may have different copies of
the blockchain. We need to ensure that they have to agree on a copy as the globally
correct version. To resolve these inconsistencies, the nodes have to regularly agree on
the current state of the blockchain, and that is what we call consensus achievement.
We need a consensus protocol.
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2.7 How to Achieve Consensus

Consensus is a research area of computing with more than 30 years of study before
blockchain became popular. It started in the 1970s with the NASA sponsored project,
“Software Implemented Fault Tolerance (SIFT)” [46], aimed to build a resilient air-
craft control system. The challenge was to replicate the system on multiple machines
such that the whole system can sustain multi-machine failures. The nominal work
by Lamport et al. in 1982 [29] formulated this challenge as the now well-known
“Byzantine Generals’ Problem” (BGP). It coined the notion of “Byzantine Fault” to
model a condition in a distributed system where some nodes are unreliable and may
appear arbitrarily normal or malicious and collude with each other such that there is
no consistent information for the other nodes to declare their malfunction.

A Byzantine Fault Tolerance (BFT) system must avoid complete failure and for
that the nodes must agree on a concerted strategy and live by this consensus, knowing
that some nodes may fail or act maliciously. BGP laid the foundation for research in
distributed consensus. Companies like Google and Facebook started adopting scien-
tific results in BFT consensus for mission-critical services such as Google Wallet and
Facebook Credit. The birth of Bitcoin in 2009 [35] was the first time that consensus is
realized in a large-scale practical environment in a permissionless and decentralized
manner. The distributed consensus implementation by NASA, Google, or Facebook
is not fully decentralized nor permissionless because the participating computers are
controlled by these organizations. The Bitcoin network is public, requiring no per-
mission for computers to participate and no centralized authority to make decisions.

To describe BFT formally, consider a broadcast system of nodes where a sender
node needs to broadcast a message (value) to all the nodes in a peer-to-peer manner.
At the beginning, the sender receives an input value m. The broadcast protocol
must result in that at the end each node i will output a value m;. The sender and
receivers may be honest or dishonest. This protocol achieves BFT if it satisfies two
requirements:

o Consistency: all honest nodes i and j must output the same value: m; = m;.
e Validity: if the sender is honest, all honest nodes i must output value m; = m.

A system can be consistent but not valid, when all honest nodes output the same
value but this value is not the same as the sender’s: m; = m; # m. A system can be
valid but not consistent, when the sender is dishonest and some honest nodes output
different values: m; # m; for some i, j. Thus, both requirements are needed.
Blockchain is a BFT system. To address inconsistencies due to the autonomous
and independent working of blockchain nodes, the standard solution is for every node
to agree on the consensus that the longest blockchain copy, the one with most blocks,
is the globally correct version. Because the blockchain copies shorter than the correct
blockchain are not used, nodes want to keep their copies as current as possible because
otherwise they would waste efforts adding their blocks to a wrong blockchain. As
discussed in the previous subsection, nodes frequently update their blockchain copy
to make sure its version is the latest (globally correct one). Consequently, even though
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at times some transaction may be recorded in different blockchain copies at different
nodes, different blocks may append to the same last block of the existing blockchain
at different nodes, or different nodes may have different blockchain copies, eventually
these nodes will have the same blockchain copy.

But that is just theory. If consensus eventuality happens too late, the afore-
mentioned inconsistencies will cause the system to perform incorrectly, for exam-
ple, double spending can happen. Therefore, we need to (1) minimize the likeli-
hood for inconsistencies to happen and (2) minimize the time it takes to reach
blockchain-consensus eventuality. Toward these, different consensus mechanisms
have been used for blockchain. Major among them are the methods of Practical
Byzantine Fault Tolerance (PBFT) [9], Proof of Work (PoW) [35], and Proof of Stake
(PoS) [17].

3 The Bitcoin Network

We present next the actual working of a real-world blockchain network: Bitcoin. It
is a blockchain network to build a peer-to-peer digital cash system, where the name
of the digital currency is bitcoin (BTC). It has a total supply of 21 million BTC to be
minted over time according to a deterministic schedule such that all will have been
minted in the year of 2140. Technically, it follows the general blockchain framework
described in the previous section. Specifically, it adopts the UTXO model for the
blockchain state and the chain structure for the ledger. Newly arriving transactions
will be put in a block to be appended to this chain. Any node can create blocks,
and in that case it is called a “miner” and the process of creating a block is called
“mining”. The globally correct blockchain is chosen to be the longest one among all
the local copies. We focus below on the key ideas and methods that are characteristic
of Bitcoin implementation.

3.1 Addresses

To hold Bitcoin, one needs to create a wallet. Each wallet corresponds to an address
(the Bitcoin address). When wallet A is created, it is associated with a pair (K, , K j{)
of 256-bit private key K, and 256-bit public key K generated according to an
asymmetric cryptography method called Elliptic Curve Cryptography (ECC) [21,
25, 34]. Only the wallet owner knows the private key. The public key is publicly
available. The address of wallet A is a 160-bit hashed version of its public key K j":

A= RIPEMDI60(SHA256(K ).

This is one-way cryptographic hashing using RIPEDMD160 and SHA256 hash func-
tions. Because only the owner has the private key to unlock the public key, no one else
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can take ownership of a transaction that sends BTC to her. For ease of human read-
ability, Bitcoin addresses are encoded as “Base58Check”, which uses 58 characters
(a base-58 number system) and a checksum, to produce a string like this example,
“1J7mdg5rbQyUHENYdx39WVWKT7fsLpEoXZy”.

3.2 Elliptic Curve Cryptography

The Elliptic Curve Cryptography (ECC) mentioned above is an approach to public-
key cryptography based on the algebraic structure of elliptic curves over finite fields.
The use of elliptic curves in cryptography was proposed in 1985 by Miller [34] and
Koblitz [25] and became popular in 2004. For cryptographic purposes, an elliptic
curve is a plane curve over a finite field (rather than the real numbers) with the
following equation:

y?* = x* +ax + b (mod p)

. The shape of the curve depends on the values given to a and b. The size of the
finite field is given by p, which defines the length of the keys we want to generate.
The points on the curve are limited to integer coordinates within the square matrix
of size p x p only. For example, the curve in Fig.4 is y?> = x3 4 7 which is used in
Bitcoin, and the points in Fig. 5 are integer points of y> = x> + 7 (mod 17).

On the elliptic curve, we define an algebraic operator on the points called “point
addition”. This operator allows to “add” points to obtain a point on the curve, as
follows (illustrated in Fig. 4):

e Addition P + Q: Draw the line P Q and let R be the point where P Q cuts the
curve. Point P 4 Q is the mirrored point of R over the x-axis.

e Double 2P = P + P: Draw the line tangent with the curve at point P and let R
be the point where this line cuts the curve. Point 2P is the mirrored point of R
over the x-axis.

e Multiplication mP = P + P + ... + P: This is the result of adding P with itself
m times.

Despite its simplicity, a nice property of this operation on elliptic curves when
applied on a finite field (i.e., all the points must be integer points in a finite square) is
the hardness to compute the discrete “logarithm” m such that m P = Q given points
P and Q. To date, no algorithm can reconstruct m in time complexity faster than
exhaustive search (having to try all possible values for m). On the other hand, if some
m is given, it is easy to verify its correctness, that is, to check whether m P = Q. For
example, if m = 16, we need only logm = 4 point additions for verification: 2P,
4P =2(2P),8P =2(4P),and 16 P = 2(8 P); in comparison, to find the unknown
m in mP = Q would need 16 point additions.

Thanks to this property, ECC uses elliptic curves over finite fields to create a
secret that only the private key holder is able to unlock. We can think of Q as the
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Fig. 4 Point addition on the elliptic curve (y? = x3 + 7): (left) adding two different points; (right)
adding two identical points

“ 18 points (infinity not shown) ® ¥2 =3+ O+ 7 mod 17

0 L g
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Fig. 5 The integer points of the elliptic curve on a finite field: y> = x3 47 (mod 17)

public key and m as the private key. The larger the key size, the larger the curve
space, and the harder the problem is to solve. For example, Secp256k1 with equation
y?=x3+7and p =2%6 - 2% 29 28 27 26 _2%_ 1isthe ECC used by
Bitcoin to implement its public-key cryptography. All integer points on this curve
are valid Bitcoin public keys.
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Fig. 6 Bitcoin joint payment: a transaction can use two or more input UTXOs that belong to
different payers to collectively provide the fund to send. These multiple payers need to co-sign the
transaction

3.3 Transactions

Bitcoin transactions are based on the UTXO model. A transaction by default is a
transfer of BTC from a sender to one or more receivers. Every transaction must have
a digital signature of the sender who ““signs” with her private key. This way, anyone
who knows her public key can verify that the signature is valid and the transaction
indeed comes from that sender. Each output UTXO is destined for a receiving address.
As we described earlier, each Bitcoin address is an encryption of its public key. Only
the owner of that address has the corresponding private key to match. Hence, nobody
but he can unlock the UTXO to use the fund.

A transaction can also be a joint payment which takes as input multiple UTXO
transactions that belong to different addresses. For example, illustrated in Fig.6,
Alice and Bob jointly pay Charlie 25 BTC, where 17 BTC is funded by UTXO #20
of Alice and 8 BTC is funded by UTXO #29 of Bob. This joint transaction needs to
be signed by both Alice and Bob. Joint payments make it more difficult for outside
parties to determine who paid whom.

Transaction Fee

In a transaction, the input fund amount should be at least the output amount. The
leftover is called the “transaction fee” to be sent to the miner who puts this transaction
in a new block. Transaction fees are a way to incentivize miners to participate in
Bitcoin. Rational miners prefer transactions that offer high transaction fees and so
a transaction’s sender should choose a generous fee to increase its chance to be
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Fig.7 Bitcoin transaction consolidation: an owner can create a transaction to consolidate the funds
from many UTXOs he or she owns

processed earlier. To determine the fee, the sender should consider the transaction
size and the network traffic. A block can contain a maximum of 4 MB of data, thus
limiting the number of transactions included. A larger transaction will take up more
block data. Thus, larger transactions typically pay fees on a per-byte basis.

Transaction Consolidation

A consequence of Bitcoin’s being a UTXO ledger is that one address may own
many small UTXO transactions. As such, when this address makes a large payment
out, it may need to include as input many UTXOs. Not only that the transaction
size increases, but also the transaction verification will be more expensive since it
involves verifying many input UTXOs. For this large transaction to be included in
a block, the sender should pay a high transaction fee. Therefore, it is a good idea
for her to consolidate UTXO transactions if she owns too many of them. This can
be done easily by creating a new UTXO transaction that consumes these existing
UTXO transactions. For example, as illustrated in Fig. 7, Alice has funds in UTXO
#20 and UTXO #29 and consolidates them by creating UTXO #40. The decision for
transaction consolidation is made at the application level by the wallet owner.

Coinbase Transaction

Transaction fees are not the only incentive for the miners. For each block that is
successfully added to the blockchain, the miner who created this block will receive
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a “block reward”. As of March 2022, it is 6.25 BTC per block, which will be halved
automatically after every 210,000 new blocks are added. To get the block reward, the
corresponding miner, say Bob, inserts into the block a special transaction called the
“coinbase transaction” that sends this 6.25 BTC to himself. This coinbase transaction
has no input UTXO, meaning this amount will be minted by the network. If the block
is validated and added to the blockchain, all the transactions in this block, including
Bob’s coinbase transaction, are officially recorded, effectively sending the block
reward to Bob. Coinbase transactions are the only way to mint bitcoin. Except the
genesis bitcoin transfer, bitcoin is minted only by block mining, which is sent to the
miners.

3.4 Blocks

Block creation is the main job of the miners. A miner pulls pending transactions
from the mempool, typically selecting those with high transaction fees (because
these fees will be paid to the miner) and put them into a block. This is called “block
mining”. The very first block was added to Bitcoin network timestamped at 2009-
01-03 13:15, called the genesis block, or block 0. It contains only one transaction,
which is a coinbase transaction. This block is hardcoded in the Bitcoin client node
software, so that when nodes join Bitcoin, they will always have the information
about the genesis block.

Block Structure

A Bitcoin block has the following structure: (1) block size (4 bytes): the size of the
whole block in bytes; (2) transaction count (variable size, 1-9 bytes): the number
of transactions in the block; (3) transactions (variable size): the list of transactions
included in the block; and (4) block header (80 bytes): important information useful
for block creation and validation. The block header consists of the following fields:

e Version (4 bytes): the version of the Bitcoin node software.

e Previous hash (32 bytes): the hash (ID) of the previous block.

e Merkle root hash (32 bytes): the hash value of the included transactions according
to Merkle tree

e Timestamp (4 bytes): the block creation time in second (Unix epoch).

o Difficulty target (4 bytes): a threshold number that is used for Bitcoin’s proof-of-
work algorithm.

e Nonce (4 bytes): a counternumber that is used for Bitcoin’s proof-of-work algo-
rithm.

In Bitcoin, the ID of a block is a hash of its block header, not the whole block
content. It is the value which resulted from hashing the block header twice through
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Fig. 8 Merkle tree: a binary tree where each internal node stores the hash value of the children’s

the SHA256 algorithm. The block ID is not actually included inside the block’s data
structure. Anyone can obtain this ID by applying double-SHA256 hashing on the
block’s header.

Merkle Tree

The transactions are organized in the block as a Merkle Tree [33], a binary tree
where each internal node stores the hash value of the children’s values. Figure 8
illustrates such a tree for Bitcoin, where there are eight transactions { D1, D2, ...,
D8}, each stored in a leaf node, internal node H;_4 = H(H,_»|| H3_4), internal node
H,_, = H(H,||H,), internal node H; = H(D1), H, = H(D2), etc. Bitcoin uses
SHAZ2 for the hash function H.

The value at the tree root, e.g., H,_g, is the Merkle root hash stored in Bitcoin
block header. There are two crucial properties. First, any change in the transaction
data causes a change in the Merkle root hash. As such, if a block is altered, whether it
is in the transaction data or the non-transaction part, the hash of the block will change
and be detected. Second, it is fast to verify the existence of a transaction in the block.
For example, to prove that transaction D7 is in the block, the prover only needs to
provide four values as evidence: H;, H|_4, Hs_g, Hg. The verifier will compute the
following
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x = H (H7 | Hg)

y= H<x||H5—6) = H(H(H7||H8)||H5—6)

z= H<Y||H1—4> = H(H<H(H7||H8)”HS—6> ||H1—4>

and compare z with H;_g. Their equality means that transaction D7 is in the block.
For a Merkle tree of n transactions, it takes O(logn) time for this verification. It
would take O(n) time if we naively store the transactions in a list-like structure.

A node in Bitcoin can be a non-miner node. It is only there to transact with the
network, uninterested in creating blocks to receive block reward. Because the block
header provides sufficient information for verification and transacting purposes, the
node needs the block header only, not the full block content. Since no actual trans-
actions are stored, the storage requirement for such a node is modest (only 80 bytes,
which can easily be placed in the memory). So is the communication cost to pull the
blockchain copies from the neighbors (only pulling block headers).

Block ID Rule

After choosing transactions to put in a new block and organizing them into a Merkle
tree, the miner needs to do a final critical step on the block before submitting it to the
network (by block broadcasting as we described in the general blockchain framework
in Sect.2.6). This step is called “mining” or “timestamping”. The block needs an ID
and recall that the ID is the hash value of the block header. In Bitcoin, the ID is not
arbitrary, but follows a rule that it must be less than a target value determined by the
difficulty target value specified in the block header:

SHA256(SHA256(block_header)) < (65535 << 208)/difficulty. (1)

1D TARGET

The block header is known, except for two values that need to be filled: the
header_nonce value and the coinbase_nonce value. header_nonce is the nonce
attribute of the block header. coinbase_nonce is the value of the coinbase field in the
coinbase transaction inserted by the miner to get the block reward. coinbase_nonce
is set by the miner for flexible purposes. We need to choose these two values such
that the resulted block ID satisfies the difficulty target according to Inequality (1).

Proof-of-Work Mining
To find a satisfactory block ID is not easy due to the double-SHA256 hashing.

No algorithm is better than brute force, which takes O(232): scanning all possi-
ble combinations of header_nonce value and the coinbase_nonce value. A pseu-
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TARGET = (65535 << 208) / DIFFICULTY;
coinbase_nonce = 0;
while (1) {
header = makeBlockHeader(transactions, coinbase_nonce);
for (header_nonce = 0; header_nonce < 232; header_nonce++) {
hash_value = SHA256(SHA256(makeBlock(header, header_nonce));
if (hash_value < TARGET) break; //block found!
}

coinbase_nonce++;

Fig. 9 Proof-of-work mining algorithm in Bitcoin

docode of the mining algorithm is given in Fig.9. The flexibility for the miner to set
coinbase_nonce is important here because if we fixed it, we might not be able to
find header_nonce among all the 232 possible values such that the difficulty target is
met. By allowing the miner to freely choose coinbase_nonce, eventually the miner
will find a satisfactory block ID.

InInequality (1), if weincrease di f ficulty,the valueof T ARG E T will decrease,
making it more difficult to meet the inequality /D < TARGET. When Bitcoin
started with the genesis block, the difficulty was set to dif ficulty = 1, the easiest.
Over the time, this target is dynamically adjusted depending on the transaction traffic
in the network. The Bitcoin node software updates this difficulty target such that the
blockchain grows at a rate of one new block for every 10 min.

The idea of making miners solve the above computationally expensive inequality
is to serve several purposes. If blocks are created too easily, since each newly created
block is broadcast to the network, the communication cost would be very expensive.
Worse, as the miners add blocks autonomously, many blocks simultaneously created
by different nodes will be appended to the same last block of the existing blockchain
(their local copy). This causes not only severe inconsistency and double-spending
vulnerability, but also wasted efforts by most miners due to the fact that only one
block can append next to the existing global blockchain. Furthermore, malicious
nodes can spam the network by creating many fake blocks and broadcasting them.

Bitcoin resolves these problems by making the task of block creation difficult. A
miner must spend some provable effort in order to create a block. This is analogous
to real-world miners spending efforts to discover gold; hence the term “Bitcoin
miner/mining”. The found ID of the block is the proof, hence the term “Proof-of-
Work” (PoW) always associated with Bitcoin. The challenge of finding a good ID
satisfactory of Inequality (1) is called the PoW problem. The PoW protocol also
helps keep Bitcoin, as a currency, from inflation. Its slow minting and finite supply
create circulation scarcity, thus making its price valuable.

The concept of PoW is not new. It was proposed by Dwork and Naor [14] in 1992
to prevent email spamming. Every time you send an email, your computer must solve
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a computational puzzle. The recipient’s email program ignores your email if you do
not attach the solution to the puzzle; if you do, the solution verification is quick.
A similar idea was proposed in HashCash by Adam Back in 1997 and formally
documented in 2002 [1] for anti-denial-of-service purposes. Bitcoin extended the
PoW idea of HashCash.

3.5 Mining Difficulty

Achieving consensus in a permissionless environment is difficult due to Sybil attacks.
As nodes communicate with one another in unauthenticated communication chan-
nels, a player can impersonate many others to outnumber the honest players and
disrupt the consensus. This does not apply to a permissioned environment where
the nodes are known to the authority. The choice of the difficulty target for PoW is
critical. The more difficult it is, the more robust Bitcoin is against Sybil attacks, as
a bad player must pay a higher cost to harm the network.

Difficulty Setting

In Bitcoin, the PoW difficulty is set such that (1) the network is BFT (Byzantine
fault tolerant) as long as more than half of the nodes are honest, say 51%, and (2) on
average only one block can be mined in each period of 10 min. To understand how
they are related, we present a theoretical method below to find a good value for PoW
difficulty (some derivations are similar to [42]).

Let n denote the number of blockchain nodes and p the probability that a given
node creates a block in a round (equal to 10 min in Bitcoin). We will set the difficulty
target in Inequality (1) to TARGET = p2™ where m is the hash bit length (256 bits
for Bitcoin). Hence, p indirectly represents the PoW difficulty. For example, if we
set p = 1, any given node will 100% certainly create a block, because Inequality (1)
is always satisfactory regardless of any block ID. However, that would result in n
blocks created, violating the 10 min rule. Our goal is to find a good value for p.

The probability that no honest node creates a block in a round is (1 — p)%3!".
The probability to have a block created by some good node, hence a good block, in
around is 1 — (1 — p)®3!". Consequently, the number of rounds it takes to mine a
good block is .

A= ——"—"—.
1 — (1 — p)osin

Let A be the worse-case network propagation time. It takes this much time for the
mined block to reach all the honest nodes to be added to the good blockchain. An
honest node would not produce the next block during this A period to make sure
that the previous block must have reached all the nodes; else, the next block may
be invalid (when validated at other network nodes before the previous block arrives
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there). Therefore, the block-mining efficiency is the ratio between the mining time
to the actual time it takes for this block to be added to the blockchain:

1
A =i !

CAFA T A TR AL (L= p)OSiny

E

Let g be the fraction of dishonest mining power, which is the total hashrate of all
the dishonest nodes. We need the hashrate of the honest nodes to exceed that of the
dishonest, i.e., (1 — g) > g. However, due to the efficiency E, the effective hashrate
of the honestis (1 — g) E,not (1 — g). This block-mining efficiency E does not apply
to the dishonest nodes who can do whatever they want, for example, sending block
after block without considering the A delay. So, we should have (1 — ¢g)E > ¢. To
make the blockchain even more secure, we introduce a parameter € > 0 arbitrarily
small and make a more stringent requirement:

effective hash rate of the honest
hash rate of the dishonest

>14e. 2)

The larger €, the more secure the network. The left-hand side is

ef fective hash rate of the honest (1 —q)E 1—gq
hash rate of the dishonest N q T g4+ A1 — (1 — p)0sinyy’

and so we require
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which leads to the following important inequality:
1=g_ _ 1\ 1/(0.51n)
1 —(1-4*0 . 3
P < ( A 3)

What this means is that we should choose p to satisfy this inequality and the larger
the gap between p and this upper bound, the more secure the blockchain is. We can
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choose a very small p to make the mining difficult (because we set difficulty target
to TARGET = p2™), but doing so will slow down the transaction processing. A
good p is a reasonably high value still satisfying Inequality (3).

Inequality (3) also implies that given the same mining difficulty p, the blockchain
becomes less secure if the value of the right-hand side upper bound is smaller, because
that creates a bigger risk for violating the inequality. The right-hand side will be
smaller if the network delay A is longer or if the dishonest hashrate ¢ is faster. This
explains why the security of a Bitcoin-like blockchain network is weakened in a slow
network environment.

Difficulty Adjustment

Because each miner is solving the proof-of-work puzzle in parallel, on average the
time taken for the first miner to solve it reduces inversely proportionally with the
number of miners. At times when there are a lot of miners active on the network,
the time to produce blocks will therefore be lower than when there are fewer miners
active on the network. Since the number of miners on the Bitcoin network is going
to change over time, unless some measure is employed, the block production time
would also vary. In particular, over time if more and more miners joined the network,
it would just keep decreasing. This is problematic as it could result in blocks being
produced too fast, increasing the bandwidth requirements on the network, and also
potentially result in more “forks”.

To prevent this, the difficulty level of block production is periodically adjusted
in a decentralized manner in such a way so as to ensure that on average a block
is produced or mined once every 10 min. Based on this 10 min period, we can
calculate that once every 2 weeks, the total number of blocks produced should be
0.1 (block/min) x 60 (min/h) x 24 (h/day) x 7 (days/week) x 2 (weeks) = 2016
blocks. The protocol therefore adjusts the difficulty level after each epoch of 2016
blocks using the following equation: D(n + 1) = @, where D (n) is the difficulty
at epoch n and T is the time taken in weeks to produce the previous 2016 blocks.
If this time is shorter than 2 weeks, then that implies that there must be too many
miners on the network, and therefore the difficulty level should be increased, and
on the contrary if this time is longer than 2 weeks, then that implies there are too
few miners on the network and therefore the difficulty level should be decreased.
Each miner independently computes the new difficulty and will only accept blocks
that meet the difficulty that they computed. Figure 10 shows how the Bitcoin mining
difficulty has changed during the past year (April 2021-April 2022).

3.6 Mining (Un)Fairness

Bitcoin is generally fair in that if a node contributes more computing power, which is
referred to as “hashrate”, it can solve the POW problem more quickly, thus having a
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Fig. 10 Bitcoin PoW mining difficulty adjustment over the time as of April 1, 2022. The y-axis is
measured in the number of “0” bits in the prefix of the difficulty target

better chance to earn block reward. If a fast node A and a slow node B both want to add
a block to the existing blockchain at the same time, the block of A is more likely to be
born first (with satisfactory block ID) and will be added to the blockchain copies in
the network before the block of B. Naturally, the PoW mechanism encourages nodes
to upgrade computing power to receive more block reward. This healthy competition
leads to a better Bitcoin network.

However, not all nodes are good citizens. We have honest nodes who follow the
protocol precisely and responsibly. There are selfish nodes who follow the protocol
but do things to their benefit at the cost of other nodes. The remainder is the nodes who
want to harm the network. To be equitably fair, a node contributing a fraction of the
network hashrate should have the same fraction of blocks accepted by the network
(thus being rewarded). For example, if a node contributes 20% of total network
hashrate, it should own 20% of the blocks in the blockchain. In this aspect, Bitcoin
can be very unfair. We show below that Bitcoin can encounter a situation where the
rate at which a good Bitcoin miner successfully adds a block to the blockchain is
much lower than its hashrate contribution.

Selfish Miner Attack

First, let us explain how a selfish miner A can abuse the network. Each time A has
created a block a, it does not broadcast the block to the network right away. Instead, A
waits on the event of receiving a new block from another miner, say block b of miner
B. When this happens, A will immediately broadcast its block a to the network, but
ignores block b of miner B (not forwarding it further). If we generalize this strategy
such that A represents the pool of selfish miners and B the pool of honest miners, the
blocks belonging to the selfish will be faster to reach the blockchain nodes than the
honest’s blocks. This is because while A honestly forwards every block, including
B’s, immediately upon its arrival, B ignores A’s blocks. As a result, not only B
receives more block reward, but also a lot of A’s efforts are wasted.
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Bitcoin’s vulnerability to selfish mining attacks was investigated by Eyal and Sirer
in [16]. It is shown that selfish miners can collude to obtain a revenue larger than their
fair share. This attack is potentially serious in that rational miners may prefer joining
the selfish miners leading to a 51% majority, thus destroying the decentralization of
Bitcoin.

Unfairness Severity

Next, let us see how unfair Bitcoin can be from a theoretical view given dishonest
behaviors. Consider the formulation in Sect. 3.5. It is shown in [42] that, in an honest
node’s blockchain, the honest block fraction is approximately u = 1 — ﬁ Assume
a blockchain network with zero propagation delay A = 0, which is ideal for honest
nodes because the block creation efficiency is £ = 100%. The honest hashrate is
therefore (1 — g)E = 1 — ¢q. Recall ¢ as the total hashrate fraction of the dishonest

nodes. Inequality (2) becomes

1—
—q>1+e.

As a result, we have

g 1-2q

<1l-—=
1—gq 1—g¢q

n=1

3

C1+e

which is smaller than the honest hashrate fraction (1 — ¢g).

What this means is that even in a network ideal for the honest nodes, the rate at
which they can add blocks to the blockchain, p, is lower than the hashrate they con-
tribute to the network, (1 — ¢). For example, when 51% of the network is honest (i.e.,
q = 49%), they own a fraction u < 11%2(;’ = 3.9% of the blocks on the blockchain.
The dishonest coalition with only 49% hash power owns 96% of the block creation.

So, Bitcoin mining may be unfair when it comes to block reward. Despite this
risk in theory, one may argue that it is unlikely or of little impact in practice. Miners
have ideological considerations and incentives to keep the network decentralized. If
a coalition grows so big to be a concern to the rest of the network, people may leave
Bitcoin due to the lack of decentralization; the coalition would not benefit, of course.

3.7 Block Finality

A malicious miner makes a payment, then secretively creates a second conflicting
transaction using the same UTXO input in a new block, that allows him to recover
the fund. This is an example of the double-spending problem. This is feasible if this
miner controls more than 50% hashrate of the whole network, mining faster than
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the rest of the network combined. Therefore, his local chain is the longest among all
local copies and will be accepted by the network as the consensus for the globally
correct blockchain.

Even when the bad minor has less than 50% hashrate as in most cases, there is
still a non-zero chance that the bad miner can grow the longest blockchain. Although
this can only last for a short period of time, double spending is not impossible. To
minimize this risk, when somebody pays a merchant to buy something, the merchant
should wait some time to make sure the money is in before delivery. In Bitcoin,
the wait is for six block confirmations, i.e., six blocks to be added after the block
containing the payment transaction.

Why six block confirmations is enough? Consider a miner A with a fraction p
of the total hashrate and a miner B with a smaller fraction ¢ =1 — p < 1/2. We
are interested in computing the probability that B’s blockchain will be longer than
A’s after A adds k blocks if both nodes start at the same time. This is similar to a
race of two players in a Gambler Ruin problem. In this game, block creations form a
sequence of independent Bernoulli trials. Each trial is the creation of a block which
has two potential outcomes: “success” means that the block is created by A and
“failure” if the block is created by B.

We observe this sequence until A has created k blocks (i.e., k successes). The
number of blocks B created is a negative binomial random number, X ~ N B(k, p),
which has the following probability mass function:

Pk —1 .
P(X =i) = <l+i )(l—p)’p"-

During the time that A has added k blocks, the probability that B has created more
than k blocks, hence winning the race outright, is

ik =1\
P(X>k)=ZP(X=i)=Z(l+i )q’pk. &)

i>k i>k

In the case that B has created less than or equal to k blocks, i.e., i <k, B will be
behind by (k — i) blocks and still has a probability (¢/p)*~" to catch up with A and
thus win. Summing up these probabilities will lead to the probability that B will win
the race:
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This probability converges exponentially to zero as k increases. Grunspan and Perez-
Marco [19] provide a closed form for this probability

1
P(k) = I4pq(kv E)v

where I (.) is the regularized incomplete beta function:
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For Bitcoin, it is reccommended that we wait for k = 6 block confirmations before
assuming that the transaction is final, which is enough for P (k) to be extremely small.
For example, P(6) = 0.0005914 for ¢ = 0.1. A block becomes “final”, hence the
blockchain up to this block is considered “finality”, if it is followed by this many
block confirmations. Thus, Bitcoin finality is not instant. Instead, it is guaranteed
asymptotically.

4 Smart-Contract Blockchains

Bitcoin is an example of an application-specific blockchain network where the only
application logic is to serve digital payments. Although it allows for some limited pro-
grammability, it does not provide arbitrary programmability. As many applications
in the real world, not necessarily financial, can benefit from blockchain technology,
having a dedicated blockchain network for each individual application is not realistic.

This is the motivation for Ethereum, the first blockchain network created by
Buterin et al. [6] to be a universal blockchain computer that can run applications
of arbitrary purposes. To develop such applications, developers write computer pro-
grams called “smart contracts”. Ethereum, therefore, is said to be a smart-contract
blockchain. Other public smart-contract blockchain networks include Algorand [10],
Tezos [18], and Solana [48].
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4.1 Smart Contract

Smart contracts are written using a high-level programming language (e.g., Solid-
ity, Viper, Flint, Bamboo). Solidity is the most popular language for smart-contract
networks. It is Turing-complete, meaning that it can simulate any computation. In
contrast, Script, the programming language of Bitcoin, is not Turing-complete. Script
is thus very light and suitable for Bitcoin. Bitcoin does not need a universal language
because digital currency is the only purpose of Bitcoin.

Compared to Bitcoin, a smart-contract blockchain has an additional layer of func-
tioning because of the smart-contract capability. When a smart contract is deployed,
it is submitted as a transaction to the blockchain network to run on every node.
Each node needs a run-time environment to execute the bytecode of the smart con-
tract. On Ethereum, this is called the Ethereum Virtual Machine (EVM), a powerful
sandboxed virtual stack embedded with each full Ethereum node. EVM is where
all Ethereum accounts and smart contracts live. It maintains the consensus for the
blockchain. While the smart-contract language used in Ethereum is Solidity which is
Turing-complete, EVM is a quasi-Turing-complete machine. Quasi, because EVM
can theoretically run every smart contract but its execution will stop and be reverted
if exceeding the resource allocation limit specified by the deployer.

As an analogy, let us compare running a computer program on a single computer
versus the Ethereum blockchain computer. In the former case, all the state of the pro-
gram is stored on the computer which is the only point of contact for the user and if
this computer fails, all the state will be lost. In the blockchain case, the computer pro-
gram is deployed and runs simultaneously on all computer nodes of the blockchain;
these nodes independently and autonomously keep track of the program’s state. A
user can interact with the program using any node. If a node fails, the program is still
running on the other nodes. The consensus mechanism of the blockchain ensures
that the states on all the nodes are identical.

The source codes of deployed smart contracts are visible to the public. Therefore,
there is nothing to hide in the working of a smart contract and people can be assured
that it will work as programmed. That said, in certain cases, a complex smart contract
may contain bugs and other security holes that are not easily seen; to fix them is a
headache after the application is already deployed with many users; note that the
blockchain is immutable. Therefore, a professional project should have its smart
contracts certified by reputable smart-contract auditors.

4.2 Token Creation

Bitcoin (BTC) is the only native token (digital currency) of the Bitcoin blockchain
network. Its users transact with each other (paying one another) using BTC. A smart-
contract network also has a native token (e.g., ETH for Ethereum), whose main use
is for the users to deploy smart contracts and interact with them. To deploy a smart
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interface IERC20 {

2 function totalSupply() ex v returns (uint256);

3 function balanceOf(address account) s (uint256);

4 function allowance{address owner, address spender) 5 (uint256);

5 function transfer(address recipient, uwint256 amount) returns (bool);

[ function approve(address spender, uint256 amount) returns (bool);

7 function transferFrom{address sender, address recipient, uint256 amount) returns (bool);
8 event Transfer(address from, address to, wint256 value);

9 event Approvall{address owner, address spender, uint256 value);

1@ }

Fig. 11 The IERC20 interface for ERC-20 tokens. ERC-20 tokens must implement these functions

contract on Ethereum, one must pay a certain amount in ETH. This amount depends
on the computational complexity of the contract. Besides ETH, many secondary
tokens can be created to serve different applications. For example, one can build a
loyalty application on top of Ethereum and implement the loyalty point as a token,
or a country’s government can issue a Central Bank Digital Currency (CBDC) as a
token on top of Ethereum.

Atoken is implemented in the form of a simple smart contract. If the token is meant
to be a kind of digital currency, this contract stores the token balance information
for each account (blockchain address) and includes essential functions to enable a
sender to transfer tokens to a receiver (needed for a real-world payment transaction),
a spender to transfer tokens on behalf of their owner to a receiver (useful for a trading
exchange or a bank to transfer money from someone’s account to a payee, of course,
with permission only) or, in many cases, mint new and burn existing tokens (useful for
a government to cope with inflation crises). Figure 11 shows the interface for token
smart contracts in Ethereum with six required functions. Events can be emitted from
a smart contract so that front-end applications can watch and be instantly notified of
their happening.

For ease of token creation, several token standards have been defined and tem-
plate smart contracts created. The first standards were defined for the Ethereum
network and their counterparts later followed for other smart-contract networks. For
Ethereum, ERC-20 is the standard for fungible tokens, ERC-721 for non-fungible
tokens (NFT), and ERC-1155 for generic multi-tokens (one that can represent a fun-
gible token or a non-fungible token or a multiple of them). For example, ERC-20
is used for implementing a cryptocurrency, ERC-721 for digitally representing a
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1 contract ERC20Basic is IERC20 {

2 string public comstant name = "ERC28Basic";

- | string put constant symbol = "ERC";

4 uint8 public constant decimals = 18;

5 mapping(address => uint256) balances;

[ mappingladdress => mapping (address => uint256)) allowed;

7 uint256 totalSupply_ = 18 ether;

8 constructor() { balances[msg.sender] = totalSupply_; }

9 function totalSupply() public override view returns (uint256) { return totalSupply_; }
18 function balanceDf({address tokenOwner) 1 override W returns {uint256) {

11 return balances[tokenOwner];

12 }

13 function transfer{address receiver, wint256 nTokens) override returns {bool) {
14 require(nTokens <= balances [msg.sender]);

15 balances [msg.sender] = balances[msg.sender]-nTokens;

16 balances[receiver] = balances[receiver]+nTokens;

17 return true;

18 i

19 function approve{address delegate, uint256 nTokens) override returns {bool) {
20 allowed[msg. sender] [delegate] = nTokens;

2 return true;

22 }

23 function allowance{address owner, address delegate) override view returns {uint) {
24 return allowed [owner] [delegate];

25 }

26 function transferFrom{address owner, address buyer, uint256 nTokens) pu override returns (bool) {
27 require{nTokens <= balances [owner]);

28 require(nTokens <= allowed [owner] [msg.sender]);

29 balances [owner] = balances[owner]-nTokens;

38 allowed [owner] [msg.sender] = allowed [owner] [msg.sender]+nTokens;

31 balances [buyer] = balances[buyer]+nTokens;

32 return true;

33 }

Fig. 12 A basic smart contract of an ERC-20 token implementing IERC20 interface

physical asset uniquely and no