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Abstract. In the last years, researchers have contributed to the process
mining domain with several techniques and tools supporting the discov-
ery of business processes. Almost all these contributions rely on event
logs stored in the information systems of single organizations. In con-
trast, the discovery of collaborative scenarios where the information sys-
tems are distributed among different interacting organizations has been
disregarded. In this context, we propose a novel technique for discov-
ering collaboration models from sets of event logs stored in distributed
information systems. Given the distributed logs of interacting organiza-
tions, the technique discovers each organization’s process through one of
the available algorithms introduced by the process mining community.
It also analyzes the logs to extract information on messages exchange.
This information permits automatically combining the discovered pro-
cesses into a collaboration diagram representing the distributed system’s
behavior and providing analytics on messages exchange. The technique
has been implemented in a tool and evaluated via several experiments.

Keywords: BPMN collaborations - Processes discovery - Messages
analysis

1 Introduction

Nowadays, organizations increasingly need to interact to achieve their goals col-
laboratively and create new forms of business. This requires organizations to
form distributed systems, guaranteeing their interoperability. However, this task
is made complex by the need to coordinate the interactions of various partici-
pants, dealing with requirements, constraints, and regulations coming from dif-
ferent organizations. Effective cooperation among organizations demands the
compatibility of their business processes. Such cooperation can be supported by
the observations of systems’ behavior rather than by sharing documentation that
is often incomplete and out of date [6].

In this direction, the most significant contributions come from the process
mining community, referring to the automated discovery of business process mod-
els from data produced by IT systems, i.e., event logs [17]. Despite “there is no
foundational reason why” to not apply process mining in presence of multi-
ple organizations [16], thus using distributed event logs, the techniques already
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available consider mostly the point of view of a single organization, focusing on
(re-)discovery of individual business processes from a single log source [19]. Only
a few research lines, i.e., cross-, intra-, and inter-organizational process mining,
address, albeit marginally, the problem of discovering on a whole the collabo-
rative behavior of the involved parties and their interactions. This results in a
lack of techniques for discovering collaborative models and for detecting issues
that typically occur in distributed systems. We refer to problems implied by the
interplay among control- and message-flow, e.g., pending messages caused by a
lack of synchronization, or a deadlock resulting from activities that are stuck
waiting for messages [7,8].

To fill the gap discussed above, we propose a novel technique for discov-
ering a collaboration model from a set of event logs of a distributed
system. The technique adopts BPMN [14] collaborations as target notation,
since they provide a suitable modeling abstraction where different organizations
exchange messages. It consists of four phases: (i) logging, where each system
participant locally logs events related to its process execution; (ii) processes dis-
covery, producing a process model for each participant using a given discovery
algorithm; (iil) messages analysis, extracting information suitable to generate the
collaboration diagram and to provide analytics on messages exchange; (iv) col-
laboration building, generating a BPMN collaboration model as a combination of
the process models and tailoring it to consider distinctive collaboration aspects
related to communication. Notably, the technique is parametric to the algorithm
used for processes discovery. This allows exploiting algorithms already validated
and their reliable implementations defined by the process mining community.

We call COLLIERY (COLLaboration dIscovERY) the technique described above.
To foster its adoption, we propose a tool that supports the COLLIERY’s phases.
The feasibility of COLLIERY has been evaluated in several experiments via logs
we produced using a log generator tool, which is a by-product of this work that
we also make available.

The rest of the paper is organized as follows. Section 2 provides a running
example and introduces the COLLIERY technique. Section 3 presents the related
tool. Section 4 reports on the technique evaluation. Section 5 reviews related
works. Finally, Sect. 6 concludes and discusses directions for future work.

2 The coLLIERY Technique

This section introduces the BPMN collaboration representing a collaborative
scenario used for better presenting the COLLIERY technique and its phases.

The collaboration model in Fig. 1 illustrates a healthcare scenario combining
the activities of a Patient, a Gynecologist, a Laboratory, and a Hospital as follows.
The Patient provides details about his/her health status and waits for informa-
tion related to the home treatment or to hospitalization. The Gynecologist coor-
dinates the activities of the Laboratory and Hospital, caring of blood analysis
and hospitalization respectively. The collaboration starts when the Patient sends
the information about the disease to the Gynecologist. Then, the Gynecologist
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Fig. 1. A healthcare business process collaboration.

examines the Patient and, in parallel, draws a blood sample and sends it to the
Laboratory. The Laboratory analyzes the sample and gives back the results to
the Gynecologist. When both the Patient has been examined and the analysis
results are received, the Gynecologist decides whether to send a medicine pre-
scription or hospitalize the Patient, and informs the Patient accordingly. Only in
the latter case, the Gynecologist triggers the Hospital by requesting the Patient
admission and sending the analysis results. When the Hospital starts its process,
it creates a medical record for the Patient, and then decides whether to consider
the results of the blood analysis already done or ask for a new analysis; in any
case, then it sends the admission information to the Patient.

Distributed systems like that can be discovered with the COLLIERY tech-
nique we are going to introduce. Figure 2 depicts the structure of the technique,
highlighting the phases by which it is composed.

Logging Phase. Process mining relies on the assumption that systems record
events about the actual execution of their processes. These events are collected in
the so-called (event) logs. A log consists of a set of cases, each of which refers to
a list of events, i.e., a possible run of the system. An event refers to the execution
of system activity and is described by a set of attributes, e.g., the activity name
and the timestamp. The sequence of events related to a given case is called trace.

The COLLIERY technique relies on logs as well. However, since its goal is to
extract information from distributed systems, it has to work on sets of logs. We
call process log the log of a single participant of a distributed system, and collab-
oration log the set of process logs of all participants of a system. Collaboration
logs have the following distinctive features. Firstly, the process logs included
in a collaboration log register information about the messages exchanged via
communication activities. For example, in our running scenario, an event corre-
sponding to the execution of the activity “Communicate disease” by the Patient
keeps trace of the sending of a message of type “disease”. Secondly, a run of the
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Fig. 2. The COLLIERY technique.

distributed system, namely a collaboration case, corresponds to a set of cases
one for each involved participant. Figure 3 shows an excerpt of the collaboration
log of our running example, where we highlighted the events belonging to two
different collaboration cases. In particular, we considered a case of a patient that
has been hospitalized (events in J——
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systems. Hence, we do not rely
on any identifier for collaboration cases, which would have required an agree-
ment among the participants. Although the content of each process log is inde-
pendently produced, events stored in different logs belonging to the same col-
laboration case may have causal dependencies, which are indeed determined by
the exchanged messages through their content. Our technique correlates the col-
laboration cases assuming the presence of the same message instance identifier
among the attributes of the sending and receiving events as already done in
[10]. This is not a limitation of the approach since unique message identifiers are
already applied in several communication protocols, e.g., web-service addressing
and HTTP cookie.

Like almost all process mining techniques and tools, we consider event logs
compliant with the eXtensible Event Stream (XES) format [12], which is the

standard for storing and exchanging event logs. To keep track of the additional
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<event>

<string key=‘communicationMode’ value=‘receive’/>
<string key=‘concept:name’ value=‘Receive disease info’/>
<string key=‘org:group’ value=‘Gynecologist’/>

<date key=‘time:timestamp’ value=2021/10/30 11:22°/>
<string key=‘msgType’ value=‘disease’/>

<string key=‘msgIlnstancelD’ value=‘disease_38’/>

<string key=‘eventType’ value=‘start’/>

</event>

analysis

Fig.4. An event with message in XES Fig. 5. Hospital’s process discovered
format. by the Split Miner.

information about messages and event types required by the COLLIERY tech-
nique, we have extended the log format by relying on the extensibility mech-
anism of XES. Figure4 shows an example of an extended event drawn from
the gynecologist’s XES log. This is a receive event (key communicationMode),
corresponding to the system activity Receive disease info (key concept:name)
performed by the Gynecologist participant (key org:group), who has received
on October 30, 2021 at 11:22 (key time:timestamp) the message of type dis-
ease (key msgType) uniquely identified by disease-38 (key msgInstanceID); the
key eventType indicates that this event corresponds to the starting event of the
enclosing case for the gynecologist’s log. Notably, we assume an asynchronous
communication model with point-to-point interactions, meaning that the deliv-
ered messages are inserted into queues, and for each message, there is exactly
one sender and one receiver.

Processes Discovery Phase. This phase has been specifically designed to
exploit process discovery algorithms already defined, and possibly implemented,
by the research community. It takes as input a collaboration log under considera-
tion, and generates the corresponding BPMN processes. The models’ generation
can be realized by means of any process discovery algorithm that produces pro-
cess models in the BPMN notation, or in other notations that can be automat-
ically translated into BPMN [4]. At the time being, we considered the following
algorithms as instantiations for this parameter in our experimentation: Alpha
[18], Alpha+ [18], Heuristic Miner [20], Inductive Miner [13], and Split Miner
[3]. As a matter of example, by applying the Split Miner algorithm to the Hos-
pital’s log of our running scenario, we obtain the BPMN process in Fig. 5. The
process is similar to the one enclosed on the Hospital pool in Fig. 1, except for
the communication aspects that are not dealt with by the Split Miner algorithm.

Messages Analysis Phase. In this phase, the messages exchange analyzer
inspects all process logs to correlate the information concerning the sent messages
with the received ones. The aim of this phase is twofold. Firstly, it produces
information on communication aspects necessary in the next phase to properly
build a BPMN collaboration diagram from the discovered processes. Secondly,
analytics on messages delivery and consumption, and related time, are produced
to help the user to identify potential issues affecting the proper functioning of
the distributed system under analysis.

Let us first focus on the information used for building the collaboration.
In the following, we will use a, aj, ag, ... to denote activity names (which
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correspond to the values of key concept:name within an event element in the
XES logs), m, my, ma, ... to denote message flow names (which correspond
to the values of key msgType in the XES logs) and o, 01, 02, ... to denote
organization names (which correspond to the values of key org:group in the
XES logs). The information passed to the collaboration builder contains firstly a
set M of quintuples of the form (01, a1, m, 02, az), meaning that the send activity
a1 in the pool of organization o1 has to be linked to the receive activity as in the
pool of organization o5 by means of a message flow labeled by the message name
m. In addition, the collaboration builder receives the set L of message flows in
which one or more messages have been lost (i.e., messages that are sent but not
consumed), the set S of activities corresponding to starting events (identified by
the value start for the eventType key), and the predicate rc(mq, mo) that holds
if my and mso are in race condition. More specifically, rc(m, mg) holds if m;
and mo are both sent in the same trace and only the message sent for first is
consumed by a receiving event.

Let us consider now the analysis of message exchanges in the collaboration log
performed to obtain analytics for the user. For each type of message (a.k.a. mes-
sage flow in the BPMN model) we compute the following information: (i) number
of sent and lost messages; and (%) minimum, average, and maximum stay time
in the queue corresponding to the message type. The information (i) is simply
computed by counting the number of sending and receiving events in the logs for
a given value of the msgType key. The information (%), instead, requires taking
care of the timestamp of events and properly determining the amount of time
elapsed between the sending and the corresponding receiving events. For the sake
of simplicity, we assume as irrelevant the transmission time (i.e., the amount of
time from inserting the message in the queue), and we do not consider clocks
de-synchronization issues, i.e. we assume that logs are generated by systems
relying on a clock synchronization solution (see, e.g., [15, Ch. 6]) or working in
contexts where the clock drift effects are irrelevant. Even if this analysis is not
particularly sophisticated, the produced results may be very effective in identify-
ing communication-related issues in the considered system. The analysis results
are visualized in intuitive charts to facilitate both quick interpretation and deep
analysis. It is worth noticing that, differently from the message exchange anal-
ysis required by the collaboration building, this part of the analysis could be
extended or customized according to specific user requirements. The messages
analysis for our running example identifies that there are some lost messages.
This information would allow the user to intervene in the system to fix the issues
causing the loss of messages. We discuss the results of this analysis in Sect. 4.

Collaboration Building Phase. The last phase of the COLLIERY technique
concerns the building of the BPMN collaboration from the products of the pre-
vious phases. Firstly, we enclose each BPMN process discovered in the second
phase within a pool element, whose name corresponds to the system partici-
pant that has generated the log (recorded in the key org:group). At this point,
we have a collaboration with disconnected pools, whose processes only include
non-communicating activities. For example, given the processes and the set of
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Fig. 7. Fixing communication aspects.

quintuples in Fig. 6(a), the collaboration resulting after these initial operations
is the one in Fig.6(b). Then, send and receive activities in all processes are
identified, and hence properly specified in the model. These data can be easily
retrieved from the set M of quintuples produced in the third phase: the set of
sending activities for an organization o is {a | (0,a,m, 02, as) € M}, while the set
of receiving activities is {a | (01,a1,m,0,a) € M'}. For example, using the quin-
tuples in Fig.6(a), we obtain the model with specialized activities in Fig. 6(c).
Finally, the communicating activities are connected through message flows: for
each quintuple (01, a1,m,09,as) in M, it is inserted in the collaboration model
a message flow labeled by m starting from the activity a; in the pool o; and
ending in the activity as in the pool os. The final result for the considered simple
example is the model in Fig. 6(d).

Since the used process discovery algorithms disregard communication events,
the collaboration models obtained so far may present issues. Therefore, a second
step in the collaboration building phase is needed to refine the model and properly
represent communication aspects. Figure 7 reports the transformation we apply
to fix the communication issues. The first transformation, Fig. 7(a), replaces a
receive task at the beginning of a process, corresponding to a start event in the log
(condition A € S, where S is the set of starting activities computed in the third
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Fig. 8. Examples of model fragments with (a) lost messages, (b) race condition due to
parallel gateway, (c) race condition due to multiple sender participants.

phase), by a BPMN message start event element. In this way, in the execution of
the resulting BPMN collaboration model, the considered process will be instan-
tiated and started only when a message of type m is actually received. The sec-
ond transformation, Fig. 7(b), replaces an exclusive choice (realized in BPMN by
means of an XOR gateway) between receive activities by a message-driven choice
(realized in BPMN by means of an event-based gateway). The figure depicts only
two activities, but the transformation works likewise with more than two activi-
ties. This transformation is applied when either (i) there are no lost messages for
the involved receives (condition m;,mo & L, where L is the set, computed in the
third phase, of message flows that have lost messages) or (i) there is a race condi-
tion from the messages incoming into the involved receives (condition rc(mq, ma),
where rc is the race condition predicate computed in the third phase). In fact, the
event-based gateway may not be appropriate when the condition (%) is not sat-
isfied, because the gateway permits to receive any type of message between mq
and mo. Instead, as in the example in Fig.8(a), the use of an XOR gateway can
lead to situations where a participant is waiting for a given message, say m1, while
another is sending another type of message, say mo; in such a case, the message
of type my will be lost (m; € L). Notably, this transformation is a heuristic rule;
in fact, there may be issues (e.g., a deadlock upstream) causing the loss of mes-
sages. Condition (i) permits, instead, to apply the transformation also in some
cases of lost messages. In case of a race condition between messages (as in the
examples in Fig. 8(b)—(c)), the first arrived message triggers the corresponding
receiving activity and disables the others, hence the other messages will be lost.
In these situations, the event-based gateway is the appropriate gateway, as it is the
BPMN element specifically devoted to dealing with race conditions. Finally, the
third transformation, Fig. 7(c), aims at fixing misbehavior concerning the block-
ing capability of receive activities. Indeed, process mining algorithms do not dis-
tinguish between sending, receiving, and internal activities, hence it considers all
of them as non-blocking elements. However, when asynchronous communication
enters the game, a receive activity has to wait for the corresponding message, pos-
sibly forever. Consider, for example, a collaboration log composed of: the process
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log of the organization o1, containing h occurrences of trace (ABC') (with B receiv-
ing a message m) and k occurrences of trace (A), and the process log of the organi-
zation o, containing h occurrences of trace (DEG) (with E sending a message m)
and k occurrences of trace (DFG). In this case, every mining algorithm properly
discovers the process corresponding to the 05’s log, while for the 01’s log the model
may differ: the Alpha and the Alpha+ generate a process producing only (ABC)
traces, the Inductive generates an overfitting model, and only the Heuristic and
the Split miners properly discover the process. For instance, the collaboration in
Fig.9(a) has been discovered with the Split Miner. In this case, the coexistence
of traces (ABC') and (A) has been interpreted as the possibility of skipping activ-
ities B and C after the execution of A, which would be a correct interpretation
if one did not take into account the blocking behavior of the receive activity in
a communicative scenario. However, this collaboration model does not faithfully
represent the behavior registered in the collaboration log, because it allows exe-
cution traces where activity E is performed while activities B and C' are skipped,
leading to losses of messages of type m that do not occur in the log. Instead, the
collaboration in Fig. 9(b), resulting from the application of the transformation in
Fig. 7(c), does not exhibit this issue, but it precisely represents the content of the
collaboration log.

3 The coLLIERY Tool

We present here the COLLIERY tool implementing three out of the four phases
of the technique presented in Fig. 2, since the Logging phase is charged to the
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distributed system itself. The COLLIERY tool takes as input a set of logs of
different organizations and generates a BPMN collaboration model along with
a communication analysis report. The tool is developed in Java, to guarantee
compatibility with any operating system, and exploits external libraries, which
helped us to implement the COLLIERY’s phases. For the Processes discovery phase
we make use of the open-source platform PM4Py (https://pm4py.fit.fraunhofer.
de/), as it implements many discovery algorithms, i.e., Alpha, Alpha+, Induc-
tive Miner, and Heuristics Miner, and the transformation algorithm to obtain
BPMN models. For the Split Miner we used the Java implementation introduced
in [3]. In this way we decouple the process discovery functionalities from the rest
of the tool, thus supporting the integration of different discovery algorithms and
mining tools. Notably, COLLIERY allows (where applicable) the specification of
parameters influencing the discovery algorithms (e.g., the dependency threshold
for the Heuristic algorithm). For the Messages analysis phase, the COLLIERY tool
parses and manages the input XES files using OpenXES. Finally, the Collabo-
ration building phase uses the Camunda API to generate a fresh collaboration
diagram on which to insert the discovered processes and decorate the elements.
The COLLIERY tool is provided as a runnable jar file; the binary files and the
source code, instructions, and examples are available at https://pros.unicam.it/
colliery/. Part of its graphical interface is shown in Fig. 10(a)—(b).

4 Experimental Evaluation

This section presents the technique evaluation carried out with the tool on a set
of scenarios, including the running example, to check the quality of the discovered
collaborations, and to discuss the outcomes of the communication analysis.

Dataset. The following experiments have been conducted on ten collaboration
logs representing the executions of distributed systems. Usually, real(-istic) event
logs are made available by open-access repositories (e.g., https://data.4tu.nl), or
are synthetically generated by tools (e.g., https://plg.processmining.it). In both
cases, the logs that can be obtained represent the executions of single organi-
zation processes in which the communication events are missing. Therefore, we
developed a new tool for logs generation, which is a by-product of this work that
we also make available. It executes BPMN collaborations and records activity
and message events into XES files, one for each participant, as discussed in
Sect. 2. In addition to the running example, we selected artificial and realistic
collaboration models, and we generated collaboration logs from their execution.
Notably, the models we selected differ in: the number of participants (from 2 to
4), size (from 16 to 42), and the number of messages (from 2 to 8). Moreover,
for making the dataset as heterogeneous as possible, some models are unsound,
unsafe, unstructured, or contain loops. The generator of collaboration logs, the
models, the event logs, and all the data used and produced in the evaluation are
made available at http://pros.unicam.it/colliery/.

FEvaluation Approach. Discovery techniques are evaluated through confor-
mance checking [17]: it assesses the quality of a discovered model by comparing
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Table 1. Results of the evaluation (f stands for fitness, and p for precision).

Artificial 1 Artificial 2 Artificial 3 Artificial 4 Artificial 5

f P f P f P f P f P
alpha |1 0.724210.9261 |0.6348 |0.9573|0.4565 | 1 0.6050/0.9149/0.3973
alpha+ |1 0.7242]0.9350{0.63780.9573/0.4714 |1 0.6050/0.9149|0.3973
heu. 1 0.7242]0.9350{0.63780.9573/0.4133| 1 0.6050|0.9149|0.3973
ind. 1 0.7242]0.9350{0.6378 |0.9460 | 0.4457 | 1 0.6050|0.9149|0.3973
split 1 0.7242]0.96050.6121|0.9563 | 0.3865 | 1 0.6050|0.9149|0.3973

Real 1 Real 2 Real 3 Real 4 Real 5

f P f p f p f p f p

alpha |unb. |unb. |unb. |unb. |unb. |unb. |unb. |unb. |unb. |unb.

alpha+ unb. |unb. |unb. |unb. |unb. |unb. |unb. |unb. |unb. |unb.
heu. unb. |unb. |0.7867|0.6613|unb. |unb. 0.99990.7593|unb. |unb.
ind. 0.7913|0.6629|0.8753 |0.3832|0.9663 | 0.2729|0.9945 | 0.7866 | 0.7786 | 0.7043
split 0.7457/0.6176 |unb. |unb. |unb. |unb. [0.9220|0.7570/0.74370.6863

the behavior observed in an event log with the one described by a process model.
Unfortunately, the conformance checking techniques and tools available today
compare process models (usually Petri nets) with process logs while lacking
approaches that compare collaboration models and collaboration logs.

To apply conformance checking in our context it is necessary to transform
each discovered collaboration into a Petri net, and appropriately merge the traces
of each participant into a collective event log, i.e., a single log file where the
traces contain ordered lists of events triggered by any participant. Concerning
the collective logs, they are generated by the above-introduced log generator
tool we developed. Instead, the translations of the BPMN collaborations into
behaviorally equivalent Petri nets have been performed in two steps. The first
step consists of using the Convert BPMN diagram to Petri net (control-flow)
plugin of ProM (www.promtools.org) to produce a set of Petri nets, each of which
represents the control-flow of a participant process. In the second step, we com-
bine these Petri net processes to include also the message-flow. This is achieved
by connecting through a place each transition that represents a sending action
to the transition that represents the corresponding receiving activity. Therefore,
with such data and the aid of ProM, we performed conformance checking to
measure fitness, i.e., the ability of a model to reproduce the behavior contained
in a log, and precision, i.e., the ability of a model to generate only the behavior
discovered in a log, following respectively the approaches proposed in [1] and [2].

FEvaluation Results. Hereafter, we present the result of the experiments. For
the sake of presentation, we discuss in detail only the results obtained on the
running example. Independently from the mining algorithm selected for the dis-
covery phase, the collaboration models obtained using COLLIERY on the collab-
orative log of the running example report the four pools of the original model
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(Fig. 1), correctly labeled with the corresponding organization name. All the
message flows, the event-based gateway in the Patient pool, and the message
start events in the Hospital, Laboratory and Gynecologist pools are discovered.
Moreover, referring to the collaboration discovered by COLLIERY with the Induc-
tive Miner algorithm, also the participant processes are identical in the topology
to the original ones, while the other algorithms fail in reproducing properly the
block of parallel tasks. For instance, with the Heuristics Miner this block of
tasks ends with an exclusive join gateway (instead of a parallel one), and the
task Receive blood analysis results is placed after the block. This discrepancy
changes the behavior of the whole system, introducing unsafeness. This is not
due to the Collaboration building phase; it is due to the discovery of the Gyne-
cologist process made by the Heuristics Miner. In fact, considering a different
discovery algorithm we obtain a different result. In particular, by selecting the
Inductive Miner, the Gynecologist process results identical to the original model
(see the repository we made available online).

About the results of the conformance checking, only the collaborations of
the running example discovered using the Inductive and Split Miner can be
analyzed, as the others cannot be transformed into bounded Petri nets. The
collaboration discovered by means of the Inductive Miner has the higher results
(fitness ~0.79 and precision ~0.66), strictly followed by the results of the Split
Miner (fitness ~ 0.75 and precision & 0.62). In both cases, the values of the
conformance checking show that the collaborations discovered by COLLIERY are
good in reproducing the behaviors shown in the logs without overfitting them
too much. The values of fitness and precision achieved for the other examples
with different discovery algorithms are resumed in Table 1. The first five rows
regard the collaborations discovered from event logs of artificial (and structured)
models. In this case, we can always calculate fitness and precision values because
all the collaborations discovered by COLLIERY are bounded. While the last five
rows regard collaboration discovered from real (and often unstructured) models
that in fact result very often in unbounded nets for which we cannot apply
conformance checking. Overall, the observed values are high, especially for the
fitness that reaches in some cases the maximum (i.e., 1).

Regarding the communication analysis performed on the event logs of the
running example, Fig. 10(a) reports the number of messages exchanged or lost
for each message flow name. From this plot, we can observe a problem with mes-
sages of type patient analysis. Specifically, 26 messages have been sent but not
received, while 24 have been correctly received. This information permits to spot
a potential problem in the distributed system under analysis, whose identifica-
tion is facilitated by the discovered model that provides an abstract view of the
system behavior. Indeed, the Gynecologist always forwards the patient analysis
to the Hospital that, in its turn, can skip the receive task Receive patient analy-
sis. Figure 10(b) reports the minimum, the maximum, and the average number
of seconds elapsed between a send event and a receive event with the same mes-
sage instance identifier. Notably, in the case of lost messages, the tool depicts
a maximum time equal to infinite, together with the maximum time calculated
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considering only the received messages. This information opens the possibility
to monitor and predict the delays related to message exchanges, thus enabling
the identification of bottlenecks.

Threats to Validity. Since process mining focuses almost entirely on process
logs rather than on collaboration ones, datasets and approaches supporting the
evaluation of techniques like COLLIERY are missing, as also reported in [9]. A
possible solution would be to transform existing event logs into distributed logs
suitable for our technique. However, this would imply manually inserting com-
munication events, thus knowing the system that generates these logs. Another
concern regards the absence of conformance checking approaches and related
tools supporting the evaluation of discovery techniques for collaborative scenar-
ios. We managed to arrange collaboration logs and BPMN collaborations to work
with existing conformance checking approaches, but a conformance technique
specific for this collaborative setting would avoid or reduce errors introduced by
logs and models transformations. Indeed, despite very often COLLIERY discovers
exactly the original model, fitness and precision values are lower than 1.

5 Related Works

Despite almost all process mining approaches being devoted to gathering knowl-
edge on single organization processes, works exploiting process mining in collab-
orative settings exist in the literature. These techniques come under the umbrella
of cross-, intra-, and inter-organizational process mining. Cross-organizational
process mining aims at spotting differences between processes of the same or
different organizations [17]. Intra-organizational process mining tends to detect
resources, roles, and departments involved in single organization processes [23].
While, more in line with our work, inter-organizational process mining deals with
logs distributed over different organizations [10,16]. Here we discuss approaches
somehow similar to ours.

Zeng et al. present in [22] a framework for the discovery of cross-
organizational models, where participants can communicate. The framework
relies on distributed logs, each of which permits the discovery of a colored Petri-
net enriched with resources and communication. Then, these nets are grouped
in a collaborative workflow via coordination patterns. Differently from us, this
approach does not allow the selection of the desired discovery algorithm. More-
over, the use of Petri-nets, instead of BPMN collaborations, results in a less
intuitive modeling notation, reducing the comprehension of the system behav-
ior significantly. Finally, the approach does not give insights about the message
exchange, and no tool support is given. Bernardi et al. define a similar app-
roach in [5] resulting in the discovery of business rules, instead of models. In
the same fashion, Zeng et al. provide in [21] an approach for building Petri-nets
from distributed event logs. The approach produces a top-level process model
enriched with abstract transitions representing coordination models among the
participants. Every abstract transition refers to a single participant process given
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as output using standard Petri-nets. Finally, the participant processes are inte-
grated with the coordination model obtaining the whole collaboration. Even this
approach has not been implemented in a tool, and no support to high-level nota-
tion, like BPMN, and no insights on the communication are given. Differently,
Engel et al. [10] present a framework addressing the inter-organizational process
mining of organizations interacting via the Electronic Data Interchange (EDI)
messages standard. The framework permits getting insights from EDI data by
transforming them into event logs. However, the focus of this work is more on
extracting information about the interactions, than on producing collaboration
models. Indeed, on the produced logs, the authors apply existing discovery algo-
rithms that cannot produce collaborations. Hernandez-Resendiz et al. present in
[11] a methodology to discover choreographies from the logs of distributed orga-
nizations. The methodology merges the logs on the basis of a similarity matrix
obtained by calculating the distance between the traces of each participant and
discovers the choreography by means of the Split Miner. Differently from us, no
automatic tool is provided, the possibility to use other discovery algorithms is
forbidden, and the number of participants is limited to two. Finally, Elkoumy et
al. show in [9] an approach for applying process mining in collaborative scenar-
ios without exposing sensitive data, business secrets, etc. The approach makes
the organizations’ logs anonymous and extracts from them a directly-follows
graph, to which apply the discovery. This work points out the security problems
that may arise when we deal with data from different organizations. Despite our
technique does not address this problem, we could easily extend it to preserve
privacy: the Processes discovery phase could be performed internally to each
organization, while the Messages analysis phase can be performed in the same
way on logs that have been anonymized.

6 Concluding Remarks

This paper presents COLLIERY: a technique for discovering collaboration models
from distributed event logs. COLLIERY exploits existing discovery algorithms to
re-create process models of organizations involved in a distributed system, then
it merges them into a BPMN collaboration. The resulting model is decorated
in order to reproduce the communication aspects extrapolated from the logs.
Moreover, COLLIERY provides an analysis of the communication events to get
insights about message exchanges. Finally, COLLIERY has been implemented in
a tool we used to evaluate the technique against several logs.

Discussion. We were motivated by the increasing adoption of distributed
paradigms in IT systems and by a general lack of process mining solutions suit-
able for these scenarios. In particular, almost all the discovery techniques con-
sider the perspective of single organizations. Driving process mining to deal with
distributed scenarios can bring the advantage of gathering information on mes-
sage exchanges and on their impact on the involved processes. The technique we
propose could have practical applicability in many research fields around which
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the BPM and the process mining communities are spending a lot of efforts such
as the Internet of Things, Cyber-physical systems, and microservices, in which
the distribution of the information is even more evident.

Future Work. We plan to implement the COLLIERY technique within exist-
ing process mining frameworks, e.g., ProM. On the one hand, this would allow
increasing the number of supported discovery algorithms. On the other hand,
researchers would have the possibility to develop related techniques such as con-
formance checking or model enhancement suitable for collaborations. Moreover,
we plan to support other methods for correlating the collaboration cases to make
COLLIERY works also in case message identifiers are not present, for instance,
using pattern matching or other heuristics on the attributes contained in the
message events.
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